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Part I
O P E N I N G

1
I N T R O D U C T I O N
On the 3rd of August 1492, Christopher Columbus sailed out to map a
part of space unknown to Europeans at the time: the western sea route to
the Indies. After three months of travel, he finally found land and went
ashore. Under the assumption that he indeed arrived at his intended des-
tination, he called the native people he encountered ’Indians’. However,
he did not find the Western route to the Indies. Neither was he in the
Indies, nor were the people encountered strictly speaking ’Indians’.
On april 2nd 2013, in the New World, US president Barack Obama
launched the BRAIN initiative, one of many initiatives where scientists
from numerous fields work together to map one of the last unexplored
territories: the brain. Cognitive neuroscientists specifically come with
a basis set of assumptions, inherited from cognitive psychology, about
what should be on the map, and what the ’people’ (neurons, brain re-
gions, oscillations, etc.) should be called. They are mapping the presup-
posed cognitive space, or cognitive ontology, to the brain space: faces go
in the fusiform face area, places in the parahippocampal place area, eye
movements in the frontal eye fields, and so forth. Papers and books are
filled with the findings of the rapidly growing and successful field (see
Kandel et al., 2000 and Gazzaniga et al., 1998 for an overview). However,
doubt is also raised (for an overview, see Hanson and Bunzl, 2010), point-
ing, among other things, to the possibly premature application of the
cognitive ontology (Uttal, 2001; Roskies, 2008; Mausfeld, 2012). Might it
be that cognitive neuroscience is (partly) chasing ’Indians’?
There are apparent parallels (see figure 1.1). Both for Columbus and
cognitive neuroscience, there are dominant a priori expectations. Also,
for both evidence for a potential need to update the model is present.
For Columbus, this was the feedback on his calculations of the Earths
circumference and his inability to actually reach the known parts of the
Indies. For cognitive neuroscience, these are the overlapping and con-
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Figure 1.1: Parallel between the explorations of Columbus in 1492 and explo-
rations in cognitive neuroscience. A. Columbus set out on his ex-
plorations based on the assumption that there was a western route
to the Indies (left: Martellus worldmap from 1490). When arriving
in the Americas, he falsely held on to his assumptions and called
the native inhabitants ’Indians’ (right: image by Guacanagari, North
Wind Picture Archives via AP Images). B. Cognitive neuroscience
starts out from a set of cognitive concepts, which are mapped in
studies (indicated by journal covers) to locations in the brain using
imaging techniques (right: part of figure from Haxby et al., 2001,
creative commons license). Words "Indians" and "Faces" highlight
possible parallel fallacy.
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flicting results (Cabeza and Nyberg, 2000; Anderson and Pessoa, 2011),
within and across sub-fields, indicative that a simple one-to-one concept-
to-region is probably not possible. It is in this application of assumed
concepts and regions, partly irrespective of counter evidence, the risk of
potential ’Columbian naivety’ lie.
The risk seems least, but is in no means absent, in fields where the con-
cepts are close to the primary sensory and motor systems, as there is less
ambiguity and anthropomorphism in the definition and operationaliza-
tion of concepts. Interestingly, sensorimotor systems feature many of the
properties of higher order systems, such as decision making, planning
and memory, making it an often-used model of higher order cognition
(e.g., Haggard et al., 2008). Towards this end, we study sensorimotor
control of goal-directed movements in this thesis (see figure 1.2A). In
control of goal-directed movements, the brain has to solve a sensorimo-
tor mapping (see figure 1.2B), which could potentially offer inspiration
for the way cognitive neuroscience studies the cognition-brain mapping.
1.1 mapping spaces in sensorimotor control
The sensorimotor mapping performed by the brain is best illustrated by
an example. When you read this text, you effortlessly move your eyes
across the hundreds of words. In the case your hand would itch, you
would unconsciously move your other hand in to scratch, while your
eyes read on. Would your cat roll a ball at your feet to play, your foot
would softly push the ball. Meanwhile, your hand would find the text,
pointing where you left focus. Such are the wonders of mere seconds
of goal-directed movements: mapping a complex sensory world (page
of words, itch on hand, ball on foot), received through a divers set of
input modalities (vision, proprioception), to responses using numerous
combinations of effectors (eye, hand, foot). How does the human brain
allow for such complex behavior?
For the brain, this behavior involves three related processes. Two are
evident: represent the target location (word on page, itch on hand, the
ball) and represent the to-be-moved effector (hand, eye, foot). In the
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brain, the two processes are intricately connected: the representation
of the target location depends on the selected effector (Crawford et al.,
2011). Consider for example the movement your eyes have to make to
focus on this word. Now consider the movement of your hand, from
its current position, to the same word. Relative to the positions of the
eyes and hand, the word is at different positions. The brain appears to
code such relative positions (Andersen and Cui, 2009), necessitating a
third process: converting positions from sensory space to motor space.
In other words: to transform the relative position of a word on your
retina to an eye movement, or an itching hand in your body scheme to a
movement of your other hand.
This thesis aims to further the neuroscientific knowledge on cortical
sensorimotor control, operationalized in terms of these three processes.
Specifically, we focused on the parieto-frontal contributions (see Box 1),
tested in human subjects performing delayed movement tasks (see Box
2) in the fMRI scanner (see Box 3). The main questions are (figure 1.3):
• How are spatial locations represented? (chapter 2)
• How is sensory space converted into motor space? (chapter 3)
• How are effectors selected? (chapter 4 and 5)
To answer these three questions, we developed novel fMRI analysis meth-
ods (see Box 4). These methods were developed to get closer to how the
brain performs the computations inherent in the three studied processes
and offers a more quantitative view of the cognition-to-brain mapping
(Kriegeskorte et al., 2006; Bechtel and Richardson, 2010; Loosemore and
Harley, 2010).
The three topics, and the methodological considerations, will be in-
troduced in the upcoming four sections, after which the experimental
chapters (2 to 5) and discussion chapter (6) delineate our, by definition
partial, answers. Each experimental chapter considers a different aspect
of the sensorimotor mapping (see figure 1.3).
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Figure 1.2: A. The neuroscientific mapping studied in the current thesis, map-
ping sensorimotor concepts to parieto-frontal regions. B. The sen-
sorimotor mapping performed by parieto-frontal regions: from sen-
sory space to motor space, where both spaces are possibly defined
with different points of reference (i.e., in different ’reference frames’)
For example, with respect to the direction of gaze for a visual target
(left panel), and with respect to the shoulder for moving the arm to
grasp a target (right panel).
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Figure 1.3: Graphical overview of the mappings covered in this thesis. The cur-
rent chapter maps from a general picture of cognitive neuroscience
to the sensorimotor neuroscience of goal-directed behavior (chap-
ter 1). The four experimental chapters (2 to 5) each map different
combinations of sensory and motor spaces (sensors: sight and pro-
prioception, effectors: eye, hand, foot). Chapter 6 maps the findings
back to larger cognitive neuroscience.
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Box 1: Neurophysiology of goal-directed movements
In the cortex, goal-directed movements are mostly subserved by parieto-
frontal areas. Human areas relevant for the current work, and possible
functionally equivalent areas in non-human primates, are shown (see
Grefkes and Fink, 2005; Matelli and Luppino, 2001; Rozzi et al., 2006;
Culham and Valyear, 2006 for review; figure modified from Culham and
Valyear, 2006, with permission). Abbreviations are explained in the table
on the next page.
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Abbr. Meaning
Frontal
FEF Frontal Eye Fields
PMd dorsal Premotor Cortex
PMv ventral Premotor Cortex
Parietal
aIPS/AIP anterior Intraparietal Sulcus/area
aSPL anterior Superior Parietal Lobule
VIP Ventral Intraparietal area
mIPS/MIP medial Intraparietal Sulcus/area
aPCu anterior Precuneus
SPOC Superior Parieto-Occipital Cortex
1.2 representing sensorimotor space
Sensorimotor transformations necessarily involve representations of sen-
sory and motor spaces. Parieto-frontal regions contain such represen-
tations for multiple sensory (visual, auditory, somatosensory, Swisher
et al., 2007; Huang et al., 2012; Andersen et al., 1997) and motor (eyes,
hand, foot Heed et al., 2011; Beurze et al., 2007; Levy et al., 2007; Culham
et al., 2003) spaces.
Both sensory and motor spaces are represented in a similar manner.
That is, neurons (or groups of neurons as measured by fMRI) across
parieto-frontal regions respond differently depending on the spatial lo-
cation of stimulation (e.g., word on the retina or itch on the hand). These
responses share two related characteristics. First, single spatially selec-
tive neurons show structured responses, often Gaussian-shaped around
a preferred location, their so-called receptive or response field (Hubel
and Wiesel, 1968; Jay and Sparks, 1984). Often, these representations fol-
low interpretable dimensions, like direction and amplitude for fast eye
movements (saccades) (Gnadt and Breznen, 1996). Second, spatial rep-
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resentations are often topographic across neurons: neighboring neurons
represent neighboring points of space, forming cortical maps (Graziano
and Aflalo, 2007b; Wandell and Winawer, 2011). One common form of
topography is lateralization: the left hemisphere codes predominantly
for targets and movements to the right side of gaze or body line and
vice versa for the right hemisphere (Vallortigara et al., 1999).
Here, we focus on two representations relevant for the current work:
retinotopic ("eye-map", sensitive to visual locations in the outside world,
such as a word on a page) and somatotopic ("body-map", sensitive to
locations on the body, such as an itch on the hand). In section 1.4, we will
return to somatotopic representations in the context of effector selection.
1.2.1 Retinotopic representations
In both human (see Silver and Kastner, 2009 and Wandell and Winawer,
2011 for review) and non-human primates (see Munoz and Everling,
2004 for review), retinotopic representations are abundant throughout
occipital and posterior parietal cortex (PPC), probably reflecting the
dominance of vision in primate cognition (Posner et al., 1976; Ernst and
Banks, 2002).
In non-human primates, spatial representations are tested on the sin-
gle neuron level. In parietal and frontal areas implicated in saccade con-
trol, notably the lateral intraparietal area (LIP) and the frontal eye fields
(FEF) (see Box 1), retinotopically tuned neurons are found. The tuning is
Gaussian in nature, representing the two dimensions of retinotopic space
(direction and amplitude), as well as depth (Bruce and Goldberg, 1985;
Bruce et al., 1985; Gnadt and Mays, 1995; Gnadt and Breznen, 1996). Tun-
ing of neighboring neurons combine into topographic representations of
2D or 3D space, both at the neuronal (Thier and Andersen, 1998; Gnadt
and Andersen, 1988; Goldberg and Bruce, 1990) and at the gross anatom-
ical level as measured by fMRI (Patel et al., 2010; Arcaro et al., 2011).
In human PPC, similar maps, across groups of neurons, are found.
Most experiments in humans focus on direction tuning. Direction maps
continue directly after the classical visual maps in the occipital cortex
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(Sereno et al., 1995), from the first area along the intraparietal sulcus,
IPS0, (or V7, see Swisher et al., 2007) to IPS5 and the superior parietal
lobule (SPL) (Konen and Kastner, 2008). Each subregion is defined as
representing one full visual hemifield. For example, IPS0 starts at the
upper visual meridian (top of visual field) and ends at the lower visual
meridian, where IPS1 starts, etc. In the frontal cortex, direction maps are
found at the intersection of the precentral and superior frontal sulcus,
the likely human homolog of monkey FEF (Hagler et al., 2006). Ampli-
tude or eccentricity tuning (the distance to the center of gaze) has in
humans only been tested using visual stimulation, showing a lateral-
medial small-large saccade amplitude gradient along the IPS (Swisher
et al., 2007).
The retinotopic maps are involved in a wide range of tasks. First, they
are activated by saccades (Silver and Kastner, 2009). Second, they are
activated by visual stimulation (up to IPS4) (Swisher et al., 2007) and by
visual motion (all PPC and FEF areas) (Konen and Kastner, 2008). Third,
visual working memory and shifts in attention activate IPS0-2 and FEF
(Silver et al., 2005; Saygin and Sereno, 2008; Jerde et al., 2012; Astafiev
et al., 2003). Last, spatial coding for the hand topographically activates
the same parietal retinotopic maps, up to IPS3 and SPL, as well as FEF
(Hagler et al., 2007; Astafiev et al., 2003) (see also discussion on effector
specificity in section 1.4).
The range of tasks in which the parieto-frontal retinotopic maps are
implicated, hinders delineation of their functional role. The first three
systems, saccades, vision, and attention, are intimately linked: sudden
visual stimulation induces an automatic attention shift and/or saccade
(Hoffman and Subramaniam, 1995; Moore and Fallah, 2001). Evidence
from single cell stimulation even implies the same neurons in the pro-
cesses: weak electrical stimulation of visually sensitive neurons in mon-
key LIP (the homolog of human area IPS1) (Cutrell and Marrocco, 2002)
and frontal eye fields (Moore and Fallah, 2004) causes a shift in atten-
tion, while strong stimulation invokes the execution of a saccade. This
close coupling between attention and eye movements is formulated in
the premotor theory of attention (Rizzolatti et al., 1987). In contrast, the
coupling between perceptually oriented functions and controlling the
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hand is less obvious, but could be found in the close coupling required
for eye-hand coordination (Batista et al., 1999). Given this large and inter-
twined range of functions found for the retinotopic maps, it has recently
been proposed that the maps should be thought of as representations of
prioritized retinotopic space (Jerde et al., 2012), rather than representing
one of the tested tasks per se.
1.2.2 Somatotopic representations
Somatotopic representations represent space with respect to the body.
Important examples are the whole-body representations in the primary
sensorimotor (S1) and motor (M1) cortices (Penfield and Boldrey, 1937).
We focus here on somatosensory representations, which code sensations
within body parts (e.g., positions on the skin of the face or arm) and
relative position of the body parts itself in the body. In addition to S1,
such sensory somatotopic representations are found in rostral PPC and
PMd (Huang et al., 2012; Buccino and Binkofski, 2001). In section 1.3
and 1.4, we will consider the role of these regions in transformation and
motor planning.
The somatosensory representations in rostral PPC seem to follow a
similar organization as the neighboring areas in S1: medial areas repre-
sent lower limb stimulation, lateral areas the arms and hands and in-
between is, among others, the head. For example, in anterior SPL, a
detailed representation of positions on the face has been found (Sereno
and Huang, 2006), in line with a similar region (ventral intraparietal
area, VIP) in non-human primates (Duhamel et al., 1998). Dorsal premo-
tor cortex demonstrates a similar somatotopic representation (Buccino
and Binkofski, 2001).
All parieto-frontal somatotopic representations are involved in a num-
ber of related functions: they are activated when the effector (or other
body part) is touched, when the effector is moved, when attention is
turned toward the effector, and when a movement is imagined (Ander-
sen et al., 1997; Jastorff et al., 2010; Huang et al., 2012). Whether the
organization is truly somatotopic, or rather organized in an alternative
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fashion, is topic of active debate (Jastorff et al., 2010; Lorey et al., 2013;
Abdollahi et al., 2013; Graziano, 2006), related to the discussion on effec-
tor specificity we turn to in section 1.4.
Box 2: Functional Magnetic Resonance Imaging (fMRI)
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All studies in this thesis employ functional Magnetic Resonance
Imaging or fMRI (see figure). ’Functional’ refers to the ability to
study brain function, that is, the brain in action. This is in con-
trast to images of brain structure as measured in non-functional MRI.
’Magnetic Resonance Imaging’ refers to the use of magnetization for
measurements, in the case of fMRI to determine the difference be-
tween oxygenated and de-oxygenated blood. The rationale is as fol-
lows. Neurons require oxygen to function, thus regions containing
a higher level of oxygenated blood most likely contain more active
neurons and can hence be regarded as ’activated’ (see Logothetis
et al., 2001 for a more detailed explanation).
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The level of oxygenation is expressed in the Blood Oxygen Level
Dependent signal or BOLD-signal, describing the relative oxygena-
tion in percent signal change. BOLD is measured in the entire brain
at once, parcellated in small cubic parts (often 3x3x3 mm) called vox-
els (VOlumenous piXEL), allowing relatively good spatial resolution
across the whole brain; the hallmark of fMRI. Each voxel contains a
large number of neurons, hence fMRI is said to measure activation
in ’groups of neurons’.
BOLD is however, compared to the neuronal firing, slow: the blood
oxygenation reaches its peak 6 seconds after a neuronal event, which
restricts the temporal resolution. In addition, fMRI places a restric-
tion on the possible movements due to the size of the bore (i.e., the
tube in which participants lie, see figure) and the necessity to keep
the head still. Till early this century, few other movements than eye
movements were made in the scanner, while the last decade has
shown an increase in movements of other effectors (e.g., Verhagen
et al., 2008; Beurze et al., 2007; Heed et al., 2011). We will use fMRI
to test eye, hand, and foot movements in this thesis. (All images Cre-
ative Commons license, sources in figure list.)
1.2.3 Current work on spatial organization
In chapter 2, we test and reveal the full 2D topography (direction and am-
plitude) of visual saccade planning, examining the parieto-frontal retino-
topic representations. In chapter 3, we test the reference frame transfor-
mations involved in grasping visual and somatotopic targets. To refer-
ence frame transformations we turn next.
1.3 transforming space
Saccades to visual targets constitute a relatively ’simple’ sensorimotor
conversion, as both sensory and motor space are defined with respect to
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gaze: the visual input moves with the center of gaze. But what if instead
hand movements to a visual target are made, which requires target co-
ordinates relative to the hand? And what if the target is either a visual
block (retinotopic sensory input) or our own hand (somatotopic sensory
input) (chapter 3)? In that case, the relative coding used by the brain
forces it to transform the relative positions, a process called ’reference
frame transformation’.
1.3.1 Understanding reference frames
This points to an important unexplained characteristic of spatial repre-
sentations: their frame of reference (see figure 1.4). Different reference
frames involved when coding sensory or motor spaces. For example,
visual input (e.g., word on screen) is processed in a gaze-centered refer-
ence frame and somatosensory input (e.g., itch on hand) is processed in
a body-centered reference frame. Body movements however are coded in
the reference frame of their respective muscles. For example, movements
of the hand in space depend on movements of the arm, of which the mus-
cles originate in the shoulder. A robotic arm, fixed to your desk, would
constitute a simple model of the arm moving relative to its reference, the
desk (or shoulder). In similar fashion a trunk-centered representation for
the head and legs exists.
Given the different reference frames for sensory input and motor out-
put, the brain has to transform the locations in sensory reference frames
into locations in motor reference frames. Such transformations can be
calculated by combining sensory information with information on the
positions of body parts. For example, an eye-centered visual position can
be combined with position of the eyes to determine the head-centered
position (Zipser and Andersen, 1988). The head-centered position can
then be converted to a body-centered position by integrating the po-
sition of the head on the body, etcetera. Two predictions follow from
such a linear process. First, if the sensory and motor space are in the
same reference frame, no transformation is needed and no other refer-
ence frames should be at play. Second, there should be cortical areas
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Body-centered
target right 
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Figure 1.4: Graphical explanation of reference frames. In the left panel, the par-
ticipant looks to the left, with the target (red circle) at the right. The
target is to the right in both gaze-centered (GC, blue dashed line
is the gaze line) and body-centered (BC, green dashed line is the
body midline) coordinates. In the right panel, only the gaze position
changed: the participant now looks to the right. The body-centered
(BC) position remains to the right, while relative to gaze, the target
is at the left. Thus, by changing the position of an effector, the rel-
ative position of a target can change, depending on the reference
frame.
responsible for the different steps in the process, which receive the re-
quired information on the relative position of the body parts and show
reference frame specific responses. An alternative organization would
be to convert all sensory information to a common reference frame, and
plan movements from there. Such a common reference frame would also
allow to integrate sensory modalities into multimodal representations
(Xing and Andersen, 2000). One common reference frame would predict
the dominance of a single reference frame over others, across tasks and
modalities (Crawford et al., 2011).
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Both predictions are tested in behavioral and neuroscientific experi-
ments in two ways. The first is using static paradigms. In this case, the
reference effector (e.g. the eyes) is held at a fixed starting position, while
parts of the space are stimulated (in the case of the eyes, by visual stim-
ulation). Next, the reference is moved to a different position, and the
procedure is repeated. If the representation depends on the assumed ref-
erence, the behavioral output and/or the cortical maps should change
with the position of the reference. A similar rationale underlies the sec-
ond setup: spatial updating. Here, instead of a static position of the ref-
erence effector, the reference is moved during the task. First, with the
reference at a starting position, a stimulus is presented for a short time
(e.g., a visual dot), which the subject has to remember. Subsequently, the
subject is asked to move the reference effector to a new position. The crit-
ical test is whether the movement of the reference influences the repre-
sentations of the remembered stimulus, resulting in a possible reference
frame-dependent change in behavior or cortical responses.
Important to note is that reference frame studies can only draw conclu-
sions on the effectors for which the position was modified. For example,
a study only varying eye-position, can only find eye-centered representa-
tions and non-eye centered representations. Whether the representations
are (also) head, body, or allocentric (outside the body) cannot be con-
cluded. However seemingly trivial, this is an important interpretational
limitation: the most dominant reference frame tested is the eye-centered
reference frame, as it is the easiest to manipulate, also inside an MRI
scanner. Hands, head, and body are increasingly more difficult.
We will now discuss relevant behavioral, modeling, and neuroscien-
tific findings on reference frames.
1.3.2 Experimental findings on reference frames
A critical study on the influence of reference frames on behavior is a
study by Henriques et al (1998). The study built on the finding that
pointing to central targets is accurate, but that pointing to peripheral
visual targets leads to an overshoot (Bock and Eckmiller, 1986). Hen-
1.3 transforming space 19
riques and colleagues tested what happens if a visual target is initially
presented and remembered at the fovea, and only after an intervening
eye-movement is brought to the periphery. Does the subject in this case
point without an overshoot, indicating no effect of the intervening gaze
movement, or with overshoot, as if the targets were presented in the pe-
riphery, giving evidence for a gaze-centered representation? Henriques
et al’s results confirmed the latter: spatial targets for saccades are dynam-
ically updated during intervening eye movements. Others have built on
this work to show that across a range of behavioral paradigms involv-
ing different kinds of eye, hand, and body movements (of which many
impossible inside an fMRI-scanner), the eye-centered reference frame is
dominant (van Pelt and Medendorp, 2007; van Pelt et al., 2005; van Pelt
and Medendorp, 2008; Medendorp et al., 2003), suggesting that spatial
locations are converted into a common gaze-centered reference frame
(Crawford et al., 2011).
Box 3: Delayed movement tasks in motor control
Many experiments in motor control, including the experiments in
this thesis, are based on ’delayed movement’ tasks. All such tasks
follow the same basic setup: subjects perceive a stimulus, remember
the stimulus (location), plan the appropriate action during a delay
period, and perform the action after the delay.
500 ms. 3000 ms. 750 ms. 750 ms.
Delay Go cue IntertrialStimulus
For example, a visual delayed saccade task (see figure, used in
chapter 2) works as follows. A participant looks at a screen, gaze
centered at a fixation cross. Next, the stimulus is presented, which is
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a dot at a specific spatial location, specifying the target location for
the upcoming saccade. The participant, however, does not move, but
keeps the gaze centered at the fixation cross. Instead, the participant
remembers the target location, as the target quickly disappears. Dur-
ing the subsequent delay (or ’planning’) phase, the participant plans
a saccade towards the remembered target, while often distracted by
pseudo-random visual stimulation. Only when a go-cue is presented
(e.g., the fixation cross changes color), the participant executes the
planned movement and makes a saccade.
Many sensorimotor neuroimaging experiments focus on the mo-
tor planning occuring during the delay phase, which strongly drives
the parieto-frontal regions (Fuster, 1973; Andersen et al., 1985; An-
dersen and Cui, 2009). The reason to focus on a delay period in-
between stimulus presentation and movement execution is to allow
for unambiguous measures. If the activation for a stimulus-driven
movement would be measured, the activation could be either for the
stimulus or for the execution of the movement. Even if a delay is
added to separate stimulus and movement phase, testing the data
from the movement period would be confounded: is it the move-
ment command itself, or the feedback received through propriocep-
tive feedback from the muscle-sensors in the effector, registering the
movement? In addition, moving effectors causes artifacts in many
imaging setups. In the delay period on the other hand, input is al-
ways the same (in the example: fixation cross and distractors) and no
movements are made, so there is no activation for movement (feed-
back), nor are there artifacts related to movement execution in the
data.
Human fMRI work largely corroborates this interpretation, pointing
to the PPC and FEF as likely sources of the gaze-centered signal in gaze-
and reach planning. For example, Medendorp and colleagues (Meden-
dorp et al., 2003) showed in a spatial updating task, that the lateralized
activation (Sereno et al., 2001) switches hemisphere across gaze move-
ments, both for remembered saccade and pointing targets. Van Pelt
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et al (2010) used repetition suppression (see Box 4) to reveal a gaze-
centered representation in IPS and FEF for eye movements to visual
targets, also within a hemifield. Beurze and colleagues (2010) showed
a similarly gaze-centered representation for pointing movements in IPS
and PMd. Bernier and Grafton (2010) also applied repetition suppres-
sion, testing whether the sensory modality of the target influenced the
reference frame employed in target representation. One region switched
reference frames: the anterior precuneus, coding visual targets in gaze-
centered coordinates and proprioceptive targets in body-centered coor-
dinates. The latter findings suggest a more flexible modality-dependent
representation of space than suggested on the basis of behavioral find-
ings with visual stimuli.
Monkey neurophysiology also shows a mixed picture. Most studies
originally found neurons in area LIP (Duhamel et al., 1992) and FEF
(Umeno and Goldberg, 1997) to encode visual targets in gaze-centered
coordinates using so-called ’gain fields’. Gain modulation is a change
in amplitude of response depending on effector position (e.g., gaze
position), independent of the underlying response profile (Salinas and
Thier, 2000). In contrast, others found the representation of both audi-
tory and visual targets in the same regions followed a combination of
eye-centered, head-centered, and mixed representations (Stricanne et al.,
1996; Mullette-Gillman et al., 2005, 2009). Elsewhere in PPC, a multi-
tude of different (combinations of) reference frames is found (Pesaran
et al., 2006; Bremner and Andersen, 2012; Avillac et al., 2005; Buneo et al.,
2002; Batista et al., 1999). PMd, originally thought to represent reach tar-
gets in a shoulder-centered reference frame (Caminiti et al., 1991), also
contains mixed representations across the entire range (Pesaran et al.,
2006; Batista et al., 2007), with a relative dominance (compared to PPC)
for hand-centered representations. In response to the recent findings,
McGuire and Sabes (2011), as well as Chang and Snyder (2010), have sug-
gested the existence of gradients of reference frames, rather than strict
cortical modules.
Computational models can help to better understand neurophysiologi-
cal findings. A landmark modeling study by Zipser and Andersen (1988)
showed that gain field responses of LIP and FEF can be explained by
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a backpropagation network (Rumelhart et al., 1986), trained to convert
visual, gaze-centered, locations and eye position into head-centered lo-
cations. Later studies corraborated and extended these findings to other
conditions (Xing and Andersen, 2000; White and Snyder, 2004; Xing and
Andersen, 2006; Xing et al., 1994; Smith and Crawford, 2001, 2005). How-
ever, recently there has been a shift in modeling which parallels the neu-
rophysiological findings: radial basis function models have revealed that
mixed reference frames, rather than modular single reference frames,
can explain both behavioral (McGuire and Sabes, 2009) and neurophysi-
ological findings (Pouget and Snyder, 2000).
In summary, multiple reference frames are found in behavioral, neu-
roimaging, and neurophysiological measures in macaques and humans.
The diversity in findings can be taken to suggest space is represented in
gradients of mixed representations, rather than a linear cascade or one
unified reference frame.
1.3.3 Current work on spatial transformations
Whereas in chapter 2, no reference frame transformation was required
(but see Crawford et al., 2011), we introduce reference frame transfor-
mations in chapter 3. There, we test the reference frames involved in
planning grasping movements towards visual and somatotopic targets.
1.4 selecting motor spaces
Until now, all tasks described only involved one effector, the hand or the
eye. However, on top of the spatial configuration (see section 1.2) and a
role in spatial transformations (section 1.3), the parietal and frontal cor-
tex also play a role in effector selection: Which of the effectors should be
moved in response to a stimulus (e.g. eye or hand towards a word)? Cur-
rently, the dominant thesis is that PPC contains effector-specific regions,
coding for movements with a particular effector (Culham and Valyear,
2006). This is related to the somatotopy discussed in section 1.2.2. The so-
matotopy already discussed concerned somatosensory representations,
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while we now consider possible somotatopic representations involved
in the planning of motor actions. We discuss PPC and frontal cortex
separately, considering monkey neurophysiology and human fMRI.
1.4.1 Effector specificity in PPC
In monkey neurophysiology, multiple effector-specific sub-areas of PPC
are delineated (Grefkes and Fink, 2005). The lateral intraparietal area
(LIP) is thought to be responsible for planning saccades (Thier and An-
dersen, 1998; Dickinson et al., 2003; Gnadt and Andersen, 1988; Platt and
Glimcher, 1998). The medial intraparieal area (MIP, part of the Parietal
Reach Region or PRR, Cohen and Andersen, 2002; Snyder et al., 1997) is
responsible for coding reaching movements (Calton et al., 2002), while
the anterior intraparietal area (AIP) is believed to be involved in cod-
ing grasping movements (Murata et al., 2000; Rizzolatti et al., 1998). Fi-
nally, the ventral intraparietal area (VIP) encodes heading direction and
movements related to the face (Cooke et al., 2003; Klam and Graf, 2006;
Bremmer et al., 2002). Importantly, neurons in these areas often also re-
spond for movements with other effectors (Snyder et al., 1997; Colby and
Goldberg, 1999; Gottlieb and Goldberg, 1999; Fattori et al., 2010).
Human fMRI findings largely confirm the relative effector specificity.
Posterior PPC codes saccades, while anterior regions encode hand move-
ments (Levy et al., 2007; Beurze et al., 2007, 2009). Laterally, particularly
in the anterior intraparietal sulcus (aIPS), the hand movement activation
seems most related to grasping (Culham et al., 2003), while medial areas,
like the parietal-occipital junction (POJ) and anterior precuneus (aPCu),
are more responsive for reaches (Connolly et al., 2003; Filimon et al.,
2009). Again, most regions respond to more than one effector or type of
movement (Heed et al., 2011; Beurze et al., 2010).
Recent findings however have raised doubt about the effector specific
organization of PPC. First, Heed et al (2011) tested foot movements in hu-
man fMRI, in addition to eye- and hand movements. The eye is a special
effector, more related to perception, while the hand is action-oriented;
this perception-action dichotomy could have confounded previous stud-
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ies testing only eye and hand movements. Heed et al found a caudo-
rostral saccade-limb gradient and a medio-lateral foot-hand gradient.
The hand activation was consistent with previously reported grasping
areas, while the foot activation overlapped with reach-specific regions.
Second, when observing or imagining movements, the organization of
rostral PPC seems related to the type of action, rather than the effec-
tor used (Lorey et al., 2013; Jastorff et al., 2010; Abdollahi et al., 2013).
Third, when stimulating single neurons in monkey rostral PPC, complex
multi-effector movements are induced (Cooke et al., 2003).
1.4.2 Effector specificity in frontal cortex
In frontal cortex, monkey neurophysiology has reported two effector-
specific areas (Jastorff et al., 2010): FEF and PM. FEF shows a dominance
for saccades (Schall, 1991; Bruce and Goldberg, 1985). PM on the other
hand appears to predominantly code reaching and grasping movements
(Wise et al., 1997), with the ventral and dorsal part responsible for dif-
ferent parts of the action (Hoshi and Tanji, 2006, 2007). fMRI findings in
non-human primates corroborate these findings (Koyama et al., 2004)
In humans, fMRI studies have shown FEF (Paus, 1996) to represent
both saccades and smooth pursuit movements (Rosano et al., 2002) in
such detail that saccade reaction times can be predicted on the basis of
FEF activation(Connolly et al., 2005). PMd on the other hand is predom-
inantly activated for hand movements (Connolly et al., 2007).
Again, a number of conflicting findings have emerged in humans. For
example, FEF does not consistently code the distinction between hand
and eye movements (Levy et al., 2007; Astafiev et al., 2003; Connolly
et al., 2000). Moreover, FEF activity does not dissociate between atten-
tion and eye movements (Beauchamp et al., 2001) and PMd activity does
not consistently differ between hand and eye movements (Gallivan et al.,
2011a; Beurze et al., 2009). It hence seems that human parieto-frontal ef-
fector specificity is less strict than found in non-human primates, mostly
following eye-limb gradients instead of strict modules (Levy et al., 2007;
Beurze et al., 2009).
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1.4.3 Current work on effector specificity
Whereas chapter 2 and 3 tested different effectors separately (eye and
hand respectively), chapter 4 and 5 compare three different effectors:
eye, hand, and foot.
1.5 methodological advances in cognitive neuroscience
As the discussion on retinotopic maps (section 1.2), reference transfor-
mations (section 1.3), and effector specificity (1.4) show: it can be diffi-
cult to draw hard functional conclusions on the basis of neuroscientific
data. What is the exact function of the retinotopic and somatotopic maps,
which (mix of) reference frames are at play in sensorimotor transforma-
tions, and is the parieto-frontal network organized in an effector-specific
or alternative manner? In other words, it seems difficult to map the cog-
nition and brain spaces, as possibly true in cognitive neuroscience in
general (see figure 1.1; Cabeza and Nyberg, 2000; Anderson and Pessoa,
2011). Potentially, this can partly be remedied by more quantitative map-
ping of the two spaces, rather than attempting to map strict boundaries
and contrasts (Mole and Klein, 2010).
Box 4: fMRI analysis methods
In recent years, there have been significant advances in fMRI analysis
methods. Most relevant for this thesis is the shift from univariate to
multivariate analysis and the development of repetition suppression
to study brain function.
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Univariate analysis
Univariate analysis is the classic method to analyse fMRI data. In
this thesis, we apply it in all experimental chapters (chapters 2 to 5)
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to different degrees. It is based on the following (simplified) steps
(see figure, Univariate analysis).
A general linear model (GLM) of the experimental task is built,
containing a number of regressors. Each regressor describes one ex-
perimental manipulation, for example the presentation of a stimu-
lus at a certain location or the delay phase for a specific effector. A
one or a zero is ascribed to each scan: one when the manipulation
represented by the regressor was present during acquisition of that
scan, zero when it was not present. Next, the regressor is convolved
with a hemodynamic response function (HRF). The HRF describes
the expected change in BOLD signal (see Box 3) when a stimulus
is presented (Friston et al., 2011). After convolution, each regressor
describes the predicted BOLD signal related to the condition or ma-
nipulation it represents.
For the brain of a single subject, the model (’design matrix’) al-
lows to test how well a weighted combination of the different regres-
sors (i.e., conditions) can explain the BOLD signal for each single
voxel (the weights ß are estimated, indicated by ’?’ in the figure). For
example, one voxel could be more tuned to the stimulus presenta-
tion (probably visual cortex), while another is more active for the
delay phase (probably parietal and frontal cortex). The weights are
determined by calculating the closest fit between the actual BOLD
signal for a voxel and the model, multiplied with a set of beta’s (the
weights), one weight for each regressor. Next the beta’s are converted
to statistical values, and, for group analysis, aggregated across sub-
jects.
There are two important points to note. First, and most impor-
tantly, the analysis regards all voxels separately. Neighboring voxels
don’t influence each other. Second, to cope with the differences be-
tween subject brains and to increase signal-to-noise (Friston et al.,
2011), the BOLD-scans per subject are first smoothed (i.e., averaged
across neighboring voxels) before the model is tested. It might seem
this allows for interactions between voxels, but rather the spatial res-
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olution is decreased: voxels are effectively increased in size (e.g. 8
x 8 x 8 mm) and now overlap, making it harder to distinguish the
contributions of the original individual voxels.
Multivariate pattern analysis
In multivariate pattern analysis (MVPA), interactions between voxels
àre taken into account (see figure, Multivariate analysis). We apply
two forms of MVPA (correlation analysis and support vector ma-
chine classification) in chapters 3 and 4 of this thesis.
The critical property of MVPA is that the pattern of activation in-
side a group of voxels is taken into account, rather than only single
voxels or the mean activation across a group of voxels. Take for exam-
ple the voxels in one region (see figure, left and right checkerboards).
Some might be more active for hand movements, while others are ac-
tive for the foot. If these activations are smoothed across a region, as
standard in univariate analysis, it might seem there is no difference.
Instead, if the relative activations between voxels are taken into ac-
count (the "pattern"), as done in MVPA, it would become clear that
hand movements are represented by the difference between subset
A and subset B: if A is more active, than the participant performed a
hand movement, if B is more active, than the participant performed
a foot movement. This is a simple pattern, but machine learning al-
gorithms can be used to also distinguish more complex patterns (see
also Kragel et al., 2012 for a comparison between linear and non-
linear algorithms). Moreover, the patterns can be determined in the
raw BOLD signal, or on the t-values from the univariate analysis, or
any measure in-between (Cox and Savoy, 2003).
The patterns of activation tested in MVPA are said to hold ’infor-
mation’ on the experimental manipulations, rather than ’activation’.
Note the critical distinction. Activation analysis (= univariate anal-
ysis) only tests whether the activation across a group of voxels is
on average different between conditions. In contrasts, information
analysis tests whether the internal pattern of activations differs, re-
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gardless of the mean activation. The two measures can hence be seen
as tapping into independent properties of a group of voxels, like the
mean and standard deviation of a set of values (see chapter 4 for
a way to combine the two measures, and Davis et al., 2014 for a
discussion of their independence).
To select the groups of voxels across which to determine pattern
information, we applied a searchlight procedure (Kriegeskorte et al.,
2006). Searchlight analysis involves defining a search sphere with
a predefined radius (often 2 or 3 voxels), encompassing a group of
voxels surrounding a center voxel, which is moved across all voxels
in the brain. At each position, MVPA is applied and the resulting
information measure is ascribed to the center voxel, resulting in a
continuous map of information.
Repetition suppression
Repetition suppression (RS) is a form of univariate analysis in which
the effect of trial order is tested: when the same trial is repeated, the
response in a voxel is expected to be suppressed (see figure, Repe-
tition suppression). What constitutes as ’the same’ for a particular
voxel or region is the critical property tested: if there is no suppres-
sion in an area, two trials are not regarded ’the same’ by the area.
RS is believed to test the neuronal tuning properties within a voxel,
not possible with standard univariate or multivariate fMRI analysis
methods (Grill-Spector and Malach, 2001; Grill-Spector et al., 2006,
though also see Krekelberg et al., 2006; Henson and Rugg, 2003;
Sawamura et al., 2006). We use RS in chapter 5.
To illustrate the added value of repretition suppression, assume
a voxel shows equal univariate responses for two conditions, plan-
ning hand and foot movements (left column). This could imply that
the neurons contained in the voxel all represent both hand and foot
movements, or that there is a subset of hand-neurons and a subset
of foot-neurons. Observations from neurophysiology suggest a way
to distinguish the two interpretations: when a neuron is sensitive for
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a stimulus and the stimulus is presented twice in rapid succession,
the neuronal response for the second presentation will be smaller.
Under the assumption of a link between neural firing and BOLD sig-
nal (see Box 3), the same should be true for voxels (Grill-Spector and
Malach, 2001). Specifically, if a hand trial follows a hand trial (hand-
hand) and there is a group of neurons in the voxel which represents
hand movements, the response should be smaller (see middle col-
umn). Similarly for a foot following a foot trial. The critical compar-
isons are hand-foot and foot-hand combinations (see right column).
If there are hand- or foot-specific pools of neurons in a voxel, no rep-
etition suppression should be detected, as for each effector-specific
pool hand-foot and foot-hand are no repetition (equal bars). If there
is instead one pool of neurons responsive for the ’limbs’ (i.e., hand
and foot are treated the same), the response should be suppressed
(unequal bars).
In this thesis, to help answer the functional questions, we propose
methods to come to such a quantitative mapping of the brain and cog-
nition space. Chapter 2 attempts to zoom in further than standard fMRI
methods by looking at the shape of within-voxel 2D saccade tuning,
rather than only focusing on the peak value. Moreover, it attempts to bet-
ter segregate visual, planning, and motor contributions to parieto-frontal
tuning and posits multiplicative rather than often assumed additive in-
teractions. In chapter 3 we attempt to integrate positive and negative evi-
dence for multiple hypotheses, showing overlapping and dynamic refer-
ence frames in single areas. Chapter 4 bridges the gap between activation
and information studies, offering a way to combine the two now often
distinct types of findings, offering insight in overlapping effector repre-
sentations. In chapter 5 we instead use repetition suppression (see Box
4) to zoom in to the neuronal contributions to effector selection, helped
by an optimized RS sequence and elaborate GLM model for maximum
sensitivity. Chapter 6 finally goes more in-depth into the underlying dif-
ficulties and offers a theoretical framework for quantitative mapping of
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the cognition and brain spaces, continuing on the points raised in the
current and subsequent chapters.
1.6 outline of this thesis
The goal of this thesis is to delineate the (potentially overlapping)
parieto-frontal representations of targets and effectors involved in plan-
ning goal-directed movements. Chapter 2 studies the 2D spatial represen-
tations involved in saccade planning. Chapter 3 studies reference frame
transformations involved in grasping visual and proprioceptive targets.
Chapters 4 and 5 study the effector representations involved in planning
eye, hand, and foot movements. In the discussion chapter 6, we present
a integrated view of the parieto-frontal contributions to the mapping of
sensorimotor space and an overview of methodological considerations.
We also consider what inspiration sensorimotor mapping mechanisms
can offer to neuroscientific approaches to map brain and cognition.
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Table 1.1: Overview of experimental chapters and applied analysis methods.
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T W O - D I M E N S I O N A L S PAT I A L T U N I N G F O R
S A C C A D E S I N H U M A N PA R I E T O - F R O N TA L C O RT E X
Saccades in the frontoparallel plane are targeted at two-dimensional (2D) loca-
tions, defined by direction and amplitude. Macaque neurophysiology has shown
that these dimensions are jointly represented in single intraparietal sulcus (IPS)
and frontal eye fields (FEF) neurons, constituting multiple maps of 2D saccade
space. Human fMRI has shown that the direction of the saccade is topographi-
cally represented across large neuronal groups. However, it is unknown whether
both direction and amplitude are separable dimensions at the voxel level and
whether these tuning variables are organized in large-scale topographic maps.
We used fMRI to address these issues in subjects performing an instructed-delay
saccade task to 18 locations (6 directions, 3 amplitudes). Singular value decom-
position was applied to the corresponding response field of each voxel, providing
an index of the separability into direction and amplitude tuning. Our findings
show that saccade location tuning is composed of separable direction and ampli-
tude components within voxels across the parieto-frontal network. In both IPS
and FEF there were amplitude gradients and reversals of direction tuning across
voxels, with a medio-lateral gradient of decreasing saccade amplitude along the
IPS. These findings reveal the 2D cortical organization of saccade space within
and across voxels and hold great potential for the study of other sensorimotor
systems.
Adapted from:
Leoné, Frank T.M.; Toni, Ivan; Medendorp, W. Pieter (2014). Two-dimensional spatial tun-
ing for saccades in human parietofrontal cortex, NeuroImage, 87 (15): 476-489
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2.1 introduction
Various regions in the primate neocortex have been implicated in gener-
ating saccades, including key areas such as the lateral intraparietal area
(LIP) and frontal eye fields (FEF) (see Munoz and Everling, 2004 for re-
view). These regions need to code two dimensions to program saccades
in the frontoparallel plane: target direction and target amplitude. Single-
unit electrophysiology in macaques has shown that these parameters are
jointly represented in individual neurons, resulting in two-dimensional
(2D) tuning curves (Bruce and Goldberg, 1985; Bruce et al., 1985; Gnadt
and Breznen, 1996; Goldberg and Bruce, 1990; Platt and Glimcher, 1998).
Furthermore, in areas LIP and FEF, adjacent neurons show similar tun-
ing properties, resulting in topographic maps of saccade space (Gnadt
and Andersen, 1988; Goldberg and Bruce, 1990; Thier and Andersen,
1998). However, it is unknown to what extent 2D tuning and topography
generalize to computations of larger neuronal pools, like those sampled
in fMRI voxels, and to other species, including humans.
In human saccade planning, several fMRI studies have applied phase-
encoded mapping approaches to map one of the two dimensions - target
direction - along the parieto-frontal surface. This approach has identified
up to seven regions with directional topography in parietal cortex and
two such regions in frontal cortex (see Silver and Kastner, 2009 for re-
view). To date, however, no reports exist on the cortical representation
of saccade amplitude in humans.
In close connection, studies of visual perception have reported 2D vi-
suotopic maps in occipital and parietal areas, based on responses to ro-
tating wedges and moving ring stimuli (Arcaro et al., 2011; Swisher et al.,
2007). The visual stimulation in such studies is varied along one dimen-
sion only (e.g., a concentric ring), mapping direction and amplitude in-
dependently. It is not clear whether these results generalize to saccades,
which would require that direction and amplitude are separate, indepen-
dent dimensions in 2D saccade tuning. In principle, this means that the
shape of the tuning curve for direction does not depend on amplitude,
and vice versa. However, this has never been tested in humans.
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Hence, the current knowledge on human cortical 2D saccade gener-
ation leaves open two important questions. How are saccade locations
represented at the level of individual voxels, i.e., as a combination of di-
rection and amplitude? How are saccade locations topographically rep-
resented across the parieto-frontal cortex?
To answer these questions, we measured cerebral activity with fMRI
while participants performed saccades to remembered visual targets,
presented at 18 different locations in the fronto-parallel plane. Inspired
by analyses of single-unit data in owls (Peña and Konishi, 2001) and
macaques (Pesaran et al., 2006), we used singular value decomposition
(SVD) on BOLD timeseries to study saccade organization at two levels.
First, we applied SVD at each voxel to test the separability of location-
related responses in direction and amplitude components. Second, tak-
ing the voxels of which the location response proved separable, we used
the peak of the direction and amplitude components to determine the
full 2D topography for saccades across voxels. Differently from previous
work, these novel analyses derive direction and amplitude tuning from
location data, testing whether these dimensions are cerebrally relevant
for representing saccade locations.
2.2 materials and methods
2.2.1 Participants
Eight healthy right-handed participants (five male, three female), aver-
age age 24.6 (range 19-43 years), with normal or corrected to normal
vision, participated in this study. A short questionnaire was used to as-
sess handedness. Each subject participated in two recording sessions of
about 60 min each, performing a total of 1296 saccade trials Participants
gave their written consent in accordance with the local ethics commit-
tee (CMO Committee on Research Involving Human Subjects, region
Arnhem-Nijmegen, The Netherlands).
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2.2.2 Experimental set-up
Participants were lying supine in the scanner; their head was tied inside
a phased-array receiver head coil. The head and neck were stabilized
within the head coil using foam blocks and wedges. A foam block was
also placed underneath the knees. In some subjects the elbows and neck
were further supported by cushions to make them feel more comfortable.
Visual stimuli were projected onto a screen and viewed by the subject
using a mirror, giving the perception that they were roughly above the
participants’ head. Stimuli were controlled using Presentation software
(Version 14.7; Neurobehavioral Systems, San Francisco, CA, USA). Posi-
tion of the left eye was recorded using a long-range infrared video-based
eyetracker (SMI, Teltow, Germany) at a frequency of 50 Hz.
2.2.3 MRI settings
MR images were acquired using a Siemens Trio 3-Tesla MRI scanner
(Siemens Tim TRIO, Erlangen, Germany) with a 32 channel head coil.
A multi-echo sequence of five echoes (TE: 9.4, 21.2, 33, 45, 57 ms, TR:
1480 ms) was used to improve signal strength, encompassing 23 slices,
centered on the parietal and frontal motor areas (slice thickness 3 mm,
gap = 17%, in-plane pixel size 3 × 3 mm, FOV = 192 mm, flip angle = 80°).
210 functional images were obtained per run, lasting 5 min, with 24 runs
in three subjects, and 28 runs in one (S1). After collecting the functional
images, high-resolution anatomical images were acquired using a T1-
weighted MP-RAGE GRAPPA sequence (176 sagittal slices, voxel size =
1 × 1 × 1 mm, TR = 2300 ms, TE = 3.93 ms, FOV = 256 mm, flip angle =
8°).
2.2.4 Experimental paradigm
We designed our experimental paradigm with a clear connection to pre-
vious paradigms, facilitating a comparison to established topographic
mapping approaches and their respective results. To this end, our sub-
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jects performed a memory-guided saccade task (see figure 2.1A), with
the target location successively stepping through 60° angular intervals
around the clock (30 (“1 o’clock”), 90, 150, 210, 270, 330°) followed by
an eccentricity (amplitude) change (4, 8 or 12°) after each full round of
fixations (see figure 2.1B). Each trial started with the presentation of the
peripheral target (a white dot, size: 1°) for 500 ms, while subjects fixated
a central white cross (size: 1°). Subsequently, a set of 500 dots (size: 1°),
equally distributed across the field of view blinked at 2 Hz for 3 s, re-
moving iconic memory traces (Averbach and Coriell, 1961). The subject
was instructed to plan a saccade movement to the remembered target
during this period. Next, the fixation cross dimmed for 750 ms. This in-
structed the subject to execute the planned saccade to the remembered
target location and immediately return to the central fixation cross. The
next trial started after the central fixation cross was presented at normal
luminance for a duration of 750 ms. Each trial lasted 5 s. Trial length
was not jittered to allow for phase-based analysis approaches (Schlup-
peck et al., 2005; Sereno et al., 1995). The 60° steps in target direction
across subsequent trials occurred in either clockwise or counterclock-
wise direction. The 4° steps in target amplitude were superimposed on
direction changes, either away from or towards the fixation cross. As a
result, the successive presentation of the 18 target locations was either in
a clockwise-inward, counterclockwise-inward, clockwise-outward, or a
counterclockwise-outward fashion. A sequence was repeated three times
within a run, yielding a total of 54 trials per run. Each run was preceded
and followed by 20 s of steady gaze fixation. Runs were separated by
breaks during which the scanner was turned off and the lights were
turned on. The duration of the breaks was determined by the subject.
The total duration of the experiment, consisting of 24 runs or 1296 tri-
als, excluding the breaks, was 124 min, performed in two sessions. One
subject (S1) performed 28 runs, with a total duration of 145 min.
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Figure 2.1: Experimental paradigm and analysis (A). Each trial started with the
presentation of the stimulus (500 ms) at one of 18 target locations.
This was followed by 3 s of distractor flashes, after which partici-
pants made the movement to the remembered target and back, as
triggered by the movement cue (750 ms). A trial ended with 750
ms of only the fixation cross, after which the next trial followed. (B)
The 18 possible saccade target locations as presented in the stimu-
lus phase. Solid arrows indicate the two axes on which the order
of saccade target presentation could differ between runs: direction
(leftward or rightward) and amplitude (inward or outward). (C).
Overview of analysis. 1. A design matrix was constructed contain-
ing, among others, 18 regressors of interest capturing the planning
periods, one for each of the 18 saccade target locations. 2. A stan-
dard GLM analysis was used to calculated t-values (indicated by
blue bars) for each regressor per voxel. 3. The t-values were ordered
in a 3 × 6 matrix to mimic the underlying spatial structure of the
stimuli and form a response field (indicated by the surface plot, the
arrows how the t-values and respond field relate). 4. SVD was ap-
plied to extract the primary direction and amplitude dimensions of
the response field (amplitude is indicated using red rings, direction
by red wedges). 5. Topography was laid out across voxels by deter-
mining the peak of tuning (indicated by arrow and red circle) along
the separated dimensions. The results of the SVD and determination
of peaks relate directly to our two research questions.
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2.2.5 fMRI preprocessing
Data from the multi-echo sequence were combined using the PAID algo-
rithm (Poser et al., 2006). Images were smoothed spatially using a kernel
of 5 mm to suppress high-frequency spatial noise. Slices were tempo-
rally realigned to the center slice of the image to accommodate for slice
timing differences. High pass filtering (cut off: 180 s) was applied to
the fMRI time series to filter out low-frequency confounds. Functional
images were co-registered with the anatomical scan based on the T1
image. The structural image was segmented at the gray/white matter
boundary, and the cortical sheet of each hemisphere was reconstructed
and inflated using the FreeSurfer toolbox (Dale et al., 1999; Fischl et al.,
1999). All further preprocessing and subsequent analysis steps were
performed using the SPM 8 toolbox (Statistical Parametric Mapping;
http://www.fil.ion.ucl.ac.uk/spm) and Matlab™ (Mathworks Ltd.).
2.2.6 Data analysis
2.2.6.1 Behavioral analysis
Eye position data were recorded in all subjects. For each trial, saccades
and blinks were detected using velocity-based algorithms (Nyström and
Holmqvist, 2010). Trials containing no saccades, multiple saccades or
a wrongly timed saccade, were regarded as errors (on average 9.12%,
range = 2.62-22%), with the majority of errors caused by a brief loss
of pupil signal. Of the remaining trials, shown in figure 2.2, the angular
error for direction was on average 13° (range = 8°-25°), evenly distributed
across directions, with a gain on the amplitude of 0.96 (range = 0.88-1.01),
showing an undershoot at distant targets. The average reaction time was
220 ms (range 120-254 ms) and the average movement time was 988 ms
(range: 686-1188 ms).
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Figure 2.2: Behavioral performance of the 8 subjects on the delayed saccade task
and the group average. Colored open circles indicate single saccade
endpoints, which clusters around the target locations. The intersec-
tions of the black line grid indicate target locations. The average plot
shows ovals representing spread along amplitude and direction di-
mensions.
2.2.6.2 Response field analysis
The basis of the response field analysis (see figure 2.1C) was a standard
GLM. The regressors of interest were eighteen block regressors encom-
passing the delay period, representing saccade planning to the eighteen
target locations. Activity related to stimulus presentation and movement
execution was captured by separate spike regressors on stimulus and
movement cue presentation. All regressors were convolved with a canon-
ical hemodynamic response function to accommodate BOLD dynamics
(Friston, 1998). In addition, we used seventeen regressors of non-interest.
Twelve regressors accounted for signal changes related to head motion,
as estimated on the basis of the six parameters from the motion correc-
tion algorithm, and their derivatives (Lund et al., 2005). The other five
regressors accounted for changes in overall signal intensity, as estimated
from image compartments that should not provide task-related BOLD
signals, including: white matter, cerebro-spinal fluid, fat, skull, and out
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of brain (Verhagen et al., 2008). Sessions were modeled separately in the
GLM, with 38 regressors (including constant term) and 210 scans per
block. The response field analysis was specifically focused on the plan-
ning period, i.e. on the t-values for the 18 location-specific delay regres-
sors. t-Values, are suggested to better capture the informational content
of fMRI voxels than beta values (Misaki et al., 2010). The stimulus and
movement regressors were used to assess the relative sensitivity of each
voxel to the corresponding periods.
For the response field analysis, we ordered the t-value for each of the
18 locations into a 6 (directions) × 3 (amplitudes) response matrix R per
voxel. Such a response field can be conceived of as the outer product of
direction (D) and amplitude (A) tuning, or R = R0 + D ∗ A, where D is
a column and A a row vector and R0 is a bias term. An SVD analysis
(Peña and Konishi, 2001) allows to determine the values of D and A and
test whether a decomposition of the response field into a direction and
amplitude dimension is veridical.
The SVD of a 6 × 3 matrix gives three matrices: R = U ∗ Σ ∗V, where
U (6 × 6) and V (3 × 3) contain the singular vectors and Σ (6 × 3) is a
diagonal matrix of singular values. To get the primary singular vectors
for direction (D) and amplitude (A) tuning, we took the first column of
U and V respectively, multiplied by the square root of the first singular
value in Σ. Before applying this analysis, we subtracted a constant R0
from the field, such that the variance explained by the second and third
singular vectors is minimized (Peña and Konishi, 2001).
To assess the significance of the factorization of the field in direction
and amplitude dimensions, we calculated the relative variance explained
by D and A, indicated by R2. R2 = 1 means that all variance is explained
by the separable vectors for amplitude and direction, R2 < 1 means
that a proportion of variance is explained by inseparable location tuning.
Therefore, R2 can be considered a measure of separability. To assess the
significance of the factorization, we compared the R2-statistic of a field to
a distribution of R2-statistics based on 10,000 permuted versions of the
field, separately generated for each field. An R2-statistic was deemed
significant if 95% of the permuted fields had a lower value for R2. This
implies that the way we structured the response matrix allows for better
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separation in two dimensions than at least 95% of the alternative ways
we could have setup the field. This also means that the resulting com-
ponents are expected to reflect the tuning curves of the voxel to each
dimension when considered separately (Peña and Konishi, 2001), which
we scrutinized in our topography control measures (see below).
We also tested an additive decomposition model on our response
fields, for comparison with the multiplicative decomposition (Peña and
Konishi, 2001). The additive model, given by R = R0 +D+ A, was based
on a weighted sum over the average activation across directions and am-
plitudes. Note that in essence, the additive test is a lower bound for the
multiplicative model: all fields that follow an additive interaction can
also be described by multiplicative interaction. Thus, the additive model
serves as a baseline in testing whether multiplicable interactions allow
for additional variance to be explained.
2.2.6.3 Topography
To examine topography, we used the tuning curves (A and D) from the
SVD to estimate the preferred direction and amplitude of each voxel. To
determine these parameters for directional tuning we fitted a Von Mises
function - the circular analog of a Gaussian function - to the direction
curve: p(Θ) = b+ k ∗ exp(κ ∗ cos(Θ−µ)), with µ as the voxel’s preferred
direction and κ its tuning width, inversely proportional to the variance,
σ2. Parameters b and k, represent bias and scaling terms, respectively. To
characterize the tuning for amplitude, we calculated a weighted average
of the tested amplitudes, weighted by the amplitude tuning curve.
For comparison, we also analyzed the direction data using a phase-
based mapping approach (Sereno et al., 1995), which is based on a
Fourier analysis of each voxel’s time series in response to the presen-
tation of each of the six target directions, collapsing the data across the
nonperiodic amplitude. We applied a Fourier transform separately per
run, flipping sign for the counterclockwise runs. The frequency with the
highest power in a direction only design matrix was taken as frequency
of interest.
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Note that an equivalent comparative analysis for amplitude is not pos-
sible due to the nature of the task. Instead, we used a t-contrast for
each of the three amplitudes, collapsed across directions, and applied
the same weighted average procedure as applied to the amplitude com-
ponent.
2.3 results
The goal of this study was to test whether saccade target locations
in the frontoparallel plane are cortically represented as a combination
of topographically-organized direction and amplitude components. We
first used an SVD analysis to assess the separability of saccade location
tuning per voxel into direction and amplitude components, then investi-
gated topographic structure based on the peak of the respective tuning
components, and finally considered the nature of the effects found.
2.3.1 Response field separability
To determine the separability of location tuning into direction and am-
plitude dimensions, the 2D response matrix of each voxel was subjected
to an SVD analysis. A high separability indicates that the location tuning
is separable in direction and amplitude components, each indicative for
the response of the voxel to the respective dimension, together describ-
ing the full 2D response field.
To illustrate, figure 2.3A shows two example fields where the 18 t-
values combine into response fields with a clear 2D structure. This struc-
ture allows the SVD to extract separate direction and amplitude com-
ponents, each the expected tuning of that voxel for the respective di-
mension, with its own shape and peak tuning. A significant separability
score indicates that such a 2D separable structure is present.
A per voxel SVD analysis across the brain revealed saccade tuning
to be separable across the parieto-frontal saccade network (significant
voxels mean R2 = 0.84, range = 0.83-0.86) (figure 2.3B). In parietal cortex,
consistent separable response fields were found dorsal to the IPS, in
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line with previous reports studying saccade planning in humans (Hagler
et al., 2007; Konen and Kastner, 2008; Sereno et al., 2001; Silver and
Kastner, 2009). In frontal cortex, separable response fields consistently
emerged along the precentral sulcus: at the junction with the superior
frontal sulcus, referred to as the superior FEF, and more ventrally, at
the junction with inferior frontal sulcus, putative human inferior FEF
(Berman et al., 1999; Hagler et al., 2006).
Our baseline analysis, the additive decomposition, revealed the same
network as the SVD analysis (significant voxels mean R2 = 0.78, range
= 0.72-0.81). Of the voxels significant in the SVD analysis, 89% (range =
78-95%) were also significant for additive decomposition. The SVD anal-
ysis however consistently explained more variance (t-test p < 0.001) in
voxels significant across methods. Thus, the 2D response fields of single
voxels could better be described in a multiplicative rather than an addi-
tive manner, without consistent topological differences across subjects.
A further question to answer is whether there is any property typical
for the voxels with a separable saccade response field. We posit two hy-
potheses. The first predicts that separable voxels are the most active for
saccade planning, i.e., have the largest mean response during the delay
period. The second hypothesis predicts that separable voxels show the
largest variance in activation across the 18 target locations, as variance
is a better score for location sensitivity than mean activation. The results
(figure 2.4) clearly favor the second hypothesis (mean R2 of the fit is 0.90,
range: 0.82-0.96) over the first (mean R2 is 0.29, range: 0.07-0.56, mean
difference: 0.61, p < 10−5). This means that the more variable the activity
across the response field, the better it can be decomposed in separable
direction and amplitude components.
In summary, saccade location tuning along the IPS and precentral sul-
cus can be decomposed in separate direction and amplitude dimensions.
The more sensitive a voxel is to the 18 locations, the more this separation
holds. The separable voxels allow the topography along the dimensions
to be investigated.
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Figure 2.3: Response field separability test, showing where the 2D tuning
curves of single voxels are separable in a direction and amplitude
component. A. Two example 2D tuning curves (colored surface) and
their separation (black lines) in amplitude (indicated by red circles)
and direction (indicated by red pie shapes). Dashed arrows indi-
cate the voxels from which the response fields originate. B. Subject-
specific statistical maps of significant separability scores (p < 0.05,
uncorrected) superimposed on the subject structural scan, quanti-
fied by log-transformed p values (log10 p): the higher the value, the
brighter the color, and the more the two-dimensional tuning of a
voxel can be construed by a combination of direction and ampli-
tude. Note that the parieto-frontal saccade network is significantly
separable in almost all subjects. Dotted lines indicate major sulci,
dashed line indicates the Central Sulcus.
2.3.2 Topography
To assess topography, we determined the peak of the direction and am-
plitude dimensions, as retrieved by the SVD analysis.
For direction, we applied a Gaussian fit to the response of the voxel in
the direction dimension. The fit of Gaussians to the within-voxel direc-
tion tuning proved to be successful (mean R2 = 0.59, range = 0.50-0.66),
meaning that the peak of the Gaussian could serve as an indication of the
tuning peak. The resulting peaks in tuning should fulfill two aspects of
saccade direction tuning repeatedly reported in the literature: strong con-
tralateral bias and repeated phase shifts, switching between the upper
and lower vertical meridians, along the IPS (Hagler et al., 2007; Sereno
et al., 2001) and in FEF (Hagler et al., 2006, 2007).
Both expectations were confirmed. Contralateral bias was strong, with
few ipsilateral patches (Kagan et al., 2010) (see figure 2.5). The phase re-
versals, starting from IPS0 (also called V7, Swisher et al., 2007) (the first
upper vertical meridian representation), were present in most subjects to
different degrees (see figure 2.5B): ranging from two phase reversals in
the left hemisphere of subject 2 to about six phase boundaries in the left
and/or right hemisphere of subjects 1, 3 and 4. Some subjects also show
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Figure 2.4: Relationship between response characteristics of the response fields
(activity and variance) and their separation score (R2). The goal is
to test whether field variance or field activity best predicts separa-
bility. A. Scatterplot of the variance across the response field versus
its separability B. Scatterplot of the mean response value within the
field versus its separability. Solid lines represent an exponential fit
to the data. Variability of response better predicts amplitude × di-
rection separability (see A) than average activity of a response field
(see B). Data is binned in 1000 equal-sized bins, normalized to a 0-1
range. Dots indicate single response fields. Colors indicate different
subjects. Dotted lines represent fits after random permutations of
responses in each field, confirming their non-separability.
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Region X (sd) Y (sd) Z (sd) % of hemispheres
IPS0 ± 24 (6) -74 (6) 32 (9) 88
IPS1 ± 21 (7) -71 (6) 41 (11) 88
IPS2 ±20 (9) -64 (6) 51 (6) 75
IPS3 ±19 (9) -62 (7) 55 (7) 56
IPS4 ±24 (10) -53 (6) 51 (6) 50
IPS5 ±27 (10) -52 (8) 52 (8) 19
aSPL ±17 (8) -56 (6) 55 (6) 56
aPCu ±10 (4) -51 (6) 55 (6) 56
sFEF ±29 (7) -3 (10) 48 (10) 81
iFEF ±41 (9) 0 (12) 38 (12) 63
Table 2.1: MNI coordinates (in mm) of the parietal and frontal topographic sac-
cade representations (Filimon et al., 2009; Kastner et al., 2007; Konen
and Kastner, 2008; Swisher et al., 2007), detected on the basis of phase
transitions on the flat surface (see figure 2.5A). Coordinates are col-
lapsed across hemispheres. The last column indicates the percentage
of hemispheres in which the region was present.
signs of topography in the superior parietal lobule (SPL) and the anterior
precuneus (aPCu). Along the precentral sulcus, we consistently found
direction tuning in all subjects (figure 2.5C). We also typically found at
least one topographic transition, constituting a topographic representa-
tion of contralateral space corresponding to the inferior and/or superior
FEF direction map (Hagler et al., 2006, 2007). A complete overview of
the IPS and frontal saccade areas found is given in Table 2.1.
To further ground our results for direction tuning, we also applied
phase-based mapping to the data, irrespective of amplitude (see Materi-
als and methods). This analysis showed highly comparable results (see
figure 2.6). On average 59% (range = 44-82%) of the voxels with signif-
icant direction tuning in the separability analysis, were also significant
in the phase-based analysis and, within these voxels, the preferred direc-
tion per voxel correlated strongly between the measures (mean r = 0.81,
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Figure 2.5: Saccade direction topography shown on flat maps. Tuning is based
on the peak of Gaussian fits to the direction dimension resulting
from the SVD. A. The flattening and regional separation procedure.
First the extended PPC region was cut out and flattened. On the flat
surface, lines were drawn across direction surface to find the phase
reversals. In between the phase-reversals (dotted lines) the center of
the regions was defined (white circle). B & C. Direction tuning in
left and right PPC (B) and PM (C). Color code is relative to hemi-
sphere: red, upper visual meridian; blue, contralateral horizontal
meridian; green, lower visual meridian; yellow, ipsilateral horizon-
tal meridian. The white dashed lines indicate directional phase re-
versals, black dashed lines major sulci(see legends at the center, IPS:
intraparietal sulcus, POS: parieto-occipital sulcus, postCS: postcen-
tral sulcus, CGS: cingulate sulcus, preCS: precentral sulcus, SFS: su-
perior frontal sulcus, MFS: medial frontal sulcus, IFS: inferior frontal
sulcus). Direction tuning in most subjects shows contralateral pref-
erence and phase reversals along the IPS and in FEF.
range = 0.68-0.88). This also implies that phase-based analyses, as classi-
cally used to delineate IPS regions, would give a comparable separation
in regions as listed in Table 2.1.
The peaks in tuning along the amplitude dimension, both in our SVD
and GLM-analysis (mean r = 0.96, range = 0.94-0.97), revealed a gradient
ranging from large amplitude saccades at the medial side of the IPS
to short amplitude saccades along the sulcus (see figure 2.7 and figure
2.8). This continued along the length of the IPS, with the medial side
consistently showing a bias towards larger saccades (figure 2.7A). This
compares well to the results found by Swisher et al. (2007) on visual
topography. Along the precentral sulcus (figure 2.7B), we also found
saccade amplitude sensitivity in superior and/or inferior FEF. Frontal
topographic gradients were less distinct than the parietal gradients, but
were present in most subjects.
Furthermore, there seems to be overrepresentation for short ampli-
tudes in the frontal saccade areas in a subset of the subjects, possible
due a nonhomogeneous representation of saccade amplitude. A larger
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Figure 2.6: Saccade direction topography shown on flat maps, based on a phase-
based analysis of the voxels showing separable tuning. Color code is
relative to hemisphere: red, upper visual meridian; blue, contralat-
eral horizontal meridian; green, lower visual meridian; yellow, ip-
silateral horizontal meridian. White dashed lines indicate the tran-
sitions detected by the SVD analysis, black dashed lines the major
sulci. The results are comparable to the results found for the SVD
analysis in figure 2.5.
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area of the frontal map may be dedicated to the generation of small
saccade, comparable to the map in the superior colliculus (Sparks, 1986).
Yet, previous studies employing large saccades (> 10°) reported direction
maps (Hagler et al., 2006, 2007) in the frontal eye fields.
To solve this apparent contradiction and relate the separability and
topography results, we further tested whether direction tuning depends
on target amplitude and vice versa, whether amplitude tuning changes
with target direction. Given the separability of the 2D tuning (see figure
2.3), this should show that the two dimensions could be tested indepen-
dently: direction tuning should be consistent across amplitudes and am-
plitude tuning should be consistent across directions. This also implies
that sensitivity can peak for short amplitudes, while direction topogra-
phy is also present for the non-dominant amplitudes. figure 2.9 supports
this notion, separately plotting the amplitude maps for each of the six
target directions, as well as the secluded direction maps for each of the
three amplitudes. As a quantitative measure, the mean correlation of
the peaks in amplitude tuning across the six directions was 0.60 (range:
0.50-0.78 across subjects) and for the peaks in direction tuning across the
three amplitudes 0.57 (range: 0.46-0.65), illustrating the independence of
direction and amplitude within the 2D tuned voxels.
Given that we have found both direction and amplitude tuning within
the same voxels, the final question is how the two tuning dimensions
relate (compare figure 2.5 and figure 2.7). Along the IPS, the expectation
was that direction and amplitude would follow an orthogonal orienta-
tion, as also reported previously in the visual domain by Swisher et al.
(2007). While apparently present for some subjects (S1, S4, S6 and S7, left
hemisphere, S1, S2, and S7, right hemisphere), there was no consistent
relation between direction and amplitude topography across the full set
of subjects. Note that this organization relates to the peak tuning across
voxels, not the dimensions of tuning within a voxel, which is the domain
of the separability test.
In conclusion, using the peaks of the separated components, we report
two advances in our understanding of 2D saccade tuning. First, we find
saccade direction maps consistent with traditional phase-based results
and the first report of saccade amplitude topography along the IPS and
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Figure 2.7: Saccade amplitude topography shown on flat maps, based on a
weighted average across the amplitude dimension resulting from
the SVD. Color code is red for short (4°), blue for medium (8°), and
green for large amplitudes (12°). The white dashed lines highlight
continuous amplitude minima and maxima, black dashed lines ma-
jor sulci (see legends at the center). In all subjects, a lateral to medial
gradient parallel to the IPS can be seen ranging from short ampli-
tudes represented along IPS to large amplitudes at the medial side.
Frontally, topographic amplitude gradients were present in superior
and/or inferior FEF in part of the subjects. Given the variable struc-
ture, no minima and maxima were highlighted.
in the frontal saccade regions. Second, we illustrate the separability of
the 2D response fields by showing that the tuning along one dimension
is not influenced by the tuning along the other dimension.
2.3.3 Nature of tuning
Due to the intrinsic slowness of the BOLD response, the topographic
tuning might reflect a combination of tuning for stimulus, planning, and
movement. We used a contrast between the stimulus and movement re-
gressors, which flank the delay period and are separated by 3.5 s, to shed
more light on the exact nature of the response fields (see figure 2.10). Be-
cause this contrast is independent of the location-specific delay regres-
sors, it cannot be influenced by differences in the quality of topography
maps. The analysis revealed for all subjects a consistent posterior to an-
terior gradient from more stimulus to more movement related activity.
Along the IPS, most activity was balanced between stimulus and move-
ment, reflecting the planning period, while along the precentral sulcus
there was more sensitivity for the execution of the saccades. In addition,
there was a consistent peak for movement execution in the cuneus, con-
sistent with earlier reports of cuneus activity for saccade execution in
the dark, linked to updating spatial information across eye movements
(Hüfner et al., 2008; Reuter et al., 2010). We thus confirm that the effect
we report is predominantly related to saccade planning and execution:
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Figure 2.8: Saccade amplitude topography shown on flat maps, based on a
weighted average across saccade amplitude t-maps. Color code is
red for short (4°), blue for medium (8°), and green for large ampli-
tudes (12°). Results are close to identical to the results found for the
SVD analysis in figure 2.7.
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Figure 2.9: The independence of direction and amplitude dimensions. Ampli-
tude tuning split per direction (A) and direction tuning split per
amplitude (B) for subject 1. The red lines in panel A indicate the
six directions, the red circles in panel B the three amplitude sizes.
Color code for amplitude is red for short (4°), blue for medium (8°),
and green for large amplitudes (12°). For direction, the color code is:
red, upper visual meridian; blue, contralateral horizontal meridian;
green, lower visual meridian; yellow, ipsilateral horizontal meridian.
Note the consistency of the tuning across different amplitudes and
directions, confirming the separability of the direction and ampli-
tude components. Statistics over all subjects are reported in the text.
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Figure 2.10: Stimulus- versus movement-related nature of the saccade tuning,
as reflected by a t-contrast between the regressors for stimulus and
movement. Cold colors indicate predominantly stimulus tuning,
warm colors predominantly movement tuning. Dark colors indi-
cate balanced in-between tuning. Note the gradient from visual to
movement dominant tuning in all subjects. Inset legends indicate
range of t-values.
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the IPS maps can be regarded as ‘saccade planning maps’, while the
frontal activations reflect more ‘saccade execution maps’.
2.4 discussion
This study tested whether cortical saccade location sensitivity super-
venes on an underlying topographic structure of separable direction
and amplitude dimensions, consistent with single neuron recordings in
macaques (Gnadt and Breznen, 1996). We found that the location re-
sponse fields of parieto-frontal voxels are separable in direction and am-
plitude tuning dimensions. Analysis of the tuning peaks across voxels
revealed a topographic organization for both the direction and ampli-
tude dimension along the IPS and precentral sulcus, constituting a full
2D mapping of saccadic space. These results also show the applicability
of a new approach to fMRI analysis based on single-voxel SVD. We will
now consider each of these conclusions in detail.
2.4.1 Separable direction and amplitude tuning
The separability of location tuning for voxels in the IPS and FEF into
direction and amplitude dimensions has three important implications.
First, it implies that the common notion of direction and amplitude
as the coordinate system underlying saccadic space holds across the
parieto-frontal saccade network. In contrast, previous analyses of hu-
man saccadic space only mapped saccade direction. Such an approach
can only show topography of cerebral responses, i.e., that adjacent di-
rections in saccade space are represented at adjacent locations in cortical
space. This is however true irrespective of the underlying axes or orga-
nization. When both dimensions are modulated concurrently, like done
here, two points can differ along one dimension (e.g., direction), while
not along another (e.g. amplitude), hence predicting a difference in re-
sponse for the one dimension, not for the other. This crucially depends
on the underlying coordinate system: e.g., a Cartesian (x-y) coordinate
system predicts a different response profile. We found response profiles
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to be separable in a direction and amplitude component (see figure 2.3),
which is in line with a direction-amplitude organization. In addition, if
an alternative coordinate system would be involved, we would expect
the polar decomposition to break down with increasing location tun-
ing. Instead, the stronger the location tuning, the more variance could
be explained (see figure 2.4), further strengthening the case for a polar
coordinate system.
Second, the tuning profiles found for single voxels in human cortex
are closely matched to the tuning profiles found in single neurons in
macaques (Gnadt and Breznen, 1996; Platt and Glimcher, 1998). Similar
correspondences between microscopic (single unit) and mesoscopic (sin-
gle voxels) properties have been previously found in the visual systems,
e.g. for tuning curves (Fabbri et al., 2010; Serences and Saproo, 2010) and
orientation selectivity (Haynes et al., 2005; Kamitani and Tong, 2005). In
our case, the generalization probably originates in the topographic or-
ganization of neuronal 2D tuning. If the full topographic organization
spans more neurons than those covered by a single voxel, a voxel natu-
rally inherits the 2D location specific sensitivity to only the part of sac-
cadic space covered, bringing 2D topographic tuning properties within
the field of view of fMRI research.
Third, the verification in Figs. 2.3 and 2.9, that direction and amplitude
are independent dimensions of saccadic space warrants testing direction
and amplitude independently, as done in phase-based studies (Silver
and Kastner, 2009). The fact that they are separable implies that chang-
ing one dimension does not influence the shape of response to the other
dimension, so separate experimental manipulation is justified. It might
be argued that there is no plausible alternative to a separation of loca-
tion in direction and amplitude dimensions. In fact, the structure of the
response field reported in this study emerged from a set of 18!, or 6.4 *
1015, number of ways that the eighteen location values could be ordered.
Many of these alternative response fields are not topographically orga-
nized, i.e., neighboring points in space are not similar in activation, nor
are they structured along direction and amplitude dimensions. All these
non-topographic and non-structured options can be clearly discarded
given the results, implying that individual voxels contain a topographic
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and structured representation, with direction and amplitude as the un-
derlying dimensions.
More generally, this study illustrates the importance of determining
the relevant dimensions of a neuronal representation directly from the
data, rather than by imposing these dimensions on the data, e.g. by test-
ing direction and amplitude separately through phase-based mapping
(Silver and Kastner, 2009; Swisher et al., 2007). By the same token, it
could be argued that the present findings might be biased by the regu-
larities imposed on stimuli presentations. Further studies using a Carte-
sian or a random structure of stimuli presentation might allow one to
more directly compare the different potential coordinate systems and
their possible dependence on stimulus presentation.
2.4.2 Topography
Given that we show single voxel location tuning to be separable in a
direction and amplitude dimension, the direction maps we find should
be comparable to those revealed in phase-based mapping studies (Ko-
nen and Kastner, 2008; Swisher et al., 2007). Direct comparison of the
results obtained from phase-based and SVD analysis revealed a tight
correspondence. Furthermore, in line with previous reports, there was
clear direction topography along the IPS, ranging from an upper visual
meridian representation at the border between V3A and IPS0 up till a
potential IPS5 (Silver and Kastner, 2009). Along the precentral sulcus,
we also find topography for direction, with an apparent organization
orthogonal to the sulcus. This confirms previous findings of frontal to-
pography (Hagler et al., 2006, 2007; Kastner et al., 2007).
For saccade amplitude, we found clear tuning in IPS and FEF. This
corresponds with single cell recordings in the same regions in macaques
(Gnadt and Breznen, 1996; Platt and Glimcher, 1998). Along the IPS, we
found a lateral-to-medial gradient, orthogonal to the direction tuning,
ranging from small (4°) to large (12°) amplitude saccades. This orthogo-
nal gradient implies that we predict phase-based direction studies that
test smaller or larger amplitude than the standard 12° will report respec-
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tively more lateral and more medial portions of the IPS saccade areas.
Although clearer in some subjects than in others, the frontal saccade
regions also featured saccade amplitude topography.
The 2D direction-amplitude topography across IPS, including the
inter-subject variability, corresponds to the results for independent vi-
sual mapping reported by Swisher et al. (2007). Our findings show a
more anterior extension of the maps along the IPS, combined with maps
along the precentral sulcus, probably specifically due to the planning
and execution of saccades. Our tests on the nature of the effect confirm
this: the activity along the IPS starts predominantly visual, becoming
relatively more sensitive for saccade execution along the IPS, ending in
execution dominance in the frontal saccade regions.
We aimed to delineate the IPS saccade regions on the basis of phase re-
versals, as is classically done in phase-based analyses. Continuous phase-
reversals along IPS and in FEF were only found in part of the subjects.
This is however not specific to the SVD method, as phased-based analy-
ses of the same data revealed a comparable organization. The variability
in topography is in contrast to the consistency in separability of the un-
derlying 2D response fields. We believe that his contrast suggests that
the variability in topography across voxels reflects idiosyncrasies in cor-
tical folding, map size and map shape, which deserves research attention
for its potential functional role (Van Essen et al., 2012; Vogel and Awh,
2008).
2.4.3 Interpretational issues
Phase-based studies have implicated IPS areas in saccade generation.
The current study extends our knowledge by analyzing single voxel
fields and by considering both direction and amplitude dimensions, fo-
cusing on the delay period before saccade execution. There are two limi-
tations on the interpretation.
First, it could be argued that the consistent trial order and timing
of the stimuli used in this study, and necessary to allow phase-based
mapping, make the response fields potentially sensitive to stimulus or
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movement-related effects. However, previous work has shown that vi-
sual and saccade maps are spatially consistent, with saccades evoking
stronger and more anterior responses (Sereno et al., 2001; Swisher et al.,
2007). Saccade execution, visual reafference (Konen and Kastner, 2008),
and the return saccade might also have influenced our results, especially
in frontal saccade regions (figure 2.10). We expect these effects to be mi-
nor, based on the short dominance of saccade execution, the emptiness
of the visual scene, and the focus of the analysis on the delay period.
Second, given that we only tested saccade planning, we do not know
whether the topographic tuning reflects solely saccade planning. Alter-
natively, it could reflect attention (Saygin and Sereno, 2008) or general
priority maps, and could be employed by multiple effectors. For instance,
IPS1 to 3 have similar maps for attention, working memory, and saccade
tasks (Jerde et al., 2012), and parietal areas have overlapping maps for
pointing and saccades (Hagler et al., 2007).
Further studies using a 2D organization of stimuli, different
paradigms besides the standard phase-based paradigm, and multiple
effectors (e.g. Heed et al., 2011; Jerde et al., 2012; Schluppeck et al., 2006)
are necessary for delineating the functional roles of these parietal and
frontal areas. In addition, studies on brain-machine interaction (BMI) in
human PPC areas are of potential interest, as 2D maps are sufficient for
many screen-based tasks and comparable regions have been used suc-
cessfully in macaque BMI (Mulliken et al., 2008; Musallam et al., 2004).
2.4.4 SVD analysis
This study used a voxel-based SVD method, a novel approach in fMRI re-
search. This method allows the decomposition of a multidimensionally
tuned voxel into its constituent factors, such that the multiplication of
the factors explains the complete shape of the tuning curve. This has the
advantage that the full response field of a voxel can be studied, instead of
only the activation peaks, as is done in phase-based analysis (Silver and
Kastner, 2009), and without an a-priori assumption about the response
profile, like Gaussian tuning (Dumoulin and Wandell, 2008). Instead, the
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response field is first tested on separability into the constituting dimen-
sions (in our case direction and amplitude), irrespective of the precise
shape, and then the shape of the components is determined. Differently
from multivariate pattern analysis methods, which focus on response
patterns across voxels (Kriegeskorte, 2011), the single-voxel SVD method
focuses on the pattern of responses within a voxel. The SVD approach
has previously been applied in a comparable manner to neurophysiolog-
ical data to assess spatial coordinate systems (Peña and Konishi, 2001),
reference frames (Pesaran et al., 2006), spatial frequency vs. orientation
tuning (Mazer et al., 2002), and space-time decoupling (Depireux et al.,
2001).
It should be emphasized that the SVD analysis assumes that the rel-
evant dimensions combine multiplicatively. In constrast, standard fMRI
analyses assume additivity, as reflected by the widespread use of gen-
eral linear models and Donders’ cognitive substraction logic (Donders,
1869). Here we tentatively show cortical 2D saccade tuning to be better
described by a multiplicative combination of dimensions, rather than
additive. This finding is in accordance with the neurophysiological stud-
ies employing SVD analysis (e.g., Peña and Konishi, 2001). We expect
that such multiplicative interactions on the neural level, comparable to
the interaction between visual response and eye position in classical
gain fields (Andersen et al., 1985; Salinas and Abbott, 2001; Salinas and
Thier, 2000), underlie the multiplicative interaction between direction
and amplitude present in the BOLD signal. Lastly, there are information-
theoretic grounds for an advantage of multiplicative interactions. Mul-
tiplicative interactions approximate a logical AND-operation, increasing
the amount of information that can be represented (Schnupp and King,
2001). It would be interesting to further study the role of multiplica-
tive interactions in the neuroimaging field, for example in the context of
sensorimotor transformations (Bernier and Grafton, 2010) and the com-
positionality of representations (Reverberi et al., 2012).
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2.4.5 Conclusion
We conclude that 2D saccade location tuning along the IPS and in FEF is
build up by separable direction and amplitude dimensions, both within
and across voxels. Within voxels, single voxel activations were best de-
scribed by the multiplication of a direction and amplitude component,
together constituting 2D response fields. Across voxels we found both
direction and amplitude topography, constituting 2D maps of saccadic
space, ranging from visual and planning to motor maps. Critically, these
maps proved to be completely independent: tuning along one dimen-
sion was unaffected by the tuning along the other dimension. Thus, the
common notion from single-cell physiology of separable direction and
amplitude components underlying saccade generation generalize to hu-
man fMRI recordings, showing how voxels inherit the tuning properties
of the neurons they comprise.
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Reaching to a location in space is supported by a cortical network that oper-
ates in a variety of reference frames. Computational models and recent fMRI
evidence suggest that this diversity originates from neuronal populations dy-
namically shifting between reference frames as a function of task demands and
sensory modality. In this fMRI study, we extend this framework to grasping
movements, an action that depends on multiple properties of a target, not only
its spatial location. By presenting targets visually or proprioceptively, and by
manipulating gaze direction, we investigate how information about a target is
encoded in gaze- and body-centered reference frames in dorsomedial and dorso-
lateral grasping-related circuits. Data were analyzed using a novel multivari-
ate approach that combines classification and cross-classification measures to
explicitly aggregate evidence in favor and against the presence of gaze- and
body-centered reference frames. We used this approach to determine whether
reference frames are differentially recruited depending on the availability of sen-
sory information, and where in the cortical networks there is common coding
across modalities. Only in the left anterior intraparietal sulcus (aIPS), coding
of the grasping target was modality-dependent: gaze-centered for visual targets,
body-centered for proprioceptive targets. Left superior parieto-occipital cortex
consistently coded targets for grasping in a gaze-centered reference frame. Left
anterior precuneus and premotor areas operated in a modality-independent body-
centered frame. These findings reveal how dorsolateral grasping area aIPS could
play a role in the transition between modality-independent gaze-centered spatial
maps and body-centered motor areas.
Adapted from:
Leoné, Frank T.M.; Monaco, Simona; Toni, Ivan; Medendorp, W. Pieter (submitted). Flex-
ible reference frames for grasp planning in human parieto-frontal cortex
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3.1 introduction
Parieto-frontal neurons involved in reaching to a location in space oper-
ate in a variety of reference frames (Battaglia-Mayer et al., 2003; Buch-
holz et al., 2013; McGuire and Sabes, 2011). These reference frames can
be dynamically weighted according to task demands and sensory in-
put (McGuire and Sabes, 2009; Pouget and Snyder, 2000; Bernier and
Grafton, 2010). However, it remains largely unclear how parieto-frontal
neurons operate during grasping, an action considerably more complex
than reaching. During grasping, next to location, target properties (e.g.
size, shape, and orientation) need to be computed and integrated into
the movement plan (Arbib, 1981; Selen and Medendorp, 2011; Crawford
et al., 2011). These computations could operate in different frames of
reference, with different dependencies on the modality of the sensory
input. How are these frames of reference neurally integrated during the
planning of a grasping movement?
Grasping has been studied predominantly in the context of visually
guided movements. This has led to the notion that grasping is guided
through two visuomotor channels, involved in specifying where to posi-
tion the hand in space and how to shape the fingers around the grasping
target (Jeannerod, 1988). Various cortical areas support these computa-
tions, including superior parieto-occipital cortex (SPOC), anterior intra-
parietal sulcus (aIPS), anterior precuneus (aPCu), and dorsal and ventral
precentral gyrus (PMd, PMv) (Culham and Valyear, 2006; Filimon, 2010).
These parieto-frontal areas are anatomically organized in a dorsomedial
and a dorsolateral circuit (Rizzolatti and Matelli, 2003; Gamberini et al.,
2009; Grol et al., 2007), with different accounts emphasizing either the
parallel or the hierarchical organizations of those circuits (Grafton, 2010;
Culham et al., 2006; Glover, 2004; Verhagen et al., 2013; Binkofski and
Buxbaum, 2013; Cavina-Pratesi et al., 2010b). To date, these accounts
have largely ignored the frames of reference involved in grasping, a con-
cept crucial to understand the functional contributions of these circuits
to the sensorimotor transformations required for grasping (Crawford
et al., 2011).
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Using fMRI in human participants, we tested the dominant reference
frames of grasping areas in the dorsomedial and dorsolateral grasping
pathways. Towards this end, we manipulated the availability of visual or
proprioceptive information about a grasping target, and the position of
a grasping target in relation to the subject’s gaze and body mid-line. The
manipulation of sensory modality relies on the rationale that the acqui-
sition of visual information is intimately linked to the direction of gaze,
whereas proprioceptive information is linked to the relative body part
in the early stages of processing. Accordingly, this manipulation quan-
tifies how cortical areas adjust to the different frames of reference used
to encode visual and proprioceptive information about the action target.
The gaze manipulation directly discriminates between grasping-related
activity independent from gaze (i.e., linked to the body) and activity
linked to gaze direction. We combine these manipulations within a novel
multivariate analysis framework, aggregating evidence from both classi-
fication and cross-classification measures in favor and against gaze- and
body-centered reference frames. Using this novel approach, we unveil
grasp areas that determine reference frames flexibly, depending on sen-
sory modality, and those that employ a modality-independent code.
3.2 materials and methods
3.2.1 Participants
Nineteen healthy right-handed participants with normal or corrected-to-
normal vision participated in this study. Data of one participant (male)
were excluded from further analysis due to non-compliance with task
instructions. The remaining eighteen participants (5 female) were aged
18-42 years (mean 26.5). Participants gave their written consent in accor-
dance with the local ethics committee (CMO Committee on Research In-
volving Human Subjects, region Arnhem-Nijmegen, The Netherlands).
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Figure 3.1: Stimulus setup and experimental paradigm. A rotating platform pre-
sented either two visual objects (yellow rectangles, top row) or the
participant’s left hand (bottom row, the hand was not visible during
the experiment). At the start of the trial (left column), participants
were instructed by an auditory tone to plan the grasping movement
to either one of the two visual objects, or to one of two segments
of the left hand, while fixating one of three fixation lights (the yel-
low cross marks one of the three possible locations). After a variable
delay (middle column), an auditory instruction (right column) trig-
gered the execution of the movement (to the one or the other visual
object or hand segment, indicated by jagged images). The experi-
ment was performed in the dark; only elements indicated in yellow
were visible to the participant.
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3.2.2 Experimental setup
Participants were lying supine in the scanner in complete darkness.
Their upper body was cushioned and strapped to minimize trunk move-
ment. The head was stabilized with foam blocks and wedges inside a
phased-array receiver head coil. Head and coil were tilted 30 degrees
above the horizontal plane to allow direct vision of the grasping-device.
The grasping-device was supported by an arch placed above the hips,
and consisted of three light emitting diodes (fixation LEDs) and a rotat-
ing platform, aligned parallel to the longitudinal body axis (figure 3.1).
The fixation LEDs were positioned left, center, and right of the platform,
10 cm above the center of the platform (at -11°, 0°, and 11° of visual
angle from the mid-sagittal plane). One half (figure 3.1, top) of the plat-
form supported two plexiglas blocks (size: 10 x 10 x 5 cm, l x w x h),
4.5 cm left and right from the central fixation LED. The two plexiglas
blocks were independently illuminated by internal LEDs. The other half
of the platform served as a support for the left hand of the subject (fig-
ure 3.1, bottom). Between runs, the platform was rotated by the subject
to bring either half in view, below the fixation LEDs. In particular, the
visual blocks were brought in front in the visual condition, whereas the
empty half of the platform was brought to the front in the proprioceptive
condition to allow the participant to position the left hand on it. During
the visual condition, the two visual blocks were illuminated and the
left hand was positioned next to the subject on the scanner bed. During
the proprioceptive condition, the two visual blocks were turned off and
the left hand was placed on the grasping device, with the metacarpo-
phalangeal joints aligned on the central fixation LED. This configuration
ensured that the wrist and the proximal inter-phalangeal joint of the in-
dex finger were also ~4.5 cm left and right from the central fixation LED,
as the two blocks in the visual condition. The height of the two grasping
locations (left: the base of the thumb (thenar eminence), right: the top of
the thumb and the first joint of the index finger) was comparable to the
height of the blocks. In both visual and proprioceptive (or ’somestheti-
cal’) conditions, the subjects were cued through an auditory instruction
to grasp either the left or right grasping target.
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Participants wore ear phones for presentation of auditory instructions.
Visual stimuli and auditory cues were controlled using Presentation soft-
ware (Version 14.7; Neurobehavioral Systems, San Francisco, CA, USA).
Grasping movements were made with the right hand. To record reac-
tion and movement time, each movement started from and ended with
the right hand on a button box, which was placed on the chest. An fMRI-
compatible infrared camera (MRC Systems) recorded the movement of
the right-hand, allowing for screening of incorrect target selection or
other errors.
3.2.3 Experimental paradigm
Participants performed an instructed-delay grasping task to either visual
or proprioceptive targets, presented to the left or right of the body mid-
line (see description above), while fixating at one of the three fixation
LEDs (figure 3.1B).
Participants started each trial with their right hand on the button box
and their gaze directed at one of the three fixation LEDs. An auditory
cue (160 or 480 Hz) indicated the target of the ensuing movement (sound-
target mapping was counterbalanced across subjects). After a variable
delay period (range: 3-6 s, uniform distribution), an auditory spoken
’Go’-cue instructed the participant to execute the movement, grasping
the target and then returning to the button box. Subsequently, the fixa-
tion point changed position twice: first 2 s after the go-cue, or 500 ms
after movement offset, whichever was later, and then again 1 s later. Fi-
nally, 500 ms after the second saccade, the next trial started with the
presentation of a new auditory cue. The double change in gaze position
was included for an independent analysis beyond the scope of this paper,
involving repetition suppression analysis (Monaco et al., 2012).
We focused the experiment on the four combinations of gaze and tar-
get position which can be directly compared between a gaze-centered
and body-centered reference frame: gaze left-target left; gaze center-
target left; gaze center-target right; gaze right-target right (figure 3.2).
Configurations with the target further separated from the gaze line (gaze
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left-target right; gaze right-target left) were not tested, as these trial types
had no counterpart in gaze-independent, body-centered coordinates, as
in body-centered coordinates the target was always directly to the left
or right. Because the head and body were fixed during the experiment,
head, hand, body, and space-centered reference frames can be treated
as equivalent, and are therefore referred to as a body-centered reference
frame.
Trials were grouped in 16 runs of 22 trials each (on average). Trial or-
der within and across runs was arranged such that each of the four trial
types followed each other equally often, while appearing random to the
participant (Brooks, 2012). The length of the breaks between runs was de-
termined by the participant. The condition (visual or proprioceptive) of
the upcoming run was indicated at the end of each break by an auditory
signal, which instructed the participant to position the grasping-device
accordingly. Each run started and ended with 20s and 10s of fixation,
respectively. These intervals served as baseline in the GLM analysis. The
total duration of the experiment (with 8 runs for each of the two condi-
tions and 88 trial for each gaze-target combinations) was 64 minutes.
3.2.4 MRI settings and preprocessing
MR images were acquired using a Siemens Trio 3-Tesla MRI scanner
(Siemens Tim TRIO, Erlangen, Germany) with an 8 channel head coil. A
multi-echo sequence of two echoes (TE: 14, 34 ms; TR: 1.63 s) was used.
The sequence encompassed 28 slices, centered on the parietal and frontal
motor areas (voxel size 3.5 mm isotropic, FOV 192 mm, flip angle = 80).
In addition, high-resolution anatomical images were acquired using a
T1- weighted MP-RAGE GRAPPA (176 sagittal slices, voxel size = 1 x 1
x 1 mm, TR = 2300ms, TE = 3.93, FOV = 256 mm, flip angle = 8º).
The first echo was used to estimate realignment parameters, the sec-
ond echo was used to estimate BOLD signal (Poser et al., 2006). Slices
were temporally aligned to the center slice (14th) to accommodate for
slice-timing differences. High pass filtering (cut off: 128 s) was applied
to filter out low-frequency confounds. To retain maximal pattern infor-
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mation, no spatial smoothing was applied. Functional data were normal-
ized to MNI space using the DARTEL normalization procedure (Ash-
burner, 2007). To estimate normalization flow fields, the structural im-
ages were segmented by tissue type. A high resolution MNI152 template
(Fonov et al., 2011) was used to reconstruct and inflate the cortical sheet,
separately for the left and right hemisphere, using the FreeSurfer Tool-
box (Dale et al., 1999; Fischl et al., 1999). All further processing and anal-
ysis steps were performed using SPM8 (Statistical Parametric Mapping;
http://www.fil.ion.ucl.ac.uk/spm/) and Matlab (Mathwords, Ltd).
3.2.5 fMRI analysis
As basis of the analysis, a General Linear Model (GLM) was run to es-
timate responses per voxel, after which the searchlight-based evidence
combination method was applied, combining classification and cross-
classification measures.
3.2.5.1 GLM
In each of the 16 runs there were four regressors of interest, i.e. square-
waves encompassing the delay period. These regressors captured vari-
ance related to planning movements in the four tested spatial config-
urations (gaze left-target left, gaze center-target left, gaze center-target
right, gaze right-target right). Seven additional regressors were used
to constrain the variance explained by the planning regressors. Four of
those seven regressors of no-interest were square-waves encompassing
the movement period, from presentation of the go-cue until the return
of the hand on the home-key. These four regressors were used to cap-
ture variance related to movement execution separately for each of the
four trial configurations. Two regressors of no interest were spikes time-
locked with stimulus presentation and with the saccade-cues. These re-
gressors captured transient stimulus- and saccade-specific effects. A fur-
ther spike regressor time-locked at the onset of a run accounted for tran-
sient effects related to task onset. All eleven regressors were convolved
with a standard hemodynamic response function (Friston et al., 2011). In
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addition, we included seventeen nuisance regressors: twelve movement
regressors (translation and rotation, as well as their derivatives) captured
signal variance caused by head movements. Five additional regressors
accounted for variability in overall image intensity in five compartments
which are not expected to hold task related activity (white matter, cere-
brospinal fluid, skull, fat, and out of brain, see Verhagen et al., 2008).
Runs were modeled separately in the design matrix. Each run contained
28 regressors and on average 149 scans, resulting in on average 2383
scans in total.
We used the t-values of the contrast between planning regressors and
baseline as the basis for the evidence aggregation analysis, described
below. We chose t-values over beta-values because t-values have been
shown to provide more information in classification analyses (Misaki
et al., 2010).
3.2.5.2 Searchlight analysis
All analyses were performed within local searchlight spheres (Kriegesko-
rte et al., 2006) with a radius of two voxels, moved across the cortex. On
average the sphere size was 30 voxels, with smaller search spheres at the
cortical borders. Instead of ascribing the classification values to the cen-
ter voxel of a sphere, we averaged, for each voxel, all classification results
of the spheres containing the particular voxel. This procedure allows for
smooth searchlight maps and a better impression of the contribution of
single voxels (Etzel et al., 2013; Björnsdotter et al., 2011).
3.2.6 Reference frame analysis
3.2.6.1 Rationale
The goal of the reference frame analysis was to distinguish between gaze-
centered and body-centered coding of visual and proprioceptive targets
for grasping. We detected shifts in weighting of sensory evidence by
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Figure 3.2: Experimental and methodological framework. A. Study rationale.
We studied reference frames for planning grasping movements to
targets provided in two modalities: visual (top) or proprioceptive
(bottom). Within each modality, reference frames were tested by ag-
gregating evidence across four pairs of trials, either equal or distinct
in gaze-centered or body-centered coordinates (right panels, black
rectangles indicate pairs of trials (not shown to subject)). B. The two-
sided evidence combination method. We specified which pairs of
trials (indicated by column headers) should be distinct ( 6=) or com-
mon (=) in gaze-centered (GC) and body-centered (BC) reference
frames (1). Next, we calculated for each distinct pair the classifica-
tion score (a) and for each common pair the cross-classification score
(o) (2) and combined the values to obtain an evidence score per ref-
erence frame (3). C. Example classification and cross-classification
procedure, within (left) and across (right) modalities. For each pair
of trials (e.g., left w.r.t. body), a classifier was trained and cross-
validated (top left). The resulting accuracy value represents the clas-
sification result ( 6=) for the specific pair. Next, the classifier trained
on the left w.r.t. body pair was tested on fMRI patterns from the
right w.r.t. body pair (bottom left). If cross-classification is high (in-
dicated by the lines connecting trial configurations which employ
common representations if cross-classification is high), it gives ev-
idence for gaze-centered coding, as the location of the target does
not influence the classification result. The procedure was also ap-
plied across modalities (right panel), training on one modality (top
right) and testing on the other (bottom right) and vice versa, to test
for common representations across modalities. D. Two pairs, outer
sides and center sides, were not used in the reference frame analysis,
but used to independently define ROIs and test for gaze direction
effects.
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comparison of the reference frames in fMRI activation patterns between
modalities. Modality-independent coding was tested by comparing the
cortical spatial code explicitly for similarity across modalities.
The basis of the analyses were pairs of the four trial types (gaze left-
target left, gaze center-target right, gaze center-target left, gaze right-
target right), together defining six unique pairs in relation to the location
of the target (figure 3.2A and D: Left w.r.t. Gaze, Right w.r.t. Gaze, Left
w.r.t. Body, Right w.r.t. Body, Outer Sides and Center Sides). For each
pair, each reference frame makes a prediction on whether the cortical
representation should be distinct or common (figure 2A). For example,
in an area using gaze-centered coding, gaze left-target left should invoke
a different pattern of activity than gaze center-target left, as the target
is at opposite sides of gaze. In contrast, body-centered coding predicts
those patterns of activity to be similar, because the target is at the same
side of the body midline (thus the pair is called left w.r.t. body).
While previous analytical approaches have focused either on dis-
tinct (Beurze et al., 2010) or on common representations (e.g. repetition-
suppression analyses, Bernier and Grafton, 2010), here we combine the
evidence provided by distinct and common representations. We do so
by using searchlight-based classification and cross-classification, aggre-
gating the respective accuracies into an evidence score per hypothesis.
That is, we regard the outcome of classification tests, often referred to
as information (Kriegeskorte et al., 2006), as evidence for a particular hy-
pothesis or reference frame. The method first specifies, for the reference
frame tested, whether the representations for each pair of trials should
be common or distinct (figure 3.2B, step 1). Next, per search sphere,
classification accuracy is calculated when a distinct representations is
predicted, and cross-classification accuracy when a common representa-
tion is predicted (figure 3.2B, step 2). Finally, we combined the evidence
from classification and cross-classification for either body-centered or
gaze-centered reference frame (figure 3.2B, step 3). We will now explain
the details of the procedure (figure 3.2C).
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3.2.6.2 Classification and cross-classification
Classification analysis tests for differences between representations (Cox
and Savoy, 2003; Kriegeskorte and Bandettini, 2007b): more dissimilar
representations show higher classification. Classification was done sep-
arately per modality, that is, across 8 of the 16 runs. Before classifica-
tion, we z-scored the t-values per voxel (Misaki et al., 2010). Then, for
each pair of trial configurations (six in total, as shown in figures 3.2A
and 3.2D), we trained and tested a binary linear support vector ma-
chine (SVM) classifier (as implemented in Donders Machine Learning
toolbox, https://github.com/distrep/DMLT). Leave-one-run-out cross-
validation was applied to avoid overfitting. Each run contained four pat-
terns, i.e., the t-values for the four planning regressors, corresponding
to the four trial configurations. Per binary distinction, two out of four
patterns were used for each of the 8 runs, generating 16 patterns. For
each cross-validation fold, the classifier was trained on 7 of the 8 runs,
or 14 patterns, and tested on the two patterns of the remaining run. The
average classification performance across folds constituted the classifica-
tion score for one pair, that is, the evidence about the dissimilarity of
two representations.
Cross-classification analysis tests whether representations are similar
(Etzel et al., 2008; Zhang et al., 2013): higher cross-classification scores
indicate more similar representations. The per-sphere cross-classification
scores were based on tests of the six trained binary classifiers (trained as
described in the previous paragraph) on the two non-trained conditions.
For example, as shown in figure 3.2C, consider a classifier trained on the
pair of trials having the target left with respect to the body, irrespective
of gaze direction (i.e. the gaze-left target-left and the gaze-center target-
left trials). The trained classifier is then tested on the target right with
respect to body (the gaze-center target-right and the gaze-right target-
right trials), which is different in body-centered coordinates, but is equal
in gaze-centered coordinates. That is, the first trial configuration of the
original pair is mapped to the first of the cross-classified pair, and the
second trial configuration replaces the second of the cross-classified pair.
If the classifier returns high performance, gaze-left target-left can be re-
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placed by gaze-center target-right (which together defines the right w.r.t.
to gaze pair pair) and gaze-center target-left can be replaced by gaze-
right target-right (which together defines the left w.r.t. gaze pair). This
constitutes evidence that the region codes locations with respect to gaze,
as right as well as left w.r.t. to gaze are both predicted to be common in
a gaze-centered reference frame (see figure 3.2A). The other possibility
is that the classifier returns chance performance, meaning that targets
right w.r.t. body are not similar to targets left w.r.t. body, adding no
evidence for gaze-centered coding. In-between possibilities are that the
classifier returns partial similarity, for example only for the right or left
w.r.t. gaze pair, or could mix sides, adding evidence to the center-sides or
outer-sides pairs (figure 3.2D). Combined, this constitutes four pairs that
receive evidence from cross-classification from one classification pair (in
this case, left w.r.t. body) to another pair (in this case, right w.r.t. body).
In this way, cross-classification results in four test scores per binary clas-
sifier, per search sphere. After cross-classification was performed for all
six binary classifiers, the resulting performance scores were averaged
per pair. This average cross-classification score indicates the similarity of
a pair of representations.
3.2.6.3 Combination of evidence
The classification and cross-classification scores constitute separate evi-
dence for the two reference frames, which were combined into evidence
measures per reference frame. The rationale for combining the two mea-
sures is that classification and cross-classification are complementary
measures, giving evidence on two separate sides of a hypothesis: which
representations are predicted to be distinct, and which are predicted to
be equal. In methodological terms, the measures together disambiguate
chance-level performance on either measure. For example, a classifica-
tion score can be at chance-level for two reasons: either patterns are
too noisy/inconsistent or patterns are equal. In the former case, cross-
classification scores will be low; in the latter, cross-classification scores
will be high. In addition, when an area shows a high cross-classification
score for a pair of patterns, a classifier specifically trained on the distinc-
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tion between the two seemingly similar patterns could still be able to
distinguish them. This would mean the patterns shares particular char-
acteristics, but differ in other aspects, allowing detection of overlapping
distinct and common representations. Lastly, a region could show nei-
ther a classification, nor a cross-classification effect, when no consistent
signal is present or two effects in opposite directions conflict.
We combined the evidence across pairs using two approaches. First,
we considered whether both sides of the evidence (classification and
cross-classification) were in line with the hypothesized reference frame.
For gaze-centered coding, left or right w.r.t. gaze classification and left or
right w.r.t. body cross-classification were required to be significant. For
body-centered coding, left or right w.r.t. gaze cross-classification and left
w.r.t. or right w.r.t. body classification needed to be significant. This com-
bination of significant evidence in classification and cross-classification
analyses was labelled as conjunction. It allows for detecting the presence
of either or both reference frames, leading to binary maps (Figures 3.4
(top row), 3.6 (top row), and 3.7). Second, we considered whether the
average across classification and cross-classification scores was in line
with the hypothesized reference frame. For gaze-centered coding, we av-
eraged the classification values for left and right w.r.t. gaze and the cross-
classification values for left and right w.r.t. body. For body-centered cod-
ing the cross-classification values for left and right w.r.t. gaze and the
classification values for left and right w.r.t. body. This combination of
evidence was labeled as aggregation and is depicted as scalar values on
surface maps (figures 3.3, 3.4 (bottom row), 3.5, 3.6 (bottom row), and
3.7) and in ROI-specific measures (figures 3.5B and 3.6B). It allows for
detecting relative dominance in reference frame with high sensitivity,
but low specificity.
To illustrate the low sensitivity of the aggregation method, body-
centered coding predicts high classification on two of the four main pairs
and high cross-classification on two other pairs (figure 3.2B). Critically,
the two classification pairs differ not only in body-centered coordinates,
but also in gaze direction (see figure 3.2A, compare left and right w.r.t.
body). This means that also gaze direction coding predicts high clas-
sification scores for the two pairs, and thus a high average score. In
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other words, using the aggregate measure, body-centered coding is con-
founded by gaze direction coding (as is gaze-centered coding, compare
left and right w.r.t. gaze). The conjunction analysis however explicitly
requires also the two cross-classification pairs to be significant, which
are not predicted to be significant for gaze direction, separating the two
explanations.
Contrasts between aggregate evidence values for the reference frames
are unaffected by gaze direction, as an equal number of classification
and cross-classification scores are included on both sides, such that gaze
direction effects cancel out. Rather, conjunction and contrasts between
aggregate values, as used in the overlay images, are likely to give similar
results, as the reference frames are each other’s mirror image (see figure
3.2B) and classification and cross-classification for a pair are on average
negatively correlated.
As additional control measure, we explicitly tested for gaze direction
effects by testing for significant classification on all four main pairs, com-
bined with significant cross-classification on the center sides pair. The
latter pair is the only pair predicted to be common in regions coding
gaze-direction, but distinct in either reference frame, allowing direct es-
timation of a possible gaze-direction effect.
3.2.6.4 Within vs across-modality coding
We tested both the dominant reference frame within a modality and the
consistency of coding across modalities. That is, the grasp areas that
determine reference frames depending on sensory modality, and those
that code representations using modality-independent codes.
To test reference frame evidence within modality, both train and
test data were from the same modality (figure 3.2C, left). To test ref-
erence frame specific common coding across modalities, the train and
test data were from different modalities (figure 3.2C, right), averaging
the two directions (from visual to proprioceptive and vice-versa). Thus,
for across-modality coding, we applied cross-modal classification (Etzel
et al., 2008).
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3.2.7 Group analysis
For group analysis, we ran a t-test on the evidence maps for
gaze-centered, body-centered and gaze direction coding across sub-
jects. The GLM was implemented in the GLM Flex toolbox
(http://mrtools.mgh.harvard.edu/index.php/Main_Page). For surface
results, results were thresholded at alpha = 0.05, cluster size > 250 (alpha
≈ 0.1, cluster-level corrected) in order to display the whole range of ef-
fects in the data. Moreover, full cluster-correction on average searchligh
results has proven conservative (Stelzer et al., 2013).
3.2.8 Regions of interest
Because we had clear hypotheses on the cortical pathways involved in
planning right-handed grasping movements, we focused our analyses
on five regions of interest in the left hemisphere (ROI, sphere of 7 mm
radius, based on Bernier and Grafton, 2010). These ROIs characterized
areas along the dorso-lateral and dorso-medial pathway that have been
implicated in reach and grasp control (Filimon et al., 2009; Connolly
et al., 2003; Bernier and Grafton, 2010; Verhagen et al., 2008; Fabbri et al.,
2014). Each ROIs was determined on the basis of the local maxima in
evidence (as indicated by group t-values) for the center and outer sides
pair, in either modality, closest to the average coordinates reported in
Bernier and Grafton (Bernier and Grafton, 2010). These two pairs of trials
(see figure 3.2D) are independent from the trial types used in the main
analyses (Kriegeskorte et al., 2009). Peaks were restricted to the cortical
surface.
Along the dorso-lateral pathway, we considered anterior IPS (aIPS)
and ventral premotor cortex (PMv). Area aIPS (ref: -35, -47, 50; centered
at: -32, -42, 46; x, y, z in MNI coordinates) has been shown to be in-
volved in planning grasping movements (Culham et al., 2003; Dinstein
et al., 2008; Binkofski et al., 1998; Grafton et al., 1996; Verhagen et al.,
2008). PMv (ref: -52, -1, 31; centered at: -56, -3, 32) has been implicated
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in movement preparation, including the preshaping of the hand during
grasping (Davare et al., 2006; Hoshi and Tanji, 2007; Toni et al., 2001).
Along the dorso-medial pathway, we selected the superior parieto-
occipital cortex (SPOC), anterior precuneus (aPCu), and dorsal premo-
tor cortex (PMd). The SPOC region (ref: -16, -77, 40; centered at: -17, -74,
46) has been implicated in reaching and grasping movements (Connolly
et al., 2003; Verhagen et al., 2008; Bernier and Grafton, 2010; Culham and
Valyear, 2006). As a region, SPOC has also been referred to as parieto-
occipital junction (POJ, Bernier and Grafton, 2010; Prado et al., 2005) and
as the human homologue of macaque V6A (Pitzalis et al., 2013). The
aPCu region (ref: -9, -55, 63; centered at: -4, -56, 63) has been involved
in reaching movements, independent of visual feedback (Filimon et al.,
2009; Wenderoth et al., 2006), employing a reference frame dependent
on the sensory modality of the target (Grafton, 2010). This region falls
into the probability maps of Brodmann areas 7A and 5L (Eickhoff et al,
2005). Dorsal premotor cortex (ref: -21, -10, 56; centered at: -28, -4, 56) has
been involved in planning and controlling both reaching and grasping
(Davare et al., 2006; Hoshi and Tanji, 2007; Raos et al., 2006).
3.3 results
We investigated the reference frames in which parietal and frontal re-
gions operate during the planning of grasping movements towards vi-
sual and proprioceptive targets. In the experiment, we manipulated the
position of a grasping target (left or right from the body midline) and
the direction of gaze (left, center, right). We focused our analyses on four
pairs of trials (left or right w.r.t. gaze or body, see figure 3.2A), which
could either be different or equal in gaze-centered (GC) and/or body-
centered (BC) coordinates. We used a novel searchlight-based evidence
combination method to take into account two types of evidence: classifi-
cation tested for distinct representations (i.e., where coordinates are pre-
dicted to be different in the tested reference frame), cross-classification
for common representations (i.e., where coordinates are predicted to be
equal, see Methods and figure 3.2 for details). Based on the specific pre-
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dictions of each reference frame, the two pieces of evidence were com-
bined into an evidence score. We used comparisons between the modali-
ties and cross-classification across modalities to test which regions code
a representation linked to the reference frame of the sensory modality
and which code a common, modality independent, representation.
Behavorial analysis showed that participants performed the task ef-
fectively, with virtually no errors in target selection (0.05% error, range
0 - 3.05% across subjects), and matched performance across modalities,
both in reaction time (reaction time to visual targets: 630 ms, std = 189
ms; reaction time to proprioceptive targets: 626 ms, std = 181; p>0.05)
and movement time (movement time to visual targets: 2.465s, std = 504
ms ; movement time to proprioceptive targets: 2.574 s, std = 551 ms;
p>0.05).
In the following, we start by describing the cortical distribution of
planning-related information that is distinct in both gaze and body-
centered reference frames. This information, which is based on the clas-
sification of center-sides and outer-sides pairs (see figure 3.2D) served
as the basis for the independent definition of the ROIs. Next, we use the
remaining trial types to decode the reference frames involved in process-
ing target information in visual and proprioceptive modalities, followed
by a comparison between modalities and an examination of regions that
use modality-independent codes. We end with an analysis of the cor-
tical topography of gaze direction, based on cross-classification of the
center-sides pair, i.e. trials with identical gaze position.
3.3.1 Definition of ROIs
To allow for independent ROI definition, we tested for information on
grasp planning to the two targets with gaze either at the center or at the
same side as the target (see figure 3.2D), as here the target is distinct in
both gaze and body-centered reference frames. Figure 3.3 shows that the
cortical distribution of the classification information is similar when the
target was presented visually or proprioceptively. The indicated ROIs
were defined based on the evidence peaks in either modality.
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Figure 3.3: Group t-values representing information for planning grasping
movements, based on classification across trials that differ in both
gaze- and body-centered frames of reference (center and outer sides
pairs, see figure 3.2D), in the visual (top) and proprioceptive (bot-
tom) conditions. Results are shown on an inflated representation of
the cortical surface. Color code shows t-values for consistent infor-
mation on the distinction between the items of both pairs (p<0.05,
uncorrected, cluster size > 250). Peaks in t-values in either modality
served as basis for the ROI definition.
3.3.2 Reference frames per modality
Figure 3.4 shows the reference frame scores across the surface, based on
the combination of evidence across four of the six pairs of trial types,
separately for each reference frame and modality.
Planning grasping movements to visual targets evoked gaze-centered
representations only in occipital and parietal cortices (figure 3.4A, top
panel). Body-centered coding was present in left frontal and right
parieto-frontal regions. The contrast between references frames values
confirmed that tuning was predominantly gaze-centered in occipito-
parietal cortex and predominantly body-centered in frontal regions (fig-
ure 3.4A, bottom panel).
For proprioceptive targets, we found gaze-centered information in bi-
lateral occipito-parietal cortex only, as for visual targets (figure 3.4B, top
3.3 results 91
Visual targets Proprioceptive targets
Conjunctive
evidence for
GC and/or BC
BC
GC
-14
 14
 t
BC
GC
Both
Aggregate
evidence
 GC versus BC
A. B.
Figure 3.4: Evidence maps for reference frames (GC: gaze-centered, BC: body-
centered) per modality (left: visual targets, right: proprioceptive
targets) obtained either by conjunction of classification and cross-
classification evidence for each reference frame (top row), or by
contrasting the aggregate evidence between reference frames (bot-
tom row). The top row shows binary maps for body-centered (blue),
gaze-centered (red) and both reference frames (magenta). The bot-
tom row shows t-values for the difference in aggregate values be-
tween gaze-centered and body-centered evidence (cold colors: BC,
warm colors: GC). Note the consistent division between posterior
GC and anterior BC evidence in both modalities, across panels. Only
relevant clusters are included (p<0.05, uncorrected, cluster-size >
250); open circles indicate ROI locations.
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panel). Body-centered information was present in frontal regions, ex-
tending into bilateral rostral parietal cortex. The contrast between the
reference frames showed that gaze-centered tuning was dominant in
small parts of occipital and parietal cortex, while more frontal regions,
and rostral parietal cortex, were biased to body-centered coordinates
(figure 3.4B, bottom panel). The strongest peak was found in right so-
matosensory and motor cortex, probably reflecting the representation of
the proprioceptive targets, provided by the left hand.
The predefined ROIs further characterize these visual and propri-
oceptive grasping gradients, with some predominantly gaze-centered
(SPOC), others predominantly body-centered (aPCu and the frontal
ROIs). Area aIPS appears to shift its dominant reference frame according
to the sensory input modality. This effect is further explored below.
3.3.3 Flexible reference frames
We further characterized how the relative contribution of these two ref-
erence frames depends on input modality, by examining the differences
between modalities. Figure 3.5 shows the results of this analysis.
Gaze-centered tuning was stronger for visual targets in a large caudal
bilateral cluster ranging from the occipital cortex, along the left IPS, to
aIPS at the junction with post-central sulcus (figure 3.5A, top row). No
regions showed a bias for gaze-centered tuning for the processing of pro-
prioceptive targets, relative to visual targets. Body-centered coding was
dominant for proprioceptive targets in right S1 and M1, probably re-
flecting information on the left hand (which provides the proprioceptive
targets). Importantly, in the dorsolateral parieto-frontal pathway, the left
aIPS also showed body-centered dominance for proprioceptive targets
(figure 3.5A, middle row). The consistency analysis (figure 3.5A, bottom
row) showed a clear switch, consistent with the sensory reference frame,
specifically in left aIPS.
ROI analysis confirmed the findings of the whole-brain analysis (fig-
ure 3.5B). Of the ROIs, only left aIPS showed significantly higher gaze-
centered tuning in the visual condition (p<0.05), significantly higher
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Figure 3.5: Differences in reference frame specific tuning between modalities
(GC: gaze-centered, BC: body-centered). A. Comparison of GC (top),
BC (middle) and GC versus BC (bottom) tuning between modalities.
For GC and BC, warmer and cooler colors indicate reference frame-
specific dominance in the visual (’Vis’) and proprioceptive (’Prop’)
condition, respectively. For the consistency plot (bottom, GC versus
BC and Vis versus Prop, which is the contrast between the GC and
BC effects shown in the top two panels, showing only voxels signifi-
cant in both upper panels), magenta indicates a shift consistent with
the sensory reference frame (’In line’), cyan inconsistent (’Contra’,
not present). Only relevant clusters are shown (p<0.05, uncorrected,
clustersize > 250). B. Scatter plots plotting GC vs BC coding per ROI.
Colors indicate the two sensory conditions (red: visual, blue: propri-
oceptive). Dashed line highlights the significant shift in aIPS in GC,
BC, and GC versus BC coding.
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body-centered tuning in the proprioceptive condition (p<0.05), as well
as a significant difference in relative tuning (GC-BC) between the visual
and proprioceptive condition (p<0.005). Other ROIs did not show signif-
icant evidence for a switch in reference frame across modalities.
Thus, aIPS was the only region in which it was possible to identify a
flexible reference frame for grasp planning, based on sensory context.
3.3.4 Modality-independent reference frames
We next test whether the similarities in reference coding between modal-
ities (figure 3.4) also imply modality-independent cortical coding (figure
3.6). That is, whether the same pattern in fMRI activations is used to rep-
resent the targets in a particular reference frame, irrespective of target
modality.
The results showed extensive modality-independent coding (figure
3.6A). The gaze-centered representations in bilateral occipito-parietal
cortex as well as part of the body-centered representations in frontal
regions were shared across modalities.
The ROIs (figure 3.6B) show a strong division between body- and gaze-
centered codes. Body-centered coding is shared across modalities in al-
most all ROIs (all BC p<0.01, significant conjunctive evidence in PMv,
PMd). Only in aPCu, PMd and PMv, the strength of common body-
centered coding was significantly higher than common gaze-centered
coding (GC-BC, p<0.05). In contrast, gaze-centered coding is specifically
shared across modalities in SPOC (GC p<<0.001, no difference between
GC and BC). Importantly, even though SPOC appears to code both refer-
ence frames using a multimodal code when tested using the aggregate
measure in the ROIs (figure 6B), only the gaze-centered coding is signif-
icant in the conjunction test (figure 3.6A, transparent vs opaque dot in
3.6B).
In sum, areas PMd, PMv, and aPCu contain a modality-independent,
body-centered code while area SPOC comprises a gaze-centered
modality-independent code during grasp planning.
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Figure 3.6: Modality-independent reference frames (GC: gaze-centered, BC:
body-centered). A. Binary maps based on the conjunction analysis
(top, blue: BC, red: GC, magenta: both) and the difference in ag-
gregate evidence between the reference frames (bottom, cool colors:
BC, warm colors: GC). Only relevant clusters are shown (p<0.05,
uncorrected, clustersize > 250). Occipito-parietal cortex shows a
modality-independent gaze-centered reference frame. A shared
body-centered reference frame is seen in part of the frontal regions.
Circles indicate ROIs. B. Comparison of t-values for within-modality
coding (sum of visual and proprioceptive, x-axis) versus across-
modality coding (sum of both directions of cross-classification,
y-axis) for the two reference frames (red and blue dots, trans-
parency indicates absence in conjunction results shown in panel
A, top). Dashed lines highlight significant differences between ref-
erence frames (p<0.05). Areas highlighted by the triangular dark
zone, marked ’Shared code’, show evidence for a shared, modality-
independent, coding for the indicated reference frame.
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Figure 3.7: Gaze direction coding for planning grasping movements to visual
targets (A), proprioceptive targets (B), and irrespective of modality
(C). Voxels within the binary map are significant for classification on
all four main pairs and cross-classification on the center sides pair,
as determined using the conjunction test. Compare to figure 3.4A
(top row) for an overview of all tuning. Circles indicate ROIs.
3.3.5 Effect of gaze direction
Finally, because there may be gaze direction effects in the data (see Meth-
ods for details), we specifically tested for such effects in figure 3.7.
Gaze-direction coding was found primarily in the occipital cortex, ex-
tending into the parietal cortex (see figures 7A and B), irrespective of
modality (figure 7C). Note the striking overlap between gaze informa-
tion and gaze-centered coding, two independent effects, in figures 3.4
and 3.6, meaning gaze information and gaze-centered coding occupy
similar regions. Of the predefined ROIs, we found only SPOC coded
gaze direction consistently within (both p<0.01, no difference between
visual and proprioceptive condition) and across (p<0.05) modalities. The
latter could also explain the discrepancy between the body-centered tun-
ing in SPOC when using the aggregate measure (see figures 3.5B and
3.6B) and the absence of such tuning in the conjunction measure (figures
3.4 and 3.6A, top row).
3.4 discussion
This study investigated the reference frames used to plan grasping move-
ments towards visual and proprioceptive targets. We focused on the
manifestations of gaze- and body-centered frames of reference in the
dorsomedial and dorsolateral grasping-related circuits. There are three
main observations. First, a parietal node of the dorso-lateral circuit (aIPS)
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encoded the grasping target flexibly, in either a body-centered or a gaze-
centered reference frame, depending on whether the movement was
planned towards a proprioceptive or a visual target. Second, posterior
regions, including SPOC, coded the grasping target in gaze-centered co-
ordinates, while anterior regions, including PMd and PMv, operated in a
body-centered reference frame. Third, gaze- and body-centered coding
of the grasping target was largely modality-independent. These obser-
vations are based on a novel analysis method, combining multivariate
classification and cross-classification evidence. Each of these points will
now be discussed in detail.
3.4.1 Flexible reference frame in aIPS
In the dorsolateral circuit, we find a flexible reference frame in aIPS,
which switches between gaze and body coordinates according to the sen-
sory modality used to spatially define the grasping target. This observa-
tion is consistent with recent ideas predicting reference frame switches
alongside the native reference frame of the sensory signal (Pouget and
Snyder, 2000; McGuire and Sabes, 2009). For visual targets, input is
coded with respect to gaze; for proprioceptive targets, input is coded
with respect to the body. Thus, aIPS appears to code targets in an statisti-
cally optimal fashion, favoring coding in the presented sensory reference
frame (Pouget et al., 2002).
Area aIPS is well positioned to play such integrative role in planning
grasping movements, both in functional profile and connectivity. Func-
tionally, aIPS is necessary for appropriate planning of grasping move-
ments (Binkofski et al., 1998; Gallese et al., 1994; Culham et al., 2003;
Verhagen et al., 2012), and it represents a wide range of target properties
across modalities (Murata et al., 1996; Grefkes et al., 2002). Anatomi-
cally, the area is densely connected to both visual, somatosensory, and
premotor areas (Lewis and Van Essen, 2000; Borra et al., 2008; Naka-
mura et al., 2001), allowing it to integrate the information required
for representing the properties of grasping targets, and switch refer-
ence frame based on sensory conditions. Whether the gaze-centered and
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body-centered responses originate within the same neural populations
in aIPS requires further study: the relatively more anterior gaze-centered
zone and the relatively more posterior body-centered zone could point
to separate functional populations within the aIPS area (Romero et al.,
2014). Repetition-suppression analyses of this dataset might be able to
address this issue.
In the dorsomedial circuit, we find no evidence for a switch between
reference frames. Recently, Bernier and Grafton (2010) found the dorso-
medial region aPCu to code a modality-dependent switch in reference
frame for reaching movements with the index finger, analogous to the
effect found in aIPS in the present grasping study. There are a number of
possibilities accounting for this difference. First, it is possible that the cur-
rent experimental design, focused on the planning phase of a grasping
movement, is not optimal for detecting effects that might occur predom-
inantly during the execution of the movement. It has been shown that
the dorsolateral pathway, including aIPS, is involved earlier in planning
a grasping movement than the dorsomedial pathway, including SPOC
and aPCu, which is only involved just prior to the movement (Verhagen
et al., 2012, 2013; Lehmann and Scherberger, 2013). Although the design
of this study ensures that the findings are not influenced by stimulus-
processing, movement execution, or somatosensory reafference follow-
ing the movement, sensitivity might have been biased towards planning-
related processes supported by the dorsolateral pathway. Second, the
nature of the sensorimotor transformations required by the task settings
might also play a role. In this study, visual and somatosensory frames
of references were in register, given that participants had direct line of
sight to fixation lights and grasping targets. In other studies, there was a
substantial difference between the line of gaze and the somatosensory lo-
cation of the reaching target (Bernier and Grafton, 2010). It is conceivable
that the dorsomedial stream might become particularly relevant when a
discordance between visual and somatosensory frames of references is
corrected (Luauté et al., 2009). Third, from the perspective of an optimal
control framework (Scott, 2004; Todorov and Jordan, 2002), the use of a
flexible reference frame might be linked to the task-relevant effector. In
the current study, the end-effector is given by thumb and index fingers
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articulating over the wrist (Figure 3.1). In contrast, Bernier and Grafton
(2010) used the whole forearm, from elbow to index finger, as a single
effector. It has been shown that there is a cortical dissociation between
hand and finger movements, represented in aIPS, and whole-limb move-
ments, represented in aPCu (Sereno and Huang, 2014; Heed et al., 2011;
Leoné et al., 2014) and other areas of the dorsomedial circuit (Cavina-
Pratesi et al., 2010a,b). Accordingly, switching between gaze- and body-
centered reference frames might be implemented in the parietal region
more directly involved in representing the combination of limb segments
controlled during task performance.
3.4.2 Gaze versus body-centered networks
This study indicates that areas aIPS and aPCu fall between posterior
gaze-centered coding and anterior body-centered responses. Specifically,
occipito-parietal cortex, including SPOC, employs a gaze-centered code
for both visual and proprioceptive targets, compatible with previous
findings on a gaze-centered dominance in parietal cortex (Stricanne et al.,
1996; Crawford et al., 2011), and the visual and proprioceptive inputs re-
ported in these regions (Fattori and Gamberini, 2001; Fattori et al., 2005,
2009). In addition to these gaze-centered codes, we found evidence for
gaze direction coding in parietal regions (Marzocchi et al., 2008; Had-
jidimitrakis et al., 2011; Galletti et al., 1995; Rossit et al., 2013). Access to
this information may allow the regions to play a role in reference frame
transformations (DeSouza et al., 2000; Zipser and Andersen, 1988). In
fact, we believe a caudal-rostral gaze centered-body centered gradient
could be underlying our results for PPC (McGuire and Sabes, 2011). In
frontal regions, including areas PMd and PMv, we instead found evi-
dence for body-centered coding, in line with the assumed role of pre-
motor regions in motor preparation (Graziano and Gross, 1998) and the
implementation of joint-based motor commands (Beurze et al., 2010).
The present results could be taken as inconsistent with other reports
showing mixed coding in parietal and frontal regions (Avillac et al., 2005;
Pesaran et al., 2006; Batista et al., 2007; Galletti et al., 2003; Mullette-
100 reference frames for grasping in human parieto-frontal cortex
Gillman et al., 2005; Chang and Snyder, 2010), as well as important the-
oretical work (Pouget and Snyder, 2000). However, caution with such an
interpretation is needed. Differently from previous reports, this study
did not manipulate the body-centered reference frame by using different
start position for the right hand, leaving open the possibility that gaze-
centered responses become also consistent with body-centered coding
when both reference frames are manipulated. In addition, gaze direction
effects in parietal regions might have obscured body-centered effects or
induced apparent body-centered effects in the current and other stud-
ies. For example, in our study SPOC appears to also code body-centered
coordinates; however the conjunction and gaze direction analysis shows
this is probably an effect of gaze direction.
3.4.3 Modality-independent reference frames
We found the coding in both the gaze- and body-centered networks
to be largely modality-independent. This observation extends previous
work on modality-independent spatial tuning (McGuire and Sabes, 2011)
and on multisensory integration in both parietal and premotor regions
(Bremmer et al., 2002; Macaluso et al., 2003; Todorov, 2006) by show-
ing that the coding is not only in the same region, but shows the same
within-region cortical pattern (as tested by cross-modal classification; Et-
zel et al., 2008).
The extent of the modality-independent coding is probably linked to
generality of the function served by the regions. PPC is believed to code
a general saliency map, which generalizes across tasks (Jerde et al., 2012).
Within this notion, we show it also generalizes across modalities. Such
modality-independence would fit the preserved role of PPC in the con-
genitally blind (Lingnau et al., 2012). The modality-independent body-
centered code in premotor regions fits coding of the impending action,
which is equal across the two modalities and is believed to be coded in
body-centered coordinates. The widespread modality-independent tun-
ing could have been influenced by the small number of sides (two per
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reference frame); further studies should include more spatial locations
to further specify the modality-independent coding.
3.4.4 Two-sided evidence combination
We introduced a two-sided evidence combination method. This method
allows one to combine evidence from both predicted distinctions be-
tween cortical representations, using classification, and predicted com-
mon representations, using cross-classification. This methodological ap-
proach provides access to overlapping representations in gaze- and body-
centered frames. Previous methods, focused on classification effects or
univariate differences, would have not detected common representations.
Similarly, repetition suppression approaches would not be able to detect
distinct representations.
We used two implementations of the method: one qualitative, aimed at
determining explicitly regions significant for a conjunction of both sides
of the evidence, and one quantitative, aimed at differences in degree of
evidence by means of averaging. The method can be further extended to
accommodate more complex hypotheses by using GLMs to fit evidence
scores rather than calculating averages. The method also combines natu-
rally with the pattern-activation method we previously proposed (Leoné
et al., 2014) as well as representational similarity analysis (Kriegeskorte
et al., 2008), replacing correlations with cross-classification and classifi-
cation.
3.4.5 Conclusion
This study shows that grasping area aIPS switches reference frame de-
pending on sensory modality: visual targets are predominantly pro-
cessed in a gaze-centered reference frame, proprioceptive targets are
coded in a body-centered reference frame. In contrast, other parieto-
frontal regions respond in a single reference frame: Caudal parietal
areas code grasping targets in a modality-independent gaze-centered
reference frame, while premotor areas code targets in a modality-
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independent body-centered reference frame. The modality-independent
nature of the parietal and frontal clusters could reflect their roles in cod-
ing both saliency and motor preparation. Area aIPS rather serves a po-
tentially fundamental role as in-between conversion hub when coding
grasping movements.
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The posterior parietal cortex (PPC) has traditionally been viewed as contain-
ing separate regions for the planning of eye and limb movements, but recent
neurophysiological and neuroimaging observations show that the degree of effec-
tor specificity is limited. This has led to the hypothesis that effector specificity
in PPC is part of a more efficient than strictly modular organization, char-
acterized by both distinct and common activations for different effectors. It is
unclear, however, what differentiates the distinctions and commonalities in ef-
fector representations. Here, we used fMRI in humans to study the cortical
representations involved in the planning of eye, hand, and foot movements. We
used a novel combination of fMRI measures to assess the effector-related repre-
sentational content of the PPC: a multivariate information measure, reflecting
whether representations were distinct or common across effectors, and a univari-
ate activation measure, indicating which representations were actively involved
in movement preparation. Active distinct representations were evident in areas
previously reported to be effector specific: eye specificity in the posterior intra-
parietal sulcus (IPS), hand tuning in anterior IPS, and a foot bias in the anterior
precuneus. Crucially, PPC regions responding to a particular effector also con-
tained an active representation common across the other two effectors.We infer
that rostral PPC areas do not code single effectors, but rather dichotomies of
effectors. Such combinations of representations could be well suited for active
effector selection, efficiently coding both a selected effector and its alternatives.
Adapted from:
Leoné, Frank T.M.; Heed, Tobias; Toni, Ivan; Medendorp, W. Pieter (2014). Understanding
Effector Selectivity in Human Posterior Parietal Cortex by Combining Information Patterns and
Activation Measures, Journal of Neuroscience, 34: 7102-7112
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4.1 introduction
The ability to generate an appropriate response in a complex environ-
ment is of utmost importance for the survival of any organism. A crit-
ical aspect is the selection of the effectors involved, such as eyes, hand,
and foot. While the posterior parietal cortex (PPC) has been implicated
in this process, it is debated how this structure maps multiple effectors
onto the 2D cortical surface.
PPC organization could separate motor responses in relation to the
effector that is to be moved. This would lead to separate neural modules
for the control of different effector systems (Cui and Andersen, 2007). To
date, this has been the prevailing concept of PPC organization (Colby
and Goldberg, 1999; Matelli and Luppino, 2001; Filimon et al., 2009).
For instance, the later intraparietal area (LIP) is thought to encode eye
movements (Gnadt and Andersen, 1988), the parietal reach region (PRR)
reaching movements (Snyder et al., 1997), and the anterior intraparietal
sulcus (aIPS) grasping movements (Murata et al., 2000). Recently, it has
been argued that effector specificity in PPC is part of an efficient coding
scheme, representing effectors in terms of commonalities in the behav-
ioral repertoire (Graziano, 2006; Levy et al., 2007; Jastorff et al., 2010). For
example, because eye and hand are often moved together, the efficient
coding principle proposes a shared neural substrate for both effectors.
Accordingly, both LIP and PRR respond during preparation of hand as
well as eye movements (Snyder et al., 1997; Calton et al., 2002). Like-
wise, human fMRI studies have revealed large overlap in PPC during
the planning of eye, hand (Beurze et al., 2007; Levy et al., 2007), and
foot movements (Heed et al., 2011). However, it remains unclear which
characteristic of those effector representations drives distinct and over-
lapping representations in PPC.
Here, we characterize identities and commonalities in the neural rep-
resentations of eye, hand, and foot movements in PPC by using a novel
combination of multivariate and univariate fMRI measures. Multivariate
pattern analysis (MVPA) tests spatial patterns of fMRI activity to infer in-
formational content (figure 4.1A; Haxby et al., 2001; Haynes et al., 2005;
Gallivan et al., 2011a, 2013). The underlying logic is that distinct pat-
4.2 materials and methods 107
terns encode effector identities, whereas a shared pattern across effec-
tors codes effector commonalities (figure 4.1B). However, multivariate
patterns are inherently undirected (figure 4.1C). For instance, if the mul-
tivariate activity pattern of a region differs between eye movements and
both hand and foot movements, but not between hand and foot move-
ments, the region might code for eye movements, it might integrate hand
and foot movements, or it might distinguish eye from limb movements.
These possibilities can be disentangled by considering the degree of ac-
tivation of that region for each effector, that is, whether the region is
activated for the eye only, for the limbs, or for all three, respectively. Ac-
tivation adds direction to the pattern information results. Crucially, we
combine information and activation measures into one score, showing
which distinct and common representations (figure 4.1D) are present as
well as activated across PPC during movement planning.
4.2 materials and methods
4.2.1 Participants
Twenty-three healthy, right-handed participants with normal or
corrected-to-normal vision participated in this study. Data of six par-
ticipants were not included in further analyses due to poor task perfor-
mance (see below). The remaining 17 participants (9 female) were aged
19-33 years (mean 23.5). Participants gave their written consent in accor-
dance with the local ethics committee (CMO Committee on Research In-
volving Human Subjects, region Arnhem-Nijmegen, The Netherlands).
4.2.2 Experimental setup
Participants lay supine in the scanner, with their head inside a phased-
array receiver head coil. The head and neck were stabilized within the
coil using foam blocks and wedges. The limbs used in the task (right arm,
right leg) were additionally cushioned for stabilization. Upper arms and
legs were cushioned and strapped to minimize head movements during
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Figure 4.1: Study rationale. A, Preparing to move different effectors (eye, foot,
and hand icons, represented in blue, green, and red colors, respec-
tively) might evoke different spatial patterns and intensity of BOLD
responses in a given cortical region (gray levels). Activation mea-
sures pertain to differences in mean activation (histogram of mean
effector-related activities, on the left). Information measures capture
the distance (correlation) between patterns of activation (plot of mul-
tidimensional scaling distances between effectors, MDS, on the right,
with similarity in arbitrary units, a.u.). B, Example of how informa-
tion measures can disambiguate activation. Given a region equally
active for the three effectors (left histogram), information measures
can follow three different patterns (middle column, MDS plots), re-
flecting three different representational contents (right column). C,
Example of how activation measures can disambiguate information.
Given a region with a pattern of eye-related responses different
from hand- and foot-related responses (left, MDS plot), activation
measures can follow three different patterns (middle column, his-
tograms), reflecting three different representations (right column).
D, Combining activation and information measures over three effec-
tors results in 14 different types of representational content, as indi-
cated by the corresponding icons and RGB combinations. These can
be separated in a group pertaining to differences between effectors
(“distinct”, on the left, meaning distinct patterns, or separate dots,
for each effector), and a group pertaining to commonalities across
effectors (“common”, on the right, meaning shared patterns, or over-
lapping dots, for the effectors). A given region can follow types
from either group or, when complementary, both groups. Pattern-
activation analysis only considers the activated patterns.
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Figure 4.2: Experimental paradigm: the delayed movement task. A white fixa-
tion dot was presented for 2 s (Intertrial period). Next, the effector
was indicated by a change of color of the fixation dot for 400 ms, on
top of which a small letter was projected (O, V, H, for the first letter
of the Dutch words for eye, foot, or hand). The target stimulus was
presented at one of six possible horizontal locations (Stimulus pe-
riod, blue arrows, which were not shown to the subject, indicate pos-
sible stimulus eccentricities). Subsequently, the fixation dot turned
white again for a variable duration (Delay period). Finally, the fixa-
tion dot turned purple signaling the participant to execute the cued
movement to the remembered stimulus location (Movement period).
task execution. Visual stimuli were controlled using Presentation soft-
ware (Version 14.7; Neurobehavioral Systems), projected onto a screen
and viewed by the participant using a mirror, giving the perception that
the stimuli were approximately above the participants’ head. Responses
to stimuli were made using the eyes, right hand, or right foot.
4.2.2.1 Eye tracking.
To track eye movements, the position of the left eye was recorded using
a long-range infrared, video-based eye tracker (SMI) at a frequency of
50 Hz. Saccades were identified by detecting a 2% change in eye posi-
tion, relative between baseline and the maximum amplitude of the trial.
Results from the automatic analysis were verified visually.
4.2.2.2 Hand and foot movement recording.
Hand and foot pointing was performed with the right limbs. Hand point-
ing involved rotating the wrist, and pointing at the target with the index
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finger. Foot pointing involved rotating the ankle to point at the target
with the big toe. To track hand and foot movements, infrared light-
emitting diodes (LEDs) were taped to the right index finger and right
big toe. The infrared light, while invisible to the participants, was visi-
ble to a camera, mounted to the ceiling at a distance of 2 m of the scan-
ner. One of the two LED lights was shortly interrupted in parallel with
presentation of the stimulus and movement cue, respectively, for align-
ment of movement data with the experiment’s events. The LED locations
were extracted from the video footage frame by frame using MATLAB
(MathWorks) as done previously (Heed et al., 2011). Movements were
identified by detecting a 5% change from baseline of hand or foot posi-
tion, relative to the maximum amplitude of the current trial, and were
verified visually.
4.2.3 Experimental paradigm
Participants performed a delayed movement task using three possible
effectors (eyes, right hand, and right foot) to six potential targets (4, 6,
and 8 degrees to the left and right of the fixation point; figure 4.2). Par-
ticipants started all trials pointing to a central fixation point (white dot,
size 1°) with all three effectors. The hand and foot pointed to the fixation
dot in the horizontal (left-right) direction only, as the degrees of freedom
of wrist and ankle limit vertical movement. Trials started with a change
of the fixation dot’s color to indicate the effector, together with the pre-
sentation of a movement target (400 ms). The fixation dot could change
to red, blue, or orange to instruct a hand, a foot, or an eye movement,
respectively. In addition, a capital letter was displayed in the center of
the fixation point (O, H, V, the first letters for eye, hand, and foot in
Dutch). Next, the fixation point turned white again to indicate the de-
lay period (1.6 -5.6 s). Finally, the fixation dot turned purple to indicate
movement execution (400 ms). During the delay period, participants had
to plan the instructed movement to the remembered target, and execute
this movement at the presentation of the purple dot. After 1.6 s, the next
trial started.
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Trials were grouped in runs of 43 trials. Trial order was arranged such
that each of the six trial types [resulting from three effectors (eye, foot,
and hand) and two target sides (left and right)] followed each other
equally often, while appearing random to the participant (Brooks, 2012).
Each run started and ended with 20 and 8 s of fixation, respectively.
These intervals served as baseline in the GLM analysis. The length of
the breaks between runs was determined by the participant. The total
duration of the experiment, consisting of 18 runs, 774 trials (43 of each
type), excluding the breaks, was 86 min, split into two sessions.
We used eye and limb movement data to verify that participants held
fixation during the delay period with all three effectors and only moved
the cued effector during the execution period. Six participants made a
large number of errors (performance < 75%) and were excluded from
further analysis. The excluded participants mostly failed to keep eye fix-
ation during the execution of hand or foot movement. For the remaining
17 participants, the average number of trials that entered analysis was
87% (SD: 6.7).
4.2.4 MRI settings and preprocessing
MR images were acquired using a Siemens Trio 3 T MRI scanner
(Siemens Tim TRIO) with a 32-channel head coil. A multi-echo sequence
of five echoes (TE: 9.4, 21.2, 33, 45, 57 ms, TR: 2.01 s) was used to im-
prove signal strength. It encompassed 26 slices, centered on the pari-
etal and frontal motor areas (voxel size = 3 x 3 x 3.5 mm, FOV =
192 mm, flip angle = 80°). After collecting the functional images, high-
resolution anatomical images were acquired using a T1-weighted MP-
RAGE GRAPPA sequence (176 sagittal slices, voxel size = 1 x 1 x 1 mm,
TR = 2300 ms, TE = 3.93 ms, FOV = 256 mm, flip angle = 8°). The multi-
echo data were combined using the PAID algorithm (Poser et al., 2006).
Slices were temporally aligned to the center (14th) slice to accommodate
for slice-timing differences. High-pass filtering (cutoff: 128 s) was ap-
plied to filter out low-frequency confounds. To retain maximal pattern
information, no spatial smoothing was applied. GLM analyses were per-
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formed in native space, and the resulting images were normalized to
MNI space using DARTEL normalization procedures (Ashburner, 2007).
To estimate normalization flow fields, the structural images were seg-
mented into tissue type. In addition, the gray and white matter segment
of the normalized brain of one participant was used to reconstruct and
inflate the cortical sheet of each hemisphere in the FreeSurfer Toolbox
(Dale et al., 1999; Fischl et al., 1999). All further processing and subse-
quent analysis steps were performed using the SPM8 toolbox (Statisti-
cal Parametric Mapping; http://www.fil.ion.ucl.ac.uk/spm/) and MAT-
LAB (MathWorks).
4.2.4.1 fMRI analysis
A parallel report analyzed the data obtained in the present paradigm
using a repetition suppression approach (Heed et al., 2013; see chapter
5) and contains a detailed analysis of the behavioral data. Here, we de-
veloped and applied a new analysis approach that integrates univariate
and multivariate analysis of these data to examine the cortical represen-
tations involved in the planning of eye, hand, and foot movements.
pattern information versus activation measures . In the
current study, we combined pattern information and activation mea-
sures into a pattern-activation framework. Pattern information analy-
sis distinguishes regional representations (Kriegeskorte and Bandettini,
2007a; Raizada and Kriegeskorte, 2010), focusing on differences in the
activation pattern across voxels in that region. Activation analysis, on
the other hand, is based on statistical parametric mapping, and typically
tests average activation relative to a baseline in a given region. Activation
is believed to represent the differential metabolic response of a region to
different sensorimotor or cognitive challenges (Friston et al., 2011; figure
4.1A). The metabolic demand, in turn, is thought to indicate the involve-
ment of a region in current processing. Note that the two measures are
independent, similar to how a mean and SD are independent, or how a
correlation measure is mean independent: a pattern can be highly infor-
mative, but, on average, might not be activated above baseline. Similarly,
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an activated region can contain the same pattern of activation across con-
ditions. As such, they have often been explicitly contrasted (Peelen et al.,
2006; Peelen and Downing, 2007; Jimura and Poldrack, 2012; Coutanche,
2013). In the present framework, the two methods are combined, rather
than contrasted: patterns (i.e., representations) can be activated (i.e., in-
volved) to different degrees.
The rationale of the framework is as follows. Consider patterns of ac-
tivation in a region for eye, hand, and foot (figure 4.1D). Patterns for
two of the three effectors can be equal (high correlation or low classifica-
tion) or different (low correlation or high classification). Equal patterns
indicate a common representation across effectors. Different patterns in-
dicate a distinct representation per effector. With three effectors, a combi-
nation of distinct and common is also possible, e.g., eye versus hand and
foot. For each pattern, its mean activation, as tested by univariate analy-
sis, represents the pattern’s level of involvement. In our framework, pat-
terns for each effector are weighted based on mean activation per effec-
tor: the more activated, the higher the combined value. This combination
of pattern and activation again results in a separation of common and
distinct representations (figure 4.1D). Representations, which are not ac-
tivated, are effectively masked out because the low activation weight
leads to negligible combination scores. We first performed separate pat-
tern information and activation analyses, followed by the combination of
the two measures into a common pattern-activation measure. Following
the conventions from MVPA (Kriegeskorte et al., 2006), we refer here to
pattern in-formation simply as “information,” although, in a mathemat-
ical sense, mean activation can also be considered information, albeit on
a different spatial scale.
glm . Both information and activation analyses were based on the out-
put of a participant-specific GLM. Six regressors of interest captured vari-
ance during the planning period, specific to effector (three: eye, hand,
foot) and target side (two: left, right). Side was included because PPC
is highly sensitive to target direction (for review, see Silver and Kastner,
2009). Thirteen additional regressors were used to constrain the vari-
ance explained by the planning regressors: six location-dependent spike
4.2 materials and methods 115
regressors at stimulus onset explained location-dependent variance and
six movement spike regressors at go-cue presentation accounted for ac-
tivation specific to the direction of the executed of the movement. One
spike regressor at session onset accounted for break-related effects. As
defined by the criteria described above, erroneous trials were removed
from the main regressors of interest and instead captured by correspond-
ing error regressors. All regressors were convolved with a standard
hemodynamic response function (Friston et al., 2011). In addition, we in-
cluded 17 nuisance regressors. Twelve movement regressors (translation
and rotation, as well as their derivatives) captured signal variance due
to head movement. Five additional regressors accounted for changes in
overall signal intensity in five compartments, which are not expected to
reflect task-related activity (white matter, CSF, skull, fat, and out of brain;
Verhagen et al., 2008). Runs were modeled separately in the design ma-
trix, each run containing 36 regressors (not including the constant and a
variable number of error regressors) and on average 143 scans. We tested
18 runs, resulting in 2574 scans in total.
We used the t-contrast scores for the comparison of the planning re-
gressors versus baseline, collapsed across runs and movement target
sides, as the basis for the pattern information and activation analyses. In
short, for the information analysis we correlated the pattern in t-values
between effectors, and for the activation analysis we averaged the values
(figure 4.1A). We chose t-values over β-values from the GLM because
they are the more informative measure (Misaki et al., 2010).
searchlight analysis . Both information and activation analysis
were performed within a searchlight sphere (Kriegeskorte et al., 2006)
with a radius of three voxels. Searchlight sphere size varied at the
brain’s border and was on average 83 voxels. Searchlight analysis was
performed in native space.
pattern information analysis . Pattern information analysis
was based on a correlation analysis (Haxby et al., 2001; Kriegeskorte
et al., 2008) of the three effector pairs: eye-hand, eye-foot, hand-foot.
The spatial distribution of effector-specific t-values across a searchlight
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sphere was taken as local effector-specific pattern, which were then com-
pared per effector pair using correlations. Low correlations between pat-
terns reflect dissimilarity or information (akin to classification perfor-
mance), meaning that patterns form distinct effector-specific representa-
tions. In addition, we take into account the alternative possibility: high
correlations between patterns, indicative of similarity or lack of informa-
tion, mean that patterns form a common, effector-unspecific representa-
tion.
Before calculating correlation scores, we first transformed t-values into
z-scores voxel by voxel to ensure voxel contribution to pattern informa-
tion was not influenced by mean activation (Haxby et al., 2001; Pereira
et al., 2009; Hanson and Schmidt, 2011). Next, for each combination
of two effectors, we calculated the correlation score between the voxel
patterns in the searchlight sphere. We then recentered the distribution
of correlations across search spheres by subtracting the expected mean
correlation (average correlation for permuted spheres, see Significance
test, below) for a given effector pair. This procedure makes the reference
value consistent across participants, allowing group analysis. The cor-
relation, or similarity, values were then normalized to a value between
-1 and 1 by dividing the values by the maximum absolute value across
all three effectors. To obtain a dissimilarity measure (i.e., information
measure), while retaining the two-sided nature of the original correla-
tion measure, we flipped the sign of the centered similarity score. These
dissimilarity values were used to construct MDS figures (Edelman et al.,
1998).
Next, we converted the information scores for effector pairs into
three effector-specific information values. Note that the raw information
scores are comparisons between pairs of effectors (e.g., the correlation be-
tween eye and hand, cyan in figure 4.1D, distinct representation). How-
ever, combination with the effector-specific activation scores requires an
effector-specific information score of one effector versus the other two
(e.g., eye vs hand and foot, blue in figure 4.1D). First, we converted RGB
values to HSB (hue, saturation, brightness) color space. Second, we ro-
tated hue by 1/6 (effectively rotating color by 60° along the color circle,
that is, half the distance between the colors of two respective effectors:
4.2 materials and methods 117
green becomes cyan, blue turns magenta, and red transforms to yellow).
Finally, we converted the rotated HSB color value back to RGB. After
rotation, each of the three values (R, G, and B) indicated the amount of
information on one effector versus the other two effectors in a [−1 1]
range. We split the range in two [0 1] intervals to differentiate heuristi-
cally between common representations (similarity, left side of dissimilar-
ity distribution, flipped sign) and distinct representations (dissimilarity,
right side of dissimilarity distribution).
activation analysis . Within a sphere, the activation analysis re-
sembled an ROI analysis (Poldrack, 2007): we averaged the pattern of t
values within a searchlight sphere for the effector-specific regressor of in-
terest. Contrasts were first computed against baseline to detect common
activations across effectors. We regard this as a measure of absolute ac-
tivation, even though baseline measures are inherently relative in fMRI
(Stark and Squire, 2001). We also calculated the mean t contrasts for one
effector versus the other two effectors as a measure of relative activation.
Both types of activation values were normalized to a [0 1] range by con-
sidering only positive values and dividing by the maximum value across
effectors. For the combined pattern-activation analysis, we converted the
two activation measures into one activation measure, consisting of three
numbers (one for each effector) in a [0 1] range. The score was defined
as the maximum of the absolute and relative activations per effector, in-
dicating the region was activated, regardless whether it was absolute or
relative.
combination of pattern information and activation mea-
sures . We subsequently combined the pattern information and acti-
vation measures into a combined pattern-activation measure by element-
wise multiplication of the activation scores with either the dissimilarity
or similarity scores. Multiplying the activation scores with the full [−1 1]
information range and splitting the range afterward gives the same re-
sult. The active common and distinct scores are the left and right side
of the pattern-activation distribution, which allows a straightforward in-
spection of common and distinct representations. Subsequently we cal-
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culated square root values of the multiplied values to correct for multi-
plication dampening. The multiplication of pattern information and ac-
tivation scores attenuates non-active patterns and increases the strength
of active patterns. To determine areas encoding active distinct represen-
tations, we multiplied activation and dissimilarity scores. Thus, the dis-
tinction score will be high only when both activation and dissimilarity
scores are high for a given effector. To determine areas encoding active
common representations, we multiplied the activation scores with the
similarity scores. As a result, the value for the common representation
will be high only if both activation and similarity scores are high for
a given effector. Such a high value would indicate that the region, even
though significantly active, does not carry any specific information about
effectors.
The combination of information and activation values can reveal a
large range of representations, including multiple representations within
a region. On the one side, the current approach can identify active dis-
tinct representations (eye, hand, and foot) and combinations thereof,
with up to three active distinct representations within a single region
(figure 4.1D, white, left). On the other side, a region could contain a
representation common to several (up to all three) effectors (figure 4.1D,
right). A representation can also be common for one effector, if that is
the only effector for which there consistently is a common representa-
tion across subjects. In combination, a region may also contain one active
effector-specific representation, and, in addition, one active representa-
tion common to the remaining two effectors (figure 4.1D). In our frame-
work, dominance of a representation over the others is determined by
activation, with that effector assigned dominance for which activation is
highest.
significance test. To assess significance, we performed within-
participant permutation tests separately for the three types of analyses
(information, activation, and pattern activation). The reference distribu-
tion of the permutation test was created by repeating the searchlight
procedure using the same number of spheres and sphere sizes as in
the original procedure, but with the voxel data permuted randomly
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across the entire brain. As in the original analysis, information, acti-
vation, and pattern-activation scores were calculated for each of three
effectors within each searchlight sphere. The information scores were
centralized by subtracting the mean information score. Per subject p-
values were calculated as the percentage of permuted spheres with a
score higher (one-sided test, for activation) or different (two-sided test,
for information and pattern activation) than that of the original, non-
permuted sphere, and determined separately for each effector. This pro-
cedure tests whether the continuous group of voxels in a search sphere
gives a significantly different test score than a random set of voxels taken
from the same brain.
group analysis . For analysis across participants, searchlight sphere
results were first converted to MNI space after which information,
activation, and pattern-activation scores were averaged across partici-
pants. Participant-level p-values were accumulated by applying Fisher’s
method (Fisher, 1925), which combines multiple p-values into one aggre-
gate p-value based on a χ2 distribution. Spheres were regarded signifi-
cant for a given test if at least one of the three effectors was significant
across participants.
rois . To facilitate reporting, and to allow direct linking of our results
to previous, region-specific findings, we defined five ROI search spheres
in PPC, corresponding to areas often implicated in motor planning (Levy
et al., 2007; Filimon et al., 2009; Heed et al., 2011): posterior intraparietal
sulcus (pIPS), medial IPS (mIPS), anterior IPS (aIPS), anterior superior
parietal lobe (aSPL), and anterior precuneus (aPCu).
Area pIPS, also known as V7 or IPS0 (Swisher et al., 2007), has previ-
ously been implicated in saccade control (Levy et al., 2007). Area mIPS,
also referred to as IPS2 (Silver and Kastner, 2009), has been found active
both for saccade and reach control (Levy et al., 2007; Heed et al., 2011).
Area aIPS is involved in hand movements (Culham et al., 2003; Heed
et al., 2011; Endo et al., 1999), whereas aPCu (within area 5L) seems to
be involved in both hand and foot control (Filimon et al., 2009; Heed
et al., 2011). Last, aSPL (area 5L/7A) has recently been found to contain
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a shared representation for hand and foot (Heed et al., 2013; see chapter
5).
The location of the ROIs was determined based on the peak of the
activation for any of the effectors or combination thereof closest to the
reference coordinates, restricted to fall within a posterior parietal and
precuneus surface mask, as defined by FreeSurfer cortical parcellation.
Thus, the ROIs are based on functional results and, hence, are used
for descriptive purposes only (Kriegeskorte et al., 2009).We report the
properties of the search sphere centered on the activation peaks of the
respective areas. The complete overview of ROIs is shown in Table 4.1.
4.3 results
The goal of this study was to characterize commonalities and distinc-
tions in parietal effector representations involved in movement plan-
ning. Participants performed a delayed movement task involving goal-
directed movements of the eye, hand, and foot. A novel searchlight-
based pattern-activation approach (see Materials and Methods; figure
4.1) was developed to disentangle representations committed to the
three effectors. Pattern information measures (dissimilarity and simi-
larity) determined whether regions contained distinct or common rep-
resentations for the different effectors. Activation measures tested the
strength of the activation of these effector-specific patterns. The com-
bined pattern-activation measure was used to delineate active distinct
representations (significant activation as well as information) and active
common representations (significant activation, but lack of information),
revealing the active representational content of a region. We start with a
Table 4.1: The MNI coordinates of the regions used in the ROI analysis and their
normalized peak values for activation, information, and combination
for eye (E), hand (H), and foot (F). Cursive values highlight significant
values (p < 0.05, permutation test). * indicates that coordinates were
originally reported in Talairach space.
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description of the results of the left hemisphere, contralateral to the used
limb.
4.3.1 Pattern information
Pattern information analysis was applied to determine which represen-
tations are present in PPC, coding effector distinctions and/or common-
alities (figures 4.3A and 4.4A).
Information was present within a parietofrontal network, including
different types of effector-specific representations in PPC (figure 4.3A,
straight arrow, top and bottom). Caudo-rostral along the IPS, we found
a large and continuous, distinct representation related to eye movement
planning (figure 4.3A, blue, left). This was combined with strong com-
mon representation of the hand and foot to different relative degrees
(figure 4.3A, yellow/orange/light green, right). More specifically, pIPS,
mIPS, and aSPL represented primarily an eye versus limb distinction
(figure 4.4A, blue vs yellow colors).
Furthermore, we found a latero-medial hand-eye-foot information gra-
dient in rostral PPC. The gradient for common representation ranged
from foot and eye (figure 4.3A, cyan, right), to foot (green), to hand and
foot (yellow) to hand (red), and to hand and foot (magenta). Note that
the regional boundaries differ between the two information measures.
Regarding the predetermined ROIs (figure 4.4A), aIPS represented
hand movements versus foot and eye movements (red vs cyan); aSPL
represented the eye versus the limbs (blue vs yellow), and aPCu repre-
sented foot versus hand and eye movements (green vs magenta). The
distinct representation of aIPS and aPCu continued well into lateral and
medial somatosensory and motor cortex, respectively.
In summary, information analysis revealed a caudo-rostral distinct eye
representation and a rostral, latero-medial distinct hand-eye-foot repre-
sentational gradient, combined with mostly common representations for
the complementary effectors. Thus, most PPC areas represented a di-
chotomy between a distinct representation for a single effector and a
representation common to the other two effectors.
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4.3.2 Activation
Whereas the information analysis revealed distinct and common repre-
sentations across PPC, it does not show which of the representations
of a given area was most activated by the task, and whether, perhaps,
some representations were on average not activated at all. The activation
analysis examined such regional involvement (figures 4.3B and 4.4B).
Activation of the different effectors against the fixation baseline was
evident widely across a parietofrontal network, showing strong involve-
ment of the PPC (figure 4.3B). Within PPC, there was a caudo-rostral
eye-to-limb gradient: caudally, eye activation was dominant, whereas
more rostral regions were more activated by all three effectors, both
in a shared fashion (figure 4.3B, gray-white colors, left, straight arrow),
and separately (figure 4.3B, red and green). At the level of the prese-
lected ROIs (figure 4.4B), pIPS showed activation for eye movements
only, mIPS demonstrated also activation for the other two effectors, and
aSPL showed comparable activations for the three effectors.
We also observed a rostral, latero-medial hand-foot gradient: a hand
bias (figure 4.3B, red, curved arrow) was evident lateral to aSPL, a foot
bias (green) more medially, whereas all three effectors were represented
in the in-between region (yellow or gray-white). For the ROIs (figure
4.4B) along the postcentral sulcus, aIPS was predominantly activated for
the hand, aSPL for the hand and foot, and aPCu for the foot. In aIPS the
dominant hand activation was accompanied by activation for the foot
and eye, and in aPCu the dominant foot activation was accompanied by
activation for the hand. Thus, all rostral PPC ROIs were activated for
multiple effectors. The relative hand and foot dominance in aIPS and
aPCu continued in lateral and medial somatosensory and motor cortex.
In sum, the activation analysis revealed a caudo-rostral eye- limb gra-
dient and a latero-medial hand-foot gradient, combined with significant
secondary activations in rostral PPC.
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4.3.3 Combined activation and information
The information-based analysis revealed mostly dichotomies of distinct
and common effector representations across PPC, but did not allow
conclusions about which representations were actually activated by the
task. Activation analysis, on the other hand, showed general activa-
tion with relative effector-specific peaks, but did not allow conclusions
about whether the general activations held effector-specific representa-
tions. Combining the two measures in the pattern-activation framework
allows examination of both of these aspects simultaneously, that is, to
observe which unique representations are present as well as which of
them are activated by the task (figures 4.3C and 4.4C).
The combined pattern-activation analysis revealed active distinct rep-
resentations across the fronto-parietal network, including the PPC (fig-
ure 4.3C, left). Caudal PPC was dominated by eye-related representa-
tions, whereas rostral PPC contained active distinct representations for
the hand and the foot, separated by an active representation distinct for
planning eye movements. Note that all combined activation (figure 4.3B,
gray, left) has been filtered out, revealing clear patches of representa-
tions. ROI analysis revealed that pIPS, mIPS, and aSPL all actively dis-
tinguished movements of the eyes, whereas aIPS encoded movements of
the hand and aPCu represented planned movements of the foot (figure
4.4C).
Of the common representations revealed by the information analy-
sis (figure 4.3A, right), especially the rostral PPC representations were
activated (figure 4.3B), resulting in rostral patches of active common
representations (figure 4.3C, right). Specifically, the combined analysis
uncovered three distinct representations that were hidden in the over-
lapping activations: an activated limb representation (figure 4.3C, right,
yellow/orange), foot and eye representation (green/cyan), and hand rep-
resentation (red). The selected ROIs are covered by these patches (figure
4.4C): in addition to the active distinct representations, mIPS contained
an active common representation for the limbs (circle diagram, yellow),
aIPS coded an active common representation for the foot and eyes (green
and cyan), and aPCu contained a large activated hand representation
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across PPC
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pIPS
mIPS
aPCuaIPS
vsaSPL
Summary effector selectivity PPC
Figure 4.5: Overview of the effector specificity results per ROI, combining the
two pattern-activation plots (figure 4.3C). Black dots indicate the
ROIs, the symbols indicate the different (vs) activated representa-
tions in these ROIs. Large symbols indicate the dominant (i.e., most
activated) representations, small symbols the less activated represen-
tations.
(red). Furthermore, in aSPL, we found an integrated hand-foot represen-
tation at the cross section of the aIPS and aPCu regions.
Both active distinct and active common representations were found
within the same regions in PPC (compare figures 4.3C, left and right,
and 4.4C), but with different amounts of activation. For most regions,
the distinct representation was also the most activated representation,
that is, most regions were dominated by one effector. aSPL formed an
exception, in that both the eye and limb representation were equally
activated (dominance indicated by brightness of colors in figure 4.3C,
size of dot in 4.4C).
In summary (figure 4.5), the pattern of representations for effector
planning in PPC emerging from the combined pattern-activation frame-
work is mostly that of active dichotomies: mIPS, eye versus the limbs
(most activated first); aSPL, limbs versus eye (equal dominance); aIPS
hand versus eye and foot; aPCu, foot versus hand. Area pIPS appears as
an exception, with only an active representation of the eye.
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4.3.4 Right hemisphere
Analysis was focused on the contralateral (left) hemisphere, which is
thought to be most involved in coding right hand and foot movement
(Beurze et al., 2009; Gallivan et al., 2011a; Heed et al., 2011). However, the
hemisphere ipsilateral to the moving limb can also contain information
about planned movements (Gallivan et al., 2013). As Figure 4.6 shows,
eye-specific information was present ipsilaterally in caudal PPC, and
hand- and foot-specific information was present in the motor cortex. In
rostral PPC regions, effector-specific informational content was reduced
compared with the contralateral hemisphere. Furthermore, activation of
the right hemisphere was attenuated compared with the left hemisphere,
particularly in motor and somatosensory cortices. The combined analy-
sis revealed that the eye-specific posterior representations were active
and distinct, whereas no clear, active distinct limb-specific representa-
tions emerged in rostral PPC. Similarly, we did not observe any strong
active common representations.
Thus, the only representation active in ipsilateral PPC was for the one
effector for which the brain is not lateralized: the eyes.
4.3.5 Control measures
4.3.5.1 Relation activation and information
Results of the pattern information and activation analysis show a re-
markable consistency: in a given region, the most distinct representation
was, at the same time, the most strongly activated. However, this con-
sistency may in fact be artifactual: more strongly activated voxels may
dominate the correlation calculation and thus increase the likelihood
that higher activated representations turn out distinct. If this is the case,
positive correlations between information and activation should also be
present in the random data generated in the permutation test. If not, it
should be unique to the actual results, more specifically to the effectors
represented in each hemisphere: all effectors in the left hemisphere, only
the eyes in the right hemisphere. We tested this potential confound by
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Figure 4.7: Group GLM test of effector-specificity on unsmoothed data, de-
picted on an inflated left hemisphere, with magnification of the ros-
tral PPC. Voxels significantly (p < 0.001, uncorrected) tuned for one
or more effectors are included. Colored lines highlights clusters of
effector-specific tuning (red is hand, green is foot, blue is eye).
comparing the relationship between mean relative activation per effec-
tor and information per effector in the actual data, separately for each
hemisphere, with the same measures calculated for random data.
In the left hemisphere, correlations between activation and informa-
tion were positive for all three effectors [mean correlation: 0.68 (hand),
0.39 (foot), 0.47 (eye), all p < 0.05]. In the right hemisphere, the cor-
relations dropped for the hand (0.02, p > 0.05), but not for the eyes
and foot (0.38 and 0.45, respectively, both p < 0.05). In contrast, for the
random data, activation and information correlated negatively (r=-0.19,-
0.18,-0.09, all p < 0.05). Thus, we conclude that the higher relative acti-
vations predict higher information measures, but that the relationship is
not due to a confound in our analyses.
4.3.5.2 Unsmoothed group GLM
All our analyses are based on tests using search spheres of 83 voxels on
average, which is comparable in size to a standard smoothing kernel. It
is possible that this approach has hindered precise spatial localization,
with spheres capturing information and activation from neighboring ar-
eas. To control for such effects, we performed a standard group GLM on
spatially unsmoothed data (figure 4.7). We predicted that there should
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be effector-specific voxels within PPC areas, validating the spatial sensi-
tivity of our analyses.
The prediction was confirmed, as activation patterns were consistent
with those determined by the searchlight procedure: aIPS was most ac-
tive for hand planning; mIPS was most active for eye planning; and aPCu
was most active for foot planning. Unsurprisingly, activations were more
scattered, and patches were not as consistent as those detected by the
pattern-activation analysis, which underlines the high sensitivity of the
pattern-activation analysis for regional representations.
4.4 discussion
This study characterized distinctions and commonalities across effector
representations in PPC. The motor planning responses of most regions
were dominated by one particular effector: eye movements in pIPS, hand
movements in aIPS, and foot movements in aPCu. The new observa-
tion is that several PPC regions also actively coded for commonalities
between the other effectors, distinct from the dominant effector. This
finding provides empirical evidence for the notion that effector selec-
tion is based on an efficient neural code that distinguishes an effector
from other potential effectors (Medendorp et al., 2005; Cui and Ander-
sen, 2011).
4.4.1 Pattern-activation gradient
The pattern-activation measure revealed a caudo-rostral gradient in PPC.
This finding extends previous reports, showing that activation of a par-
ticular region by the planning of several effectors (Levy et al., 2007; Heed
et al., 2011) does not necessarily imply identical representational content.
Furthermore, we extend previous MVPA studies (Gallivan et al., 2011a,b,
2013) by specifying, per region, the dominant representation and testing
for differences between limbs, instead of only eye-hand or hand-hand
distinctions.
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Previous reports have shown that, along the caudo-rostral axis, pIPS
is informative for the eye-hand distinction (Gallivan et al., 2011a). Here
we show that the eye representation is dominant, that there is no infor-
mation on the distinction between the hand and foot (limbs), and that
limb movements do not lead to activation. We hence conclude that pIPS
is involved in saccade planning (Levy et al., 2007). Following the same
logic, the pattern-activation findings suggest that areas mIPS and aSPL
specifically distinguish between eye and limbs. Eye, hand, and foot plan-
ning all activate these regions, but the informational content is restricted
to a distinction between eyes and limbs, and not between the limbs. Only
the distinct representations for eye movements are active in both hemi-
spheres, in line with the bilateral organization of saccade preparation
(Sereno et al., 2001).
In rostral PPC, aIPS coded for the hand and aPCu coded for the foot.
The common representations underlying this dominant hand-foot gradi-
ent largely complemented the dominant representations: the foot area
also represents the hand and the hand area also represents the foot and
eye. This co-representation of the different limbs may explain why oth-
ers have found hand-tuning in the aPCu region (Fernandez-Ruiz et al.,
2007; Filimon et al., 2009), which we find to be dominated by foot plan-
ning (Heed et al., 2011). Importantly, the combined pattern-activation
measure allowed us to detect two separate representations in aPCu (one
foot, one hand), of which the foot representation is dominant in acti-
vation. We hence conclude that aPCu is predominantly responsible for
foot movement planning, while aIPS is responsible for hand movement
planning.
In addition to motor planning, rostral PPC is important for somatosen-
sation (Sereno and Huang, 2014). The rostral effector gradient may hence
stem from somatosensory activations. However, the current analysis
specifically focused on the planning period, during which there is no
somatosensory feedback. Rather, the activation could be related to the
prediction of the somatosensory consequences of the movement from
the start of the trial onward (MacKay and Crammond, 1987), consistent
with the effector-specific involvement of SI and SII in the current task
(SII not shown; Eickhoff et al., 2007; do see supplementary figure 4.8)
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and the predictive coding framework (Friston and Kiebel, 2009). Fur-
thermore, knowing the position of the hand and foot, in addition to
their target positions, is essential for the planning of movements with
the respective effectors (Buneo et al., 2002; Beurze et al., 2009). Such an
integrative role would fit with the position of the regions next to the
somatosensory homunculus (Seelke et al., 2012), in line with continuous
topographic coding (Graziano and Aflalo, 2007a), similar to the location
of the parietal saccade areas near regions containing visual maps (Aflalo
and Graziano, 2010).
4.4.2 Nature of coding
The continuous topographic organization of different combinations of
active distinct and active common effector representations suggests a
more complex organization than modular effector specificity. The com-
mon representations could code movements with similar computational
constraints (cf. Heed et al., 2011), and the combination of distinct and
common representations might allow combining effectors toward a com-
mon functional goal (Graziano and Aflalo, 2007a); e.g., hand and foot
in aPCu for walking or climbing (Abdollahi et al., 2013). Such classes of
movement based on coding commonalities and identities may represent
a more efficient organization of motor preparation than effector-specific
coding per se (Levy et al., 2007; Jastorff et al., 2010).
The fact that the rostral planning-related PPC representations are con-
sistently dichotomous suggests that these representations could addi-
tionally be used in the selection of effectors or classes of movements.
For example, in single-effector movements, aPCu could select foot move-
ments over hand movements, while in actual climbing or walking it
could represent both effectors (Graziano, 2006). This would imply that
rostral PPC regions can make effector “choices”, rather than represent-
ing one or the other effector (Cisek and Kalaska, 2010; Cui and Ander-
sen, 2011). The activated distinct representation would then be related
to the selected effector, the less-activated common representation to the
alternative effector(s). Which alternative effectors are considered could
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depend on the class of movement represented in a region (e.g., walk-
ing or climbing in aPCu: foot and hand) and/or on the combination of
effectors tested in the task. Whether the basis of selection is single ef-
fectors or classes of movement could be studied by testing movements
involving combinations of effectors or movements belonging to different
movement classes.
Alternatively, the selection process could reflect motor inhibition of
the alternative effectors (Brown et al., 2006). In the present study, par-
ticipants were explicitly instructed to move only one effector, while, in
non-experimental circumstances, some effectors (e.g., eye and hand) are
often moved together. Moreover, the task context itself, with equal prob-
ability for each effector, might have induced co-activation of effectors
based on contingency (Chang et al., 2008; Gallivan et al., 2013). Testing
movement planning with different effector probabilities should allow
the separation of these accounts.
Finally, the active common representations could be caused by a gen-
eral effect, such as spatial attention. We cannot rule this out, given that
we did not test non-motor trials, but the specificity of our analysis to the
delay period, the specific parieto-frontal representations in the ipsilat-
eral hemisphere, and the rich gradient of secondary representations all
speak against a general origin of the reported common representations.
4.4.3 Pattern-activation framework
The pattern-activation framework makes explicit the notion that informa-
tion and activation are complementary measures (Peelen and Downing,
2007; Jimura and Poldrack, 2012). Patterns are seen as representations
contained in an area (MVPA assumption), whereas the mean activity
shows how involved the region is in representing the condition (uni-
variate analysis assumption). In essence, the framework assumes that
patterns can be active to differing degrees, allowing quantification of
the representation’s involvement in the current cognitive process: we in-
terpret weakly activated representations as weakly involved in the task.
For example, limb representations in the ipsilateral hemisphere were ac-
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tivated for the current task to some extent, but our framework makes
the testable prediction that comparable representations should be evi-
dent, though at higher activation, during movement planning of the left
limbs.
There are several alternatives with which the pattern-activation frame-
work may be implemented. An alternative for the information measure
(that is, correlation) is classification (Cox and Savoy, 2003). The advan-
tage of a correlative measure as implemented here is the possibility
to test whether two patterns are less distinct than expected by chance.
This allowed us to identify common representations; in contrast, in a
classification approach, non-distinctiveness would be a null result. Al-
ternatively, we could have used cross-classification (see chapter 3): if
patterns for two classes are indistinguishable (low interclass classifica-
tion score), they could either be noise (no cross-classification possible)
or truly the same pattern (cross-classification possible). The current re-
sults have large predictive power for such classification results. Another
alternative for correlation is component analysis (Beckmann et al., 2005).
This approach has the attractive feature of allowing detection of partly
shared representations, such as a common hand-foot representation and
a distinct hand representation within the same region. Any alternative to
the activation measure should be based on a clean baseline and ideally
be sensitive to both absolute and relative activation effects.
Activation is essentially information at a different spatial scale. If one
took a larger ROI, some activation results would translate into informa-
tion results, as they would become a subpart of the region, and vice-
versa, a smaller ROI would lead to a shift from information to activation
results, when local patterns no longer activate parts but the whole re-
gion. The combined measure we propose allows taking this into account
by combining the two measures.
4.4.4 Conclusion
We conclude that PPC represents effector dichotomies of distinct and
common representations. The distinct representations are organized
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along a caudo-rostral, visuo-somatic gradient, which splits into a second,
lateral-to-medial hand-foot gradient in rostral PPC. This appears to re-
flect a topographically continuous organization, from visual perception
and saccades, along lateral hand and medial foot planning pathways, to
the somatosensory hand and foot regions. The combination of distinct
and common representations in rostral PPC makes this region ideally
suited to function as a selector, either of effectors or of classes of move-
ments.
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Testing movement planning
with the eye, hand, and foot
... reveals lateral hand and
medial foot specific regions,
separated by limb-specificity.
... and analysing effector
transitions for repetition
suppression effects per voxel
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F U N C T I O N A L V E R S U S E F F E C T O R - S P E C I F I C
O R G A N I Z AT I O N O F H U M A N P O S T E R I O R PA R I E TA L
C O RT E X - R E V I S I T E D
It has been proposed that posterior parietal cortex (PPC) is characterized by an
effector-specific organization.However, strikingly similar fMRI activation pat-
terns have been found in PPC for hand and foot movements. Because the fMRI
signal is related to average neuronal activity, similar activation levels may result
either from effector-unspecific neurons, or from intermingled subsets of effector-
specific neurons within a voxel. We distinguished between these possibilities us-
ing fMRI repetition suppression (RS). Participants made delayed, goal-directed
eye, hand, and foot movements to visual targets. In each trial, the instructed ef-
fector was identical or different to that of the previous trial. RS effects indicated
an attenuation of the fMRI signal in repeat trials. Caudal PPC was active dur-
ing the delay, but did not show RS, suggesting that its planning activity was
effector-independent. Hand and foot-specific RS effects were evident in anterior
superior parietal lobule (SPL), extending to premotor cortex, with limb overlap
in anterior SPL. Connectivity analysis suggested information flow from caudal
PPC to limb-specific anterior SPL regions, and from limb-unspecific anterior
SPL toward limb-specific motor regions. These results underline that PPC is
organized according to function rather than effectors, not only on a regional,
but also on a fine-grained, sub-voxel level.
Adapted from:
Heed, Tobias; Leoné, Frank T.M.; Toni, Ivan; Medendorp, W. Pieter (under revision).
Functional versus effector-specific organization of human posterior parietal cortex - revisited
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5.1 introduction
Posterior parietal cortex (PPC) is known as a key structure in sensorimo-
tor integration (Andersen and Cui, 2009; Blangero et al., 2009; Meden-
dorp et al., 2011). The region is divided into several subregions with
specific short-range connections as well as extensive connections with
frontal regions (Rizzolatti et al., 1998). However, its overarching organi-
zational structure is under debate.
From a motor perspective, there is abundant evidence that PPC dis-
tinguishes the processing for eye and hand movements, especially in
the monkey (Chang et al., 2008; Andersen and Cui, 2009), although
this division appears gradual rather than absolute, especially in humans
(Tosoni et al., 2008; Filimon et al., 2009; Hinkley et al., 2009; Gallivan
et al., 2011a,b; Heed et al., 2011; Leoné et al., 2014). These observations
have traditionally been interpreted in terms of an effector-specific orga-
nization of the PPC. However, recent imaging studies suggest that the
organization in PPC may instead be guided by other functional aspects.
For example, observation of actions performed by another individual
activated PPC in relation to the type of action rather than the effector
with which the action was performed (Jastorff et al., 2010; Abdollahi
et al., 2013). Similar results were obtained for motor imagery of own
hand and foot actions (Lorey et al., 2013). Furthermore, executing sign-
ing movements with the hand and foot has revealed overlapping activa-
tion within the intraparietal sulcus (IPS) (Rijntjes et al., 1999). We have
recently reported that the planning of goal-directed hand and foot move-
ments evoked markedly similar PPC activation, whereas the activation
evoked by the planning of eye movements (saccades) was different from
limb-related activation (Heed et al., 2011). In line with these findings,
flexion of wrist and ankle according to a fluctuating visual cue led to
overlapping activation in several PPC regions (Cunningham et al., 2013).
All these studies suggest that effector-specificity is not a defining pro-
cessing feature of PPC and that, instead, PPC may be organized accord-
ing to functional criteria rather than in an effector-specific manner. In
such a scheme, differences in the processing of saccade planning would
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be due to the different functional role played by the eyes as compared to
other effectors.
However, regular fMRI contrast analysis usually reveals regional acti-
vations in the order of several millimeters to centimeters, and does not
further assess the information contained within these large activation
patterns. To remedy this limitation, we recently investigated the plan-
ning of eye, hand, and foot motor planning with a combined activation
and multi-voxel pattern analysis (MVPA) (Leoné et al., 2014, chapter
4). Activation was observed for several effectors in many PPC regions,
and their voxel patterns were informative about effector selectivity. Thus,
MVPA revealed effector-specific coding where traditional activation anal-
ysis did not.
However, it remains unknown how these distinctions are implemented
at a neuronal level. While MVPA examines the clustering of effector-
selectivity across voxels in a region, it does not distinguish the fine-
grained neural organization within the voxels. An approach that could
further interrogate neural representations is fMRI repetition suppression
(RS), also known as fMRI adaptation. It is based on the finding that neu-
ral and hemodynamic responses are reduced when the feature to which
a region responds is repeatedly presented (Desimone, 1996; Grill-Spector
and Malach, 2001; Sawamura et al., 2006). Although the specific relation-
ship of RS effects in fMRI with single neuron responses is not yet clear
(Krekelberg et al., 2006), and may differ across different brain regions,
single cell recordings in monkeys have suggested that the presence of
RS effects in fMRI also indicates the presence of RS effects on a neuronal
level (Grill-Spector et al., 2006; Sawamura et al., 2006). Thus, the under-
lying logic is that fMRI RS will be observed if two consecutive stimuli
drive, at least in part, the same neurons because they share a characteris-
tic relevant to the region under investigation. FMRI RS therefore allows
inference about neuronal coding within an fMRI voxel.
Here, we used fMRI-RS to distinguish two possible types of regional
organization. Either, neurons in the areas that are similarly activated by
hand and foot may have responded equally well to both limbs. Such
behavior would be expected if these neurons process stimulus (rather
than effector) characteristics, or if they code movement-related param-
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eters in a reference frame common to all effectors (Batista et al., 1999;
Medendorp et al., 2005; Buneo and Andersen, 2006; Hagler et al., 2007).
Alternatively, such regions may contain two separable pools of special-
ized neurons, one for the hand and one for the foot, that are spatially
arranged in an intermingled manner. Thus, if a region contains separate
neuronal pools for different limbs, then an RS effect should be obtained
if a given limb is used repeatedly, but not if it is used following on the
other limb. According to similar logic, a region whose neurons favor the
limbs over the eyes should show an RS effect only between limbs and
eyes, but not between the two limbs.
5.2 methods
5.2.1 Ethics
The study was conducted at the Donders Institute in Nijmegen, The
Netherlands. It was conducted according to the guidelines of the Decla-
ration of Helsinki in its latest version, and was approved by the ethical
committee of the German Research Foundation as well as by the local
ethics committee (CMO Committee on Research Involving Human Sub-
jects, region Arnhem-Nijmegen, The Netherlands).
5.2.2 Participants
Twenty-three participants took part in the experiment. Seven were not
included in the analyses because too many trials were eliminated during
preprocessing (see below). The remaining 16 participants (9 female) were
aged 19-33 (mean: 23.5) years. All were right-handed and right-footed
by self-report, had normal or corrected-to-normal vision, and reported
to be free of any neurological disorders. None of the participants had
participated in our previous study (Heed et al., 2011).
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5.2.3 Eye tracking, hand and foot movement recording
The study’s setup was similar to that of our previous study and is de-
scribed in detail there (Heed et al., 2011). In brief, eye position was
recorded at a sampling rate of 50 Hz using a long-range infrared video-
based eye tracker (SensoMotoric Instruments). Eye fixations and saccade
onsets were identified offline. Saccade reaction time (RT) was defined as
the time between the movement cue and saccade onset. To measure hand
and foot movements, infrared LEDs were attached to the right hand and
foot. These LEDs were recorded continuously by a camera during the
experiment, and limb movements and their RT were identified offline.
Limb movement amplitude was assessed as the distance in pixels be-
tween pointing start and end positions. This measure allows relative
comparisons between movement amplitudes for different target eccen-
tricities.
5.2.4 MRI recording
5.2.4.1 Functional MRI measurement.
Functional images were acquired on a Siemens 3 tesla MRI system (Tim
TRIO, Siemens), using a 32-channel phased array head coil. Using a
multi-echo sequence, we obtained 26 axial slices with a thickness of 3
mm, a gap of 0.5 mm, an in-plane pixel size of 3x3 mm at a repetition
time (TR) of 2010 ms, echo times (TE) for the five echoes of 9.4, 21.2, 33,
45, and 57 ms, respectively, field of view of 192 mm, and a flip angle of
80°. Measurements covered the entire parietal cortex, the motor-related
regions of the frontal lobe, and the majority of the occipital lobe.
5.2.4.2 Anatomical MRI measurement.
After functional recordings, we acquired 1 x 1 x 1 mm resolution anatom-
ical images using a T1-weighted MPRAGE sequence with 176 sagittal
slices and a field of view of 256 mm at a TR of 2300 ms, a TE of 3.93 ms,
and a flip angle of 8°.
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5.2.5 Experimental setup and task design
Participants lay supine in the MR scanner and were cushioned under-
neath their right leg. The upper arm and the upper legs were strapped
to the scanner bed to reduce potential movement during pointing. The
experiment was executed in the dark, with the exception of a beamer
display on which instructions and targets were presented approximately
above the participant’s head. Participants made pointing movements
with the extended right index finger, right big toe, and eyes. For finger
pointing, the index finger pointing was executed by moving the wrist,
but not the rest of the arm. For toe pointing, participants moved the
ankle. The hand and foot pointed in the horizontal (left-right) direction
only, as the degrees of freedom of wrist and ankle limit vertical move-
ment. Participants had to fixate a central dot presented on the beamer
display throughout the experiment, unless eye movement execution was
required. Analogously, the finger and toe had to be pointed towards the
fixation dot.
Each trial consisted of a stimulus, a planning phase, and a movement
execution phase. At the beginning of a trial, the fixation dot changed
color to indicate the effector to be used (red, green, and orange for hand,
foot, or eye), and, at the same time, a light-grey target was presented at
one of six possible locations (3 to the right, and 3 to the left of fixation,
all in the same vertical position as the fixation dot). Effector cue and
target were shown for 400 ms, after which the fixation dot was shown
for a variable time (2-6 s including cue, square distribution). Participants
had to remember the target location and plan the movement. Then, a
color change of the fixation dot to purple signaled that the instructed
movement to the remembered target location, and a movement back to
point towards fixation, had to be executed immediately.
The key manipulation of the current study was that the effector to be
used in a given trial was either identical to the previous trial (termed
"repeat" from hereon) or not ("non-repeat"). The target stimulus could
occur on the same spatial side as in the previous trial, but was never
presented in the identical location as in the previous trial. We chose
this design because the focus of the study was on the representation
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of different effectors, not on spatial processing. Accordingly, to avoid
confounds for the analysis of this feature, the only attribute that was
repeated was the effector, but never stimulus location. The trial sequence
was balanced using Euler circuits (Brooks, 2012), so that it contained
every possible combination of consecutive effector and target location
(with respect to target side) with equal probability.
The experiment comprised 18 runs of approximately 4 minutes each.
Each run started with a 20 s interval in which the participant fixated
the central dot. These intervals served as baseline in the GLM analysis.
The experiment was conducted in two sessions of 9 runs each, separated
by a short break during which participants left the MR scanner for rest.
In total, the experiment comprised 774 trials. Because the first trial of a
given run did not have a predecessor, first trials were not analyzed. Of
the remaining 756 trials, half were repeats, and half non-repeats. We ac-
quired this high number of trials for two reasons. First, fMRI RS effects
are typically small and, thus, a higher number of trials may be necessary
to obtain sufficient statistical power. Second, when participants made an
error in a given trial, this trial had to be excluded from analysis, result-
ing in exclusion also of the following trial, for which the erroneously
executed trial would have been a repeat or non-repeat predecessor. We
therefore excluded a comparably high number of trials from analysis.
The criteria for exclusion were breaking of eye fixation (e.g., eye move-
ment in the retention phase, eye movement along with an instructed
hand or foot movement), hand and foot movement during the fixation
and retention phases, use of the wrong effector in the movement phase,
and lack of any movement during the movement phase. Although the
task was practiced in advance, these strict criteria led to exclusion of
>40% of trials (including correct trials that followed on error trials) in
seven of our 23 participants. Although a GLM analysis including all 23
participants revealed qualitatively similar results to the GLM including
only the remaining 16 participants, we included only those participants
of which we could include at least 60% (range: 60-92%) of conducted
trials. The main reason for excluding participants were eye movements
that accompanied instructed hand and foot movements.
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5.2.6 fMRI analysis
A recent report analyzed the data obtained in the present paradigm
using a combined MVPA and activation approach (Leoné et al., 2014;
chapter 4), collapsing over all trials executed with a given effector. Here,
we analyzed fMRI RS effects and, consequently, focused on the effect
of trial repetitions. Preprocessing and data analysis. The five echoes of
the functional data were corrected for head motion in SPM8 (Statistical
Parametric Mapping: http://www.fil.ion.ucl.ac.ul/spm) and merged us-
ing the PAID algorithm (Poser et al., 2006) in Matlab (Mathworks, Ltd.,
Natick, MA, USA). The resulting combined functional images were im-
ported into BrainVoyager QX version 2.6 (Brain Innovation B.V., Maas-
tricht, The Netherlands). Here, further preprocessing included slice scan
time correction, slow drift correction, alignment to anatomical scans, and
spatial transformation into Talairach space. The boundary of the white
and grey matter was identified in the anatomical images of each par-
ticipant, and the cortical sheet of both hemispheres was reconstructed,
inflated, and morphed to a sphere (Goebel et al., 2006). The same-side
spheres of all participants were then averaged based on their gyral and
sulcal patterns (van Atteveldt et al., 2004). Functional data were then an-
alyzed at anatomically corresponding locations in all participants, based
on this cortical alignment procedure. Thus, rather than testing activity in
voxels, this analysis tests activity at vertices on the reconstructed maps.
This analysis approach significantly increases the overlap of cortical re-
gions across participants (Fischl et al., 1999; Goebel et al., 2006; Frost and
Goebel, 2012) and allows analyzing fMRI data without spatial smooth-
ing. The Neuroelf toolbox by J. Weber (accessible at http://neuroelf.net)
was used to access preprocessed data in Matlab for statistical analyses
and ROI analysis.
5.2.6.1 Statistical analysis.
Data were analyzed using a Generalized Linear Model. A random-effects
group analysis was performed to test effects across participants. Each
type of event in the experiment was modeled with a boxcar function
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that was convolved with a gamma function that modeled the hemody-
namic response of the blood oxygenation level-dependent (BOLD) sig-
nal. Our report focuses on the planning phase between target/effector
specification and movement execution. Predictors were created accord-
ing to instructed effector (hand, foot, eye) and target side (left, right)
of the current and the previous trial, resulting in 3 current effector x 2
current target side x 3 previous effector x 2 previous target side = 36
predictors for the planning phase. As an example, one predictor covered
an instructed hand movement to a left target, following an instructed
eye movement to a right target. The 20 s of rest at the beginning of a
block were modeled as baseline. Furthermore, there were six predictors
for stimulus presentation (one for each target location), six predictors for
movement (3 effectors x 2 sides). Because the first trial of a run did not
have a predecessor, these trials were modeled with one separate predic-
tor. Each run ended with 8 s of rest to be able to record BOLD effects
of the last trial. This end of a run was modeled by an own predictor.
Trials in which participants made errors were modeled separately, with
one predictor for each effector for the planning phase, and one predictor
for erroneous movement. Finally, several predictors were added to re-
duce noise in the model. We modeled head translation and rotation, as
determined from motion correction during preprocessing, as well as the
derivatives of these time courses with a total of 12 predictors. Further-
more, the model included the average out-of-brain signal, the average
signal of the brain’s white matter, and the average signal of the cere-
brospinal fluid (Verhagen et al., 2008).
For terminology, we name conditions according the scheme "previous
effector-current effector"; thus, for example, with "eye-hand", we refer to
those hand reach planning phases which were preceded by an eye move-
ment trial. RS was investigated in the planning phase and defined as a
decrease in fMRI activation when a trial was preceded by a movement
of the same effector compared to when it was preceded by a different
effector. By design of our experiment, RS effects can therefore be de-
fined in several ways. For example, RS for the hand could be defined as
hand-hand < eye-hand, or as hand-hand < foot-hand, or as hand-hand <
(eye-hand plus foot-hand)/2. Because our previous study had suggested
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that hand and foot movement planning activates very similar regions, we
defined RS for the hand as hand-hand < eye-hand, for the foot as foot-
foot < eye-foot, and for the eyes as eye-eye < (hand-eye plus foot-eye)/2.
These contrasts identify regions which differentiate between eyes and
limbs. We then defined two additional RS contrasts which differentiated
between hand and foot, that is, hand-hand < foot-hand, and foot-foot <
hand-foot.
Using this scheme, RS effects will not emerge when neurons of a given
region are active for all three effectors: In this case, neurons will always
be repeatedly active, and, accordingly, no difference will result when
contrasting effector repeat with effector non-repeat conditions. Accord-
ingly, lack of RS effects in a region which is active for all three tasks
indicates that this region is task-relevant, but does not differentiate be-
tween effectors.
We used two approaches to analyze statistical significance. First, we
assessed a cluster threshold for activation maps. This method computes
the size that a cluster of activated vertices must have to be considered
larger than expected by chance (Forman et al., 1995). Unless noted oth-
erwise, figures display activation maps thresholded at p < 0.05 (uncor-
rected), but indicate which regions remain significant after applying the
cluster threshold procedure by outlining them with bold colored borders.
Second, we selected regions of interest (ROI) on the cortical surface and
assessed statistical effects in their averaged signal time course (see be-
low). This approach allows testing for effects in regions for which prior
hypotheses exist, even when activation of single voxels/vertices in these
regions is not sufficient to survive corrections for multiple testing, albeit
at the cost of reduced spatial resolution and brain coverage.
5.2.6.2 Definition of ROI.
We focused on five regions relevant to effector-specificity. The coordi-
nates we report here (see figure 5.1) are at the center of the ROI on our
reconstructed surface.
The first ROI, comprising parts of IPS1, IPS2, and hPRR, is referred
to here as pIPS for brevity. It has been suggested that the cortex along
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the IPS is organized in adjacent, visuo-topographically organized maps,
termed IPS0-IPS5 (Konen and Kastner, 2008). Activation for reaching
and pointing has been consistently reported, among others, in two pos-
terior regions, IPS1, IPS2, as well as medially of these, in a region which
does not appear to be visuo-topographically organized and has been sug-
gested to be a homologue of the macaque parietal reach region (PRR),
accordingly termed hPRR in humans (Connolly et al., 2003; Heed et al.,
2011; Konen et al., 2013). The distances between the mean coordinates
reported for IPS1, IPS2, and hPRR are in the order of 1 cm (e.g. Schlup-
peck et al., 2005; Silver et al., 2005; Konen and Kastner, 2008). In addition,
these regions show considerable inter-individual differences in location
and extent (Konen et al., 2013). Here, we defined as pIPS the continu-
ous reaching-related region in which contrasts for hand, foot, and eye
planning (each against the rest baseline, that is, independent of the RS
effects to be tested within the ROI) that was near, or overlapped with,
the coordinates reported for IPS1, IPS2, and hPRR.
The second ROI was functionally defined as the region more active
during eye than hand planning. This ROI definition was independent
of the RS effects to be tested within the region. The region was located
in the middle part of IPS, and termed here mIPS accordingly. ROI def-
inition was virtually identical when contrasting eye against foot rather
than hand planning. We chose this region because evidence from multi-
ple studies suggests that IPS contains a region biased towards saccade
processing (e.g. Hinkley et al., 2009), and RS effects related to saccade
topography have been demonstrated here (van Pelt et al., 2010).
The remaining three ROI focused on contrasting limb and eye plan-
ning, based on our previous results that suggested similar coding for
the limbs throughout PPC. We contrasted the planning for hand and
foot with eye planning (that is, disregarding RS, so that any RS analyses
within regions selected using this contrast will be orthogonal). Because
this contrast collapses across hand and foot, it will show activation when
the planning of movements with either hand, or foot, or both drives the
respective region relative to eye planning. The contrast revealed three
peaks in anterior SPL (Brodmann areas 5 and 7). We drew approximately
circular, non-overlapping ROI around these peaks, including the most
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active voxels (see figure 5.2C). We refer to these ROI as the lateral SPL
(latSPL), anterior SPL (antSPL) and posterior SPL (postSPL) regions for
brevity.
5.2.6.3 ROI statistics for RS effects.
For statistical analysis, the time course of all vertices (that is, the two-
dimensional equivalent of voxels on the reconstructed cortical surface)
within an ROI was first averaged. The GLM was then fitted to the av-
eraged time course, resulting in a single beta weight per predictor per
subject. In each ROI, we then calculated five contrasts: RS for the hand
(as hand-hand < eye-hand); RS for the foot (as foot-foot < eye-foot); RS
for the eye (as eye-eye < foot-eye or hand-eye); and RS between hand and
foot (as hand-hand < foot-hand, and foot-foot < hand-foot). To account
for multiple tests, we used Bonferroni correction and report adjusted p-
values, that is, the p-value resulting from the individual t-test multiplied
by the number of tests conducted for the ROI.
5.2.6.4 Gradient analysis.
To visualize effector biases for all three effectors (see figure 5.1), we used
the beta-weight for the planning predictors of each effector, weighted
by the sum of all planning predictors, as color values (see also Heed
et al., 2011). Biases for the eye, hand, and foot are displayed as blue, red,
and green, respectively. In addition, brightness was used to express the
overall activation of a voxel, with bright colors indicating high activa-
tion. This analysis was masked by contrasts of movement planning and
execution.
5.2.6.5 Psychophysiological interactions.
Functional connectivity was investigated using the psychophysiologi-
cal interactions (PPI) approach (Friston, 1997; Gitelman et al., 2003),
based on the implementation in the SPM 8 package (available at
http://www.fil.ion.ucl.ac.uk/spm/). We explored connectivity for two
ROIs, pIPS and the SPL hand/foot overlap region, separately for hand
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and foot trials. Thus, four PPI (two effectors x 2 ROIs) were run. Accord-
ingly, the psychological regressor comprised the planning regressors of
the respective limb, contrasted against the planning phases of the other
limb as well as the eyes. Both movement trials and error trials were mod-
eled as neutral (that is, the regressor was coded as 0). The physiological
regressor contained the mean first eigenvalue of the ROI, corrected for
all nuisance variables by regression. The psychophysiological regressor
was deconvolved and multiplied with the psychological regressor to ob-
tain the psychophysiological interaction regressor. Both the psycholog-
ical and the psychophysiological regressors were then convolved with
a hemodynamic response function (HRF). The three regressors (HRF-
convolved psychological, physiological, HRF-convolved psychophysio-
logical) were then used as predictors in a GLM, along with all nuisance
regressors also used in our standard fMRI analyses. Statistical signifi-
cance was assessed using a cluster threshold, based on uncorrected maps
at p < 0.05.
5.3 results
Sixteen participants performed delayed goal-directed pointing move-
ments to visually defined target locations. In each trial, the instructed
effector (hand, foot, or eye) was either identical or different to that of the
previous trial.
5.3.1 Behavioral measures
Reaction time was comparable across effectors as well as for repeat vs.
non-repeat trials (eye repeat: 507 [s.e. 24] ms; eye non-repeat: 515 [25]
ms; hand repeat: 541 [30] ms; hand non-repeat: 521 [28] ms; foot re-
peat: 551 [34] ms; foot non-repeat: 548 [34] ms; repeated measurement
ANOVA with factors Effector and Repetition; Effector: F2,30 = 1.78, p =
0.20; Repetition: F1,15 = 1.28, p = 0.28; interaction: F2,30 = 2.33, p = 0.11;
Greenhouse-Geisser corrected). We assessed the correlation between tar-
get eccentricity and movement amplitude for each effector to ascertain
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that participants adjusted their movement amplitude to the target lo-
cation, in individual trials. The correlation between saccade amplitude
and target eccentricity, computed separately for each participant and tar-
get side, was, on average, 0.56 (confidence interval [c.i.] of two standard
errors: 0.51 - 0.71; asymmetric interval is due to Fisher-Z transforma-
tion of correlation values for averaging). Similarly, both hand movement
amplitude (0.60; c.i.: 0.54-0.70) and foot movement amplitude (0.55; c.i.:
0.50-0.67) were strongly correlated with target eccentricity. An analysis
of Fisher-Z transformed correlation values with a repeated measurement
ANOVA with factors Effector and Target Side did not reveal any signifi-
cant differences for these factors (all p > 0.21).
5.3.2 Functional MRI - effects of motor planning
We first analyzed motor planning in the delay phase for the three ef-
fectors. To this end, we averaged across repeat and non-repeat trials,
effectively making this analysis approach identical to that of our pre-
vious report (Heed et al., 2011) and allowing comparison of the two
non-overlapping participant samples.
Figure 5.1A,B shows that there was overlap for the planning of all
three effectors along the IPS and dorsal PPC, and a posterior-to-anterior
gradient for eye vs. limb activation. A gradient map weighting eye, hand,
and foot activation in the planning phase showed largely overlapping
activation along left IPS and superior parietal lobule (SPL), including
a region near superior parieto-occipital cortex, in the region of visuo-
topographically defined areas IPS1 and IPS2. Overlap extended towards
a region medially of IPS1/2, which has been suggested to be functionally
homologous to the macaque parietal region (PRR), and termed hPRR
(Connolly et al., 2003; Hinkley et al., 2009; Konen et al., 2013). Starting
at the post-central sulcus and extending forward to, and including, the
premotor cortex, there was a strong bias for the hand on the lateral sur-
face, and for the foot on the medial surface of the left hemisphere. In
the sulcus of the medial IPS there was a bias for eye movement plan-
ning, consistent with our previous results. Activation for all three effec-
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tors overlapped along all of premotor cortex, with hints of somatotopy
in supplementary motor cortex. Contrasting the planning for each limb
(hand, foot) with the eye (that is, hand planning > eye planning and
foot planning > eye planning, as well as the opposite contrasts) revealed
a virtually identical activation pattern in PPC (figure 5.1C). Hand and
foot-specific activation was evident only in the most anterior part of the
parietal cortex. Eye-specific activation, in contrast, covered parts of the
occipital cortex and a region in the medial part of the IPS. It is notewor-
thy that the contrasts of hand > eye and foot > eye overlapped anteriorly
in parietal cortex, in bilateral SPL. Thus, this region, in both hemispheres,
preferred the limbs over the eyes, but did not show specificity for either
limb in this analysis. Limb vs. eye contrasts neither showed activation in
the dorsal PPC, nor in the region of IPS1/IPS2.
Both the results from the gradient analysis as well as those from the
contrast analysis are in close agreement with those from our previous
report (Heed et al., 2011), thus replicating these findings with an inde-
pendent participant sample.
5.3.3 Functional MRI - repetition suppression effects of eyes vs. limbs
Next, we analyzed fMRI RS effects as the difference between repeat and
non-repeat trials for each effector. Regions in which neurons are tuned
to respond to a specific effector should show reduced hemodynamic
activation for repeat as compared to non-repeat trials. This analysis is
orthogonal to the prior analysis, because the conditions contrasted here
were previously pooled together.
First, we tested for RS effects between eyes and limbs (figure 5.2A).
To this end, RS for eye planning was defined as eye-eye < hand/foot-
eye; RS for hand planning as hand-hand < eye-hand; and RS for foot
planning as foot-foot < eye-foot. For eye planning, two left occipital/-
parietal regions showed RS effects at an uncorrected (p = 0.05) level, but
did not pass cluster thresholding. The first region was located along the
very caudal end of the left IPS, just above the transverse occipital sulcus,
within Brodmann area (BA) 19 (center Talairach coordinate: -28, -77, 19).
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Figure 5.1: Frontal and parietal BOLD activation during motor planning for
eyes, right hand, and right foot: gradient maps. A, comparison
of the relative contribution of the beta weights of the eyes (blue),
hand (red), and foot (green) to explaining the BOLD signal during
the planning phase. Brightness of the colors indicates the overall
sum of the beta weights, with brighter coloring indicating higher
beta weights (that is, "stronger" activation). White dashed lines in-
dicate sulci, PoCS: postcentral sulcus; IPS: intraparietal sulcus; POS:
parieto-occipital sulcus. B, enlarged view of the area indicated by
the yellow outline in A. Colored rings correspond to the ROIs ana-
lyzed in the current study and visualize the relative size of the beta
weight of each effector in a region of approximately 50-130 vertices
around the indicated coordinate. Colors of the arrows pointing to
the cortex correspond to the ROIs defined later in the text (see figure
5.2AC). C, Activation maps for eye, hand, and foot pointing. Maps
show the contrasts hand > eye planning (red), foot > eye planning
(green), eye > hand planning (yellow), and eye > foot planning (or-
ange). Maps are thresholded using a cluster threshold, with strong
colored borders (red, green, and white) indicating regions which re-
main significant in the left hemisphere. Because the contrasts of eye
> hand/foot planning are virtually identical, the result of the eye
> foot planning contrast (orange) are largely obscured by the eye >
hand planning contrast (yellow). Sulci as in A.
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Figure 5.2: Activation maps for repetition suppression analysis. A, RS effects
between eyes and limbs, displayed as activation maps of contrasts
hand-hand < eye-hand (red), foot-foot < eye-foot (green), and eye-
eye < (hand or foot)-eye (orange). Bold colored borders indicate re-
gions which survive cluster thresholding. The yellow outline indi-
cates the region activated by eye > hand planning (see figure 5.1C).
The black outline indicates the region near PPC regions IPS1 and
IPS2 that was activated by planning for all three effectors (see figure
5.1B). Brown coloring with cyan border indicates hand and foot RS
overlap. B, RS effects between hand and foot, displayed as activa-
tion maps of contrasts hand-hand < foot-hand (red) and foot-foot <
hand-foot (green). The cyan outline reproduces the eye-related hand
and foot RS overlap from A. C, Definition of ROI. Activation for
hand and foot vs. eye planning is shown in yellow. ROI were de-
fined around the peaks of this contrast: latSPL (blue), antSPL (cyan),
and postSPL (red). D, Same contrast as in C, but overlaid with the
outline of the RS contrasts from A. Note that the ROI defined in C
spatially coincide with the hand RS regions and the hand/foot RS
overlap region, though they are defined independently.
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The second region was in the left mIPS (coordinate: -24, -56, 44, figure
5.2A). The latter region overlapped with the activation resulting from the
contrasts eye > hand/foot planning (see figure 5.1C and yellow outline
in figure 5.2A), in which activation for movement planning had been
strongly biased towards the eyes (see figure 1B, mIPS).
For hand planning, RS effects were evident in a large swath centered
around the left M1/S1 hand region, extending anteriorly into premotor
cortex and the supplementary motor area, and posteriorly into the post-
central sulcus as well as onto SPL (figure 5.2A,C), both in Brodmann
area (BA) 5 (i.e, von Economo’s area PE), and anterior BA 7.
For foot planning, the anterior-posterior extension of RS effects was
similar as that for the hand, but was located medially, centered on the
M1/S1 foot region (figure 5.2A). In addition, foot RS effects were evi-
dent bilaterally. Notably, RS was not evident in the center of the right-
hemispheric (ipsilateral) activation. For a contrast of foot movement
against baseline, this region was the most active region in the left cen-
tral sulcus (not shown). Therefore we presume that the spared region in
the right hemisphere is the M1/S1 region for the left foot (note, that the
homologous region in the left hemisphere is the most strongly activated
region also for foot RS).
Importantly, there was a circumscribed left-hemispheric (that is, con-
tralateral) parietal region in which hand and foot RS effects overlapped,
located in SPL (coordinate: -27, -44, 62, brown patch with cyan outline
in figure 5.2A). Interestingly, whereas the limb > eye contrasts had re-
vealed hand and foot overlap also in the homologous SPL region of the
right (that is, ipsilateral) hemisphere (see figure 5.1C), ipsilateral RS was
evident only for foot planning, and, accordingly, overlap of RS effects for
hand and foot were restricted to the contralateral hemisphere.
5.3.4 Functional MRI - repetition suppression effects of hand vs. foot
So far, we have defined RS effects for the limbs relative to the eye, that
is, as hand-hand < eye-hand and foot-foot < eye-foot. In this scheme,
overlap of hand and foot RS effects may indicate two different types of
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organization: On the one side, it could indicate that a region contains
neurons which are active for both hand and foot, but not eye planning.
On the other side, the same result would be obtained if the overlap re-
gion contained an intermingled set of neurons sensitive exclusively to
the hand and neurons sensitive exclusively to the foot. To differentiate
between these two possibilities, we analyzed RS effects between the two
limbs by defining RS for hand planning as hand-hand < foot-hand, and
for foot planning as foot-foot < hand-foot (figure 5.2B).
Limb-specific RS effects were evident around the left M1/S1 regions
of the hand and foot, respectively, extending anteriorly into premotor
cortex and posteriorly into the post-central sulcus. For the foot, this acti-
vation extended onto the right hemisphere. In contrast to the RS effects
relative to the eyes, RS effects for hand and foot relative to each other did
not overlap anywhere in the cortex. This suggests that there was no re-
gion in which hand-specific and foot-specific neurons were interspersed.
In figure 5.2B, the cyan outline illustrates the overlap of RS effects
relative to the eyes (same as cyan outline in figure 2A). Critically, only
small patches of the overlap region with RS defined against the eyes
showed limb-specific RS effects, suggesting that the SPL overlap region
contained mainly neurons that respond to planning of both hand and
foot and not to one specific effector. A region just posterior to the hand/-
foot RS overlap region was specific to the hand (figure 5.2B, red patch
underneath cyan outline), as it was activated in both the hand-hand <
eye-hand as well as in the hand-hand < foot-hand RS contrasts (coor-
dinate: -24, -54, 62). Similarly, the cortex directly medial to the overlap
region was foot-specific, in that it was active in both the foot-foot < eye-
foot as well as in the foot-foot < hand-foot RS contrasts (figure 5.2B,
green patch). Thus, neighbored by both hand- and foot-specific regions,
we found a limb-unspecific region in SPL.
5.3.5 Functional MRI - RS in ROI
Statistically speaking, non-significance, as for example observed for
hand vs. foot RS, does not allow concluding that an effect does not exist.
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Figure 5.3: Contrast results for ROI analyses. The five analyzed ROI are illus-
trated on the reconstructed left hemisphere. Each ROI is accom-
panied by a panel framed with the same color as the ROI outline
(coloring consistent with that in figure 1 and 2). Panels display the
mean contrast value (contrast weights * beta estimates) over partic-
ipants for the five RS contrasts. Abbreviations: E, eye; H, hand; F,
foot. Thus, for example, H(E) indicates the contrast of hand RS rel-
ative to the eye, that is, hand-hand < eye-hand. RS is indicated by
positive contrast values, that is, the difference of non-repeat minus
repeat trials. * indicates significance at p < 0.05, Bonferroni-corrected
for five comparisons. ° indicates a marginal effect at p < 0.10. (*) de-
notes significance in the direction opposite to RS, that is, repetition
enhancement. White dashed lines indicate sulci (see figure 5.1 for
details).
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We therefore scrutinized RS results with an ROI approach to maximize
the statistical power to detect potential RS effects for each effector. ROI
analysis aims at circumventing the loss of statistical sensitivity due to
correction for multiple comparisons by averaging, per subject, the time
course over all vertices of the ROI and fitting a single GLM to this av-
eraged signal. We defined five ROI based on contrasts of limb vs. eye
motor planning, and assessed RS effects within each ROI (see Methods
for details about independent ROI selection and definition, and figure
5.1B for corresponding activation results).
5.3.5.1 pIPS
In the RS maps, no RS effects were observable in the region of pIPS (the
region spanning IPS1, IPS2, and hPRR), although activity was evident
in this region for regular contrasts of planning vs. baseline independent
of the RS manipulation (see figure 5.1C). Analysis of an ROI covering
this region confirmed this finding (figure 5.3, black box). None of the RS
contrasts reached significance. It is important to keep in mind that RS
effects for a given effector are expressed in relation to the other effectors.
Thus, lack of RS effects does not indicate lack of activity. Rather, absence
of RS will also be observed when neurons of a given region are similarly
active for all effectors.
5.3.5.2 mIPS
RS effects in the mIPS region, which had shown an eye planning bias
(see figure 5.1A,C), had not survived the cluster threshold. ROI analysis
revealed a marginal RS effect for eye planning (p = 0.053, figure 5.3,
yellow box; p-value is Bonferroni-corrected for the five tests devised in
the ROI). None of the other contrasts were significant.
5.3.5.3 antSPL
A contrast of limbs > eye planning had revealed three peaks in SPL.
It is of note that all three regions spatially coincided with the regions
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Figure 5.4: RS effects for single participants in the anterior SPL ROI, in which
hand and foot RS overlapped. Each data point represents one partic-
ipant’s contrast values of hand RS (hand-hand < eye-hand) on the
abscissa versus foot RS (foot-foot < eye foot) on the ordinate axis.
Zero axes are indicated by the dark strong lines. For the majority of
participants, both hand and foot RS contrast values were non-zero.
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identified using whole-brain RS contrasts (cf 5.2A and C). The most an-
terior region, antSPL (figure 5.2C, cyan outline), largely coincided with
the overlap region of hand and foot RS identified with the whole-brain
analyses (figure 5.2A). In this region, we observed hand and foot RS ef-
fects relative to the eyes (p < 0.001 for both limbs). More importantly,
RS between the two limbs was not significant (hand relative to foot plan-
ning, p ≈ 1; foot relative to the hand planning, p = 0.98, see Fig 5.3,
cyan box). We further tested the common activation for hand and foot
RS by comparing activation for RS for the two limbs (each relative to
the eyes) in each individual participant to ascertain that the overlap ob-
served in SPL was not due to two subsets of participants, one showing
strong hand-specificity and the other showing strong foot-specificity, po-
tentially averaging in the group to appear as non-specificity. The beta
weights for hand and foot RS in antSPL were above zero for the major-
ity of participants (figure 5.4), suggesting that neurons in this region are
sensitive to the planning of both hand and foot.
5.3.5.4 postSPL
The postSPL region, located just posterior to antSPL, largely coincided
with the hand RS patch identified in the whole-brain analyses (figure
5.2B). This region showed hand RS against the eye (p = 0.001) as well as
against the foot (p = 0.001). In contrast, it did not show foot RS to eye
(p = 0.22) or hand (p ≈ 1; figure 5.3, red box).
5.3.5.5 latSPL
Finally, the most lateral ROI, latSPL, covered part of the large, hand-
specific activation from the whole-brain analyses. Its RS pattern was sim-
ilar to that of postSPL, with significant hand RS against eye (p = 0.008)
and foot (p = 0.005), but no RS for foot against eye (p = 0.65) or hand
(p ≈ 1, figure 5.3, blue box). Thus, ROI analysis confirmed that both
postSPL and latSPL had hand-specific RS patterns.
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5.3.6 Functional MRI - psychophysiological interactions
We wondered whether the regions showing RS effects during limb move-
ment planning were functionally connected. We explored this possibility
using, first, the pIPS region, and second, the SPL overlap region as seeds
in a psychophysiological interaction (PPI) analysis. For pIPS, connectiv-
ity during hand movement planning was evident within a single region
in PPC. This region overlapped with the hand-specific RS region in SPL
(figure 5.5A). No connectivity was evident with the SPL hand-foot over-
lap region. For foot movement planning, significant connectivity was
not evident anywhere in PPC for pIPS. Thus, PPI analyses suggested a
hand-specific connectivity pattern for pIPS, and did not support effector-
specific connectivity between the two overlap regions in posterior and
anterior PPC. For the SPL hand-foot overlap region (figure 5.5B), func-
tional connectivity for hand movement planning was evident with the
entire hand region which had been identified in our RS analyses, that
is, lateral of the overlap region. For foot movement planning, connectiv-
ity was evident within the foot-specific RS region, that is, medial of the
overlap region. Thus, PPI analyses suggested that information from the
hand-foot overlap region in SPL is selectively routed towards the motor
cortex of the currently relevant limb.
5.4 discussion
Previous studies have suggested remarkably similar processing for the
planning and execution of hand and foot movements in PPC, calling
into question the proposal that this region is organized in an effector-
specific manner. We extended these studies using an fMRI RS approach,
asking whether common fMRI activations (that is, spatially overlapping
hemodynamic responses) during the planning of different effectors re-
sult from neurons genuinely responding to all effectors, or, alternatively,
from intermixed pools of neurons, each responding to only one specific
effector. We present four key findings. First, RS effects in posterior pari-
etal cortex followed a caudo-rostral gradient from eye planning (posteri-
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Figure 5.5: Psychophysiological interactions. Dark-blue dotted lines indicate
presumed connectivity from seed regions (outlined in black in each
panel) to the regions determined by the PPI analysis. A, PPI for the
pIPS region. Red and green outlines show the RS effects for hand
and foot, respectively, relative to the eyes (see figure 5.2A). Func-
tional connectivity during hand planning (orange patches) overlaps
with the hand-specific RS region in SPL, but not with the hand-foot
overlap region. A PPI for the foot did not reveal any significant ac-
tivation. B, PPI, separately for hand and foot trials, for the SPL RS
hand-foot overlap region. Other details as in A. For each effector
(orange patches for hand, green patches for foot), functional con-
nectivity from the SPL region is evident with the regions showing
effector-specific RS effects. White dashed lines indicate sulci (see fig-
ure 5.1 for details).
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orly) to limb planning (anteriorly), consistent with the previous proposi-
tion of an anterior-to-posterior, gradient-like organization of PPC for eye
vs. limb planning (Burnod et al., 1999; Caminiti et al., 2010; Heed et al.,
2011). Second, IPS1, IPS2, and hPRR did not exhibit any RS effects, sug-
gesting that these regions mediate planning for all tested effectors. Third,
RS related to eye movement planning implicated regions previously as-
sociated with this effector, but were surprisingly weak. Fourth, SPL dis-
played wide-spread RS effects that were mostly limb-specific. However,
there was a region that showed similar RS effects for hand and foot and,
accordingly, did not differentiate between the limbs. Information from
this region appears to be routed to effector-specific motor cortex depend-
ing on which limb is going to be used. Thus, fMRI RS analysis revealed
both effector-specific and effector-unspecific PPC organization. We will
first discuss these findings, and then place them in a larger framework.
5.4.1 Posterior-medial PPC does not differentiate between effectors
Planning for each of the three effectors activated a region along the PPC
medial to IPS and extending into the sulcus (Filimon et al., 2009; Hinkley
et al., 2009; Bernier and Grafton, 2010; Galati et al., 2011; Heed et al., 2011;
Vesia and Crawford, 2012; Konen et al., 2013). This region overlapped
with two areas defined by visuotopic mapping, IPS1 and IPS2 (Konen
and Kastner, 2008; Silver and Kastner, 2009; Konen et al., 2013). No RS
effects were detectable in IPS1/IPS2/hPPR, here referred to as pIPS, al-
though this region was involved in the planning of all three tested ef-
fectors, as evident in significant activation against the rest baseline. This
combination of results can be interpreted as indicating that the contri-
butions of pIPS to motor planning are effector-independent. Recall that
RS was defined in the current study as the decrease of BOLD activation
when a trial was preceded by one compared to another effector. Tenta-
tively, as the interpretation is based on a null finding, the lack of any RS
effects therefore suggests that, effectively, each trial repeated a feature
coded by pIPS neurons, resulting in similar BOLD activation across all
conditions.
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5.4.2 Weak effector-specific RS effects for eye planning
A region within the middle part of IPS was biased towards eye move-
ment planning (Schluppeck et al., 2005; Silver et al., 2005; Hinkley et al.,
2011). Yet, though this activation spatially coincided with the putative
human homologue of the macaque’s eye-specific lateral intraparietal
area (Grefkes and Fink, 2005), eye-specific RS effects were weak and
only marginally significant based on an independently defined ROI in
the medial IPS. This may strike as surprising, given the amount of ev-
idence for a bias, or even specificity, of this region for eye movement
planning. In fact, RS effects for saccades have been demonstrated for
presumably this same region (van Pelt et al., 2010), based on the re-
spective coordinates (reported coordinates -18, -59, 49, compare to the
current study, -24, -56, 44). Crucially, Van Pelt and colleagues found RS
effects only when saccades were repeated to the same location as in the
previous trial, defined in eye centered coordinates. In the current study,
stimulus location was never repeated, because we intended to focus on
effector-specificity rather than spatial planning. Thus, the function of
this intraparietal region may be strongly related to the definition of spa-
tial targets in a retinal reference frame, and only to a weaker extent to
the eye as the relevant effector. Consistent with this interpretation, the
region has been found to code not only upcoming saccades, but also
goal-directed hand movements in retinal coordinates (Medendorp et al.,
2003, 2005).
5.4.3 Anterior parts of SPL contain limb-specific and limb-generic regions
Hand and foot movement planning resulted in activation along the an-
terior wall of post-central sulcus and anterior SPL. These activations ex-
tended anteriorly across primary somatosensory and motor cortices up
to premotor cortex. We observed both limb-specific and limb-unspecific
RS effects for hand and foot movement planning in SPL. More lateral
and posterior regions of SPL were specific for the hand; the most me-
dial regions were specific for the foot. The anterior SPL ROI, located be-
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tween limb-specific regions and enclosed by IPS and post-central sulcus,
showed RS effects for both limbs when compared against the eyes, but
not when compared against each other (that is, when RS was defined as
hand-hand < foot-hand and foot-foot < hand-foot). These results imply
that individual neurons in this region code for both limbs. The finding
of common coding for hand and foot in SPL is consistent with several
previous studies (Heed et al., 2011; Cunningham et al., 2013; Leoné et al.,
2014). In contrast, the posterior SPL ROI and the lateral SPL ROI showed
RS effects of hand planning relative to eye and foot planning, implying
hand-specificity. Similarly, more medial and anterior regions showed RS
effects for foot planning relative to both eye and hand planning, imply-
ing foot-specificity. The different ROI were defined on the basis of speci-
ficity for limb compared to eye planning. In other words, limb RS effects
were evident in regions that were selectively involved in limb planning,
as identified independent of potential RS effects.
Because the hand and foot overlap region was wedged between hand
and foot-specific regions, the overlap we observed in our fMRI group
analysis may actually reflect a mixture across subjects, with some sub-
jects displaying hand-specificity, and others foot specificity in the region
identified by our contrasts. However, both hand and foot RS were ev-
ident within this region on a single subject level (see figure 5.4), dis-
counting this possibility and affirming, instead, the conclusion that the
neurons in this region truly code for both effectors.
The activation pattern of an effector-unspecific caudal PPC region
(pIPS), an SPL region responsive to both hand and foot, and hand and
foot-specific regions in SPL suggested that information may be routed
from the caudal PPC to the hand/foot overlap SPL region, and from
there to effector-specific motor cortex. In such a framework, information
would gradually proceed from unspecific to increasingly more specific
effector processing. Such information routing should be evident in se-
lective functional connectivity patterns of the less specific to the more
specific regions. However, we found only partial evidence for this hy-
pothesis. Connectivity was evident from the limb overlap region in SPL
to effector-specific motor regions for both hand and foot planning. In
contrast, functional connectivity was not detectable from the pIPS re-
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gion to the SPL limb overlap region. Therefore, it currently remains an
open question which regions send information to the SPL overlap region
to pass on further to effector-specific cortex.
5.4.4 Interpretational issues
It might be argued that, in this task, participants planned movements
with all effectors concurrently, independent of the trial’s instruction.
Common activation patterns across conditions may then originate from
parallel, effector-specific planning, rather than from effector-unspecific
representation. However, if this were the case, one would not expect any
effector-specific activation patterns during the planning phase. Rather,
activation differences should emerge only when the movement cue has
been presented and the movement is executed. Because effector-specific
activation patterns were evident in anterior SPL for hand and foot, and
in the middle region of IPS for eye movement planning, it appears un-
likely that common activation is due only to parallel planning.
RS paradigms are widely used in fMRI research (see, e.g., Grill-Spector
et al., 2006), and RS paradigms have been used successfully for the in-
vestigation of motor planning (Króliczak et al., 2008; Hamilton et al.,
2009; Majdandžic´ et al., 2009; Bernier and Grafton, 2010; van Pelt et al.,
2010; Valyear et al., 2012; Monaco et al., 2011). RS effects have been pre-
viously reported in the regions studied here (e.g. Króliczak et al., 2008;
Hamilton et al., 2009; van Pelt et al., 2010). Still, the specific relationship
between single neuron activity and fMRI BOLD activation is not well un-
derstood. Single neurons in macaque’s inferior temporal cortex showed
higher neuronal RS for exact stimulus repetition than for presentation
of a similarly effective, but different, stimulus (Sawamura et al., 2006).
Importantly, RS was still observed in this latter case. In contrast, RS was
not detected when a non-effective stimulus (that is, a stimulus that did
not drive the neuron, independent of RS) was presented. The interpreta-
tion of these findings has been that RS, as observed in fMRI, is caused
by interactions within the neuronal network of a region. Crucially, the
presence of RS in fMRI is thought to indicate the presence of neuronal
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RS effects, albeit not necessarily in a proportional manner (Grill-Spector
et al., 2006; Sawamura et al., 2006; Hamilton et al., 2009).
5.4.5 Relation to complementary approaches
In a recent report, we investigated effector-specificity in PPC in the sub-
ject sample analyzed here, but with an MVPA approach (Leoné et al.,
2014; chapter 4). The current study investigated this issue on a yet
smaller spatial scale, by looking at within-voxel neuronal sensitivity,
rather than across-voxel patterns. Previous studies suggest that the two
methods may possess different sensitivity (Sapountzis et al., 2010) or
capture different aspects of neuronal processing (Drucker and Aguirre,
2009; Epstein and Morgan, 2011).
In the present case, MVPA and RS analysis revealed striking common-
alities. Both methods are in agreement with respect to the posterior-to-
anterior gradient of eye vs. limb processing, as well as to the effector-
specific organization of anterior SPL. Furthermore, MVPA identified a
circumscribed anterior SPL region that differentiated between eyes and
limbs, but not between limbs, consistent with the present results for our
anterior SPL ROI. MVPA also identified mIPS to be dominant for the
eyes, again consistent with the present RS findings. MVPA and RS ap-
proaches revealed a difference only in the relative weighting of effectors
in anterior SPL. Using MVPA, we found equally strong representation
of limbs and eyes, whereas the current analysis only detected RS for the
limbs. Thus, RS appears to point more specifically to the limbs as the
dominant representation, in line with the caudo-rostral eye-limb gradi-
ent.
The large-scale organization of PPC has been investigated using sev-
eral experimental approaches complementary to our current study: be-
sides overt movement execution, a number of studies have either asked
participants to imagine movements (often because their execution in an
fMRI environment is difficult to control or, at the least, technically chal-
lenging to record), or to observe movies of another individual executing
a movement. The current results relate to each of these approaches.
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With respect to movement execution paradigms, activation evoked by
visually guided bending of wrist and ankle overlapped in SPL in a sim-
ilar region as reported here (Cunningham et al., 2013), consistent with
overlapping activation when participants sign their name with the hand
and with the foot (Rijntjes et al., 1999). Furthermore, ataxic patients can
show comparable deficits for both the hand and the foot contralateral to
the affected hemisphere (Rondot et al., 1977; Evans et al., 2012), though
the often large size of lesions precludes a direct comparison with the
present results. Single cell recordings and connection tracing in macaque
monkey’s area 5 / area PE have revealed a homuncular organization of
this region (Taoka et al., 1998, 2000; Bakola et al., 2013), though much
less fine-grained than in the primary somatosensory cortex, and with
a strong over-representation of the hand (Seelke et al., 2011). Further-
more, the connectivity pattern of macaque area PE, with an emphasis
on projections from regions involved in somatic sensation and from mo-
tor regions, together with a conspicuous lack of direct connections from
visual areas, has been suggested to imply a role of this region in the
coordination of movement in body-centered coordinates (Bakola et al.,
2013). Although it has been emphasized that somatosensory area BA 2
and parietal area BA 5 have evolved in parallel with the emergence of
skilled hand use in different species (Padberg et al., 2007), hand skills
may ultimately have the same evolutionary basis as locomotion, that is,
in humans, foot movement (Georgopoulos and Grillner, 1989). This may
explain the co-location of limb representations in BA 5. In addition, hu-
mans are quite skilled with their feet, as evident, for example, in dance,
sports, and driving. Indeed, people born without arms can learn to use
their feet for a wide range of tasks usually executed with the hand, like
drawing and feeding.
With respect to imagery, choice of effector has been reported to be
of less importance for fMRI activation patterns than task characteristics
(Lorey et al., 2013). Furthermore, imagery of precision gait, as compared
to imagery of normal gait, revealed activation in anterior SPL (Bakker
et al., 2008). The authors of this study speculated that the function of
their SPL region may be to predict the sensory consequences of planned
movements.
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Finally, action observation has been used to investigate the processing
of more complex movements. For many activities, hand and foot move-
ments must be precisely coordinated. The hand/foot overlap region we
report here was activated in an observation study when participants
observed locomotion, but was activated even more strongly during ob-
servation of climbing, which requires coordination of hands and feet
(Abdollahi et al., 2013). However, conclusions about the organization of
motor-related functions based on experiments involving the observation
of movement are not always straight-forward. For example, observation
of different motor actions, like pushing and pulling, activated regions in
inferior parietal lobule independent of the effector (mouth, hand, or foot)
used to execute the action (Jastorff et al., 2010). These action-specific ac-
tivations extended into regions previously thought to be hand-specific,
suggesting that PPC is organized according to function rather than effec-
tors. However, the motor-evoked potential induced by TMS stimulation
over the primary hand motor area was modulated when participants ob-
served a foot performing an action typically executed by a hand (like
grasping a pencil), suggesting that activations obtained in the context of
action observation experiments may induce processes that are not gen-
uine to purely motor-related tasks (Senna et al., 2014). Thus, it remains
an open question whether or not the region we have identified to be
active for both hand and foot planning is also involved in limb coordi-
nation. Answering this question will require experiments that test actual
movement rather than action observation.
5.4.6 Functional role of SPL
Viewed together, the diversity of these findings makes a simple organi-
zation of PPC according to just one criterion improbable. In particular,
these findings, along with the current results, do not support the idea
that PPC is organized according to the effectors involved in a movement.
Instead, PPC organization appears to be largely effector-unspecific in
posterior regions, whereas some specificity may arise in anterior PPC.
Furthermore, MVPA of eye, hand, and foot planning activity has sug-
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gested that a central organizing principle of PPC may be the selection of
effectors by predominantly representing one effector as distinct from all
others within PPC subregions (Leoné et al., 2014; chapter 4).
In this context, one can speculate about the role that the SPL hand-
foot overlap region identified in the present study may play. Human
SPL has been suggested to be crucially involved in the representation
of the current postural state of the body (Pellijeff et al., 2006). A region
whose neurons respond to all limbs would be perfectly fit for this func-
tion. Some studies investigating posture reported activation in a region
somewhat more posterior and medial than the overlap region we report
(Pellijeff et al., 2006; Zimmermann et al., 2013). Another study involv-
ing blindfolded reaching to proprioceptively defined targets did report
post-central activation in a region that coincides with the present SPL
overlap region (Parkinson et al., 2010), and suggested that it represented
the body’s postural configuration.
In monkeys, neurons responsive to specific, complex combinations
of tactile and postural manipulations of several body parts have been
found in macaque region PEc, located posteriorly to region PE (Breveg-
lieri et al., 2008). However, whether or not this monkey region may be
a homologue of the region identified here is currently purely specula-
tive. Recently, single cell recordings were made in the dorsal part of
macaque area 5 (dorsal and medial of IPS, termed area 5d, Cui and An-
dersen, 2011) during a saccade-reach choice task. The location of area 5d
appears to be slightly more anterior than PEc and may be comparable
to the overlap region we report here. In fact, electrode placement was
guided, among other parameters, by neurons’ responsiveness to hand or
foot stimulation. Neurons in area 5d encoded reaches (and not saccades)
only after a choice for a reach had been made (Cui and Andersen, 2011),
and only the currently relevant reach in a sequence of two reaches (Li
and Cui, 2013).
In this context, the limb-specific activation in SPL reported here may
represent one stage of reach plan selection. Like monkey area 5d, the
SPL region here shows activity for limb, but not eye movement planning.
Possibly, it represents the processing stage at which integration of the vi-
sual goal location is mapped to the body, and from which information is
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then passed on to the effector-specific regions along post-central sulcus
and premotor cortex. This account is compatible with RS effects in SPL
being unilateral in our study, given that the selected reach plan always
concerns a right limb. Furthermore, it is compatible with the functional
connectivity pattern obtained for this region, which was specific towards
hand regions during hand movement planning and specific towards foot
regions during foot movement trials.
5.4.7 Conclusion
In conclusion, effector-specificity is not an all-or-nothing concept. Mainly
around the intraparietal regions IPS1 and IPS2, processing may be truly
effector-unspecific (but see Vesia et al., 2010). Thus, the functions medi-
ated by these regions may be related mainly to target processing, and be
coded in a common reference frame independent of the potential effector
used to respond. However, saccade processing differs in many regions
across PPC from the processing for limb movements, presumably due to
the many differences inherent in both the function and execution of eye
movements. These differences give rise to the posterior-to-anterior gra-
dient of eye-versus-limb processing. Finally, for any type of limb move-
ment, information may be routed through the limb-unspecific SPL, to be
relayed to specialized, limb-specific regions in the homuncular areas for
final motor execution.


Part III
C L O S I N G

6
D I S C U S S I O N
When reading a text or grasping a cup of coffee, our body performs a
deceptively trivial task: interact with the external world. It seems triv-
ial, because our body succeeds with seemingly little effort. However,
when viewed from a computational perspective, the task instead ap-
pears daunting. Daunting, because the number of options is close to
infinite, from the continuous space of possible stimulus configurations
to the rich set of possible movements. In this thesis, we attempted to
determine the role of the parieto-frontal circuits in solving this sensori-
motor mapping. We studied a set of possible sub-mappings, namely eye
movements to visual targets (chapter 2), grasping movements to visual
and proprioceptive targets (chapter 3), and pointing movements to vi-
sual targets with either the hand, eye, or foot (chapter 4 and 5). These
chapters offer an answer to the main questions posed in the introduction
on how spatial locations are represented, how they are transformed, and
how effectors are selected, respectively. The results reflect the inherent
complexity, already in this subset of mappings, revealing a patchwork
of partially overlapping representations (see figure 6.1A).
In chapter 2, we showed how single voxels in parieto-frontal cortex
code saccade space using 2D Gaussians, built up by independent direc-
tion and amplitude components. The peaks of the tuning curves con-
stituted maps for direction and amplitude, with idiosyncratic direction
transitions in parieto-frontal regions and a lateral-to-medial small-to-
large amplitude gradient along the intraparietal sulcus. In addition, we
found a caudo-rostral gradient, from stimulus processing, across saccade
planning, to saccade execution.
Chapter 3 revealed the cortical reference frames involved in planning
grasping movements. We discovered that anterior Intraparietal Sulcus
(aIPS; Culham et al., 2003) switches reference frame depending on input
modality. In contrast, caudal parietal regions consistently encoded tar-
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Figure 6.1: Schematic summary of the main findings. A. Findings per chap-
ter. Each gray panel represents one topic, as discussed in one or
two chapters. Colored ovals indicate location of tuning for the in-
dicated property (same-color label). In the ’Saccade topography’-
panel, black, gray, and white tuning represent sensitivity for the
upper, right, and lower meridian, respectively. B. Account of the
parieto-frontal role in sensorimotor control of goal-directed behav-
ior, integrating the four studies.
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gets in a gaze-centered reference frame, while frontal regions encoded
targets in a modality-independent body-centered reference frame.
Chapter 4 and 5 tested how effectors are encoded. Sub-regions in pos-
terior parietal cortex (PPC) were found to represent different combina-
tions of effectors: caudal PPC coded eye movements, mIPS eye vs hand
and foot movements, aIPS hand vs eye and movements, and aPCu foot
vs hand movements. This suggests a possible role of rostral PPC in effec-
tor selection or coördination.
Taken together, we report evidence for four interrelated organizational
principles (space, movement period, reference frames, and effectors) in
parieto-frontal cortex. For more detailed summary of the individual
studies, we refer to the abstracts of the respective chapters. Here, we will
discuss the relation between the individual findings and between the in-
dividual methods. Subsequently, we will reflect on how the results, and
the used methods, fit the larger picture of cognitive neuroscience.
6.1 parieto-frontal contributions to goal-directed be-
havior
The four chapters together form only a sparse sample of the full sensori-
motor mapping space. This inherently implies that strong claims on their
interrelations are hard to draw (Mole and Klein, 2010). However, there
are a number of interesting consistencies and inconsistencies between
the studies. These can be used to come to a tentative account of the role
of the parieto-frontal cortices in goal-directed behavior and formulate a
number of outstanding questions.
6.1.1 Comparison between studies
First, the caudo-rostral stimulus-delay-movement gradient (chapter 2)
coincides with the reference frame gradient (chapter 3). Visual targets are
encoded in a gaze-centered reference frame, while execution is coded in
body-centered coordinates. Also the parietal eye-limb gradient (chapter
4 and 5) is compatible: of all effectors, the eyes are the closest related to
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attention and visual perception of a stimulus. Second, the switch in refer-
ence frame in aIPS for grasping fits the dominance for hand movements
in the same area (chapter 4 and 5). Third, the lateral-medial small-large
amplitude gradient for saccades (chapter 2) seems compatible with the
rostral hand-foot gradient (chapter 4 and 5): digit coding and object ma-
nipulation requires small amplitude (eye) movements, while foot move-
ments are generally large.
However, there are also noteworthy inconsistencies, which could be ei-
ther caused by functional differences or differences in design or analysis
methods. First, while we do find saccade topography in the anterior Pre-
cuneus areas (aPCu, chapter 2), there appears to be no saccade tuning
in aPCu (chapter 4 and 5). Second, the broad information for grasping
along the post-central sulcus (chapter 3) seems inconsistent with effector
specificity or a functional organization in rostral PPC (chapter 4 and 5).
Note however the secondary hand representation in aPCu.
6.1.2 Account of parieto-frontal contributions
What do these (in)consistencies suggest? We believe the organization of
the parieto-frontal network could be summarized as follows (see figure
6.1B).
Information on stimuli arrive in the native reference frame in the re-
spective sensory areas: visual information in gaze-centered coordinates
in occipital cortex, somatosensory information in body-centered coordi-
nates in somatosensory cortex. For visual stimuli, the first areas involved
in PPC guide attention and direct saccades, in line with the premotor
theory of attention (Rizzolatti et al., 1987) and continuous topographic
coding, from visual perception to saccades (Aflalo and Graziano, 2010).
Body-centered somatosensory information is sent to rostral parietal re-
gions, among others. Next, movements involving fine control of the dig-
its, such as grasping, are selected and further specified in ventro-lateral
parietal cortex, while movements involving the limbs (arm or leg) are
processed in dorso-medial parietal cortex. This organization mimics the
organization of somatosensory cortex (Sereno and Huang, 2014), possi-
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bly facilitating predictive coding of somatosensory consequences (Fris-
ton and Kiebel, 2009). In rostral PPC, spatial transformation of the target
location is performed, facilitated by the presence of gaze-direction infor-
mation. Multiple reference frames are maintained simultaneously, where
the weight of the different reference frames depends on the available sen-
sory information and the end-effector controlled. Lastly, premotor areas
receive the transformed information, which is held on line (Connolly
et al., 2007) and is send out to downstream cortical and sub-cortical re-
gions when executing the movement.
6.1.3 Outstanding questions
This account of parieto-frontal contributions to goal-directed behavior
leaves a number of follow-up questions open. Here, we mention six, on
different scales of organization.
First, how does the distinction in rostral PPC, between different end-
effectors (chapter 3), relate to a functional organization (chapters 4 and
5; Heed et al., 2011)? On the lateral side, area aIPS is involved in detailed
manipulation, which requires close control of the digits and could align
with feeding behavior. Medial parietal areas in contrast are involved in
movements using the limbs, befitting a potential role in walking and
defensive movements (Sereno and Huang, 2014). However, there are
potential exceptions to this overlap, for example digit control to strike
in defensive behavior, or grasping behavior with the feet. We believe
that no study involving simple movements like ours, can disentangle,
let alone predict, the contributions of the rostral parietal areas in such
tasks. Rather, studies testing (observation or imagination of) more com-
plex movements are required to fully map the behavioral repertoire in
detail (e.g., Jastorff et al., 2010). Studies of the ecological coincidence of
movements could help predict probable cortical classes of movement (cf.
Graziano and Aflalo, 2007a; see also section 6.3.2). Testing ecologically
unlikely combinations, such as grasping with the feet1, might however
1 Arguably, also foot pointing, saccades without head movements, and hand movements
without saccades, are tasks the system is not inherently designed for.
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lead to mixed results, as the system is not optimized to control such
movements (Jastorff et al., 2010).
Second, what is the function of the saccade maps in areas also coding
movements with other effectors? The topographic maps could be used to
either control the eyes for eyes-limb coordination, control only the limbs,
or control both the eyes and the limbs. We believe that the maps prob-
ably code saliency for both eyes and limbs, based upon which multiple
effectors can be controlled (Jerde et al., 2012). Topography could hence
be a binding factor between the different movements encoded in PPC.
The fact that small amplitude movements map to hand movements in
aIPS and large amplitude movements map to limb movement in aPCu,
might seem to suggest a spatial restriction on possible movement. We
believe this rather reflects the fact that finger movements are on average
small, while limb movements are generally large, be it with respect to
the center of gaze or relatieve to the arm or shoulder/hip. More detailed
mapping of the spatial tuning for the respective effectors, and their ref-
erence frames, could shed more light on this aspect of the organization.
Third, what are the principles underlying the organization of premo-
tor cortex? We found no clear structure in the saccade topography (chap-
ter 2) and only sparse body-centered coding (chapter 3). We did not con-
sider premotor cortex in our studies of effector specificity (chapters 4 and
5). When we did, we found some evidence for hand tuning in PMd, but
overall no clear effector-specificity (see supplementary figure 4.8, chapter
4). This is in line with previous findings of effector-unspecific represen-
tations in frontal regions (Beurze et al. 2009; Levy et al. 2007; Lawrence
and Snyder 2006; Connolly et al. 2007, though see Buccino and Binkofski,
2001). Thus our paradigms reveal no consistent organization in premo-
tor cortex, while they do for parietal cortex. This could either mean that
premotor cortex uses a different organization all-together (e.g., Schubotz
and von Cramon, 2001; Schubotz et al., 2010), or is more idiosyncratically
organized.
Fourth, is the structural and functional connectivity between the dis-
cussed parieto-frontal nodes in line with the role of parieto-frontal re-
gions we describe? Partially, this is the case, as parietal regions are
strongly interconnected, and densely connected to premotor areas (Grol
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et al., 2007; Wise et al., 1997; Hoshi and Tanji, 2007; Uddin et al., 2010).
We added effector-dependent functional connectivity of anterior SPL to
effector-specific motor areas (chapter 5). More studies, for example test-
ing topographical connectivity or changing connectivity with stimulus
modality, are warranted.
Fifth, how strong are the reported regions involved in natural mo-
tor execution, rather than in artificial planning tasks? Even though not
considered in the papers, we found similar regions were involved dur-
ing the movement phase, albeit with a stronger frontal focus. In other
unpublished findings, we were able to predict the behavioral errors in
saccades on session level using activations from the delay period. Lastly,
there is evidence linking for example damage to aIPS to lose of digit
control (Cavina-Pratesi et al., 2010a). In sum, we are confident the re-
ported regions are involved in actual control of the movement, also in
non-delayed tasks. Still, we do believe it is important to compare delayed
and non-delayed tasks, as both types of studies are reported intertwined,
without much attention to this difference (see also the discussion in chap-
ter 3). In addition, testing more ecologically valid stimuli (e.g., natural
scenes) would help to determine whether the reported results generalize
to natural conditions.
Six, how do the reported results found in sensorimotor tasks relate to
the other cognitive processes found in especially parietal regions, such as
decision making, mathematics, and phonology (Gold and Shadlen, 2007;
Eger et al., 2003; Jonides et al., 1998)? As we did not test a consistent
(sub)set of participants across the current studies, we could not explicitly
test the relation between the current set of cognitive functions, let alone
generalize further. Other reports suggest the representations across cog-
nitive processes are shared (Knops et al., 2009; Zago et al., 2001; Hubbard
et al., 2005), or show the existence of task specific cortical modules (Si-
mon et al., 2002, 2004; Schubotz et al., 2010). However, studies explicitly
comparing multiple tasks, across sub-fields of cognitive neuroscience,
are rare (noteworthy meta-review exceptions are Anderson and Pessoa,
2011; Cabeza and Nyberg, 2000). Yet, such meta-analyses are needed to
determine the roles of cortical modules (see also section 6.3), and to what
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extent reverse inferences on cognitive processes can be drawn (Poldrack,
2006).
6.1.4 Conclusion
In sum, we believe a caudo-rostral continuous coding of information,
from visual information and saccades, across reference frame transfor-
mations for detailed manual manipulation and gross limb manipulation,
to execution, is the most likely general framework of parieto-frontal func-
tion. However, no single study, or single set of studies, can firmly draw
such conclusions. To be able to draw more firm conclusions, we believe
methodological advances and aggregation across studies and methods
are needed. Next, we will consider current methodological contributions
to the the field, followed by an integrative perspective on further method-
ological developments in neuroscience.
6.2 advancing methods in cognitive neuroscience
In this thesis, we also aspired a methodological goal: advance the neuro-
scientific toolbox to allow for more quantitative descriptions of the brain
and cognition spaces. Towards this end, each chapter introduced a novel
method or an improvement of an existing method.
6.2.1 Methodological contributions of this thesis
The most significant current methodological contributions are the appli-
cation of singular value decomposition (SVD) to fMRI data, the evidence
combination method, and the pattern activation framework.
SVD, as used in chapter 2, allowed us to describe the full tuning profile
of voxels, rather than only the peaks, and for two dimensions combined,
rather than a contrast between dimensions. The SVD method can be
used whenever the goal is to test the independency of representations.
The method could also be applied to regions of interest and to informa-
tion measures, instead of single voxels: the key property tested is the
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Figure 6.2: Summary of the methods introduced in this thesis. A. Singular value
decomposition, used in chapter 2, which allows a 2D response field
(indicated by colored surface) to be split in its constituting compo-
nents (indicated by black arrows to black lines). B. Evidence combi-
nation method, used in chapter 3. It combines evidence from both
distinct ( 6=) and common (=) representations, using respectively clas-
sification (a) and cross-classification (o), towards one or multiple hy-
potheses (here GC and BC, as in the chapter). C. Pattern-activation
framework, where activation determines the involvement of a region
(colored bars), and information the distinct representations present
(colored dots). The side panel in B, connected to C by a thin arrow
indicates that evidence combination can be used as similarity mea-
sure in the pattern-activation framework.
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independent combination of representations. SVD belongs to the family
of component analysis methods, like independent and principal compo-
nent analysis (Beckmann, 2012), and can also be applied to disentangle
spatial and temporal aspects of the data, rather than stimulus properties.
The two-sided evidence combination method, as introduced in chap-
ter 3, describes how distinct and common representations for pairs of
conditions can be detected using classification and cross-classification
tests, respectively. The evidence thus provided is aggregated across pairs.
Which values are aggregated depends on the predictions of the tested
hypotheses: any hypothesis specifically predicts some pairs of stimuli
to be distinct, and others common. The evidence combination method
allows to take both sides into account. The method also allows to show
classification and cross-classification for a certain pair in a cortical region,
allowing for the detection of overlapping representations.
The pattern activation framework described in chapter 4 combines
modern information measures (Kriegeskorte et al., 2006) with classic
activation measures (Friston et al., 2011). Information measures, imple-
mented using correlation analysis in the chapter, are used to detect dis-
tinct and common representations. Activation measures on the other
hand describe how strong the representations are involved. The combina-
tion allows to see which representations are present ànd which are domi-
nant. From the activation perspective, this means that the method allows
to see differences in patterns within overlapping activations. From the
information perspective, the dominance of representations can be deter-
mined in otherwise underspecified information results.
In chapter 5, we improved upon the repetition suppression method in
two ways. First, we introduced a stimulus-ordering for more than two
classes of stimuli, based on graph theory (Brooks, 2012), which allows
optimal detection of RS effects. Second, we used an elaborate design ma-
trix to filter out effects of non-interest, as to allow maximum sensitivity
to RS effects.
The introduced methods are largely complementary. Evidence combi-
nation and pattern activation for example, naturally combine. That is,
evidence aggregation can replace the correlation measure we used in
the implementation of the pattern-activation framework. The evidence
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measure then determines the representational content and the activa-
tion measure how strong the representations are involved. Also repe-
tition suppression could be combined with the other methods (rather
then contrasted, e.g. Epstein and Morgan, 2011). For example, SVD and
(cross-)classification could be used to detect components and patterns in
the RS activations, respectively.
6.2.2 Outstanding methodological questions
The introduced methods allow for more fine-grained distinctions. At the
same time, they point to a number of follow-up methodological ques-
tions. We consider five.
First, what is the functional interpretation of, and the relation be-
tween, the different measures of regional contributions in fMRI (informa-
tion, activation, repetition suppression)? The pattern-activation frame-
work poses that information analysis determines regional representa-
tional content, while activation analysis shows regional involvement (see
also Kriegeskorte and Bandettini, 2007b). We also highlighted that infor-
mation and activation are two sides of the same coin: if a smaller ROI is
considered, part of the information is converted in activation, while in
a larger ROI part of the activation becomes information. However, it is
hard to draw a boundary where information stops and activation starts,
even within a single ROI (Davis et al., 2014). This is further complicated
by the need to normalize (e.g. z-score) the data before performing infor-
mation analysis: this step changes the patterns, but is required for un-
biased information analysis (though cf. rank correlations, Kriegeskorte
and Kievit, 2013). The effects of such transformations, and the interpre-
tation of different measures, deserves further attention (see for example
Misaki et al., 2010; Davis et al., 2014).
Second, how is it methodologically possible to detect partially overlap-
ping representations? In chapters 3 and 4, we determined distinct and
common representations, but could not detect partially common repre-
sentations (e.g., a hand representation and a hand-foot representation
in the same region). An option would be to model the combinations of
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effectors in the GLM, such that a separate pattern is determined for each
combination of effectors, and their presence can be tested separately. Al-
ternatively, partially overlapping representations could be detected us-
ing component analysis methods, if a well-founded interpretation of the
components can be found (see also section 6.3).
Third, what defines a sufficiently valid GLM model? We based the in-
troduced methods on the results of a GLM analysis2, which restricts the
explained variance, depending on the regressors included in the model.
The choice of regressors is one of the areas of large methodological free-
dom in fMRI analysis (Poldrack, 2011; Carp, 2012). The choice of regres-
sors can however greatly influence (the interpretation of) results. For
example, in delayed movement tasks such as used in this thesis, only
using a sufficiently specified model, including regressors for the stimu-
lus and movement phase, activation can be ascribed to the delay period
with some confidence. Also the level of baseline activation depends di-
rectly on the regressors used. In chapter 5, the analysis of RS data was
greatly facilitated by modeling out effects of non-interest. More attention
to the influence of the included regressors, and alternative, non-model
dependent, methods, is warranted.
Fourth, how to make the introduced searchlight-based methods (chap-
ters 3 and 4) also sensitive to non-local representations? Although often
assumed to be local, brain representations are probably more distributed
in nature (Shallice, 1988; Anderson and Oates, 2010; Mole and Klein,
2010). An option would be to analyze extended regions of cortex, rather
than small search spheres. However, most classification algorithms have
difficulty in ascribing correct weights to voxels, especially when con-
fronted with large numbers of voxels (Anderson and Oates, 2010). One
way to account for this would be to use sparse logistic regression (van
Gerven et al., 2010) or recursive feature elimination or addition (De Mar-
tino et al., 2008). The latter idea could also be combined with the search-
light analysis, by dynamically and hierarchically adapting searchlight
2 It is however no necessity to apply the methods to GLM results: the methods can be
applied on most measures of brain activation, in- and outside the fMRI field.
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size and shape, based on classification performance, to determine the
shape of the underlying informative regions.
Fifth, how wide-spread in the brain are multiplicative interactions be-
tween representations? As we note in chapter 2, an SVD tests for mul-
tiplicative interactions between responses to stimulus dimensions. We
preliminary3 show that multiplicative interactions explain more variance
than additive methods. There are information theoretic advantages of
multiplicative over additive interactions, as it allows to more efficiently
represent information, at least at the level of neurons (Schnupp and King,
2001; Peña and Konishi, 2001). Whether this generalizes to the level of
BOLD signals is an outstanding empirical question (Logothetis et al.,
2001). However, currently our methodological repertoire is largely fo-
cused on additive interactions (e.g., the use of the General Linear Model)
and thus is less sensitive to multiplicative interactions.
Part of the solution to the mentioned concerns, might be to use more
data-driven methods. The methods we used in this thesis, as well as most
of the methods in cognitive neuroscience, are predominantly hypothesis-
driven. This means they inherently require many assumptions on for ex-
ample cognitive concepts, included regressors, and tested regions. How-
ever, there is increasing emphasis on data-driven methods, like compo-
nent analysis (McKeown et al., 2003; Beckmann, 2012, though see Friston,
1998). We believe these methods have strong merits, as we discuss in the
next and final section.
6.2.3 Conclusion
We believe that the methods we proposed in this thesis allow a step
forward in the way we test hypotheses and the kinds of hypotheses we
can test, leading to more quantitative, rather than binary, descriptions
of brain function. We think the next step is to move towards more data-
driven methods and incorporate the here introduced methods and other
recent methodological advances in a common framework.
3 We regard it as ’preliminary’, also in the paper, as the study was not intended to formally
compare additive and multiplicative interactions.
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Figure 6.3: Mappings performed by the brain (A) and neuroscientists (B). A.
The brain bidirectially maps continuous sensory and motor spaces.
B. In cognitive neuroscience, often a direct mapping from cognitive
concepts to brain areas is assumed. This appears to lead to a com-
plex many-to-many mapping between cognitive concepts and brain
regions.
6.3 from sensorimotor control to cognitive neuro-
science
As mentioned in the introduction of this thesis (chapter 1), cognitive
neuroscience has to solve a mapping problem comparable to the sensori-
motor mapping performed by the brain (see figure 6.3). That is, the brain
maps the relationship between sensory space and motor space, cognitive
neuroscience the relation between cognitive concepts and brain areas.
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When doing so, cognitive neuroscience implicitly assumes that there
is a direct mapping between concepts and brain regions: single concepts
map to single brain regions or networks. We, like many others (Uttal,
2001; Roskies, 2008; Hanson and Bunzl, 2010), believe this is a over-
simplification. This oversimplification could be the cause of the over-
lapping representations we find in this thesis and in larger cognitive
neuroscience (Anderson and Pessoa, 2011; Cabeza and Nyberg, 2000), as
the cognitive concepts might not appropriately describe the functions of
brain regions (see Columbus parallel in chapter 1.1; Roskies, 2008), re-
sulting in a many-to-many mapping between concepts and regions (see
figure 6.3B).
6.3.1 Inspiration from sensorimotor control
Possibly, the brain evolved a way to approach its version of the mapping
problem, which could offer inspiration for cognitive neuroscience. We
see two possible sources of inspiration, following from results in this
thesis and elsewhere in sensorimotor neuroscience.
First, the brain maps continuous spaces. Starting from an initial struc-
ture (e.g., Aflalo and Graziano, 2006), these continuous maps are most
likely learned using Hebbian learning (Hebb, 1949), determining the cor-
relational structure of sensory and motor spaces (O’Reilly, 1998). Cog-
nitive neuroscience instead assumes separate, seemingly independent
concepts, and often independent regions (i.e., ROIs), attempting to de-
termine a one-to-one mapping between concepts and regions. The ad-
vantage of mapping continuous spaces is that the structure of maps can
be compared, rather than only the specific points chosen. This allows
to make mappings between weighted combinations of concepts or lo-
cations (akin to work on optimal integration, see Körding and Wolpert,
2004).
Second, the brain bidirectionally predicts and adapts both spaces. For exam-
ple, right before executing a saccade, the receptive fields in LIP already
shift location based on the upcoming movement (Duhamel et al., 1992).
The other way around, the presentation of a stimulus associated with a
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movement, already leads to anticipatory motor activation in the cortex
(Kilner et al., 2004). In contrast, in cognitive neuroscience, updates are
largely unidirectional. That is, there are changes to the brain space based
on functional findings, introducing new regions based on functional re-
sults (e.g., the frontal eye fields). The other way around, updating the
cognitive concepts in response to neuroscientific findings, occurs less
frequently.
To illustrate, take our effector specificity studies (chapters 4 and 5).
Here, we conclude that, rather than an effector-specific organization, a
functional organization could be at play. On a conceptual map, these
functional categories constitute concepts in-between the effectors (e.g.,
instead of eye-hand-foot, feeding-defense-locomotion). Using the effec-
tor ontology, the concept-brain mapping appears to be many-to-many
(i.e., many overlapping representations). Possibly, when viewed from the
lense of ecological categories, the mapping would be more one-to-one
(see also the illustrative water tap example in Kriegeskorte and Kreiman,
2012). Defining a continuous space of concepts, rather than assuming
’point’ concepts, allows to find such ’in-between’ cognition-brain map-
pings in a structured, rather than ad-hoc, way. Bidirectional mapping
allows the brain data to inform neuroscientists that such an in-between
concept exists.
In sum, whereas the mapping of spaces in the brain is quantitative and
dynamic, the mapping of cognition and brain spaces is largely static: cog-
nitive neuroscience predominantly attempts to map cognitive concepts
directly to the brain, assuming the two to be mapped sides are constant.
6.3.2 Continuous mapping framework
The mentioned properties of sensorimotor mappings can help to develop
a more quantitative, dynamic, mapping of neuroscientific spaces. We
will here describe the outline of such a continuous mapping framework.
The approach is based on mapping both concepts and brain responses
to in-between continuous spaces, which can possibly be mapped more
directly to each other (figure 6.4A), rather than mapping the cognitive
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Figure 6.4: Schematic overview of the continuous mapping framework (A) and
example methods and papers (B). A. When mapping continuous
spaces, both concepts and brain responses are first mapped on sim-
ilarity, after which their similarity spaces (’Cognition space’ and
’Brain space’) are compared, potentially leading to a more direct
mapping. B. Example methods and papers, showing how the dif-
ferent spaces can be mapped and both the cognitive concepts and
brain areas can be updated. The positions of concepts and areas on
the maps and in the brain are for illustration purposes only.
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concepts and brain responses directly (figure 6.3B). Such continuous
mapping requires less strong assumptions on cognitive and regional dis-
tinctions. The main assumption made is an assumption of congruent
similarity, rather than strict concept-brain region congruency: concepts
that are similar are expected to invoke similar brain responses4
There are two important steps to determine such mapping, inspired by
sensorimotor mappings: determine continuous concept and brain spaces
and bidirectionally map the two spaces. Towards that end, a quantifica-
tion, or similarity measure, is required (cf. Kriegeskorte and Kievit, 2013,
here put in a larger theoretical and methodological context). For both
cognition and brain spaces, there are a number of possible measures,
which will be discussed next, followed by a description of approaches
to map the two spaces. We will show how some recently introduced
methods, including ours, fit this ’continuous mapping framework’ (fig-
ure 6.4B).
mapping the cognition space To map the cognition space using
similarity measures, numerous methods exist, linking the point concepts
by their inter-concept distance.
One method is conceptual analysis, which allows to transform single
concepts to logical structures, numerical vectors, or relational databases
(such as WordNet; Fellbaum, 1999; Miller, 1995). For example, concepts
can be quantified by scoring properties of the concepts. When no prede-
fined conceptual measures exist or individual differences are important,
similarity judgments by participants or databases of association strength
judgments can be used (e.g Nelson et al., 2004).
A second method, are measures of co-occurrence as indication of con-
ceptual meaning (e.g. Jiang and Conrath, 1997). The applicability of such
methods to neuroimaging has convincingly been shown by the use of
co-occurrences of words to derive meaning and predict fMRI activations
(Mitchell et al., 2008). Outside of the word domain, co-occurrences will
often have to be tested as part of the neuroimaging study (which can also
help to define functional categories, see section 6.1.3). For instance, the
4 Note that assumptions do have to be made in selecting similarity measures.
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co-occurrence of eye and head movements or eye and hand movements
can be measured in natural situations and used as relatedness measure
in analyses.
A third option are behavioral/psychophysical measures. For exam-
ple, rather than using predefined concepts like hand, foot, and eye-
movements, measures of muscle activity can be used. The effectors could
then be quantified according to the amplitude on the three channels, per
trial. This allows for a direct measure of the ’relatedness’ of effectors:
on some trials, a hand movement might have been accompanied by an
eye movement, as reflected in the muscle activity. Similarly, this could
be done on the basis of behavioral measures (e.g., the number of times
two effectors were confused by the participant).
mapping the brain space The brain inherently encompasses a
continuous 3D space. However, some methods, like ROI analysis, dis-
regard the continuous space5. Also the use of contrasts is indicative of
the locality assumption: single regions performing single functions. It is
unlikely though that the brain operates using such modules, but rather
operates in a distributed manner (Fodor, 1983; Uttal, 2001). By explicitly
focusing our analyses on ROIs or on the maximum values in regions
only, potentially relevant evidence is discarded due to an overly strong
locality assumption (Mole and Klein, 2010).
The methods in this thesis make a small step towards a solution: more
quantitative spaces. That is, the SVD method attempts to describe the
full tuning of a voxel, the evidence combination method allows single
regions to represent commonalities and distinctions, and the pattern-
activation framework allows to determine dominance of representations,
compared to baseline rather than to each other. The methods fit in the
bigger picture of current methodological developments. The three meth-
ods extend the family of multivariate analysis methods (MVPA). How-
ever, hypothesis-driven MVPA studies still require strong assumptions
5 While we focus here on spatial locality, the same limitations apply to temporal locality:
most of the neuroscience analysis methods are focused on specific time periods (e.g.,
a standard HRF function), while most likely more complex temporal interactions are
currently hidden from methodological view (Gonzalez-Castillo et al., 2012).
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on representational size (i.e., one search sphere) and conceptual distinc-
tions (for example, eye, hand, and foot movements) (see also section 6.2.2
on outstanding methodological questions).
A specific family of multivariate methods, clustering methods (e.g.,
principial and independent component analysis; PCI/ICA) do not re-
quire such assumptions. Instead, the internal structure of the data is
determined by focusing on the internal correlational structure, reveal-
ing spatial or temporal components in the data. This is similar to how
the brain probably develops continuous representations of sensory and
motor space: by calculating the correlational structure of the spaces
(O’Reilly and Munakata, 2000). In essence, clustering methods deter-
mine the ’brain ontology’, or the yet unnamed concepts the brain uses
to process information. A drawback is that the ’unnamed’ nature of the
ontology makes it hard to define functional labels for the detected com-
ponents.
6.3.2.1 Mapping cognition and brain spaces bidirectionally
Having recast both cognition and brain responses in similarity space,
the critical next step is to reciprocally use the information encapsulated
in two spaces to update both definitions of concepts and brain areas.
A number of methods have recently arisen which can be used for this
purpose, mapping either the conceptual space to the brain, the brain
space to cognitive concepts, or the two abstract spaces directly to each
other (see figure 6.4B).
The modeling work by Graziano and colleagues is a prime example
of mapping a conceptual space to the brain (Aflalo and Graziano, 2006,
2010; Graziano, 2006; Graziano and Aflalo, 2007a,b, see for another ex-
ample Mitchell et al., 2008). They tested whether it is possible to explain
the structure of the adult primate motor cortex on the basis of quantifica-
tions of the motor actions, rather than on the basis of ’point’ actions (e.g.
eye, hand, foot movements). Each motor action was defined as a vector of
eighteen values, representing the involvement of a number of effectors,
the ecological class of the movement, and the movement end point (re-
spectively examples of co-occurrence statistics, conceptual analysis and
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behavioral measures). Next, they initialized a model of the primate mo-
tor cortex to its innate state. Lastly, they used a clustering algorithm
(self-organizing maps, Kohonen, 2001) to map the adult movements to
the innate model on the basis of the similarity between the movements.
After the clustering, the structure of the motor cortex model resembled
the organization of the natural motor cortex. In other words: by deter-
mining the structure in the concepts, they could explain cortical organi-
sation.
A good example of mapping the brain space to cognitive concepts, is
the work on independent component ’fingerprinting’ (De Martino et al.,
2007; Formisano et al., 2008; Kriegeskorte et al., 2007). Fingerprints de-
scribe mathematical properties of ICA-based components. These have
for example allowed to disentangle different vowel sounds and differ-
ent speakers of vowels. Moreover, self-organizing maps of fingerprints
revealed which sounds and which speakers were most related in corti-
cal response, and how the similarity in cortical response related to the
differences in sounds. Thus, independent component fingerprints allow
to first in detail map the cortical responses, after which the components
can be mapped to cognitive concepts.
The best example of a method which allows to map the cognition
and brain spaces directly, is Representational Similarity Analysis (RSA,
Kriegeskorte and Kievit, 2013). RSA describes how cognitive concepts
and brain responses can be cast in their respective similarity spaces, af-
ter which the similarity spaces can be compared. To illustrate, consider
a task in which a range of natural movements are made, using different
combinations of effectors and involving different targets. To get to a map
of the cognition space, the properties of these movements can be quan-
tified (for example in the same way as applied by Aflalo and Graziano,
2006). The brain space can be quantified by correlating brain responses
within a certain region (i.e., RSA requires a locality assumption). In this
way, cognition and brain space are reduced to the same dimensions: a
number of movements times number of movements similarity matrix.
The two spaces can then be directly compared using correlations, show-
ing to what extent the hypothesized conceptual similarity fits the similar-
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ity in brain response. That is, whether the assumed cognitive ontology
is in line with the brain ontology.
conclusion on continuous mapping framework The de-
scribed ways of mapping serve to allow the conceptual and brain map
to inform each other. For example, if a certain brain component is of-
ten found in component analyses, it should probably be named and
added as a cognitive concept to the cognitive neuroscience ontology, to
be further tested in future experiments. Vice versa, if there is concept
consistently in-between currently accepted cognitive concepts in cogni-
tion space, but which often comes out as factor in conceptual analy-
ses, there is reason to determine the neural correlates of that conceptual
component. By letting both continuous spaces reciprocally inform each
other, combined with critical efforts to share neuroscientific findings and
data (Yarkoni et al., 2010; Poldrack, 2010; Poldrack et al., 2011; Lenartow-
icz et al., 2010), cognitive neuroscience could converge on a consistent
cognition-brain ontology, disentangling the complex concept-brain map-
ping. Just like the brain developed a mapping for sensorimotor space.
6.4 conclusion and outlook
In this thesis, we studied the parieto-frontal contributions to the sensori-
motor control of goal-directed behavior. We report evidence for a rich set
of overlayed representations, including 2D sensitivity for topographic lo-
cations, dynamic changes in reference frame tuning, and sensitivity for
combinations of effectors. We conclude that such representations fit a
network in which caudal parietal cortex receives gaze-centered visual
information, which is transformed in rostral regions, the exact site of
transformation depending on the end-effector controlled, after which
premotor regions retain the body-centered coordinates for execution.
We did not only draw conclusions on sensorimotor control, but also
proposed three new analysis methods (SVD, evidence combination and
pattern-activation) and a framework from which to approach cogni-
tive neuroscience, integrating recent methodological developments. The
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framework is based on two premises: map the internal structure of the
conceptual and brain spaces and let both spaces inform each other.
What would such lessons, now drawn for the endeavors of 21th cen-
tury cognitive neuroscience, have meant for the voyages of 15th century
Columbus? They imply that he should have checked the internal con-
sistency of his predictions (akin to the cognition space), that is, his cal-
culations of the Earth’s circumference. He should also have checked the
internal consistency of his observations (akin to the brain space), that is,
the flora and fauna he saw in the New World. Both would have pointed
out inconsistencies and pointed to a more likely interpretation. Above all,
he should have let the observations he did in the New World inform his
world model. Instead, Columbus insisted his assumptions were correct,
going as far as to propose the Earth is pear-shaped, only to accommodate
his findings (Colombo, 1870)6. Cognitive neuroscience however should
not be chasing pears, nor Indians; the way the brain solves the sensori-
motor mapping and the pallet of recently developed analysis methods,
in this thesis and elsewhere, can possibly help us to see how.
6 In other writings, Columbus himself does refer to the land he discovered as a new land.
He however never openly admitted he was wrong.
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F I G U R E S O U R C E S
Graphical layout of all figures have been created using the open-source
packages Inkscape (http://www.inkscape.org/) and Gimp (http://www.
gimp.org). The layout of the thesis was done in LYX (http://www.lyx.
org).
Specific sources for images included in figures are as follows (all fig-
ures Creative Common7 or comparable license, repeatedly used images
are only listed once):
• Front cover:
– Top-view human bodies created by Nick A.M. Leoné using
Poser.
– Old maps: © Depositphotos.com/denisovd.
– Brain: ClipArt Best, http://www.clipartbest.com/
clipart-di6ej8keT
• Figure on dedication page
Pear-shaped earth, from Paradise Found, William Fairfield Warren,
1885. See http://www.sacred-texts.com/earth/boe/boe26.htm
• Figure 1.1
– A, left: map by Henricus Martellus Gemanus in 1490, prob-
ably based on a map by Bartholomew Columbus, younger
brother of Christopher Columbus, see http://en.wikipedia.
org/wiki/File:Martellus_world_map.jpg
– A, right: Columbus’s hospitable reception by Guacana-
gari, Caribbean chief, after shipwreck of Santa Maria,
1492. Hand-colored woodcut of a 19th-century illustra-
tion. (North Wind Picture Archives via AP Images). See
7 http://creativecommons.org/licenses/by/2.0/deed.en_GB
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http://classic.apimages.com/OneUp.aspx?sh=10251&adte=
1398863231&rids=e011b15a7fe040efa527227f63c18f53
– B, right: detail from Haxby et al. (2001), see http://en.
wikipedia.org/wiki/File:Haxby2001.jpg
• Figure 1.2
Top-view human bodies created by Nick A.M. Leoné using Poser.
• Figure 1.3
– Eye: http://blog.valtech.co.uk/wp-content/uploads/
2013/06/macroc_eye_30042010.jpg
– Hand: http://krabbangunnar.files.wordpress.com/2010/
07/hand1.jpg
– Foot: http://aginginocontowi.net/yahoo_site_admin/
assets/images/foot.97174809_std.jpg
• Figure in Box 1
Figure modified from Culham and Valyear (2006), modified with
permission.
• Figure in Box 2
– Scanner, by Image Editor: https://www.flickr.com/photos/
11304375@N07/3081315619
– fMRI image, by Superborsuk: http://nl.wikipedia.org/
wiki/Functionele_MRI#mediaviewer/Bestand:FMRI.jpg
– Neurons, by Juliendn: https://www.flickr.com/photos/
juliendn/3347475063/
– Blood vessel, by Community Emergency Response Team:
http://en.wikipedia.org/wiki/Arteriole
• Graphical abstract chapter 2.
Black eye: http://www.clker.com/cliparts/g/C/A/q/j/k/
eye-biggest.svg
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N E D E R L A N D S E S A M E N VAT T I N G
De titel van dit proefschrift is ’Mapping sensorimotor space’, oftewel
’Omzetten van sensomotorische ruimtes’. Deze titel verwijst naar de
hoofdvraag van de thesis: hoe zet het brein sensorische waarnemingen
(zoals via de ogen) om in motorische acties (zoals een wijsbeweging met
de hand)? Dit lijkt eenvoudig: uw hand hoeft immers enkel te bewegen
naar wat u heeft gezien. Is het echter wel zo eenvoudig? Specificeert wat
u ziet precies hoe u moet bewegen, of is daar meer voor nodig?
Om dit te testen, richt uw blik op de afbeelding van een kopje koffie,
linksonder op deze pagina (figuur A). De krant, die u nu rechts ziet, is
eenvoudig aan te wijzen. Kijkt u nu naar de krant. Nu ziet u de krant niet
meer rechts, maar recht voor u. Voor de hand is er echter niets veranderd:
die moet dezelfde beweging maken om naar de krant te wijzen. Bedenkt
u nu wat er zou zijn gebeurd als u uw romp had gedraaid, terwijl u uw
blik op het kopje had gehouden. Dan zou de beweging van uw hand en
arm veranderen, terwijl de waarneming van het kopje gelijk zou blijven.
Figuur A: Illustratie van het begrip referentiekaders. Als u de ogen beweegt van
kopje naar krant, verschuift ook uw waarneming. Dat betekent dat
visuele waarneming gerepresenteerd wordt ten opzichte van de ogen;
een oog-centrisch referentiekader. Bij dezelfde oogbeweging verandert
de positie van het kopje en de krant ten aanzien van uw hand echter
niet: een beweging met de hand naar het kopje of de krant is het-
zelfde, ongeacht oogpositie. Handbewegingen veranderen als u uw
lichaam beweegt. Oftewel, handbewegingen zijn gerepresenteerd in
een zogenaamd lichaam-centrisch referentiekader.
247
Oftewel, om sensorische waarnemingen om te zetten naar motorische
acties is ook informatie over de stand van de ogen (voor de visuele in-
formatie) en de stand van het lichaam (voor de motorische informatie)
van belang.
Sensorische en motorische informatie zijn namelijk vaak in verschil-
lende referentiekaders gerepresenteerd: visuele informatie is bijvoorbeeld
oog-centrisch (verandert met de stand van de ogen) gerepresenteerd, ter-
wijl motorische informatie voor hand lichaam-centrisch (verandert met
de stand van het lichaam) is gerepresenteerd. Met behulp van informatie
over de stand van de ogen en het lichaam, kunnen deze referentiekaders
getransformeerd worden, om zo de sensorische input van een doel om te
zetten naar een adequate actie.
In deze thesis hebben we onderzocht hoe en waar in het brein deze
sensomotorische transformaties plaatsvinden. Hiertoe hebben we in de
MRI scanner proefpersonen visuele en proprioceptische8 doelen gepre-
senteerd, waarnaar ze bewegingen maakten met oog, hand, of voet. Tel-
kens was de vraag hoe de sensomotorische doelen gerepresenteerd en
getransformeerd werden. Daarnaast introduceert de thesis enkele inno-
vatieve methoden voor het analyseren van fMRI data.
hoofdstuk 2 : oogbewegingen naar visuele doelen
In de eerste studie (hoofdstuk 2) hebben we in de MRI scanner oogbewe-
gingen naar visuele doelen getest. In deze situatie is geen transformatie
nodig; zowel visuele waarneming als oogbewegingen zijn tenslotte ge-
koppeld aan de ogen. Het voornaamste doel van de studie was om te
kijken hoe doellocaties voor oogbewegingen gerepresenteerd zijn in het
brein. Oftewel, wat is het verschil in het brein tussen een oogbeweging
naar verschillende locaties, bijvoorbeeld op deze pagina?
Voorgaande studies hebben laten zien dat locaties veelal topografisch
gerepresenteerd zijn in het brein. Dat wil zeggen: locaties naast elkaar in
de wereld (zoals deze cirkels: oo), zijn ook naast elkaar gerepresenteerd
8 ’Proprioceptisch’ is de kennis van waar uw eigen lichaamsdelen zich bevinden, bijvoor-
beeld de huidige positie van uw hand.
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Pariëtaal gebied dat
referentiekader wisselt
is afhankelijk van het te
bewegen lichaamsdeel
Hand
Lede-
maten
Ogen
Voorbereiden
Uitvoeren
Parieto-frontale bijdragen
aan doel-gerichte acties
Pariëtaal
Frontaal
Figuur B: Overzicht van de belangrijkste bestudeerde delen van het brein (fron-
taal en pariëtaal) en de belangrijkste bevindingen (in de gekleurde
bollen en rechts van de afbeelding).
in het brein (naburige neuronen worden actief), terwijl de koffiekop en
krant (zie figuur A) relatief ver uit elkaar in het brein gerepresenteerd
zouden zijn. Echter, veelal betrof dit studies met slechts een beperkt aan-
tal locaties. Wij gebruikten daarentegen een groot aantal doellocaties,
met verschillende richtingen en amplitudes. Stelt u zich hierbij een dart-
bord voor. Deze bestaat uit uitgaande lijnen, die samen taartpunten vor-
men, en ringen van verschillende groottes. In onze studie zijn de taart-
punten de richtingen van oogbeweging (zes in onze studie), de cirkels de
amplitudes (drie in onze studie). Samen specificeren zij 18 locaties op het
bord. De proefpersoon diende telkens vanaf de roos een oogbeweging
te maken naar een locatie en direct weer terug naar de roos. Voorheen
hebben neurowetenschappelijke studies in mensen alleen topografische
mappen kunnen aantonen voor de richtingen (de taartpunten), maar niet
voor amplitudes (de ringen). Ons is het wel gelukt om amplitudes aan
te tonen, door middel van een methode die niet eerder is toegepast voor
fMRI analyse, Singular Value Decomposition (SVD).
Zo konden wij laten zien dat pariëtale en frontale gebieden (zie fi-
guur B) gevoelig zijn voor specifieke locaties. Deze zijn opgebouwd uit
een richting en een amplitude, net als een dartbord. Er waren enkele
specifieke verschillen tussen breingebieden. Zo worden grote amplitu-
des (of dartbord-cirkels) vooral in het midden van de pariëtaalkwab en
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kleine amplitudes vooral aan de buitenkant van de pariëtaalkwab gere-
presenteerd. Daarnaast wordt het linkerdeel van het dartbord vooral in
de rechter hemisfeer en het rechterdeel van het dartbord vooral in de lin-
ker hemisfeer gerepresenteerd. Tenslote wordt in de pariëtale gebieden
de representatie vooral actief bij het voorbereiden van een beweging en
in de frontale gebieden bij het uitvoeren van een beweging. Zo zijn er
meerdere representaties voor oogbewegingen in het brein, die elk een
afspiegeling van de locaties in de sensomotorische wereld vormen.
hoofdstuk 3 : grijpbewegingen naar visuele en propriocep-
tische doelen
In de tweede studie (hoofdstuk 3), maakten proefpersonen grijpbewe-
gingen in de MRI-scanner met de rechterhand. De hoofdvraag van de
studie was: waar in het brein worden grijp-doelen oog-centrisch danwel
lichaam-centrisch gerepresenteerd?
Om dit te testen, grepen proefpersonen visuele doelen (twee lichtge-
vende blokken) of proprioceptische doelen (twee plekken op de linker-
hand). Hierbij is wel een referentiekader transformatie vereist, in het
bijzonder bij visuele doelen: van oog-centrisch (voor het visuele doel)
naar lichaam-centrisch (voor het aansturen van de grijpbeweging). Om
het oog-centrische referentiekader te testen, lieten we proefpersonen tel-
kens kijken naar verschillende plekken (net als in het voorbeeld van de
koffie en de krant). Enkel breingebieden die het doel in oog-centrische
coördinaten representeren veranderen hierdoor van activiteit. Hersenge-
bieden die een lichaam-centrisch referentiekader gebruiken veranderen
daarentegen niet van activatie. De methode die hierbij ontwikkeld is liet
het toe om de oog-centrische en lichaam-centrische predicties in detail te
testen. Zo konden we rekening houden met welke configuraties van oog
en doel hetzelfde zouden moeten zijn in een referentiekader en welke
verschillend zouden moeten zijn.
Wij vonden dat pariëtale gebieden zowel visuele doelen als lichaams-
doelen representeren in oog-centrische coördinaten. Frontale gebie-
den daarentegen representeren beide soorten doelen alleen in lichaam-
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centrische coördinaten. Slechts één gebied bleek te wisselen van refe-
rentiekader, namelijk een gebied vooraan de intrapariëtale sulcus, die
gezien wordt als cruciaal voor grijpbewegingen. Het wisselen van refe-
rentiekader geeft aan dat dit gebied mogelijk belangrijk is bij het transfor-
meren van referentiekaders bij grijpbewegingen. Eerder hebben anderen
aangetoond dat een gebied meer in het midden van de pariëtaalkwab,
betrokken bij wijzen, van referentiekader wisselt bij wijsbewegingen. Of-
tewel, waarschijnlijk hangt de plek van referentiekader transformaties in
de pariëtaalkwab af van de soort beweging die gemaakt wordt.
hoofdstuk 4 en 5 : wijsbewegingen met oog , hand en voet
In de derde en vierde studie (hoofdstukken 4 en 5) onderzochten we
hoe het brein wijzen met ogen, hand of voet representeert. Het doel
was om te bekijken waar deze ’effectoren’ op dezelfde, danwel verschil-
lende wijze, in het brein gerepresenteerd worden. Wijzen met de ogen
(eigenlijk kijken) en de hand zijn alledaagse bewegingen en zijn reeds
veelvuldig getest in voorgaande studies. De reden om de voet te testen
is dat oog en hand mogelijk tè verschillend zijn: de ogen zijn vooral voor
waarneming, de hand voor actie. Verschillen tussen oog en hand in het
brein zouden dus mogelijk ook door dit verschil, tussen waarneming en
actie, verklaard kunnen worden. De voet is echter nog een ’actie-effector’.
Oftewel, als eerder gevonden verschillen in het brein tussen oog en hand
voortkomen uit een waarneming-actie onderscheid, zou de voet door het
brein gecodeerd moeten worden als de hand.
Dit is op het eerste gezicht ook wat wij vonden. De achterste pari-
ëtale gebieden codeerden oogbewegingen, terwijl de voorste pariëtale
gebieden juist de hand en voet representeren. Hierbij codeerden de bui-
tenste pariëtale gebieden vooral de hand en de binnenste pariëtale gebie-
den vooral de voet. Echter, op basis van een nieuwe methode om fMRI-
activatie en fMRI-informatie resultaten te combineren, twee voorheen ge-
scheiden methoden in het veld, ontstond een genuanceerder beeld: alle
voorste pariëtale gebeiden codeerden ook de andere effectoren, zonder
een onderscheid tussen de twee (bijvoorbeeld, het hand-gebied codeerde
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ook de ogen en de voet, maar maakte geen verschil tussen de twee ef-
fectoren). Het zou daarom kunnen zijn dat deze pariëtale gebieden be-
trokken zijn bij het selecteren van bewegingen met de ogen, hand of voet,
waardoor de gebieden ook actief zijn voor de niet-dominante effectoren.
Gebieden verder naar voren in het brein, meer verantwoordelijk voor
het uitvoeren van de beweging, waren daarentegen enkel actief voor één
effector, alsof de selectie daar al gemaakt was.
conclusie
Opgeteld komt uit de vier studies het volgende beeld naar voren (zie
figuur B). Visuele informatie komt in oog-centrische coordinaten aan
in het achterste deel van de pariëtale cortex, waarbij verschillende de-
len gevoelig zijn voor verschillende visuele locaties. Deze zelfde gebie-
den zijn verantwoordelijk voor het aansturen van het oog. Vervolgens
wordt deze informatie geconverteerd naar lichaam-centrische coördina-
ten in de voorste pariëtale gebieden. De precieze locatie waar de trans-
formatie plaatsvindt hangt af van de beweging die wordt gemaakt: la-
teraal voor handbewegingen, mediaal voor bewegingen met de ledema-
ten (arm, been). De frontale gebieden coderen het doel vervolgens in
lichaam-centrische coordinaten om de beweging uit te voeren.
Echter, of het zo eenvoudig is, zal vervolgonderzoek moeten uitwijzen.
Vergelijk neurowetenschappelijk onderzoek met de ontdekkingsreizen
van Christopher Columbus. Columbus startte zijn reizen met het doel
om de westerlijke vaarroute naar Indië te ontdekken. Daar aangekomen,
noemde hij de inwoners daarom ’Indianen’. Echter, strikt gezien waren
de inwoners geen ’Indianen’; deze naam kwam voort uit de aannames
van Columbus. Hetzelfde geldt voor hedendaags neurowetenschappelijk
onderzoek: veel is gebaseerd op sterke aannames vooraf. Daardoor be-
staat de kans dat in de resultaten vooral de aannames, en niet zozeer
de data, spreken. Om de huidige aannames en interpretaties te toetsen
is meer onderzoek naar de aannames, meer data-gedreven onderzoek
en grootschalige data aggregatie nodig. Methodologische innovaties, in
deze thesis en elders, kunnen daarbij helpen.
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A C K N O W L E D G E M E N T S
Counter to his reports, Christopher Columbus was not the one who spot-
ted the America’s first. It was actually Rodrigo di Triana, the look-out of
the La Pinta, one of the ships. However, as the king and queen promised
a lifetime pension to the one to spot land first, Columbus unrightfully
claimed he already saw land hours earlier.
For my journey, I will not make such a mistake. All work following
from my PhD, in this thesis and elsewhere, was supported and inspired
by many people. To all of them, I owe my sincere gratitude. I will try to
formulate this gratitude in words, however limited words are, also for
this purpose.
Pieter and Ivan, thank you for guiding me on this journey. Pieter, thank
you for your inshakable trust and your continuous interest and support
for my creative and sometimes risky endeavours. I will miss you hop-
ping by in my office, and vice versa, and our subsequent conversations,
short and long, on science and non-science alike. Ivan, thank you for
your critical view and important insights. Thank you also for your di-
rect (and humorous) way of communicating your opinion, which never
stopped to amaze (and most of the time amuse) me. My stubborness
probably did not make me the easiest student to supervise, but I learned
much, from both of you, for which I am grateful.
Tobias and Simona, my companions on this journey, thanks for the fruit-
ful collaborations and for the opportunity to learn from you, your way
of work, and line of thought.
Dear Donders colleagues, I greatly enjoyed being a member of the Don-
ders family. Thank you for all the interactions, small (’Hi’ & smile in the
hallway, talk at the coffee machine) to large (sports events to full holi-
days together), in- and outside the office; I caress the memories. To you
all, as Bilbo‡‡ famously said it: "I don’t know half of you half as well as I
‡‡ J.R.R. Tolkien, The Fellowship of the Ring
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should like; and I like less than half of you half as well as you deserve."
(Which apparently is a compliment). Some particularly contributed to
the good time I had during my PhD, which I will mention next, with the
distinct danger of leaving important contributors unnamed.
Dear Adjmal, Dirk, Paul, Catalina, Verena, and Niels; dear roommates,
thanks for making my second home a warm home. Adjmal, thanks for
our in-depth conversations in the office, on science, but especially non-
science. I sincerily hope the conversations will continue for long after our
PhDs. Dirk, thanks for making our room the happiest in the Donders. I
hold warm memories of our early & late workdays (inc. pizza), early
swimming sessions, juggling practice, and mini-table tennis competition
(which I by the way won). Paul, thanks for your personal interest, your
good nature, and the good fun we had playing maxi-table tennis, in the
good old times when the tabletennis table still had its own room.
Dear Roemer, Sybrine, Sasha, Ivar, Sebo, dear fellow-PhD students from
(almost) the first day: thank you for enriching my time at the Donders.
Roemer, or ’Krolliebollie’ (assuming I am ’Krulliebullie’), thanks for be-
ing such a great and enjoyable guy and for all the great fun together.
Sybrine, thanks for being the beating heart of the DCC, always social, al-
ways smiling. Thank you both, together with Mark, Moniek, Anke Marit,
Jeanette, René, and Matthias M., for our awesome skiing-trips. Harrie Pot-
ter, deserts, banana’s, toilet paper, and the German language will never
ever be the same again. Sasha, thanks for your unrelenting eagerness to
discuss anything and everything. Ivar, thanks for being your wonder-
ful self and for our awesome trip to the US together with Verena. Sebo,
thanks for our theoretical discussions and for arranging the coffee the
first few years of my PhD, an underappreciated activity which in real-
ity constutited the social fabric of our research institute. Later additions
to the family, like Ricarda, Simon Jan, Matthias E., Peter, Joost, and Ruud,
thank you too for the fun time together.
Dear Sensorimotor and Intention & Action groups, thanks for being my
surrogate siblings. Thanks for the enjoyable group meetings (which I
really didn’t attent often enough), retreats, and other interactions. In
the Sensorimotor group, special thanks to Luc (a big source inspiration),
Femke (for the personal interest and support), Jurrian and Arjan (fellow
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’Tukkers’), Stan, Anouk, Tjerk, Romy, Bart, and Juliaan. In the Intention
& Action group, I wholeheartedly thank Arjen (my favorite bald giant),
Lennart (another source of inspiration), Florian (thanks for the fun collab-
orations and interactions), Miriam (goodness incarnated), Inge, Loek, Rick,
and Marius.
In addition, I had the pleasure to interact with other groups at the
Donders. First, I thank the AI department, especially theoretical AI, in the
persons of Pim and Iris, for all the fruitful collaborations and interactions.
Pim, thanks for all the opportunities you gave me to greatly broaden my
scientific horizon, a welcome addition to the inherent narrow focus of a
PhD. Second, I thank Marcel and Floris, two scientific examples for me.
Third, I thank the incredible supportive personel of both the DCC and
DCCN, especially Paul (always positive, especially early in the morn-
ing), the secretaries (finally freed from Sona!), Marek, and Pascal. Fourth,
I thank all the subjects I close to tortured in my experiments.
Other activities further enriched my time as a PhD student. Especially
setting up AKKU trainingbureau (special thanks to Dineke and Sara),
being a PhD- representative (thanks fellow representatives), and being a
member of the OR (special thanks to Henk and Peter, as fellow presidium-
members, Joop en Pepijn, as executive secretaries, and the PON members,
Gerine, Bart, Dorian, Gesa, and Daniela) further broadened my non-science
horizon. Moreover, I thank Artisa, in the persons of Louise and Celeste,
for the opportunity to write part of my dissertation on the Greek coast,
a few of the most productive, and relaxed, weeks of my PhD.
Finally, some great friends make my life all the more enjoyable and
gave me support when needed. Anco, Koen, Maarten, Mark, Crispijn, Wim
& Jessie, Thijs, Max, Jeroen, Sven, Joep, Maaike, Kimberly, Geert-Jan, Leon, Jos,
and others, thanks for the great times, during drinks, dinners, sports, in
discussions, gaming sessions, and other get-togethers. Dear family, thank
you for your unrelenting support and advice (and Nick, for graphical
support), either to temper or fuel me, it was all very much appreciated.
My dear Galina, since ’my’ became ’our’ life, life has never been the
same, in a way words cannot describe; I hope our life to continue for ever.
Thank you so incredibly much, for everything.
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Frank Leoné was born on 17 November 1984 in Hengelo, the Nether-
lands. In 2002, he started his studies at the Radboud University
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and law and taught courses on fMRI analysis methods, programming,
neurophilosophy, and neural networks.
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call of duty’ he was awarded the student decoration of the Radboud
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set out in his undergraduate and graduate dissertations, in- or outside
academia.
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