Abstract-Introducing automation into a managed environ ment includes significant initial overhead and abstraction, cre ating a disconnect between the administrator and the system. In order to facilitate the transition to automated management, this paper proposes an approach whereby automation increases gradually, gathering data from the task deployment process.
I. INTRODUCTION
Automated system management is becoming increasingly important for large-scale networks, particularly in the case of cloud computing environments, where the physical resources that are being managed can potentially be distributed across the world. System administration without the use of some form of automated system management (ASM) tool is now very difficult as the size and complexity of computer systems has expanded significantly [1] .
ASM tools help manage this complexity by adding a structured process to the task of management, allowing the administrator to create a set of policies that are com municated to the systems, or operating environment to be controlled, making the necessary changes without requiring the administrator to be on-site, and in some cases without requiring them to be involved in the deployment process at all. Such tools are increasingly ubiquitous in large businesses and data centers. One example is the open source tool, Cfengine, which claims to be in use by over 5000 businesses worldwide, including large companies such as AMD, Cisco and Nokia [2] .
However, a major disadvantage of current approaches is that many ASM tools introduce additional management overhead or abstraction, providing tools that use specific proprietary languages or a range of components, removing the administrator from the details of how the underlying management tasks are performed. This can make it more difficult for them to track where tasks have failed, as they may be left only with a single line alert, a raw output log, or even unaware that a task has failed until other related faults occur. Where such tasks fail, there is the potential that other dependent components may also be affected with propagation, causing system-wide failure. As the impact of even a single hour of downtime can have a significant financial cost for a large company [3] , it is important to ensure that such failures can be quickly traced, and where possible, avoided. By keeping the administrator in control of the details of how the task is deployed, and alerted when errors occur, the risk of failure propagation can be reduced.
However, in order to reduce overall management complexity it is still necessary to provide a framework for automation of management tasks. This paper addresses these issues by proposing a system through which the administrator can transition to automated management in stages. Previously manual deployment tasks can be individually added to the proposed ASM tool, and for each iteration of the task, the raw output is stored and anal ysed, providing a structured, expandable dataset called an indicator, and by comparing the indicators to the following task iterations, it is possible to identify expected patterns for success, and alert the administrator to encountered or new fault conditions. By adding a machine-learning layer using neural networks, the ASM can create fault mitigation strategies through alerting the administrator to deployment errors and analysing the approach taken to recover.
The remainder of this paper is composed as follows:
Section II details the related work in this area; Section III details the process of increasing automation in stages and how gathered feedback data can be used to inform the administrator of potential deployment issues; Section IV looks at the introduction of a neural network to enable learned responses to faults; and finally, Section V offers a conclusion on the approach and gives an overview of the future direction.
II. RELATED WORK
This section provides an overview of related research in the field of system administration and the categories of automated system management tools that have been researched and developed to address the complexities of management.
A. System administration
Until recently, it was still conunon practice in system administration to take a "hands-on" approach, where an administrator would spend significant time creating ad-hoc scripts for individual repeated tasks, with little structure pro vided for moving to any kind of automation system [4] . This may be due to two issues. The first is trust in automation, where concerns have been raised about the loss of control over the operating environment due to automated system management [5] and the reliability and dependability of the automation solution itself [1] . The second is the issue of the irony of automation [6] ; namely that introducing automation does not necessarily reduce management difficulty, and can, in fact, create more complexity [7] , making this a barrier to entry for many administrators.
Collaborative tools have been suggested as a way of tackling the increasing knowledge base that administrators now need to be effective in their work [8] . While this can be very useful in gaining solutions to specific problems, much of the work performed during the day to day running of an enterprise system consists of frequently repeated but time consuming tasks [9] . System management can be implemented with different degrees of automation, ranging from completely manual management to fully automated, with no input required from the administrator [10] . Researchers at IBM have identified five broad categories describing distinct levels of automation [11] , which are widely accepted within the research commu nity: 1) Manual: At this level, all system management and deployment tasks are performed by the administrator.
2) Managed: Some of the task steps are automated, with tools being used to provide the administrator with some of the input data that they need.
3) Predictive:
The system is able to provide the required data and is able to recommend actions to the admin istrator.
4) Adaptive:
Administrator interaction is reduced as the system monitors and controls itself, but alerts the administrator to scenarios that is unable to handle directly.
5) Autonomic:
The system is able to manage and heal itself, with the administrator providing policy defini tions, but being removed from the underlying system management.
As the degree of automation in system management increases, the complexity involved in creating such sys tems also increases, as they require more input data and knowledge of potential scenarios to reduce the need for administrator intervention.
Managed and predictive scripting environments such as LCFG [12] and Quattor [13] provide an environment for the manual creation of new or stored scripts, which can be applied to as many or as few nodes in the operating environment as required, with a centralised configuration file that describes the entire operating environment. The benefit of this approach comes in having a way to monitor and deploy the scripts that have been created across the network. By including monitoring agents in each node, the administrator can be alerted to their current status, which can help them make decisions in how to control the environment. However, this is still a highly involved process for the administrator, as they must use meticulous planning to ensure that the scripts perform the operations as expected.
This leaves the ASM open to the influence of human error, such as deploying scripts to the wrong node or incorrect configuration.
Adaptive ASM solutions use rule-based management to allow the administrator to provide global and specific rules for the deployment and configuration of nodes in their operating environment. Tools such as Cfengine [14] and Puppet [15] consist of a centralised policy distribution server with a set of agents on each node that connect to the server and update their local policies according to their assigned definitions. These policies are written in a declarative lan guage, allowing the administrator to describe a problem at a high level and let the agents complete the task of deployment and configuration without their intervention. The drawbacks of this approach are that the administrator is obscured from what is happening on each node, as they are individually responsible for ensuring their configuration is correct, and there is little feedback to the administrator of the current status of a management task, particularly when errors occur, increasing the recovery time.
The highest level of automation is provided by an au tonomic system. Autonomic computing is an initiative as sociated most commonly with IBM [16] [17] . It describes the ability of a system to self-configure, self-heal, self optimise and self-protect. This initiative is used as the basis of the IBM Tivoli Management Framework [18] . Each managed element in the operating environment, whether hardware or software, is managed using a control loop, which is responsible for monitoring the element state and making decisions on how to manage it, based on a set of administrator-defined policies. However, it has been noted that self-management can be a problem in itself due to the increased complexity and the need for management of management [19] . Autonomic systems also remove the administrator from many of the regular tasks of management, which can mean that a fault in the autonomic system can be difficult to trace and errors caused by this can propagate through the environment as the administrator is finding the original problem.
III. ITERATIVE AUTOMATION WITH INDICATORS
As outlined in Section II, performing manual system management is difficult due to the size and distribution of modern computing infrastructures. Conversely, while mov ing to an ASM tool that offers a higher level of automation provides a way to more effectively manage the complexity of large-scale operating environments, it has the side-effect that it abstracts the underlying deployment task details from the administrator, which could potentially make faults harder to trace. By taking the novel approach of increasing automation over time, it is possible to keep the administrator in con trol of the automated tasks, while gradually reducing their involvement in the automatable decisions and unimportant output data. Iterative automation can be described as the process of increasing the level of automation over time, starting with the administrator performing the manual steps of a man agement task in a managed ASM tool, and then increasing automation in stages, the objective of which is to reduce the occurrence of routine management tasks and redundant, overloaded messages, while enabling automated recovery strategies learned from the administrator's best practices.
In order to avoid abstracting the administrator from the environment they are controlling, the manual instructions should be preserved as a parameterised script, allowing them to perform the same commands repeatedly. By adding a predictive layer, including monitored data from the operating environment and a set of rules, the ASM can then make decisions on how to configure the task and what nodes to target, further removing the administrator, but keeping the same set of instructions.
However, as most management tasks complete success fully once the steps have been defined correctly and most of the output is repeated frequently, the administrator no longer needs to analyse the output of every step. By allowing the administrator to configure how much of the task output they receive, they are better able to prioritise their time to cope with errors. This should be possible on a task-by-task basis, as, for example, the deployment of one piece of software may have a completely unique set of issues, even with a different version or configuration of the same software.
While the administrator may only need to be alerted if an error arises, it can be difficult to know which output pertains to the error. In the example of software deployment, the syntax for the logging of errors for one piece of software might be completely different to another. By creating a pro cess where error output can be differentiated from expected output, varied task outputs can be analysed consistently.
As part of the process of increasing automation, a set of data associated with each deployed task is aggregated and improved over time. In the proposed system, this is described as an asset, which is stored in a database and can be used by the ASM tool to deploy a task multiple times. An asset consists of a number of connected pieces of information:
• Descriptor: Provides an overall description of an asset, such as its name and type, along with any additional parameters that are unique to the asset, for example, specific configuration options.
• Resource: Points to where any resources that are needed for the deployment of the asset are stored. This can be a package of software binaries, a virtual machine disk image or operating system install disk.
• Command: Describes the commands that can be per formed with the asset, such as installation, removal or reconfiguration. This is linked to a script template which can be used to perform the associated command when deployed as a management task.
• Indicators: For each command, there are an associated set of indicators which describe the expected output, providing feedback and alerting the administrator to deviations from this output.
Indicators are built using the output data from the process of deploying the asset. The raw output is parsed to create a specific structure, allowing very different task output sets to be stored and referenced in a generic manner. Each indicator has the following structure:
• ID: A unique identifier for referencing each indicator.
• Output Type: Class of message that is output, thus alert ing the administrator to the status of the deployment.
There are five general classes that all messages are stored as: Information, Success, Warning, Error and Unknown.
• Action Type: The type of action that the output data de scribes. This is based on a set of administrator-defined keywords that are used during parsing to identify what instruction is being performed. If there is no discernible action type, the indicator defaults to 'none'.
• Condition: The set of conditions under which the indi cator describes the current output. Figure I.
Output data from multiple runs of a given task combined to form Indicators
Occurs -A numbered range of the frequency a parameterised message may optionally occur in sequence.
Includes -If the output includes a particular indi cator ID, then this indicator will also occur.
Fail -If the command described by a particular indicator ID has failed, this indicator will describe the fault output associated with it.
• Message: A parameterised form of the expected mes sage which is used for comparison with the current output.
As the same task is performed multiple times, the indica tors are expanded with any changes in the output data, such as previously unseen error conditions, as shown in Figure   1 . This analysis involves identifying which lines of output indicate a successful deployment step and which provide a warning of problems that have occurred, along with their severity. Variables can also be introduced where the output will vary between runs, such as timestamps or file paths.
Using a system of Deployment With Indicators (DWI), the set of indicators can then be used in the action deployment process, where they are compared to the raw output data from the deployed task, both improving the indicators and feeding any relevant information about the status of the task back to the administrator. The process is shown in Figure 2 and the stages are outlined below:
1) The administrator defines an asset, providing a script template to perform the deployment action and creat ing a link to any required resources. Assets may be modified and refined as automation increases.
2) The administrator requests the deployment of an asset through the ASM tool, adding any additional config uration parameters and targets as required.
3) The ASM tool retrieves the asset data required for the deployment and fills in the parameters in the script template.
4)
The finalised script is sent to the deployment daemon on the target system and executed, fulfilling the de-
Using indicators in the deployment process for improved feedback and increasing automation over time ployment request.
5)
The daemon responsible for running the deployed script gathers the raw output data and returns it to the analysis component.
6) The analysis component retrieves the indicators as sociated with the deployed asset and compares the raw output line-by-line to them, checking for matches and inconsistencies. Any previously-unseen output is parsed for parameter variations and error conditions.
7)
The indicators are updated with any new output and condition changes.
8)
A summary of the output is returned to the automa tion tool, highlighting warnings, error conditions and unexpected data.
9)
The administrator receives some, most or all of this output, depending on the level of task feedback that they configure (on a per asset, deployment task, or global level).
As the administrator is deploying management tasks, a neural network structure is operating with the data from the output analysis component. Using machine-learning tech niques, it acquires the knowledge on how to tolerate and recover from task deployment errors, eventually without direction from the administrator:
10) The neural network is provided with the output from the task as well as the commands that created the output.
11)
Initially, the administrator is alerted to unlearned sce narios and is requested to input classification for the errors that were encountered and a new deployment task to mitigate the faults of the initial task. This process is repeated until a learning threshold has been met.
12)
Once the threshold has been met, the neural network is able to interface directly with the ASM tool and create its own fault mitigating management tasks based on the learned responses to failure scenarios.
IV. MACHINE-LEARNING FOR ITERATIVE AUTOMATION
Neural networks consist of simple processing elements that can accomplish complex computations by intercon necting with each other. The earliest work focused on engineering and investigating Neural Networks is attributed to McCulloch and Pitt in their 1943 publication of a logical calculus for nervous activity [20] . One application of neural networks is in solving classification problems. A classifica tion problem concerns how to identify patterns in raw input data elements X = (Xl, ... ,Xn) and assign them to higher level, a priori labels Y = (YI, ... , Yn). It is then easier to make decisions using the higher-level labels as opposed to the raw input data. The goal is to discover functions F that map the data to the labels, F : X -7 Y.
To apply this towards realising iterative automation, a single layer, supervised neural network was designed, which uses basic boolean logic for activation rules and a feed forward algorithm for learning and automation. There are three neurons in this layer, each of which take a pre correlated command and output from a deployed task as the two inputs. These three neurons are defined below with their different activation rules, memory updates and outputs, the outcomes of which are summarised in By feeding this neural network with the commands and output from all tasks deployed using the ASM tool and letting the administrator provide feedback and alternative commands in situations where the suitable response cannot be extrapolated from the existing knowledge base, it is possible to ensure that, given the same conditions in a future deployment in a task, the ASM tool will respond to faults in a predictable, pre-determined manner without requiring further intervention by the administrator.
V. CONCLUSION AND FUTURE WORK
At this point in the research, a custom automated system management tool has been built that follows the principles outlined in this paper, including the process of iterative automation through the definition of assets and using these as a method of performing previously manual tasks, allowing output data to be captured and analysed. Indicators have been created from this data and used for comparison against the output of further deployments of each task.
This approach for output data analysis is novel, and when compared to other existing automated system management tools, improves the quality of feedback by providing the administrator with a way of controlling how involved they are in the deployment process. They do not necessarily have to be involved in the automated task directly, and can instead choose to be provided with an alert.
By including a neural network to gather knowledge from the management task output and allowing it to learn from the responses of the administrator, it has been shown that the level of automation can be increased further, but al lowing the administrator to remain in control of how the automated system management tool will respond to different fault conditions. To evaluate this approach, it is planned to compare the level of automation against the quality of feedback received for the custom ASM tool and analyse this in relation to a range of other existing ASM approaches.
In future, the neural network can be expanded to use backwards propagation in order to perform analysis of the root cause of faults that occur during the deployment pro cess. The goal of this would be suggest possible mitigation strategies to the administrator, and eventually, to allow the ASM tool to respond to some previously unseen faults without the involvement of the administrator.
