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Abstract 
Environmental concerns and demands for energy efficiency have prompted 
building designers to reconsider natural ventilation rather than mechanical 
ventilation and air conditioning. Natural ventilation can be brought about either by 
wind pressure or by buoyancy forces generated by temperature differences. This 
research addresses buoyancy-driven flows in a displacement ventilation regime. 
Buoyancy-driven displacement ventilation occurs when thermal plumes, which 
form above heat sources such as occupants and electrical equipment, cause 
warm, buoyant air to accumulate in the upper part of a space forming a stratified 
layer. This layer drives a flow out of openings at high level which then draws in 
fresher air through low level openings. The design of such ventilation strategies 
must ensure that the layer of stratified air is able to drive a sufficient airflow rate 
and that the lower level of the stratification remains above the occupants' 
breathing zone. 
Computer models can be used to assist with the design of naturally ventilated 
buildings. One such tool which has seen increased use with the advent of faster, 
more affordable, desk-top computers, is Computational Fluid Dynamics (CFD). 
CFD is a detailed airflow modelling technique which solves the governing 
equations of air motion to give predictions of, primarily, pressure, velocity and 
temperature at many locations throughout the geometry under consideration. 
However, literature to-date points to short-comings in the capabilities of CFD for 
modelling buoyancy-driven flows. 
The aim of this research was to evaluate the accuracy with which CFD is able to 
model buoyancy-driven flows. This has been done by defining three simple 
benchmark cases for which both analytical results and salt bath modelling 
measurements exist. These fundamentally different modelling techniques enable 
two distinct mechanisms for evaluation. The benchmarks comprise rectangular 
spaces with point and line sources of buoyancy (heat input) on the floor and 
openings to the outside air in the top and bottom. The CFD simulations were 
carried out using the code CFX which comprises solution and modelling 
techniques (such as turbulence modelling) which are typical of many commercially 
available CFD programs. 
The program gave favourable predictions for the level of the horizontal interface 
between the warm and cool air, the temperature change across the interface, and 
the air change rates and flow patterns. Some discrepancies existed in modelling 
the buoyant plumes produced above the heat sources when using the standard 
k-F, turbulence model. These were reduced when employing the more recent 
k- F, model based on renormalisation group theory. 
The work has shown that careful control of the solution process is needed when 
modelling buoyancy-driven flows and that care is needed when specifying the 
conditions at the boundaries separating internal and external air. The work offers 
guidance to others wishing to use the benchmarks and suggests how these 
techniques could be used for modelling buoyancy-driven flow regimes in real 
buildings. 
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It is necessary to provide buildings with adequate ventilation to ensure both 
removal of stale air and the supply of fresh air for occupants. This can be 
provided in different ways, which include: mechanical ventilation, in which fans 
and ducts are used to move large volumes of air with or without heating the air; 
air-conditioning, in which the temperature and humidity of air, supplied via fans 
and ducts, is fully controlled; and natural ventilation which harnesses the naturally 
occurring driving forces of wind and buoyancy. It is also possible to use a hybrid 
approach which uses both natural forces and mechanical means (usually fans). 
These are known as mixed-mode systems. 
The main disadvantages of air-conditioning are: cost, in terms of capital, running 
costs and maintenance; and the large amount of space required to house the 
necessary equipment. Furthermore, there is evidence to suggest that air- 
conditioning systems are more likely to cause occupant health complaints than 
natural or mechanical ventilation (Wilson and Hedge (1987)). 
Given today's efforts to reduce energy usage and C02 emissions, there is an 
increasing trend to move away from air-conditioned buildings. Consequently, 
many architects and building designers have turned their attention towards 
naturally ventilated or mixed mode techniques. Although such buildings use 
innovative techniques, many have been completed with a high degree of success 
(Jones et al. (1998)). 
Due to the non-predeterminate nature of natural ventilation systems, much care is 
needed at the design stage to ensure that the ventilation strategy will perform 
successfully under foreseeable climatic and occupancy scenarios. In particular 
that acceptable air change rates will be obtained. Predictions of such parameters 
are much easier in a mechanical ly-driven system since the designer knows, to a 
high degree of accuracy, the volume flow rates produced by the various 
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components that make up the system. When designing natural ventilation 
strategies however, the only way to predict the flow rates is by means of either a 
physical or mathematical model. This thesis concerns models of both types. 
Physical modelling has been carried out successfully by researchers at 
Cambridge University (e. g. Lane-Serff et al. (1991)) using the salt bath modelling 
technique whereby perspex models of a building are inverted and submerged in a 
tank of fresh water with brine solution used to represent temperature differences. 
The brine is dyed to enable flow visualisation. This technique enables air change 
rates and temperature differences to be predicted. However, it does not lend itself 
well to addressing 'what if' type of questions. 
Since the advent of more powerful, affordable, desk-top computers, another tool 
has become accessible to designers - Computational Fluid Dynamics (CFD). This 
technique considers the airflow in a space by dividing the space into small cells 
and solving the equations which govern the airflow and temperature distribution in 
each one. This offers the immediate advantage over the salt bath modelling 
approach of being able to provide information about the flow at many positions 
throughout the domain of interest. It also enables changes to the geometry and 
operating conditions to be made more easily, offering an ideal tool for 
investigating many ventilation options early in the design process. 
References cited in the thesis point to limitations in the CFD technique for reliably 
modelling buoyancy-driven flows. These can be attributed to: the small forces 
responsible for bringing about buoyancy-driven flows in buildings which can cause 
instabilities in the solution process; knowledge still lacking in how to accurately 
model turbulence; and the best way of solving the set of governing equations. 
Consequently there is still much scope for validation and improvement of CFD 
codes in the field of buoyancy-driven flows. 
1.2 Alms of the Research 
The main aims of the research were as follows: 
3 
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to evaluate the accuracy of CFD for modelling buoyancy-driven 
displacement ventilation flows by considering the flows in simple 
geometries and comparing the results with experimental and analytical 
predictions of bulk airflow patterns, stratification, and vertical 
temperature gradients; and 
4P to provide guidance on the use and reliability of CFD techniques for 
modelling buoyancy-driven flows. 
This thesis is intended to make a significant contribution to the detailed evaluation 
of CFD applied to buoyancy-driven displacement ventilation. It is intended that 
the techniques adopted for obtaining the results will be useful to others wishing to 
model similar flows, and that some of the aspects of CFD responsible for 
inaccuracies and modelling short-comings will be identified, thereby highlighting 
areas for improvements in CFD code development or where further research is 
needed. 
1.3 Research Methodology and Thesis Content 
After selecting a suitable CFD code for use in this research, it was applied to 
buoyancy-driven flows in simple (easily defined), idealistic spaces. The 
predictions were compared with the results obtained using the salt bath modelling 
technique and the analytical model for that particular flow (both due to Linden et 
al. (1990)). Both of these modelling techniques are fundamentally different, 
thereby offering two distinct mechanisms for validation. 
In Chapter 2 the motivation for this research is presented followed by a summary 
of the various techniques available for modelling airflows in buildings. A review of 
the literature dealing with the application of CFD to airflows in buildings, with 
emphasis on buoyancy-driven flows, is then presented. An explanation of how a 
suitable CFD package was selected is given in Appendix A. 
Chapter 3 presents the analytical predictions and salt bath modelling of buoyancy- 
driven displacement ventilation with which the CFD results are to be compared. 
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Since these flows are driven by buoyant plumes, much of the chapter is devoted 
to the theory of their behaviour. 
Chapter 4 describes the mathematical models of the CFD code used in this 
research, namely: mass, momentum and heat transfer; buoyancy effects; 
turbulence modelling; and boundary conditions. The solution techniques and 
algorithms used to solve the equations presented in this chapter are given in 
Appendix D. 
The results of the inter-model comparisons are given in chapters 5,6 and 7. Each 
chapter defines a separate benchmark case: Benchmark 1- 2D modelling; 
Benchmark 2- 3D modelling of a line source; and Benchmark 3- 3D modelling 
of a point source. 
To condense the findings presented in the three results chapters, Chapter 8 is 
given over to a discussion of the important findings. This is done by offering 
guidance on how to model the three benchmarks and the accuracy that can be 
expected from the results, followed by suggestions as to how this might affect 
CFD modelling of airflows in more complex (real) spaces. In doing this it also 
suggests areas of research that would benefit from further work. The conclusions 
of the work, drawn mainly from Chapter 8, are then given in Chapter 9. 
References cited throughout the thesis are provided immediately after Chapter 9, 
followed by a bibliography comprising all publications by the author attained 
during the course of this research. 
5 
Chapter 2 
Natural Ventilation and Computational 
Fluid Dynamics 
2. Natural Ventilation and Computational Fluid 
Dynamics 
2.1 Preamble 
This chapter explains the motivation for the research by considering the evolution 
of natural ventilation in temperate/cool climates. Having established the birth of 
naturally ventilated buildings in a modern context, details of how the airflow in 
such buildings can be modelled are given. 
The chapter begins by outlining the need for ventilation. The use and 
development of ventilation systems through history, with an emphasis on natural 
ventilation strategies driven by buoyancy, is given in the next two sections. The 
following section presents the various methods available for modelling natural 
ventilation and outlines the advantages and disadvantages of each. A final 
section then reviews the use of computational fluid dynamics (CFD) for modelling 
airflows in buildings, paying particular attention to buoyancy-driven flows. 
2.2 The Need for Ventilation 
In today's technological society, the average person spends more than 90% of 
their time indoors (Awbi (1991)). It is therefore imperative, for acceptable human 
performance and well-being, that comfortable environments are maintained. 
Human comfort involves many parameters which include adequate fresh air 
provision (and exhaust of stale air) and maintenance of satisfactory temperatures. 
Air exchange is necessary to remove stale air and odours, dilute the products of 
combustion (and respiration), remove harmful chemicals, and combat excess 
heat. Necessary ventilation rates vary according to the usage of a space, and 
there is legislation which governs minimum fresh air requirements. 
Recommendations for minimum fresh air supply rates are given in volume A of the 
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CIBSE Guide (1986). For example, in cellular offices, average residences and 
most dance halls, the recommendation is for a minimum fresh air supply rate of 12 
litres per second per person. 
2.3 Ventilation -a Brief Historical Review 
Ventilation can be brought about either by mechanical means whereby large 
volumes of air are moved around a building by fans, or by natural means where it 
is driven by wind effects on a building and by temperature differences between 
internal and external air. 
Natural ventilation occurs in almost all dwellings whether it is consciously intended 
or not. The earliest form of ventilation is probably that occurring in cave dwellings 
whereby the effects of wind would cause 'exchange flows' at the cave entrance. 
This bi-directional movement of air would remove stale air and replace it with fresh 
air. Caves also offered a natural cooling effect due to the absorption of heat into 
the rock which was important during the day in very hot climates. Camp fires 
used for warmth during the evening and winter continued to provide ventilation in 
the absence of wind - the large upward buoyancy forces produced by the fire 
would drive air out of the cave along its soffit causing fresh air to enter and take its 
place. A similar phenomenon also occurs in houses with open fires where air is 
drawn into the room through cracks in the building envelope to replace that which 
is exhausted via the chimney. Of course this type of natural ventilation offers little 
or no control over the amount of fresh air entering the space or, more importantly, 
the temperature of this air. Consequently draughts can be a major problem in 
older houses. 
Until the early 19th century very little (formal) consideration was given to the 
ventilation of buildings in Britain. Some of the earliest attempts to control 
ventilation in large buildings can be found in the House of Commons building in 
1836 (see CIBSE, 1997) and the Octagon in Liverpool in 1867 (Banham 1984). 
These buildings used fires to drive large volumes of air upwards through 
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chimneys. This thermal syphon effect was able to 'pull' stale air out of the 
occupied spaces through openings placed in the ceiling, and into ducts that lead 
to the base of the chimney. Fresh air, which could be pre-warmed using heat 
from a steam boiler, was then drawn into the space through low-level openings. 
The use of heat sources to drive airflow requires sufficient space for the hot air to 
move uninhibited. Sufficient space could not always be found, especially in 
complex structures comprising many rooms. Consequently, research into fan- 
forced ventilation, which would drive the same volumes of air through smaller 
ducts, began receiving attention. Initially powered by steam and later gas, these 
fans and their necessary plant were so heavy and large that the only suitable 
location for them was in basement areas. This raised questions over the 
'roundabout and unscientific" way in which air was drawn downwards into the 
basement over long distances from spaces high up in the building. This problem 
was resolved by the electrification of the 1880s which meant smaller plant sizes 
could be achieved, and even enabled fans to be placed in the room that was 
being ventilated. 
During the 19th Century, the use of fans to ventilate large buildings such as The 
Royal Victoria Hospital, Belfast (Banharn 1984) increased. Also, the large 
buildings necessary to house the heavy industry of the 1890s made it harder to 
get fresh air into the centre of the space by natural means, so again, massive 
ductwork was needed. 
Using a ducted air system with fans it was also possible to exercise far more 
control over not only the distribution of air around a building, but also its 
temperature. Gas powered boilers were used for winter heating and methods for 
summer cooling were investigated. The latter initially involved placing ice in intake 
1 Banham (1984) attributes this quote to The Building News, June 9,1882: 'A Note on Hospital 
Ventilation', p. 709. 
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ducts. Later, the use of a refrigeration plant to cool coils was used. It soon 
became evident however, that this did not always bring about comfortable 
conditions - the higher levels of humidity that resulted were a particular problem. 
Fuelled by the intense desire to make buildings more healthy and comfortable 
(rather than more energy efficient), the concept of full air-conditioning was 
addressed. 
The earliest fully air-conditioned building is believed to be the Milarn Building in 
San Antonio, Texas, completed in 1928 (see Banharn 1984). This comprised a 
large refrigeration plant in the basement with air-conditioning plant distributed at 
regular height intervals over the twenty-one storey building. 
The availability of reliable electric lighting in the early 1900s with its lower heat 
output helped deeper floor plans to be realised, which could be ventilated and 
cooled successfully using the new air-conditioning systems. Full air-conditioning 
quickly became the preferred method of controlling the indoor environment in 
large, non-domestic buildings - it was relatively easy to control and its operation 
simple to understand. Tall, rectangular 'sky-scrapers' rapidly emerged (e. g. the 
United Nations building, New York, in 1970). The size of air-conditioning plant 
required in such buildings can amount to several entire floors. 
In the UK, the economic boom of the 1980s saw the appearance of opulent air- 
conditioned buildings such as the Lloyds building and the Canary Wharf Tower, 
both in London. However, people had begun to complain that they were not 
comfortable in their artificial environments. Complaints included: nausea; eye, 
nose and throat irritations; headaches; tightness of the chest; and general fatigue. 
This lead to the term 'sick building syndrome' (Raw et al. (1992)) and even to 
certain buildings being referred to as 'sick buildings. Amongst other parameters, 
sick building syndrome is often attributed to poor air quality brought about by 
insufficient ventilation, or poor maintenance of ducted air systems. 
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Recently, employers have become increasingly aware of the high costs 
associated with running an air-conditioned building (see BRECSU 1998 for an 
example of costs) and the amount of physical space required to house the 
equipment. 
Proposals by the Department of the Environment in 1993 to reduce energy usage 
in buildings by limiting the use of air conditioning in large, non-domestic buildings 
(CIBSE, March 1993), and concern over ozone depletion, have encouraged a 
significant transition to more energy efficient (non air-conditioned) buildings. 
2.4 Ventilation - Some Modern Practice Examples 
Now that the way has been signalled for energy efficient, naturally ventilated 
buildings, architects and engineers have began revisiting the natural ventilation 
strategies of over 100 years ago, and 'reinventing' them in a modern context. The 
quest to introduce more natural light into buildings also offers opportunities for 
natural ventilation. Atrium spaces, although not usually designed with energy 
efficiency in mind, offer ideal circumstances in which buoyancy-driven natural 
ventilation can take place (Figs. 2.1 and 2.2). 
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WARM IN, 
AIR 
Figure 2.1 Natural ventilation by means of a central atrium space (arrows show intended direction 
of airflow driven by buoyancy). 
IR 
Figure 2.2 The library at Anglia Polytechnic University incorporates atria to bring about stack- 
induced cross ventilation. (Photograph Tony Weller/Builder Group). 
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The recently published CIBSE Applications Manual: "Natural Ventilation in Non- 
Domestic Buildings" (1997) contains many examples of buildings that are naturally 
ventilated. Amongst them is the new Learning Resource Centre at Anglia 
Polytechnic University completed in September 1994, which comprises four 
storeys with two central atria. The space is cross ventilated, in winter by means of 
enclosed perimeter heaters which draw in outside air through trickle vents. The 
air then moves across the floor plate and is drawn into the atrium spaces by the 
induced 'stack effect' (Figs. 2.1 and 2.2). Stale air is then exhausted at the top of 
the atria. When no pre-warming is required, the stack effect in the atria is used to 
draw in outside air through open windows at the perimeter of the surrounding 
office spaces. 
The Engineering School at De Montfort University in Leicester, designed by Short 
Ford and Associates (Fig. 2.3), is said to be "one of the most important projects of 
the 1990s" (CIBSE, October 1993) due to the way "it could influence a new breed 
of environmentally sensitive buildings". The building utilises different forms of 
natural ventilation, for example, shallow plan electrical laboratories are cross 
ventilated, but due to the deep plan nature of the central section of the building, 
natural ventilation is by stack effect induced by large exhaust chimneys. The two 
auditoria are also ventilated in this way. In the auditorium spaces, fresh ambient 
air enters via a plenum below raked seats (after pre-warming if necessary). A 
layer of warm air then forms just below the ceiling caused by the internal heat 
gains produced by occupants, electrical equipment, and lighting. This drives a 
flow out of the exhaust stacks, drawing in more fresh air below the seats as it 
does so. At the design stage of this building, salt bath modelling was used to gain 
confidence in the proposed natural ventilation strategy (see §2.5.4 for further 
details). 
13 
Chapter 2 Natural Ventilation and Computational Fluid Dynamics 
U 
(a) (b) 
Figure 2.3 The School of Engineering at De Montfort University, Leicester: 
(a) south elevation showing air inlets to an auditorium, (b) exhaust stacks from the central 
concourse. 
(Photographs: Peter Cook). 
The Inland Revenue Headquarters building in Nottingham (Fig. 2.4) adopts a 
mixed mode ventilation strategy. Upward moving air in the stacks located on all 
four corners of each building draws air across the floor plates and into the stacks 
where it is exhausted at the top. Air passes into the building through occupant- 
controlled windows and perimeter inlets in the floor where the flow can be assisted 
by fans if necessary. Placed at the top of each circular stack is an umbrella-type 
'lid' which can be raised or lowered to control the volume flow rate of air through 
the space. 
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Figure 2.4 The Inland Revenue Headquarters in Nottingham shows 
the corner 'turrets' used for natural ventilation. (Photograph: J. Patronis). 
Since modern naturally ventilated buildings use innovative ventilation strategies 
which have not yet been 'tried and tested', it has become important to establish 
modelling tools capable of predicting the airflows and temperature distributions in 
these buildings. 
2.5 Modelling Natural Ventilation 
It is more difficult to size a natural ventilation system than it is a mechanical 
system, because in the latter, the designer has accurate information regarding the 
volume flow rates produced by items of equipment (fans, diffusers, duct 
combinations). In contrast, there is much more uncertainty regarding, for 
example, the combination of opening sizes and buoyancy-producing heat loads 
required to drive a certain volume flow in a naturally ventilated regime. It is 
therefore important that some form of model, physical or theoretical, is used to 
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optimise key parameters, such as opening sizes and their position, prior to 
construction. The following techniques can all be used to aid the design of 
naturally ventilated buildings: Empirical Air Tightness Method, Simplified 
Theoretical Models,, Zonal Models; Salt Bath Modelling; Wind Tunnel Testing, and 
Computational Fluid Dynamics. 
2.5.1 Empirical Air Tightness Method 
This is a very approximate method for estimating the rate of air infiltration into a 
space. The method uses extensive measured data which has allowed average 
infiltration rates to be correlated with building air tightness (envelope leakage rate 
at an applied pressure difference of 50Pa). Based on estimates of air tightness, 
overall infiltration rates can then be calculated as a function of the surrounding 
terrain and prevailing meteorological conditions. 
2.5.2 Simplified Theoretical Models 
In these models a single equation is used to estimate the total airflow rate into a 
space, q, where 
qv = ELA x s(h) ach". (2-1) 
The effective leakage area, ELA, is a measure of the air tightness of a building at 
a (reference) pressure difference of 4Pa. This is extrapolated from 
measurements made at an applied pressure difference of 50Pa. s(h) comprises 
factors that account for the flow into or out of a space due to temperature 
differences and wind. Use of this model is exemplified by Sherman (1980). 
2.5.3 Zonal Models 
Zonal models enable a building to be divided into several discrete zones 
connected by flow paths. A zone may be used to represent a room or corridor 
while flow paths might represent open doors, windows, and cracks (infiltration). 
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A set of equations to represent the mass flow q, between adjacent zones and 
between the interior and exterior are then defined by considering the pressure 
differences AP between the two zones. These possess the following general 
form: 
C(, &P) 
where C and n are constants. 
(2-2) 
Pressure differences responsible for driving mass flows through openings on a 
building fagade are brought about by the wind: 





P= wind pressure on fagade relative to the static pressure of the free W 
wind; 
P= density; 
C". = pressure coefficient due to wind; and 
V= wind speed, 
and by temperature differences (stack effect): 
t 




PS = pressure difference due to stack effect; 
PO = reference density of air; 
g= acceleration due to gravity; 
Ah = height difference between high level and low level openings; 
Text = external air temperature; and 
T= internal air temperature. int 
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This yields a total driving pressure (pressure difference) between the interior and 
exterior domains of AP = P, + Ps. This pressure difference drives a mass flow of 
q according to Equation (2-2). The flow problem is then solved by ensuring that 
the sum of all the mass fluxes between a zone and its surrounding zones equate 
to zero, i. e. that the total flow entering each zone is equal to that leaving. Values 
of pressure in each zone are then found. 
Examples of multi-zone models can be found in Walton (1994) and Allard (1990). 
Such models can be integrated with dynamic thermal simulation programs such 
as ESP-r (ESRU (1996)) which can be used to predict the variation with time of 
internal temperatures and other building energy related parameters. 
2.5.4 Salt Bath Modelling 
This is an experimental technique whereby perspex models of buildings (typically 
at a scale between 1: 20 and 1: 100) are inverted and placed in a large tank of 
fresh water. Brine solutions are then injected into the model to represent sources 
of heat. Using an inverted camera and dye to colour the brine, the flow 
characteristics can be visualised. The justification for the use of brine and the 
various scaling techniques necessary to obtain quantitative full-scale data such as 
air change rates, are given in Chapter 3. 
Salt bath modelling has been used to assist at the design stage of several 
naturally ventilated buildings. For example, the School of Engineering at De 
Montfort University, Leicester (Lane-Serff et al. (1991)), the Cable and Wireless 
building in Coventry (Edwards et al. (1994)) and the New Energy Efficient Office at 
the Building Research Establishment, Garston (BRE Compact Disc (1997)). 
The salt bath technique has also been employed for validating analytical models 
based on plume theory which can be used to predict some of the main 
parameters determining buoyancy-driven flows. 
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2.5.5 Plume Theory 
This analytical method is rarely used alone for predicting airflows in buildings and 
was therefore not included in the list immediately preceding section 2.5.1. 
However, it was an integral part of the validation process in this research and is 
therefore introduced here. Further details are given in Chapter 3. The method 
can be applied to natural ventilation of simple geometries containing clearly 
defined sources of buoyancy such as line or point sources. The heat sources 
produce rising plumes for which equations are now well established (Shmidt 
(1941), Morton et al. (1956), Baines and Turner (1969), and Baines et al. (1990)). 
The method begins by postulating a flow pattern and then uses the plume 
equations for volume, momentum and buoyancy flux to establish macroscopic 
parameters such as positions of stratification interfaces, and temperature 
gradients across such interfaces. It is also possible to use the plume equations to 
find properties such as air change rates through the space. The most noteworthy 
work carried out so far is that of Linden et al. (1990) who used plume theory to 
determine the flow in a simple box undergoing mixing and displacement 
ventilation driven by temperature differences. The contents of this work relevant 
to this research are discussed in more detail in Chapter 3. 
Since plume theory involves approximations and empiricism (see Chapter 3), all 
the theory derived by Linden et al. (1990) and later Cooper and Linden (1996) and 
Hunt and Linden (1997) is substantiated using salt bath experiments. 
2.5.6 Wind Tunnel Testing 
This technique enables models of buildings and their surroundings to be subjected 
to varying (and controlled) wind speeds. Pressure measurements taken over the 
building fagade help to inform parameters of the design such as position of 
openings and likely air change rates. Flow visualisation is possible using smoke 
injection. Pressure coefficients calculated from the measurements can be used 
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for providing boundary conditions at openings in computer based models 'of 
internal flows such as computational fluid dynamics. 
2.5.7 Computational Fluid Dynamics 
This is a detailed modelling technique used primarily for calculating velocities, 
temperatures and pressures at numerous locations throughout a space to give a 
detailed picture of the complete flow field. This is achieved by dividing the space 
up into small cells to create a two or three dimensional mesh. For example, in a 
space measuring 2.5mx2.5mx2.5m, the cells might range in size from 
0.05mxO. 05mxO. 05m to 0.3mxO. 3mxO. 3m. The conservation equations 
governing fluid flow, namely mass, momentum and energy transfer, are then 
solved in each cell using the values for velocity, pressure and enthalpy in the 
neighbouring cells as boundary conditions. 
In general, any variable that satisfies a conservation equation (Eq. (2-5)) can be 
solved for in this way to yield its distribution throughout the space, so, for 
example, the water vapour content in humid air, and concentrations of brine in 
water, can be determined. 
a+a ujý) ap +a (2-5) W) (P -5x r. T'O- + S. at ax Source of Transient 
term Transport of Pressure Transport of 4 by convection gradient by diffusion 
where: 0= arbitrary variable; 
t= time; 
X, = spatial coordinate vector; 
P density; 
0 if i* 
P pressure; 
T* diffusion coefficient; and 
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So = source term. 
When all of the equations in each cell have been solved satisfactorily, the results 
are viewed using some form of post-processor -a graphical software module 
incorporated into most CFD packages. This enables, for example, velocities, 
pressures, temperatures, and brine concentrations to be represented using 
vectors and contours. 
2.5.8 Advantages and Disadvantages of Each Modelling Technique 
Table 2.1 summarises each of the modelling techniques (except plume theory) 
and outlines the advantages and disadvantages of each. It is seen that 
computational fluid dynamics, although probably one of the most expensive 
techniques, offers great potential for building designers. " ... Used with care and 
with the exercise of sound engineering judgement... " (Jones and Whittle, (1992)) it 
can help to resolve many of the practical problems associated with naturally 
ventilated buildings such as: avoidance of draughts; correct sizing of openings; 
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2.6 Use of Computational Fluid Dynamics for Modelling Building 
Airflows 
This section offers a brief historical review of the application of CFD to modelling 
airflows in buildings. It focuses mainly on the use of CFD for modelling buoyancy- 
driven flows, highlighting areas of weakness and thereby pointing towards the 
motivation for this research. 
The birth place of CFD techniques in the UK is widely accepted as being Imperial 
College, London, where Nielsen (1974) is reported to be the first researcher to 
model air movement and heat transfer in buildings using computer code 
developed by Gosman et al. (1969). These early simulations were based on the 
stream-function/vorticity formulation which significantly simplifies the governing 
flow equations, and is applicable only in two dimensions. The simulations 
modelled turbulence using the standard k-F- model devised by Launder and 
Spalding (1974) in which the transport of turbulent kinetic energy, k, and its 
dissipation rate, c, are modelled. Later Nielsen used a finite difference form (see 
§A. 2.3) of the governing equations, which included additional buoyancy terms, to 
model "Buoyancy-Affected Flows in Ventilated Rooms" (Nielsen et al. (1979)). 
Ideriah (1980), again using finite difference techniques and a buoyant form of the 
k-c turbulence model, simulated flow in a square cavity for various Reynolds 
and Archimedes numbers'. The work showed that when buoyancy effects are 
significant (Ar > 0.04), numerical instability becomes a problem and under- 
relaxation techniques (control of the solution process - see §D. 7.2) are required to 
1 The Reynolds number provides an indication of the relative magnitudes of inertia and viscous 
forces and is given by Re = pULIg, where U and L are characteristic velocity and length scales 
respectively. 
The Archimedes number provides an indication of the relative magnitudes of buoyancy and inertia 
forces and is given by Ar = gOLITU' , where 0, U and L are characteristic temperature difference, 
velocity and length scales respectively. 
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ensure convergence of the iterative solution strategy. Also, agreement with 
experimental data degraded as the flow became more buoyancy-driven rather 
than momentu m-d riven. Ideriah suggested that these discrepancies were due to 
the turbulence modelling technique and suggested possible improvements. 
Markatos et al. (1982 and 1984) offer physical justification for not using additional 
terms in the F- equation when modelling buoyant flows, and obtained satisfactory 
agreement with experimental data for natural convection flow in a square cavity. 
Many authors (e. g. Ideriah (1980), Fraikin et al. (1982), and Thompson et al. 
(1985)) have reported difficulties in solving - buoyancy-d riven flows with strong 
stratification. Jones (1985) explains why these difficulties occur and postulates 
that tight u nder- relaxation is necessary to solve buoyancy-driven flows. He 
suggests that, alternatively, such flows can be solved using the transient form of 
the governing flow equations and allowing a steady state to emerge. Jones 
derives a time-scale, t=1/f (where f is known as the Brundt-Vaisala frequency) 
over which buoyancy-driven flows should be resolved. 
Holmes and Whittle (1987), aware of the rapid growth of CFD use for building 
design, warned about the potential pit-falls using the phrase "garbage in, garbage 
out". To help guide users of CFD programs they compiled a list of recommended 
steps to ensure "accurate and good quality" results. These recommendations 
included imposition of suitable convergence criteria and the use of experimental 
data for validation, or when this was not available, work to ensure that further 
refinement of the computational grid used for representing the flow domain would 
not influence the results. 
With the appearance of modern naturally ventilated buildings, interest grew in the 
use of CFD to model these flows and the accuracy which could be obtained. 
Davidson (1989) used a finite difference CFD code developed by Davidson and 
Hedberg (1986) to model buoyancy-driven displacement ventilation in a simple 
space containing a single heat source. The medium used was water as this 
enabled easier flow visualisation in the experiments which were used to validate 
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the program's predictions. The results showed good qualitative agreement in that 
the CFD model accurately predicted the occurrence of stratification. However, 
discrepancies existed in the height of the interface separating the warm water 
above from the cooler water below. Davidson concluded that more work was 
needed to investigate the feasibility of using numerical techniques to model 
buoyancy-driven flows. 
Whittle (1990) used CFD to analyse winter and summer conditions in a large 
atrium space. He notes that CFD codes do not deal well with strongly buoyant 
flows and that often long run times are needed to obtain a solution. 
McGuirk and Whittle (1991) realised the need for benchmarks. They proposed a 
2D benchmark in which a cool jet issues into a warm space at ceiling level. As the 
buoyancy of the incoming jet was increased, a degradation of convergence was 
observed and tighter u nde r- relaxation was needed. In the most buoyant cases, a 
time-dependent flow was observed. 
In 1992 Jones and Whittle reviewed the current status and capabilities of CFD for 
building airflow prediction. In the summary of their paper, they outlined what was 
needed in a CFD code to successfully model airflows in buildings and what they 
thought were the major short-comings and limitations of most codes. One 
limitation noted was turbulence modelling, and the need for faster convergence of 
buoyancy dominated flows. 
In 1992, there was an important step forward in the use of two equation (k-F- ) 
turbulence models. Yakhot, Orszag et al. (1992) used Renormalisation Group 
(RNG) theory taken from their earlier work (Yakhot and Orszag (1986)), coupled 
with a double expansion technique, to derive modified forms of the k and C 
equations originally derived by Launder and Spalding (1974). A detailed 
mathematical description underlying the RNG k- e model is far too complex to be 
included here and is not necessary in understanding its use in this research. 
Briefly however, the technique enables small scale degrees of freedom, say at the 
atomic level, to be represented in terms of larger scale motions, thereby removing 
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the task of solving the motion at the atomic level. This removal and re- 
representation'of degrees of freedom is continued iteratively until the resulting set 
of equations obtained can be solved on relatively coarser grids such as those 
used in a CFD model. Since the constants in the k and e equations are derived 
from mathematical theory, the empiricism of the standard k- C model (Launder 
and Spalding (1974)) is removed. The model possesses high and low Reynolds 
number forms, which have the potential to obviate the need for wall functions in 
the low Reynolds number regions. It is also claimed that the RNG model handles 
stratification and swirl effects better than the standard k- C model. Various CFD 
software vendors have incorporated the RNG form of the k-e model into their 
codes and have reported great improvements in prediction over the standard 
model when compared with experimental data for certain flow types (for example, 
see FLUENT Inc. (1993) where flow over a backward-facing step with heat 
transfer is considered). Versteeg and Malalasakera (1995) note the excitement 
that has been brought about by the potential of the RNG k-F, model, but 
emphasise the need for its extensive validation. 
Jacobsen (1993) used the standard k- F_ model of Launder and Spalding (1974) 
to model displacement flows. He notes that the short-comings of the standard 
model are inherent in its eddy viscosity concept because isotropic turbulence is 
assumed. This implies that turbulence acts equally in all directions, (showing no 
preference to the direction of motion or gravity force). He also suggests that 
some discrepancies are due specifically to an ill-defined c equation. Despite 
these short-comings he proposes that the standard k-F, model is a good 
compromise between accuracy and the risk of numerical instabilities which is a 
feature of the more CPU-intensive techniques, especially turbulence models 
which consider the motion of individual Reynolds stresses and heat fluxes (see, 
for example, Mu rakami et al. (1992)). 
Over the last few years, developers of commercial CFD codes have improved the 
modelling techniques used to represent turbulence. They are also continually 
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improving the user interface, thereby making CFD accessible to an ever wider 
user-base. 
2.7 Selecting CFD Software 
It was not the aim of this research to develop and validate a new CFD code, 
rather, it was to use a readily (commercially) available package, and to evaluate 
its ability to model buoyancy-driven displacement ventilation. The selection 
process undertaken is given in Appendix A, which identifies the important factors 
that were considered along with the elimination process that took place. Although 
the search criteria will change over time, and vary depending upon the intended 
CFD application, its underlying methodology is potentially useful. Following the 
search, which took place in March 1993, CFX, developed by Computational Fluid 
Dynamics Services (Atomic Energy Authority, Harwell) was selected. 
2.8 Summary 
This chapter has stated the need for ventilation of buildings and briefly discussed 
the progress of ventilation systems up to the present day. Government bodies, 
architects and clients are becoming increasingly aware of the importance to 
reduce energy usage andC02 emissions, resulting in an increasing number of 
naturally ventilated or mixed-mode buildings being constructed. It is imperative, at 
the design stage of such (innovative) projects, that architects and engineers can 
demonstrate to their clients that adequate and appropriate ventilation of the 
occupied spaces will be achievable. 
Computational Fluid Dynamics (CFD) is potentially a very useful tool for assisting 
in the design of naturally ventilated buildings. However, the published literature 
points to limitations in the technique. Although much work is being conducted to 
overcome these, such as the development of new turbulence models, much 
validation work is still required, both to test the new modelling techniques and to 
establish exactly where the limitations lie, and their severity. It is hoped that the 
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research reported in this thesis will make a significant contribution to the 








3. The Theory and Salt Bath Modelling of 
Buoyancy-Driven Displacement Ventilation 
3.1 Preamble 
This chapter describes buoyancy-driven displacement ventilation. The analytical 
work established by Linden et al. (1990) is summarised and the salt bath 
modelling technique which was used to verify this work is described. 
Fundamental to the operation of buoyancy-driven displacement ventilation are 
thermal plumes, so much of this chapter is devoted to plume theory. 
The chapter concludes with a strategy for using the analytical and salt bath 
modelling work for evaluating the accuracy with which CFX is able to model 
buoyancy-driven displacement ventilation flows. 
Displacement ventilation flows are made possible by the existence of buoyancy 
sources and it is useful to address this issue first. 
3.2 Buoyancy Sources 
Buoyancy is a force brought about by local density differences in a fluid subject to 
gravity. When a 'parcel' of fluid is lighter than its surroundings, the buoyancy 
force can be thought of as a reduced gravity force, g' acting upwards on the 




where: g= acceleration due to gravity; 
Ap =difference in density between the 'parcel' of fluid being 
considered and that of its surrounding fluid (local density 
difference); and 
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some reference density. 
The density difference in Equation (3-1) can be expressed as a temperature 
difference, AT, as follows: 
g'= gpAT 
where, for a perfect gas: 
0= coefficient of thermal expansion 1/T, for some reference 
temperature, T,. 
(3-2) 
A buoyancy source is the origin of a density difference, e. g. the point of entry of 
brine into fresh water, or heat into air. In the first case, the buoyancy force acts 
vertically downwards (same direction as g) since brine is denser than fresh water, 
and in the second, vertically upwards, opposing g, hence the term reduced 
gravity. From here onwards, the reduced gravity g', will simply be referred to as 
the buoyancy. 
The strength of a buoyancy source is called the buoyancy flux, B, and is defined 
as the product of the buoyancy and the volume flux, M (Eq. (3-3)). 
B= Mg" (3-3) 
For a source of brine in fresh water, the buoyancy flux can simply be written as 




where: M= volume flux of brine at the source; and 
Ap = density difference between incoming brine and the (ambient) 
fresh water. 
The source strength due to a heat input of Wwatts in air, is derived as follows: 
W=qC P AT = pMCPAT 
(3-5) 
where: q= mass flux induced by source; 
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Cp = specific heat capacity; and 
AT = temperature difference produced by the heat source. 
Substituting Equation (3-2) into Equation (3-3), and using Equation (3-5) to 
eliminate AT, yields 
gow B -ýC-p (3-6) 
The theory in this chapter, and the CFD simulations that follow, neglect radiation 
and model convection heat transfer only. Consequently, all of the energy input 
specified at the heat source is used in the formation of a buoyant plume. 





Figure 3.1 Steady displacement flow in a space containing a source of constant heat injection, 
after Linden et a[. (1990), (arrows show the direction of air movement). 
Consider displacement ventilation of the space in Figure 3.1 driven by a point 
source of buoyancy in the centre of the floor. The increased temperature caused 
by the heat source produces buoyancy forces in the vicinity of the source 
according to Equation (3-2). These upward forces cause the air in this region to 
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rise. This vertically moving, lighter air, entrains the surrounding (ambient) air 
forming a plume. The entrainment leads to a plume which widens with height as 
the volume flux increases and the temperature decreases. The latter effect yields 
a gradually decreasing buoyancy force with height. Upon reaching the top of the 
space, some of the air is recirculated. The plume, therefore, begins to entrain 
some of this lighter-than-ambient air and so becomes lighter than if it were 
entraining the ambient air. A layer of warm, buoyant air forms in the upper region 
of the space. This drives a flow through the upper openings since the hydrostatic 
pressure difference between the top and the bottom of the layer is smaller inside 
the space than between the same heights outside the space. A stable 
stratification develops (Fig. 3.1) in which an interface forms at height y=h 
separating the warmer, buoyant air above it from the cooler (ambient) air below. 
Note that the flow direction outside the plume, both above and below the interface, 
is always towards the plume. Even along the interface there is flow towards the 
rising plume. It will be shown later that above the interface, the plume is no longer 
driven by density differences but is purely a momentum jet. 
Linden et a[. (1990) have shown through their experiments (§3.6) that the steady 
state in Figure 3.1 is very robust. If temporary changes are made to the driving 
conditions, and the interface at y=h moves, the original flow pattern (and value 
of h) is recovered upon returning to the previous set of conditions. So the flow 
regime is reproducible (and predictable) for a given set of operating conditions. 
In order to describe the displacement flow (i. e. the interface height and the 
change in buoyancy across the interface), it is necessary to quantify the 
parameters of the plume which are responsible for bringing about the flow. 
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3.4 Governing Equations for a Plume Emanating from a Point 
Source of Buoyancy 
The basic equations of plume theory were presented by Morton et al. (1956). 
Three main assumptions were made: 
i. the rate of inflow of fluid into the plume at a given height is proportional 
to the vertical velocity on the axis of the plume at that height; 
ii. the mean velocity profiles and mean buoyancy profiles in the plume are 
similar at all heights; and 
iii. the fluids are incompressible and do not change volume on mixing, and 
the largest local variations in density are small compared to some 
reference density. 
The last assumption enables the use of the Boussinesq approximation in which 
the density variations in the inertia terms of the governing Equations of motion are 
neglected, but those in the buoyancy force term are retained, where they are of 
primary importance. (See chapter 1 of Turner (1973) for further details). 
It has been shown (Rouse et al. (1952)) that the measured velocity and buoyancy 
profiles of a plume can be represented using Gaussian profiles thus: 
V(Y)e 
2 
v(y, r) = 
_r2 lba (3-7) 
and G'(y, r) = G"(y)e-r2WbG2 (3-8) 
where: v= vertical velocity in plume; 
height above the source (m); 
r= radial distance from the plume axis; 
bG = Gaussian plume width; 
G" = buoyancy in the plume; and 
= ratio between the widths of the Gaussian buoyancy profile and 
the Gaussian velocity profile. 
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Uncertainties exist in the value of the empirical constant X. Rouse et al. (1952) 
found a value of 1.16 while Kofoed (1991) established a value just below 1). A 
value of 1 will be used throughout this work. 
For mathematical ease, 'top-hat' profiles can be used to represent their Gaussian 
counterparts (assumption (ii) above). To do this it is necessary to define the 
dimensions of the 'top-hat' such that both profiles give the same total momentum, 
volume and buoyancy fluxes. This mathematical analysis is presented in 
Appendix B. 1. 
In Figure 3.2, bG is the radial distance from the plume axis to the point at which 
the velocity has fallen to 1/e of its axial value. It determines the shape of the 
Gaussian plume profile and is used as a characteristic width for the plume. The 
rate of increase of bGwith height provides a measure of the rate of entrainment, 
CCG Jnto the plume. CCG is the proportionality constant relating the inflow of fluid at 
the edge of the plume (at r= bG )to the vertical velocity on the plume axis 
(assumption (i) above) (see Eq. (3-9)). 
UG(Y = Yl)'= OCGVG(Y ý YI) (3-9) 
where: UG = velocity towards the plume axis at a distance of x= bG from the 
axis and a height yj above the source; 
VG = velocity on the plume axis at a height yj above the source. 
When using 'top-hat' profiles, the associated entrainment CCT occurs at r=bT 
(Fig. 3.2) and is related to the 'top-hat' velocityVT' CCT is related to its Gaussian 
counterpart by the expression given by Jin (1993): 
OCT -,: N/2-aG (3-10) 
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Figure 3.2. Cross section of an axi-symmetric plume comparing Gaussian and 
'top-hat' profiles. 
r 
Great difficulties exist in measuring the empirical constant CCG (Morton et al. 
(1956)found CC G= 0.093, Rouse et al. (1952) measured CC G=0.083 and Baines 
and Turner (1969) used CC G= 0.1). Linden et al. (1990) used a value of CCT = 0*1 
(pre-supposing a value of (XG=0.07), which is the value used throughout this 
work. 
Using the three assumptions above, Morton et al. (1956) derived the governing 
equations for a plume in a large body of stationary, unstratified, ambient fluid by 
considering conservation of volume, momentum and buoyancy. The resulting 
equations for a rising plume emanating from a point source of buoyancy can be 
written as follows: 
6 
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5 B(9 -1/3 -5/3 
T--- (1 Ty (3-13) 6aT TC 10 
where B is the source strength and y is the height above the source. The 
variables bTf VT and G' are given by their Gaussian (real) counterparts as T 
shown in Appendix B. 1. 
The plume properties required in generating a theory for displacement ventilation 
are the volume flux, M(y, B), and the buoyancy, G'(yB). These can be T 
extracted from equations (3-11) - (3-13) to give: 
M(y, B) = c(BY5 
) 1/3 (3-14) 
G'(y, B) = 
(B2y-5 ) 1/3 
c 






The buoyancy flux, B, in Equations (3-14) and (3-15) is given by Equation (3-3) as 
follows: 
B=GT BB (3-16) '(Yo )M(Y3 )* 
This product is constant at all heights in the plume and is equal to the strength of 
the source. Recall that G'(y, B) decreases with height due to the entrainment of 
dense fluid, and M(y, B) increases. 
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3.5 Quantitative Description of Buoyancy-Driven Displacement 
Ventilation 
3.5.1 Flow from a Point Source of Buoyancy 
Displacement ventilation flows are defined by deriving equations for the interface 
height, h, and buoyancy change across the interface, g', also referred to as the 
stratification strength. 
The fluid flow in Figure 3.1 is assumed to be incompressible, so the volume flux of 
fluid entering the space is equal to that leaving, F, say. Since the only vertical 
motion at the interface is in the plume, F is equal to the volume flux of fluid in the 
plume at the interface height: 
M(y = h, B). (3-17) 
Using Bernoulli's theorem (see chapter 3 of Batchelor (1974)), the flux through the 
space is found to be 
F= A* (g'(H - 
h))V2 (3-18) 
where A* is an effective area of the openings given by 
2 
aual 
2 1/2 (1/2 au Ic+a, )) 
where: au = total area of upper openings'; 
a, = total area of lower openings'; and 
C= constant in the momentum theorem. 
1 Upper openings are assumed to be above the interface and lower openings below. The theory 
holds for openings in the sides as well as in the top and bottom of the space, however, openings 
close to the interface may result in exchange flows (flow both in and out). All cases presented in 
this work have horizontal openings in the top and bottom, as did most of the experimental boxes of 
Linden et al. (1990). 
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The constant c results from the momentum theorem (see chapter 5 of Batchelor 
(1974)), and is used to account for the sudden expansion, and therefore loss of 
pressure head, as the fluid enters the space. c lies between 0.5 for a sharp 
expansion, and 1 for a perfectly smooth expansion. c=1 was used in the work of 
Linden et al. (1990). 
It is interesting to note that A* depends primarily on the smaller of au and a,. 
Thus, increasing the size of the openings at one level once they are larger than 
those at the other level, produces little extra flow. 
The same argument used to obtain Eq. (3-17) can be used to give the following 
expression relating buoyancy fluxes: 
g'F = G'(h, B)M(h, B) uT 
' (h, B) (3-20) gu =GT 
where gU = g'(y = H), the buoyancy at the upper opening. 
Therefore, g' has the same value above the interface both inside and outside the 
plume. The plume is therefore a momentum jet above the interface level. The 
reduced gravity throughout the whole space, except in the plume below the 
interface, is therefore given by: 
9, (Y) = 
GT(h, B) h: 5 y: 5 H 
0 0: 5y<h 
(3-21) 
Note that g'(y) for 0: 5 y<h has been set to zero as there are no buoyancy 
sources producing density differences in the region outside the plume below the 
interface. From equations (3-21) and (3-15), the value of g'above the interface, 
can be written as 
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Using equations (3-14) and (3-18), Equation (3-17) can be written as 
A* (g'(H - h)Y12 = 
CB113 h 5/3 







This equation illustrates the important aspect of the theory of buoyancy-driven 
displacement ventilation, that the interface height does not depend on the source 
strength (or floor area) as might be expected. It depends only on the height of the 
space, the sizes of the openings, and plume entrainment. The buoyancy change 
across the interface can be usefully normalised using G' , the (hypothetical) value H 
of the plume buoyancy at y=H, giving 
f 5/3 gh H 
GH h 
(3-24) 
Equations (3-21) and (3-23) are the governing equations which define a 
displacement ventilation flow produced by a single point source of buoyancy in an 
unstratified fluid. 
3.5.2 Flow from a Line Source of Buoyancy 
The mathematical analysis of a plume produced by an infinite line source of 
buoyancy was not covered by either Morton et al. (1956) or Linden et al. (1990), 
so it is presented here in Appendix B. 2. 
The governing equations resulting from this theory ((B-27), (B-29) and (B-30)) can 
be used to give the following expressions for the volume flux per unit length, 
ML(y, BL) and reduced gravity, G(y, BL) in a line plume: 
1/3 ML (Yo BL) = DBL Y (3-25) 
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B2/3 




where B+ MLG') is the buoyancy flux per unit length at the source, and T 
2/3 D=(2(XT) 
. 
Equating volume and buoyancy fluxes as in §3.5.1, the following governing 
equations for displacement ventilation flow in a space containing a line source of 








hTL -28) '= g'(h: 5 y: 5 H) = G'(y = h, BL) hD 
(3 
Again, g'(0: 5 y< h) = 0. 
Analogously with ML and BL . the variables a,, a, and AL* are all specified per unit 
length of the source. 




G' h' H 
3.6 Salt Bath Modelling 
(3-29) 
Linden et al. (1990) verified their theory for point and line sources by carrying out 
salt bath experiments. This involved submerging small perspex boxes 
(typically 0.3mxO. 25mxO. 2m), with various sized holes in the top and bottom, 
into a large tank (0.6mxO. 6mx13m) of fresh water. Buoyancy forces were 
produced by introducing brine into the box. Since brine is denser than water, the 
buoyancy forces acts downwards, so the perspex models were inverted to enable 
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a flow to be driven through the space. Using dye to colour the brine, it was the 
intention that this configuration would produce an inverted image of what happens 
when a heat source drives a flow in air. The large volume of ambient fluid meant 
that its density could be assumed to be constant throughout the experiment. 
To ensure consistency between the discussions of air and brine flows, lower 
openings will be referred to as those on the same level as the source, and upper 
openings as those on the opposite side of the box. Similarly, the floor of the 
space will be used to refer to the plane containing the source, and 'below the 
interface' will be used to indicate the region between the interface and the floor, 
etc. 
Linden et al. (1990) assumed that the volume flux of brine emitted by the source 
was small compared with that in the plume, so that the flow was being driven 
largely by buoyancy, not a source of momentum. Typical values used in the 
experiments for the volume and buoyancy fluxes at the source, were 2x 10-5 m 31s 
and 1X 10-5 M4/S3 , respectively. 
Experiments were initiated by starting the flow of brine into the box, and removing 
plugs to form upper and lower openings. Figure 3.3 shows a set of photographs 
illustrating the development of the flow. 
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(a) (b) 
(C) (d) 
Figure 3.3 The development of steady displacement flow in a box containing a line source of brine 
(after Linden et al. (1990)). 
Note the formation of the interface in Figure 3.3(b) and the subsequent 
sharpening of it, and darkening of fluid above it, as more and more (dyed) dense 
fluid enters the box (Figs. 3.3(c) and (d)). As predicted, a steady state develops in 
which there is inflow through the lower openings, entrainment into the plume in 
which the fluid crosses the interface separating the dense and light fluid, and 
outflow through the upper openings. Figure 3.4 shows a density profile measured 
just after photograph 3.3(d) was taken using a vertically traversing conductivity 
probe (+ upward traverse, x downwards traverse). Note the definition of the 
interface at 22cm and the uniformity of the density below 17cm. Here, Ocm 
corresponds to the top of the box. 
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Figure 3.4 Density profile of a steady displacement flow containing a line source of brine (after 
Linden et al. (1990)). 
Increasing or decreasing the source strength caused temporary movement of the 
interface as the new buoyancy and volume fluxes were resolved. The flow then 
resumed the steady state again with the interface height returning to its original 
level. 
The quantitative results from the experiments are shown in Figures 3.5 - 3.8, 
where the measured values of the interface height, h, and g(h: 5 y: 5 H) for point 
and line sources are compared with the theoretical values. Note the normalisation 
of h with respect to the height of the space, H, and g' with respect to G' (the H 
reduced gravity in the plume if it were to reach a height y= H). A value of c 
was used when calculating AýL) * 
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Figure 3.7 Variation of interface height with 
effective opening area (per unit length) for a 
displacement ventilation flow driven by a line 
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Figure 3.6 Variation of buoyancy change 
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Theoretical prediction (Eqs. (3-27) and (3-29)) 
Experimental results of Unden at al. (1990) 
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Figure 3.8 Variation of buoyancy change 
across the interface with effective opening area 
(per unit length) for a displacement ventilation 
flow driven by a line source of buoyancy. 
Reasonable agreement was achieved in all the comparisons, except in Fig. 3.5 
where the experimental results for a point source show a lower interface height 
than predicted. This is thought to be due largely to an inaccurate definition of A* 
which will be discussed in Chapter B. 
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3.7 Validity of Salt Bath Models 
It is useful to address, briefly, the validity of using salt bath experiments for 
modelling buoyancy-driven airflows, and in particular, to consider what is 
necessary in applying the salt bath model results to airflows at full scale. 
Flows in buildings have high Reynolds (Re) and Peclet (Pe) numbers. These are 
dimensionless quantities used to compare inertia forces with friction forces, and 





and Pe = 
VL (3-31) 
Dý 
where: V typical velocity scale, (e. g. the largest velocity in the plume); 
L= typical length scale, (e. g. the height of the space); 
1) = (g/p), kinematic viscosity of fluid; and 
D* = (r, /p), diffusivity of heat in air, or brine in water. 
Provided Re and Pe remain large, the flow can be regarded as independent of the 
molecular properties (viscosity and diffusion) of the fluid. Therefore, (small scale) 
salt bath models can be used to represent thermal buoyancy effects in air, since 
water is much denser than air and has a lower viscosity. Dynamic similarity is 
also enforced by the fact that brine diffuses in water much less than heat in air. 
Salt baths therefore produce the high Re and Pe numbers required. 
The observations made from salt bath experiments can be applied to airflows at 
full scale using dimensional analysis as follows. 
The dimensions of the buoyancy flux, [B], are given by 
[B] = OT' 
where: L= length scale; and 
T= time scale. 
(3-32) 
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Bm mF F (3-33) BF LF m
where the subscripts M and Fdenote model and full scale properties, respectively. 
When using a model to represent a given full scale situation, LF, BFand Lm are 
known. Bm is then chosen to be some suitable value'. Using these four known 
quantities, the ratio TFITm can be found using Equation (3-33). This then enables 
properties at full scale to be determined from the model results using Equations 
(3-34) and (3-35). 
01 gF. L F m 1 
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u =U M 
(ILMF. ) 
L (3-35) F ; 
F' 
) L 
Similarly, the volume flux through the space, qF is given by: 
EM 
mF 
_LFqF-. = qm _)3(L (3-36) 
F 
1 At the source, B, =G'Mm =g(Ap1p)mMm (Eqs. (3-1) and (3-16)). The model is intended to 
represent a buoyancy-driven flow. It is therefore important to drive the flow in the model using the 
density difference, rather than the volume flux. Mmis therefore given a value as small as possible, 
whilst (Ap1p), is given some value large enough to drive the flow, typically, (Ap1p), = 0.04. 
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Note that it is not necessary to reproduce the same g' (i. e. density differences) in 
the experiments as those which occur at the full scale. Rather it should be chosen 
to give large enough Reynolds and Peclet numbers, so that dynamic similarity is 
achieved. 
3.8 Methods for Evaluating the CFD code 
The analytical predictions of Linden et al. (1990) have been shown to be 
reasonably accurate by comparison with salt bath experiments. In chapters 5-7, 
the ability of CFX to accurately model buoyancy-driven displacement ventilation 
flows is evaluated using both the analytical and experimental work described in 
this chapter. 
The evaluation was carried out by comparing various qualitative and quantitative 
aspects of the preceding theory of plumes and displacement flows with the CFD 
results. Table 3.1 shows the main comparisons that were conducted and how 
they were implemented. The analysis is divided up into properties of the overall 
flow (displacement flow analysis), and plume properties (plume analysis). In the 
displacement flow analysis, the CFD predictions were compared with both the salt 
bath results [S] and the analytical work [A], whilst in the plume analysis, 
comparisons were made between the CFD predictions and the analytical work 
only. 
The two dimensional CFD simulations can be readily compared with the theory for 
a line source, since this is a good representation of a space containing a line 
source that is infinite in the direction of the source. This is also the way in which 
CFX models a 2D slice (see §D. 3.1). 
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Table 3.1 List of Qualitative and Quantitative Comparisons for use in CFD Evaluation. 
Ref. Points of comparison and I Method of comparison 
cross references 
Displacement flow analysis 
1 Flow pattern (§3.3). This included a general comparison of the flow field. 
[S, A] In particular, the presence of the following were 
noted: a plume from the source; inflow through lower 
openings; outflow through upper openings; 
stratification of the flow (i. e. an interface separating 
light, warm air above from dense cool air below and 
across which there is very little vertical motion); and 
I direction of the flow above and below the interface. 
2 Independence of the This was carried out by measuring the interface 
interface height on the height as a fraction of the height of the space for 
source strength (Eqs. (3-23) different source strengths. The interface height was 
and (3-27)). defined as that height at which there was least 
[S, A] vertical motion outside the plume. The source was 
varied by changing the heat input at the source. 
3 Variation of interface height For each simulation, values of h/H were plotted on 
with opening areas (Eqs. 3- Figures 3.5 (31)) and 3.7 (21)). 
23 and 3-27). 
[S, A] 
4 Variation of reduced gravity For each simulation, values of g, 'l G' , were plotted across the interface with on Figures 3.6 (31)) and 3.8 (213). 




5 Plume entrainment. Values of (XT were calculated from the gradient of 
[A] the graph br vs. y and compared with the value of 
0.1 used by Linden et al. (1990). 
6 Volume flux in plume. Values were taken from a graph of M(, ) vs. y and 
com ared with the theory. 
7 proportional to B. '13 for IS M L L 
For the different source strengths investigated, a ( ) ( ) 
some constant height (Eqs. measure of 
the volume flux in the plume was made 
(3-14) and (3-25))? at some height and the graph M(L) vs. B(L-) analysed. 
[Al 
8 31): Is M proportional to y113 The volume flux M(, ) was calculated at regular 
(Eq. (3-14))? vertical intervals in the same plume (same value of 
21): Is ML proportional to y B(L)) and the graphs M VS. y513 (31)) and ML vs. y 
(Eq. (3-25))? (21)) analysed. 
9 Plume buoyancy (Eqs. (3-15) Values were taken from the graph G, ' vs. y and 
(31D) and (3-26) (2D)) compared with the theory. W 
10 Is G, ' proportional to B(L)* for 2, As 7 but G, ' rather than 
')3 
M(L) . and G, ' vs. 
B(L 
some constant height (Eqs. analysed. 
(3-26) and (3-15))? 
[Al 
11 31): Is G, ' proportional to 
i 
As 8 but G, was measured in the plume and the 
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Y -5/3 (Eq. (3-15))? graphs G' vs. y-5/3 (31)) and G' vs. y-' (21D) T 
21): Is GT' proportional to y' analysed. 
(Eq. (3-26))? 
[A] 
[A] Comparisons made between CIFID predictions and analytical work. 
[S, A] Comparisons made between CIFID predictions and both analytical work and salt bath 
experiments. 
3.9 Summary 
This chapter has outlined the theory derived by Linden et al. (1990) for buoyancy- 
driven displacement ventilation based on point and line sources of buoyancy. 
This was approached qualitatively and then quantitatively using the governing 
equations for buoyant plumes. The main parameters used to define the flow are 
interface height and buoyancy change across the interface. 
The salt bath modelling technique has been described, and the results obtained 
by Linden et al. (1990) in verifying their theory, presented. The experiments 
showed good agreement with the theory in most cases. 
A table of flow parameters to be used as a basis for comparison between the CFD 
results and the work of Linden et al. (1990) has been compiled. 
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4. Mathematical Models of CFX 
4.1 Preamble 
This chapter presents the various mathematical models used in CFX (version 4.1) 
for representing: transfer of mass, momentum and heat; buoyancy effects; 
turbulence; boundary conditions; and fluid properties. The solution of the 
equations that govern these processes is detailed in Appendix D. 
All of the equations in this chapter are written in cartesian form as this is the 
coordinate system used to define geometries throughout the research. 
Conventional tensor notation is employed (see Appendix C). 
4.2 The Governing Equations of CFD 
All the fluids investigated in this research are Newtonian. This means that there 
exists a linear relationship between the shear stress, a,, and the rate of shear 
(the velocity gradient). In CFX, this is expressed as follows: 




9 axi 7xi ) 
where: p= pressure; 
ui = velocity; 
xi = cartesian coordinate directions; 
5i =11 
if i=j 
; and 0 otherwise 
g= dynamic viscosity. 
The equations that govern the motion and thermal behaviour of Newtonian fluids 
can be derived by considering the conservation laws of physics over a volume of 
fluid (see Patankar (1980) and Shaw (1992)). These laws are the conservation of 
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mass, momentum and internal energy (thermal energy). In CFX, these laws are 
expressed in the following form: 
Conservation of mass (continuity equation): 
ap 
+a (Puj) =0 (4-2) Tt 5Xj 
Conservation of momentum: 
ax ax ax 























= conductivity; and 
= density. 
His the total enthalpy, given in terms of the static (thermodynamic) enthalpy, h: 
He = he+ 
1u2 (4-5) 
2' 
The only body force encountered in this research is gravity, so B, = pg,, where g, 
is the acceleration due to gravity (= (0, -9.8,0)). 
The above equation set is closed by adding the equation of state: 
p= P(T' P) (4-6) 
and the constitutive equation: 
he = he(T, (4-7) 
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All the flows considered in this research are assumed to be incompressible and 




a )= a aui + 
au') 
ýxj (pulul I -PSI 
+9 axi ýxi 
i+ p91 (4-9) 
X, ax 
a (p uHe) - -a -=0 (4-10) axi axi x ý, XTJ 
and the equation of state becomes: 
constant, po, say (4-11) 
For incompressible flows, it is assumed that the kinetic energy term in the total 
enthalpy is negligible relative to the static enthalpy, therefore, equation (4-5) 
simply becomes: 
He = he(T, (4-12) 
CFX assumes fluids to be thermally perfect in that the static enthalpy varies with 
temperature only. The constitutive equation is therefore given using the specific 
heat at constant temperature, Cp, as follows: 
he = CP(T - 
TEref ) (4-13) 
Since enthalpy is arbitrary to within an additive constant, an enthalpy reference 
temperature, TEref, is used to define the temperature at which he = 0. 
It is reiterated that these equations (Eqs. (4-8) - (4-13)) are valid only for 
incompressible, steady flows. For flows involving compressibility and transient 
effects, more mathematical detail is needed at almost every stage in the following 
sections. Such work will not be detailed. Interested readers should consult the 
CFX User Manual (CFIDS, (1995)). 
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4.3 Heat Transfer 
Heat transfer, and hence temperature distribution, is determined using the energy 
equation (Eq. (4-10)) and the constitutive equation (Eq. (4-12)). 
By using the relationship in Equation (4-14), the temperature in Equation (4-10) 
can be replaced by the convected variable, He. This relationship is only valid for 
incompressible (or weakly compressible) flows, in which He = he, since it ignores 
the kinetic energy term. 
aT 1 alle 
ax, cp axi 
(4-14) 
This enables the energy equation to be written in a 'con vection-diffusionf o rm (Eq. 
4-15), similar to the momentum equation. 
aDÄ DHeý 
XI 
ýpu, He) - axi cp ä x! 
)=0 (4-15) 
The benefits of having the governing equations in a similar form are appreciated 
when writing algorithms to solve them. 
Note that the energy transport equation only models heat transfer by convection 
(and diffusion). Radiation is omitted in this research. 
4.4 Buoyancy 
For the incompressible flows considered, the Boussinesq approximation is used to 
model buoyancy effects. Here, the density is set to be a constant, po (by the 
equation of state), except in the momentum equation where the following 
expression is used: 
P -`ý P Bref 
(1 
- P(T - 
TBief )) (4-16) 
which results from a Taylor series expansion of: 
P ý-- P Bref + 
(P -P Bref 
) (4-17) 
where: pB,,, f = buoyancy reference density; 
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TB, 
ef = 
buoyancy reference temperature; 
local temperature; and 
thermal expansion coefficient given by --1 
ap (4-18) 
p aT' 
Either TB,,. f or pBref must be set by the user. In this research the reference 
temperature was specified and the reference density calculated (automatically) 
using equations (4-16) and (4-11). 
Using Equation (4-17), the body force term and the pressure gradient term on the 
right-hand side of the momentum Equation (4-9) can be rewritten as 
x- 
(P - PB,, f)gi - 
ap 
(4-19) P9 I- aap ax ii 
where P is a modified pressure with the hydrostatic part removed: 
P- PBef 9A (4-20) 
p,,,, )g, effectively becomes the body force term which can be written as 
-pB,. f P(T - TE;,,, f) using Equation (4-16). 
4.5 Turbulence Modelling 
4.5.1 Background 
Most flows occurring in reality are turbulent. That is, they exhibit a random, 
fluctuating, time-dependent behaviour. For example, a rising smoke plume from a 
lighted cigarette may appear smooth and larninar, but may instantaneously 
change into a highly complex, turbulent flow. The plume may subsequently 
alternate between laminar and turbulent regimes. 
The governing equations used in CFX (Eqs. (4-2) - (4-4)) are the exact equations 
for laminar flow. Turbulent flows can be thought of as highly complex, rapidly 
varying, time-dependent, laminar flows. Consequently, if fine enough meshes 
(§D. 2) and small enough time steps were used, these equations could be used to 
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model turbulent flows. Unfortunately, current computing power prevents such an 
approach. Instead, CFD packages use turbulence models. 
4.5.2 Mathematical Description of Turbulence using Reynolds 
Averaging 
If f= f(t) and g= g(t) are two turbulent quantities, then each can be represented 
as follows: 
f=f +f' (4-21 a) 
g= g+g, (4-21 b) 
where: f= instantaneous value of f, 
f time-averaged, or Reynolds-averaged, value of f defined by 
1 to+tl lim f f(t)dt where t, is large relative to the period of the 
t, -+- ti to 
fluctuations; and 
F= fluctuating component of f. 
Similarly for g. 
When combining two turbulent quantities, the following laws of averaging exist: 
f=f f'=O (4-22) 
af + bg = a! + bg where a and b are constants (4-23) 
fgg (4-24) 







By expressing the primitive variables (ui, p, and He) in the same way as Equation 
(4-21a) and Reynolds averaging each of the governing equations (Eqs. (4-8), (4- 
9), and (4-15)), the following set of Reynolds-averaged equations are obtained. 
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Reynolds averaged momentum equation: 
(p- 
+ äx 5x, ax, 
X+ p9i (4-28) 
i 




Reynolds averaged energy equation: 





=0 (4-29) axi axi cp axi 
It is noticed that, after the time averaging process, the continuity equation has 
remained unchanged, but additional terms, comprising products of the fluctuating 
components, have appeared in both of the other governing equations. These 
terms have arisen from the (non-linear) convection term and are called: 
Reynolds stresses = pu; uj' (4-30) 
and Reynolds fluxes = puiHe' (4-31) 
So, in addition to solving for the various primitive variables, when modelling a 
turbulent flow, it is also necessary to solve for all the Reynolds stresses (six in a 
three dimensional flow) and any Reynolds fluxes arising from scalar transport 
equations. Since at present there are more variables than equations, additional 
work is required to produce solutions for the Reynolds stresses and fluxes. This 
can be done, either by using the eddy viscosity hypothesis (§§4.5.3-4.5.5), or by 
using second order closure models (§4.5.6). 
4.5.3 Eddy Viscosity Models 
The turbulence modelling approach employed in this research uses the eddy 
viscosity hypothesis which assumes that the Reynolds stresses have a similar 
form to that of the laminar viscous stresses by expressing them as: 
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-pu, u, j [It + pk8l (4-32) axi axi 3 
where g, is the eddy viscosity, or turbulent viscosity, and k is the turbulent kinetic 
energy given by: 
uiui (4-33) 
The additional term involving k in Equation (4-32) serves to make the relation 
accurate for incompressible flows (when i= j). 
Similarly, an eddy diffusivity hypothesis exists for the Reynolds fluxes to give 
: 71 alle 
-pu,, He = r,., ax i 
(4-34) 






where CTHe, is the turbulent Prandtl number for enthalpy. It is this value that is 
specified when defining the eddy diffusivity, not the eddy diffusivity itself. 
Using these hypotheses, the Reynolds-averaged equations become: 
ail- u uj + a- 
(p a+ p91 (4-36) X1 axj -FO8 i+ 
Nff axj 
1ý 
aX +-gt alle =0 






[t., and rH.,,, are the effective viscosity and diffusivity given by the sum of their 
laminar and turbulent components as follows: 
9 eff ý-- Pt i+ 11 t (4-38) 
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1PHe. 
ff 
= THe + rHe, (4-39) 
lr,,. can be inferred from Equation (4-15): 
rHe 
-x* (4-40) CP 
po represents a further modification to the pressure which, for buoyant flows, is 
given by Equation (4-41) (c. f. (4-20) that was used for describing laminar flows). 
2 
'- PBref gkXk +3 pk (4-41) 0 -': PP 
It is now observed that-the governing equations for momentum and heat transfer 
developed for turbulent flow using the eddy viscosity hypothesis (Eqs. (4-36) and 
(4-37)) have the same form as the laminar flow equations with g and rH, replaced 
with g. ff and FH,.,. That is, the viscosity and diffusion have been enhanced by 
turbulent components. Consequently, all that is left to do to solve the set of 
equations for turbulent flow when using the eddy viscosity hypothesis, is to 
determine gt. (rH,., can then be found using equations (4-35) and (4-39)). 
Determining the eddy viscosity, R, 
Much research has been carried out into developing satisfactory methods for 
determining the eddy viscosity. Prandtl (1925) suggested using the relationship 
cl, 
-- aý7) 
[tt ý-- p /2 
alli 
+1 (4-42) axi ax, 
and carrying out experiments of simple turbulent flows to determine the (empirical) 
constants, C,, and length scale L However, these constants are only accurate for 
the type of flows from which they were derived and so the model lacks generality. 
So-called one-equation models were therefore investigated which increase the 
generality by solving an additional transport equation for the turbulent kinetic 
energy, k. g, can then be found using an expression of the form 
[it = Ct, 102. (4-43) 
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But again, these sort of models rely on the empirical determination of I and C,,. 
The most widely used technique today for determining pt goes one step further 
and uses both k and its dissipation rate, E, to express a formula for gt, and solving 
additional transport equations for each. Such models are known as two-equation, 
k-c models, and eliminate the need to specify a length scale, 1, for the flow. This 
has now become the industry standard turbulence modelling technique owing to 
its acceptable accuracy in modelling a wide range of flows. 
It should be noted that eddy viscosity models assume isotropic turbulence which 
results in diffusion (a scalar quantity), acting equally in all directions. There is thus 
no preference given to either the direction of the flow, or the gravity vector in 
buoyant flows, both of which may play an important part in producing an accurate 
solution. 
4.5.4 The Standard k- F, model in CFX 
Most CFD codes, including CFX, provide the user with a k-F, model based on that 
described by Launder and Spalding (1974). The eddy viscosity is then given by 
Cpp k (4-44) 
FE 
where C,,, = 0.09 (empirical), and the transport equations are as follows. 
For k 
") 7ak (4-45) 
a (ýuk)--a (g, 
= P+G + PF, axi Dxj k 
and for E: 
IF C2 (P- ga r(P+C3max(GO))- C2p- uc +-ý-tý (4-46) 
j) 
C, 7 axj axj jkk 
P and G represent production of k due to shear stresses and body forces 
respectively: 
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aui a7u P=Reff I+ ul (4-47) 
axi axi ax, 
) 2ýi 
G= ge - 
P9k aT (4-48) 
Cr Het aXk 
The set of empirical constants used in CFX are: 
C, = 1.44; Cý = 1.92; 
C3= 0.0 (see below); Crk = 1.0; cr, = 1.217; and GH., = 0-9 - 
These are the recommended constants of Launder and Spalding (1974), except 







where ic is the Von Karman constant (= 0.4187). The G term in the F- equation 
was not included in the model by Launder and Spalding (1974) but was suggested 
by Ideriah (1980) in an attempt to model buoyancy more accurately. Throughout 
this research it is seldom used so C3= 0. When it is used, a value of C3 = 1.0 is 
used. However, there is much debate concerning the form of this term and other 
values have been used, (see for example Jacobsen (1993) and Chen et al. 
(1990)). 
It should be noted that in the near-wall region, or boundary layer, laminar viscosity 
dominates over turbulent viscosity and therefore has a significant influence on the 
production, destruction and diffusion of turbulent kinetic energy. Consequently, 
the k-e model becomes inaccurate in such regions. To overcome these 
difficulties, wall functions are used (§4.6.1). 
4.5.5 The RNG k- F- model in CFX 
One of the most recent attempts to model turbulence more accurately is due to 
Yakhot and Orszag (1992) who used Renormalisation Group (RNG) theory to 
determine the constants in the k and c equations, thereby removing the 
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empiricism of the model. A brief description of the underlying theory of the RNG 
model was given in section 2.6. Many CFD codes now offer a RNG alternative to 
the standard k- E model. The RNG equations in CFX take the following form. 
For k 
a (p -uj k) -aI, / +_g , _ak = P+G-pE (4-50) ýxj ax, 
( ýk 5x 
j 
and for F,: 
ä(- )_ D 
pu, E + (C, - Cý; ) 
'ý (P + C, max(G, 0» axj axi k 
c2 









The model constants are: C, = 1.42, Cý = 1.68, G=0.0, ak = 1-0 1 cr, = 0.7179, 
0.085,00 = 0.0 15, and il 0=4.38. 
Note that the difference between this turbulence model and the standard k- C 
model lies in the form of the c equation and the set of constants used, which 
reflects the opinion that the c equation has long thought to be a source of 
inaccuracy in the standard version of the model (Versteeg and Malalasekera. 
(1995)). 
4.5.6 Second Order Closure Models 
Although the two-equation eddy viscosity approach has proved very reliable for 
modelling a wide range of turbulent flows, in order to solve anisotropic (direction 
dependent) turbulence, a second order closure model should be used. These are 
sometimes called stress transport models since they model the motion of the 
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individual Reynolds stresses (Eq. (4-30)) and Reynolds fluxes (Eq. (4-31)). This is 
done by solving an additional transport equation for each of the Reynolds stresses 
and fluxes. 
It can be deduced that for a non-isothermal turbulent flow, stress transport models 
involve the solution of an extra seven transport equations. Although it has been 
reported (Jones and Whittle (1992)) that some second order models are able to 
deal better with swirl and reattaching flows, Clarke and Wilkes (1988) reported an 
increase in computing time of about 100%. 
Second order closure models are not investigated during this research. Their 
inclusion here is intended to highlight possible deficiencies in the k- E model that 
may be eliminated if a second order closure model were adopted. 
4.6 Mathematical Description of Boundaries 
Four types of boundary are employed in this research. This section explains the 
function of each and the mathematical conditions imposed on them. 
4.6.1 WALL Boundaries 
These are used at all fluid-solid interfaces and enable users to specify conditions 
for velocity and heat transfer. 
For all solid boundaries in this work, the so-called 'no-slip' condition was imposed 
on velocity (u, = 0). For most solid boundaries, heat transfer was zero 
(adiabatic). At heat sources, constant heat flux was imposed. 
WALL boundaries are also used to implement wall functions which are employed 
to account for the rapid variation in fluid properties close to solid boundaries in 
turbulent flows. This obviates the need for ultra-fine meshing close to boundaries 
which would be required to capture the true physics of the flow, and eliminates the 
inaccuracies of the k- F, turbulence model in these regions. 
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4.6.1.1 Wall functions for velocity 
When fluid flows past a solid surface, a boundary layer forms. This can be 
thought of as comprising three regions (Fig. 4.1): a laminar sub-layer; a log-law 
layer in which the fluid velocity can be expressed as a logarithmic function of the 
distance from the wall; and an outer layer which represents the interface between 
the boundary layer and the free stream flow. 
log Y, 
Figure 4.1. Velocity variation near a wall (after Shaw (1992)). 
At some point in the log-law region of a fully developed boundary layer, it is found 
that (Launder and Spalding (1974)), 
T2= Ctp2 k 2. (4-54) 
Using this, a new quantity, 'rk = ITI is defined thus 
'Ck = CV2 pk (4-55) 0 
in which the k subscript should not be confused with tensor notation. 




u par (4-56) 
Tk 
65 
Laminar sub- Log-law region Outer layer 
layer 
Chapter 4 Mathematical Models of CFX 
2 (PTk)y 
(d- y) (4-57) 
9 
where uP"* is the component of velocity parallel to the wall and y is the 
perpendicular distance from the wall which is assumed to be at y=d. 
The velocity parallel to the wall is then defined as follows. 
y for y' < yo 
u log(Ey+) , for y+ > y+ 
(4-58) 
0 K 
where yO is the cross-over point between the laminar sub-layer and the log-law 
region, i. e. the upper root of 
0 K 
log EyO* (4-59) 
This gives a value of yo+ = 11.23. E and x are constants of the wall function and 
take the values, E= 9.793 and ic = 0.4187 (Von Karman constant). 
By employing wall functions, the user is able to place the first grid node of the 
mesh anywhere in the log-law region (11.23 < y+ < 150 (approx. )) and allow the 
wall functions to take care of the rapid variation in variables close to the wall. 
The value of the turbulent kinetic energy, k, is represented by its transport 
equation (Eq. (4-45) or (4.50)) in the control volume immediately adjacent to the 
solid boundary. Using this, the value for 'rk can be found. The transport equation 
for c (Eq. (4-46) or (5.51)) is particularly inaccurate close to solid boundaries, so 
the value of F- in the control volume nearest the wall is calculated independently 
using the relationship in Equation (4-60) in which k has been calculated from its 
transport equation. 
C, Y4 k Y2 
x(d - y) 
(4-60) 
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4.6.1.2 Wall functions for enthalpy 
Using the value for ork (Eq. (4-55)), enthalpy, He is non-climensionalised as 
follows. 
(PCk)y 
nu JHe (Hew - He) (4-61) 
where: JH,, -- ( 
alle ) 
(flux of He at the wall); and 
Hew = value of He on wall. 
Again, making the three layer assumption at solid boundaries, the value of the 
enthalpy is given by 
crH. y', for y' < YHO 
He+ CHe' log(EHey+) , for y+ > yH+e 
(4-62) 
where aH,. is the laminar Prandtl number (or Shmidt number) for enthalpy given by 
alle = -L-' (4-63) FHe 
The log-layer constant, EHe, is given by the formula of Jayatilleke (1969): 
et 
EH. =E exp ROK 
Cl He 1+ 0.28 exp -0.007 
a He (4-64) 
which gives a value of EHe = 4.429, and a cross-over point of yH+e= 12.08. 
4.6.2 PREssuRE Boundaries 
PREssuRE boundaries are flow boundaries and are used at solution domain 
boundaries where the user knows the pressure of the fluid relative to the rest of 
the domain. Fluid can flow into, or out of the solution domain, across a pressure 
boundary. The conditions imposed in each case are as follows. 
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4.6.2.1 Inflow through a PREssuRE boundary 
Fluid entering the domain across a fluid boundary is assumed to enter normal to 
the cell face. Dirichlet conditions (constant values assigned directly to variables) 
are set on pressure and temperature. Zero normal gradients (unchanging 
conditions), known as Neumann conditions, are imposed on velocity and 
turbulence quantities. 
4.6.2.2 Outflow through a PREssuRE boundary 
When fluid flows out of the domain across a PRESSURE boundary, the only value 
fixed (Dirichlet condition) is pressure, all others are designated a Neumann 
condition. 
4.6.2.3 Other notes on PREssuRE boundaries 
Pressure is arbitrary to within an additive constant, therefore, the solution 
procedure requires some reference pressure from which all other pressures can 
be calculated. When using PREssuRE boundaries, the reference pressure is 
taken as that specified by the user at the pressure boundary. 
For both inflow and outflow across PRESsuRE boundaries, the zero gradient 
condition is imposed on velocity. This implies a fully developed flow assumption 
which may be inaccurate in some situations, for example, if the boundary is 
located at a sudden contraction or expansion. To avoid such problems, 
PREssuRE boundaries should ideally be located in regions of unchanging 
geometry, so that if the zero gradient condition had not been set explicitly, the flow 
would nevertheless have settled down to a fully developed flow in this region. 
4.6.3 SYMMETRY PLANE Boundaries 
In many CFD applications, the geometry and boundary conditions are symmetric 
about some plane. In such cases it is common practice to use a SYMETRY 
PLANE boundary condition. This both reduces the required computation and aids 
convergence by reinforcing symmetry. 
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= 0, and uPerp =0 (4-65) Dn än 
where uP"' and uP`P are the components of velocity parallel and perpendicular to 
the boundary, 0 represents the scalar variables: p; k, F-; and H, and n represents 
the direction normal to the boundary. 
SYMMETRY PLANE boundaries are also used on the two plane faces used to 
represent a 2D slice of a room (see 
4.6.4 lNTER BLOCK Boundaries 
The other boundary type used in this work is the INTER BLOCK boundary which is 
created automatically by the code when defining a multi-block geometry (see 
§D. 2). 
4.7 Fluid Properties 
Before the governing equations can be solved, various fluid properties still remain 
to be specified. For non-isothermal simulations of airflow these are: P; X; g; p; and 
Cp. These are set by defining a standard fluid. This assumes all the fluid 
properties, except the coefficient of thermal expansion, are functions of 
temperature only, expressed as 
T=a+bT+cT 2+ dT 3 +eT 
4 (4-66) 
where: T= value of fluid property 
T= standard fluid reference temperature 
a, ..., e are constants 
All the user is required to do then, is simply specify the standard fluid reference 
temperature, T, at which the various fluid properties are to be calculated. The 
expansion coefficient P, was defined in Equation (4-18). 
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4.8 Summary 
The governing equations in CFX used for modelling steady, turbulent, non- 
isothermal flows have been described, along with the mathematical conditions 
imposed at solid and flow boundaries. The techniques used to solve the 
governing equations are described in Appendix D. 
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5. Two Dimensional Modelling of Buoyancy-Driven 
Displacement Ventilation 
5.1 Preamble 
This chapter describes the two dimensional simulations that were carried out as 
an important preliminary exercise to modelling full three dimensional flows. 
The chapter begins with the definition of a reference case which is referred to as 
Benchmark 1. The initial difficulties encountered in modelling this case and how 
they were overcome are discussed. The final (satisfactory) result for this 
reference case is fully documented and then used as a basis for investigating the 
effects of varying certain numerical and physical parameters. 
The CFD results are compared with the work of Linden et al. (1990) for a 2D line 
source of buoyancy (§3.5.2). 
5.2 Definition of Benchmark 1 
Displacement ventilation in a 2D slice of a simple space, driven by a source of 
buoyancy in the centre of the floor, was considered (Fig. 5.1). 
In CFX, 2D simulations are defined by considering a one-cell-thick slice of a 
geometry that is infinitely long in the z direction (§D. 3.1). The length of the cell in 
the z direction was set to 1 m, which enabled all quantities such as opening areas 
and source strengths to be expressed in quantities 'per metre in the z direction'. 
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1.5m 0.1 5m Une 
Heat source 0.3m 1.6m Opening 
0.1 m 
Figure 5.1 Geometrical description of Benchmark 1. 
The ambient air temperature was set to 18"C and it was assumed that the walls, 
ceiling and floor (except to source) were adiabatic. The space is symmetrical 
about its centre and air was able to move freely into or out of the space via the 
upper and lower openings. 
5.3 Initial Simulations 
5.3.1 Setting Boundary Conditions 
One of the main difficulties in modelling natural ventilation flows lies in deciding 
what boundary conditions to set at the openings between the interior and exterior. 
In particular, what conditions to impose on pressure, velocity and turbulence 
quantities. In mechanical ventilation, this issue is far simpler since these 
conditions are determined by the equipment being used. In this work however, 
the only driving force is the single heat source in the centre of the floor inside the 
space (Fig. 5.1). 
It was anticipated that the flow in the vicinity of the openings would be complex - 
the air is rapidly contracted and then expanded as it passes through the openings 
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which causes complex, rapidly changing pressure fields. Such pressure changes 
would have an effect on the airflow inside the space and so it was thought 
necessary to model the air explicitly as it passed through the openings. The 
computational domain was therefore extended beyond the room so that any 
potential errors caused by specifying inaccurate boundary conditions at the 
openings were removed. It should be noted that by including some of the exterior 
space in the computational domain, it was not sought to obtain accurate 
predictions for the flow field in these regions. It was used purely in an attempt to 
eliminate possible inaccuracies in the results inside the space. The amount of 
exterior modelled was estimated for the initial simulations but is investigated 
further in §5.10. 
The task of specifying boundary conditions at the openings had now been 
replaced with the task of deciding what conditions to impose at the extremities of 
the exterior domain. In reality the exterior region is infinite so the boundary 
conditions used should reflect this as closely as possible. This was done by 
setting zero normal gradient (i. e. unchanging conditions) on the velocity 
components and turbulence quantities, and explicitly specifying values for 
temperature and pressure. The value for temperature is only used when the flow 
is into the domain and is set equal to the ambient temperature. Pressure was set 
to be a constant (p =0 for convenience) at all points on the exterior boundary. 
This was possible since pressure is arbitrary to within an additive constant, i. e. the 
value of pressure on the boundary was simply used as a reference, relative to 
which, all other pressures were calculated. Pressure differences due to height, 
(4, say), (Ap = pghl), were automatically accounted for in the momentum 
equation (Eq. (4-9)). This sort of boundary is called a PRESSURE boundary in 
CFX (see §4.6.2 for more details). 
It is normal in steady-state CFD simulations for geometrically symmetric problems 
to be modelled as such, and so a SYMETRY PLANE boundary was used as 
shown in Figure 5.2 
74 
Chapter 5 Two Dimensional Modelling of Buoyancy-Driven Displacement Ventilation 
2.55M 
WALL boundary 




SYMMETRY PLANE boundary 
Figure 5.2 Representation of Benchmark 1 in CFX. 
5.3.2 Enthalpy and Buoyancy Reference Temperatures 
In flows with heat transfer and buoyancy effects, reference temperatures for 
enthalpy, TE,, f, and buoyancy, TB,,,, f, need to be specified (see §§4.2 and 4.4). In 
these simulations, the buoyancy reference temperature needs to be set to the 
same value as the ambient temperature, since T, 9,, f is used in the calculation of 
the pressure field as follows. 
Recall from Chapter 4 that the pressure field in a turbulent flow is given by 
Equation (4-41): 
PO --*': P- PBref 9k Xk +2 pk (Eq. 4-41). 3 
Using Equation (4-16) 
P -"ý 
PBref 
(1- P(T - T, 3,, f)) (Eq. 4-16)l 





+ pk. (5-1) 1- P(T - 
FBý, 
j 3 
So in order for PO =P- P9kXk +2 pk (i. e. zero net pressure force) on the 3 
PREssuRE boundary as required, TBef had to be set equal to the temperature on 
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the PRESSURE boundary, i. e. the ambient temperature. In order to obtain the 
same result for a different buoyancy reference temperature, it would have been 
necessary to alter the value of p set on the PRESSURE boundary. It was easier 
simply to set p=0 on the PRESSURE boundary and TBef equal to the ambient 
temperature. 
The enthalpy reference temperature has no effect on the solution as it is simply a 
numerical parameter used for specifying the temperature at which the static 
enthalpy is zero (Eq. (4-13)). For convenience, this too was given the same value 
as the ambient temperature. 
5.3.3 Specification of Fluid Properties 
Physical fluid properties were set using the standard fluid reference temperature 
method available in CFX (§4.7). A temperature of 2"C above ambient was used, 
which gave the following values: 
CP = 1004J/KgK; 
X=0.02571 W/mK; 
la = 1.812 x 10' Kg/ms; and 
p=1.208 Kg/M3. 
The thermal expansion coefficient is calculated (automatically) using Equation (4- 
18) (P=-(1/p)ap/aT) and was given the value 
0=0.003394 Kl. 
5.3.4 Mesh Definition 
For the initial simulation, the mesh shown in Figure 5.3 was used (72x90). The 
mesh density and orthogonality is investigated later in more detail (§5.5). 
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Figure 5.3 Mesh used in the initial simulation of Benchmark 1 
(range of cell dimensions: 4.75cm - 16cm). 
5.3.5 Convergence Criteria 
It was necessary to decide upon appropriate convergence criteria that should be 
met before a solution was deemed accurate (see §D. 7.4). The following criteria 
were used: 
i. the enthalpy residual should be less than 1% of the total heat entering the 
domain; and 
ii. the absolute values at the monitoring point (§D. 7.1) should not change by 
more than about 0.1 
In all simulations, the monitoring point was placed in the centre of the upper 
opening. 
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5.3.6 Obtaining a Solution 
Satisfactory convergence (i. e. adherence to the above criteria) could not be 
achieved for Benchmark 1 using the default solution techniques (see Appendix D). 
The enthalpy residual was too large (Fig 5.4) and none of the absolute values 
were constant (Fig. 5.5). 
For non-converging simulations, it is important to first check that the model has 
been accurately set up according to the problem definition, and also that this 
definition is an accurate numerical representation of the real problem. If 
convergence difficulties persist, it is necessary to consider the numerical 
techniques being employed to solve the discretised equations. Since there are 
only small oscillations in the absolute value plot (Fig. 5.5), it may be possible to 
obtain satisfactory convergence by using a more stable solution procedure. This 
can be achieved by imposing tighter under-relaxation factors which make the 
solution matrix more diagonally dominant and hence the solution procedure more 
stable (see §D. 7.2). The trade-off attached to this approach is a degradation in 
convergence rate (i. e. the rate of decrease of the residuals is slower). 
Many different combinations of under-relaxation factors were investigated, e. g. 
under-relaxation on the momentum equations only, u nder- relaxation on enthalpy 
only, u nder- relaxation on all equations, etc. Although all combinations had the 
effect of slowing down the solution procedure, none were able to eliminate the 
small oscillations on the absolute values or reduce the enthalpy residual 
suff iciently. 
It was thought that the u nde r- relaxation used was not specific enough to the type 
of flow being solved. The other type of u nder- relaxation available is false time- 
stepping (§D. 7.2). This is less straight forward to apply, since a knowledge of the 
time-scale over which the flow is oscillating is required, which is of course difficult 
to determine prior to conducting the simulation. However, it was observed by 
analysing the flow field predictions of the non-converged solution, that although 
the default solution technique did not produce constant absolute values, it did 
produce a good approximation'to the expected flow pattern in the region of 
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Figure 5.7 Absolute values at the monitoring 
point obtained throughout the solution process 
when using false time-steps of 0.1 s on each 
momentum equation 
(restart of initial simulation). 
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interest (inside the space). This is an approximation in the sense that, since the 
iteration procedure adopted was unable to establish a definitive set of absolute 
values, it oscillated within a range of values close to the solution. Consequently, 
the result obtained using the default under-relaxation factors and no false time- 
stepping could be used to calculate a suitable time-scale for use as an initial 
guess to the false time-step required, by expressing the time-scale, tf . as 
tf = 




typical velocity (m / s) Vf 
vf was calculated by finding the average velocity throughout the domain and df by 
using Equation (5-3). 
df = 
farea of-domain ý 
number of cells 
(5-3) 
It should be noted that a precise value of tf was not sought and indeed not 
required to obtain an accurate solution. It simply acted as a time-scale factor that 
controlledthe solution procedure. 
Using equations (5-2) and (5-3), a value of about 2s was found. A restart 
simulation using this false time-step on the two momentum equations produced 
smaller oscillations in the absolute values but did not eliminate them completely. 
Another restart was run using the smallest cell dimension in the domain to 
calculate df, giving tf =1.2s. This produced further improvement but did not 
achieve constant absolute values. More simulations were carried out in which the 
false time-steps were gradually decreased. An optimum value of 0.1 s imposed on 
the two momentum equations was established, whereby all convergence criteria 
were met (Figs. 5.6 and 5.7). 
It is useful to investigate this value of tf and compare it with equations (5-2) and 
By using the smallest cell dimension for df (= 0.0475m) and the highest 
velocity in the plume (= 0.32 m/s) for vf (which is surely a characteristic velocity of 
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the flow), a value of t, = 0.1 5s is found, which compares favourably with the 
optimum value used. 
Now that a fully converged result had been obtained for Benchmark 1, this could 
be used as a reference with which variations in physical and numerical 
parameters could be compared. The detailed results for Benchmark 1 are now 
discussed. 
5.4 Analysis of Benchmark 1 Results 
Table 5.1 provides a summary of the numerical parameters and techniques used 
to obtain this result. 
Table 5.1 Summary of numerical parameters and techniques used to obtain a solution for 
Benchmark 1. 
Parameter/Technique Details 
Solution procedure Hybrid differencing was used on all convection terms except in 
the mass conservation equation where central differencing was 
used. Pressure correction was carried out using the SIMPLEC 
algorithm. For further details see §§D. 3.3 and D. 4.2). 
Turbulence Standard k-e (§4.5.4). 
Enthalpy reference temperature Ambient 180C). 
Buoyancy reference temperature Ambient 180C). 
Under-relaxation factors Default (momentum: 0.65, mass: 1.0, turbulent kinetic energy 
and dissipation: 0.7, energy: 0.7). 
False time-steps 0.1 s on u and v momentum equations in restart simulations. 
Mesh 72 x 90 (see Fig. 5.3). 
Boundary conditions All surfaces are adiabatic (0=0) except the source 
(0 = 200 W/M2 ) and possess the no-slip condition (u, =0) and 
wall functions described in §4.6.1. The domain boundary is 
made Up Of SYMMETRY PLANE boundaries (§4.6.3) and 
PRESSURE boundaries (§4.6.2) where p=0 and T= 18 11C. 
5.4.1 Discussion of the Flow Field 
The resulting velocity field (Figs. 5.8 and 5.9) shows the rising plume from the 
heat source as expected. This forms a layer of warm, buoyant air in the upper 
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Figure 5.8 Predicted velocity field in whole 
domain for Benchmark 1. 
Figure 5.10 Predicted velocity and temperature 
field in whole domain for Benchmark 1 
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Figure 5.11 Predicted velocity and temperature 
field in space for Benchmark 1 
(contour interval = 0.2511C). 
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region of the space which stratifies causing an interface to form separating the 
warm, buoyant air above, from the cooler, ambient air below (Figs. 5.10 and 5.11). 
The interface is identified by the height at which there is least vertical motion 
outside the plume, and is accompanied by a sharp change in temperature. A 
steady state was achieved in which the rising plume entrains fresh, ambient air 
below the interface, and carries it into the upper part of the space where it 
recirculates and exits through the upper openings. 
This flow pattern compared favourable with the description by Linden et al. (1990). 
The only slight cause for concern was the impingement of the incoming air on the 
interface. It was therefore considered prudent to measure the interface height 
away from this region, i. e. at the far left-hand-side of the box. Linden et al. (1990) 
predicts the airflow below the interface to have a vertical component toward the 
interface and a horizontal component toward the plume (Fig. 3.1). However, due 
to the infinite length of the openings in the CFD model (inherent in a 2D 
simulation), two recirculation zones were established below the interface, either 
side of the incoming air. Consequently, some of the air below the interface 
possesses a vertically downwards component. 
As intended by the boundary conditions imposed, there is virtually zero flow in the 
exterior space, other than the rising plume forced out of the space by the layer of 
buoyant air in the space, and the surrounding air that it entrains. 
A plot of the pressure field (Fig. 5.12) clearly shows a net pressure difference 
between air at the interface height inside the space, and that at the same height 
outside the space. This again supports the theory of Linden et al. (1990) by 
showing that the accumulated layer of warm air causes a hydrostatic pressure 
difference which drives the flow out of the space. Recall the following: 
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Figure 5.12 Predicted velocity and pressure fields for Benchmark 1 (all pressures are relative to 




Figure 5.13 Temperature distribution for Benchmark 1 showing stratification of warm air above 
cool, ambient air. 
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"... the layer of buoyant fluid near the ceiling will drive a flow through 
the openings since the hydrostatic pressure difference between the top 
and bottom of the layer will be smaller than that between the same 
heights in the denser fluid outside the space. " 
Linden et al. (1990) 
5.4.2 Vertical Density Profile 
The stratification of the flow is shown clearly in a shaded contour plot of the 
temperature (Fig. 5.13). Buoyancy, g', was measured along vertical lines at five 
distances from the left-hand wall of the space (Fig. 5.14). The buoyancy is 
expressed in terms of enthalpy using Equation (3-2) (g'=gPAT), and the 
relationship between temperature and enthalpy (AT = AHe1CP ) to give: 
g'= gpAT - 
gpAHe 
_ 
gp(He-He, f) _ 
goHe (5-5) 
CP CP CP 
where the reference value of enthalpy, He ref I
is taken to be the ambient value (= 
0) since the ambient air temperature is the same as the enthalpy reference 
temperature at which enthalpy is defined to be zero (§5.3.2). 
All buoyancy profiles, except that in the plume, show a sudden increase in density 
in the range 0.34 < h1H < 0.51, suggesting an interface in this region. The most 
clearly defined interface was given by the profile at x=0.075m, again suggesting 
that the best x-location for measuring h1H was in this vicinity (this is also the 
approximate location at which Linden et al. (1990) used a conductivity probe to 
measure the density in Figure 3.4). 
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Figure 5.14 Buoyancy profiles for various x-locations along the space. 
The profile plotted in the plume (at x= 2_525m) shows a large buoyancy value 
close to the source due to the large temperature difference produced. This 
gradually reduces as more and more ambient air is entrained. The theory states 
that all air above the interface should be of uniform buoyancy, equal to that in the 
plume at the interface height (Eq. 3-21). Figure 5.14 shows excellent agreement 
with the first part of this statement. The reason for the higher plume buoyancy at 
the interface level is because the theoretical prediction of the buoyancy above the 
interface is based on a plu me-width -average of the buoyancy in the plume (not 
the value on the plume axis). In this case, a 'top-hat' profile is assumed which 
possesses a lower value than the axial value shown in the x=2.525m profile 
( GT' = Gý /2 (Eq. (B- 11 )). 
5.4.3 Interface Properties 
The interface is estimated from Figure 5.11 at the x=0.075m location. This 
result is compared with the analytical prediction of Linden et al. (1990) in Table 
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5.2 along with the value of g' (the buoyancy change across the interface). Note 
that h is normalised with respect to the height of the space, and g' with respect to 
G' (the value of plume buoyancy at (the hypothetical) height H). H 
Table 5.2 Comparison of interface properties for Benchmark 1. 
CFD Theory (Linden et al 
(l 90)) 
WH 0.390 0.603 
gh' IGý 1 1.84 1.66 
These discrepancies are investigated as the chapter progresses. 
5.4.4 Plume Behaviour 
Accurate modelling of the plume is imperative if reliable results for the 
displacement ventilation flow pattern are to be obtained. The volume flux in the 
plume, ML, determines the interface height, h, (since the interface forms when M. 
is equal to the volume flux through the space), and the buoyancy change across 
the interface, g;, is determined by the reduction in buoyancy achieved after 
height h in the plume. By way of assessing the ability of the CFD program to 
model the plume, a measure of the entrainment into the plume (§3.4) was made. 
The 'top-hat' value of entrainment, aT 'was calculated as follows. 
Vertical velocity profiles were plotted (Fig. 5.15) at 10cm vertical height intervals 
above the source in the vicinity of the plume. From these graphs it was possible 
to measure the characteristic plume width, bG, from the plume axis to the point at 
which the axial velocity vG had fallen by a factor of 1/e. The corresponding 'top- 
hat' values were then calculated (Table 5.3) and the variation of the 'top-hat' 
plume width bTwith height above the source plotted (Fig. 5.16). Enthalpy (HeT ) 
which is also included in Table 5.3 is not plotted since only the axial value was 
required. 
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Figure 5.16 Variation of plume width with height above the source. 
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Table 5.3 'Top-hat' plume data calculated for Benchmark 1. 
Height above 




bT= b, HeT = 
He. 
2 
0.1 0.203 0.044 5730.0 
0.2 0.216 0.061 4142.8 
0.3 0.223 0.084 3246.3 
0.4 0.228 0.102 2683.6 
0.5 0.233 0.119 2294.7 
0.6 0.236 0.134 2013.8 
0.7 0.240 0.153 1803.7 
0.8 0.241 0.168 1643.8 
0.9 0.241 0.183 1518.6 
1.0 0.240 0.196 1420.8 
(*) See Appendix B for derivation of these formulae. 
From Equation (B-29): bT = aTY I it is deduced that the gradient of the graph in 
Figure 5.16 is equal toCCT therefore 
k-e CCT 0.17. 
It is simply noted at this point that the CFD model has predicted a larger value of 
entrainment than that used by Linden et al. (1990), and found experimentally by 
previous researchers (Morton et al. (1956), Rouse et al. (1952), and Baines and 
Turner (1969)). 
Using the 'top-hat' plume quantities given in Table 5.3, the variations of volume 
flux in the plume per metre length, ML, and buoyancy in the plume, GTI, were 
calculated using 
ML =2bTVT (5-6) 
and G' = 
go(HeT -He,, f) (5-7) T CP 
respectively, where the reference value Heref is equal to the ambient value of 
enthalpy (=O). 
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The variations of ML and G' with height above the source are compared with the T 
theoretical predictions using CC T0 "(used by Linden et al. (1990)) and aT= 0.17 
as predicted by the CFD simulation (Figs. 5.17 and 5.18). 
The equation relating volume flux in the plume with height above the source is 
Equation (3-25), which when rearranged as y= 
ML 
/3 can be compared 
directly 
DBL' 
with the linear graphs in Figure 5.17. Since the CFD model has predicted a linear 
relationship, this suggests that the CFD plumes are behaving qualitatively well. 
The difference in the gradient between the CFD prediction and the theory (for 
(XT= 0.1) can be attributed to the higher value of entrainment predicted by the 
CFD model. Note the similarity in gradients between the CFD model and the 
theoretical line for CCT= 0.17. The differences in the y-axis intercept are thought 
to be due to the assumption of an infinitesimally narrow line source in the 
theoretical analysis. In the CFD simulations, the source has a finite area which 
implies the existence of a 'virtual origirf at some point below the source. 
Consequently, at y=0 the CFD simulation predicts a non-zero volume flux, i. e. 
the volume flux that would be present had there been an infinitesimally narrow 
source at the virtual origin (y = -0.12). 
The graph showing variation of plume buoyancy with height (Fig. 5.18) does not 
compare as well with the theory as the volume flux variation. The equation of the 
curve fitted to the CFD points is: 
G' = 0.05Y -0.6 T 
c. f. theory using CýT= 0.17 (Eq. 3.26): 
G' = 0.06y-1. T 
From these equations and Figure 5.18, it is observed that the discrepancy in 
plume buoyancy is not caused solely by the discrepancy in entrainment. Rather, 
the CFD has predicted a different variation of G' with BL, CCT, and y. This is T 
substantiated by the non-linear variation between G' with Y' (Fig. 5.19). T 
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Figure 5.18 Variation of buoyancy in the plume 
with height. 
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Figure 5.19 Variation of buoyancy in the plume 
with y'. 
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One factor contributing to this phenomenon is the virtual origin. Recall from 
Figure 5.14 that there exists a large buoyancy gradient low down in the plume. 
The effect of the virtual origin is to remove the lower part of the plume where the 
large values of buoyancy occur. As a result, the values predicted by the CFD 
model are less than the theoretical values, and the larger values close to the 
source are omitted. Consequently, the buoyancy gradient is altered. This is 
discussed further in Chapter 8 (§8.3.3). 
5.5 Mesh Investigation 
Mesh dependency in CFD simulations can potentially provide a source of error in 
the results. It is therefore important to investigate the effect of the mesh on the 
solution, and ensure that an adequately detailed mesh is being used. 
All CFD simulations must begin with an estimate as to how dense the mesh 
should be and in which areas more grid nodes are likely to be needed. This can 
then be used as a starting point from which to alter the mesh density so that a 
mesh independent solution (one that does not depend significantly on further 
refinement) is obtained within an acceptable amount of computing time. 
Although the mesh density is sometimes accountable for discrepancies, it should 
be remembered that, at best, the mesh can only be expected to give accurate 
results for t' he mathematical model being solved. For example, in this work, once 
a value for the interface height, h, had been established such that further mesh 
refinement produced no significant changes in h, even if this value did not agree 
with that obtained experimentally, it would have been pointless to continue the 
refinement in the hope that, eventually, a result much closer to that of the 
experiment would be found. 
The properties used to determine whether or not a mesh independent solution 
had been established were the vertical velocity profiles in the vicinity of the plume 
and the buoyancy change across the interface, g'. Five different meshes were 
investigated (Table 5.4). 
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Table 5.4 Meshes used to identify optimum mesh density and refinement. 
Case Description Resolution 
(x-direction vs. y. 
direction) 
MESM This is the reference case already investigated (Fig 5.3). 65 x 90 
MESH2 Finer than MESH1, but same block structure . 101 x 134 
MESH3 Finer than MESH2, but same block structure*. 157 x 210 
MESH4 Coarser than MESH1, but same block structure . 38 x 44 
MESH5 Same resolution as MESH1 in room, but coarser, non- Interior: 
orthogonal (skewed) mesh, in exterior (Fig 5.20). This mesh 42 x 40 
uses a different block structure to the other four meshes with the Exterior: 
aim of reducing simulation times. ** 25 x 124 
* For information on block topology in CFX see §D. 2. 
** 124 is the number of cells around the perimeter of the domain (excluding the symmetry line). 
Convergence was extremely difficult to achieve for MESH5 (the highly skewed 
mesh). For the default u nder- relaxation factors, the solution process rapidly 
diverged (i. e. the residuals rapidly increased to values that could no longer be 
stored in the computer, resulting in no solution being attained). Even reducing the 
false time-steps could not prevent divergence. Convergence could only be 
achieved by specifying under-relaxation factors of 0.1 on the two momentum 
equations. As already pointed out (§5.3.6), any type of under-relaxation slows 
down convergence. Under-relaxation factors of 0.1 are considered to be extreme 
constraints on the iteration process and therefore undesirable due to high 
simulation times. The rapid divergence was thought to be due to the deferred 
correction approach adopted in the CFX solver algorithm (§D. 9). On non- 
orthogonal grids, this can cause very small values of F- at a localised set of points, 
giving rise to unphysically high values of the turbulent viscosity, gt (= Cj'p 
k 
C 
This is discussed further in section 8.2.2. 
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Figure 5.20 Non-orthogonal mesh (MESH5 in 
Table 5.4) used to produce a coarser mesh in 
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Figure 5.22 Change in buoyancy along line 
x=0.2m for various meshes (Table 5.4). 
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Figure 5.21 Vertical velocity profiles at 0.3m 
above the floor for various meshes (Table 5.4). 
Figure 5.23 Distribution of turbulent kinetic 
energy k. 
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The vertical velocity profiles predicted by each mesh in the vicinity of the plume 
show very similar results (Fig. 5.21). The largest differences are observed in 
MESH4 where a wider plume is predicted. However, to enable accurate 
prediction of the axial plume properties VG and HeG Jt was deemed necessary to 
use a mesh resolution in the plume with a length scale smaller than the width of 
the heat source - cells of dimension 1cm x 1cm were used. The comparison in the 
predicted values of g' (Fig. 5.22) also shows the largest differences to be in the h 
MESH4 results where a more diffuse interface is predicted. 
It was decided that MESH1 (with a finer mesh in the plume) gave a sufficiently 
mesh-independent solution to enable accurate measurement of flow properties 
such as plume width, interface height and stratification strength. However, due to 
potential convergence problems when using non-orthogonal grids, all non- 
orthogonalities in MESM were removed. 
5.6 Effect of Turbulence Model 
Another important consideration in CFD modelling is the method used for 
representing turbulence. This is of particular importance when modelling 
buoyancy-driven flows since the plume, which governs these flows, induces 
additional turbulence effects (Fig. 5.23). 
An indication of whether or not a buoyancy-driven flow is turbulent is given by the 





where, for the plume: 
I= typical length scale, h say, and 
1 Following feedback of the work in this section to §5.4.4 (plume behaviour), all of the plume 
properties OXTI ML, G', etc. ) were calculated from simulations which employed a finer mesh in T 
the plume. 
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temperature difference between plume axis and entrained air, say. 
The flow in the plume has a Rayleigh number of the order of 1x 109. The onset of 
turbulence is said to occur in the range 106 < Ra < 109 (Jones and Whittle (1992)). 
It is therefore reasonable to assume that the flows investigated here are turbulent. 
So far, the standard k-F_ turbulence model of Launder and Spalding (1974) has 
been employed. This was used as it is widely accepted as being the industry 
standard turbulence model capable of modelling many different flow types to an 
acceptable degree of accuracy. However, some researchers (Ideriah (1980), 
Fraikin et al. (1982), and Thompson et al. (1985), and more recently Chen et al. 
(1995)) have reported diff iculties when using the standard k-E model to simulate 
buoyancy-driven flows. 
Many researchers have tried improving the standard k-F, model so that 
buoyancy-driven flows are more accurately represented. For example, Ideriah 
(1980) added a buoyancy term to the F, equation of the form 
Rto e* k 
(5-9) 
Many CFD codes incorporate such a term. However, the exact form of the term 
remains subject to debate and so the default in most codes is to exclude the term. 
CFX uses the term in the form shown in Equation (4-46). A simulation including 
this term (C3 =1 in Eq. (4-46)) produced marginal increases in the axial plume 
values for velocity and enthalpy (typically about 1.5%), but no measurable 
difference in either h/H or g' / G' . This is thought to be due to the fact that the hH 
flows considered here are stable, stratified flows in which the vertical temperature 
gradient, aTlay is everywhere positive, resulting in a negative value for G in the C 
T (Eq. 4-48), and hence nullifying the term. equation since G= 
ýteff P9k -L- C3 alle, aXk 
Although aTlay is negative in the plume and the G term in the equation is 
invoked, its influence is evidently small. 
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Yakhot and Orszag (1986) used Renormalisation Group (RNG) theory to derive, 
mathematically, a new set of constants for the k- F- model (see §2.6 and §4.5.5). 
By using mathematical theory to derive the constants in the model, all empiricism 
of the standard k-c model was removed. 
Benchmark 1 was run using the RNG k-e model incorporated into CFX (§4.5.5). 
The convergence criteria were successfully attained, and the flow pattern showed 
qualitatively similar results (Fig. 5.24) to those obtained using the standard k- F- 
model. However, the interface height and buoyancy change across it were slightly 
different and compared more favourably with the predictions of Linden et al. 
(1990) (Table 5.5). 
Table 5.5 Comparison of results predicted by the standard and RNG k-F, models with the 
predictions of Linden et al. (1990). 
Theory (Linden 





h1H 0.603 0.390 0.490 
g; IGH' h 1.66 1.84 1.88 
air change rate 
I (ach-) 
I 25.66 22.42 21.90 
Table 5.5 also compares the predictions of air change rate (ach") with that 
predicted by Linden et al. (1990). The latter is calculated using the theoretical 
value of ML (Eq. 3-25) at y=h where h is the interface height predicted by 
Linden et al. (1990). 
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Figure 5.24 Flow pattern and temperature contours for Benchmark 1 when using the RNG k 
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Figure 5.25 Variation of plume width with height above the source using the standard and RNG 
k-P models (gradient = (x, (Eq. (B-29)). 
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Table 5.6 'Top-hat' plume data calculated for Benchmark 1 (standard and RNG k- rr, models). 
Height above 
source (m) 










14e, "eT =2 
k-E RNG 
0.1 0.203 0.209 0.044 0.040 5730.0 5898.0 
0.2 0.216 0.231 0.061 0.054 4142.8 4498.4 
0.3 0.223 0.242 0.084 0.063 3246.3 3643.1 
0.4 0.228 0.250 0.102 0.075 2683.6 3073.1 
0.5 0.233 0.256 0.119 0.088 2294.7 2663.2 
0.6 0.236 0.262 0.134 0.100 2013.8 2356.1 
0.7 0.240 0.267 0.153 0.113 1803.7 2117.5 
0.8 0.241 0.269 0.168 0.124 1643.8 1928.3 
0.9 0.241 0.272 0.183 0.135 1518.6 1773.9 
1.0 0.240 0.274 0.196 0.149 1420.8 1648.3 
1.1 0.274 0.159 1546.7 
1.2 0.272 0.168 1462.6 
1.3 0.269 0.178 1393.7 
(*) See Appendix B for derivation of these formulae. 
By repeating the analysis carried out in section 5.4.4, it was shown that the RNG 
k-e model had predicted a narrower plume and therefore a smaller value of the 
entrainment constant (Fig. 5.25 and Table 5.6): 
(X RNG = 0.12. 
This compared more favourably than the standard k- F- model with that used by 
Linden et al. (1990) and measured by previous researchers (Morton et al. (1956), 
etc. ). 
The more favourable agreement of entrainment prediction between the theory and 
the RNG model yields similar gradients for the variation in plume volume flux with 
height (Fig. 5.26). However, since the RNG model has predicted a narrower 
plume than the standard k- F, model, its virtual origin is lower, at y= -0.1 6m. As 
expected the difference in entrainment between the two turbulence models is also 
reflected in the variation of plume buoyancy with height (Fig. 5.27). Although the 
RNG model has predicted values closer to the theoretical line than the standard 
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model, the shape and position of the CFD curve is still substantially different to the 
theoretical prediction. 
The final simulation investigated in this section incorporated the additional 
buoyancy term in the F- equation (Ideriah (1980)) into the RNG turbulence model 
(C3= 1 in Eq. 4-46). However, as with the standard k -F, model, and for the 
same reasons, there were no changes in the results. 
5.7 Effect of Sizes and Positions of Openings 
To investigate the dependence of the interface parameters on opening sizes, 
simulations were carried out for various effective opening areas AL, where 
a,, a, (Eq. 3-19). 
2(a, 2/c+a, 2 
The results show good qualitative agreement for both turbulence models (Figs. 
5.28 and 5.29) - note the favourable agreement of interface height between the 
theoretical prediction when an entrainment value of CC T= 0.17 is used and the 
CFD results for the standard k-e model. Quantitatively, the prediction of 
interface height is closer to that of Linden et al. (1990) when using the RNG k-C 
model owing to its lower prediction of entrainment. The CFD results for buoyancy 
change across the interface do not vary much depending on the turbulence model 
used, and both models offer favourable quantitative agreement with the theory. 
The similarity in results between the two models is caused by a cancelling effect 
as follows. The theory states that g' = G' h T(Y=h) (Eq. (3-21)). So factors 
affecting buoyancy in the plume at the interface can potentially cause changes in 
g'. Now plume buoyancy reduces with height or if entrainment increases. 
Therefore, when moving from the standard k-c model to the RNG k-F- model, 
the interface rises causing an increase in h and a corresponding reduction in 
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Figure 5.26 Variation of volume flux in the plume 
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Figure 5.28 Variation of interface height with 
effective opening area for both turbulence models 
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Figure 5.27 Variation of buoyancy in the plume 
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Figure 5.29 Variation of buoyancy change across 
the interface with effective opening area for both 
turbulence models. 
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GT (Y = h). However, simultaneously the entrainment reduces causing an 
increase in GT '(y = h). These two effects, if not completely, do at least act to 
cancel each other out, giving 
G'(Y =h 
k-E G(y =h 
RNG 
TT 
gik-E . giRNG hh 
The general trend of the CFD results in Figure 5.28 does not follow a perfect 
curve. This is thought to be due to the lower openings being smaller than the 
upper ones in some cases, causing a larger momentum flux through the lower 
openings. This momentum force impinges on the interface (Fig. 5.30) forcing it 
upwards in that region, making the interface height difficult to measure. 
Simulations in which openings were placed at different horizontal locations 
produced favourable agreement with the theory (Figs. 5.31 - 5.33). 
5.8 Effect of Space Dimensions 
Simulations were carried out for a 'tall' space (5.1 rn wide x 5.1 m high) and a 
'wide' space (10.2m wide x 2.55m high). The theory of Linden et al. (1990) 
states that the interface parameters, h/H and g' / G' , are independent of the hH 
floor area. This was verified subject to a small discrepancy in the interface height 
(Fig. 5.34 and Table 5.7). The slightly lower interface predicted by Benchmark 1 
is thought to be due to the larger velocities in the upper region of the space 
causing downward momentum forces on the interface at the measurement point. 
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Figure 5.30 Incoming air impinging on the 
Figure 5.31 Resulting flow pattern for lower 
interface due to a smaller lower opening than openings against walls using standard k-c 
upper opening. model (A; IH=0.15, h/H=0.438, 
G' =1.80). H 
/, ý411 - ------------- 
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Figure 5.32 Resulting flow pattern for upper 
openings against wall using standard k-c 












Figure 5.33 Resulting flow pattern for only one 
upper opening using standard k-E model 
(A'IH = 0.072, h/H=0.26, g' / G' = 2.85). LhH 
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Figure 5.34 Resulting flow pattern for'wide'space 












Figure5.35 Resulting flow pattern for 'tall' space 
(A* 1H = 0.074, Q= 20OW). L 
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Table 5.7. Comparison of flow parameters for different space dimensions using the k-E 
turbulence model. 
WH g' / G' hH ach-1 
'Wide'space (Fig. 5.34) 0.440 1.86 14.8 
'Tall'space (Fig. 5.35) 0.285 2.86 11.2 
Benchmark 1 (Fig. 5.11) 0.390 1.84 22.4 
The simulation of the taller space resulted in a lower value for hIH and a higher 
value for g' / G' as predicted (Figs. 3.7 and 3.8). Although the normalised hH 
interface height h/H has reduced, the actual height of the interface (h = 1.45m) 
has risen, as the volume fluxes in the plume and through the openings reach a 
steady state. Therefore, the plume propagates further before breaking down to 
form the interface which results in a lower value of GT '(y = h) and thus9h 
5.9 Effect of Source Strength on the Flow 
Various source strengths were simulated using the same effective opening area 
defined for Benchmark 1. The results for 5OW and 100OW using both turbulence 
models (Figs 5.36 - 5.39) show clearly the effects of varying this key physical 
parameter. 
As expected, the temperature change across the interface increases as the 
source strength increases, as do the induced velocities and therefore the volume 
flux in the plume. The plume properties M and G' compare qualitatively well LT 
with the theoretical predictions and vary linearly with B 1/3 and B 2/3 respectively as LI 
predicted (Figs. 5.40 - 5.43). 
The quantitative discrepancies in the volume flux curves (Fig. 5.40) can be 
attributed to the larger value of entrainment predicted by the CFD code for both 
turbulence models, and the existence of the virtual origin. Those in the buoyancy 
curve (Fig. 5.41) are more substantial. Although the linear variation of G' with 
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Figure 5.36 Flow pattern for Q= 5OW using 
the standard k-c model. 
Figure 5.38 Flow paftern for 0= 50W using 
RNG k-c model. 
Figure 5.37 Flow pattern for Q=1 NOW using 
the standard k-c model. 
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Figure 5.39 Flow pattern for Q=1 NOW using 
RNG k-c model. 
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B 2/3 - L' is successfully predicted (Fig. 5.43), its rate of variation is not, which gives 
rise to the discrepancies in Figure 5.41. It is evident from Figures 5.41,5.43 and 
5.19 that the inaccurate prediction of plume buoyancy lies in the variation of 
buoyancy with height. 
However, the most important observation to be made in this section is the 
prediction that the interface height is independent of the source strength (Table 
5.8). 
Table 5.8 Effect of source strength on displacement ventilation flow parameters. 
Source 
strength (W) 
WH g' / GH' h ach" 
k-E RNG k-F, RNG k-E RNG 
50 0.390 0.473 1.86 1.89 14.12 13.84 
200 0.390 0.490 1.84 1.88 22.42 21.87 
500 0.390 0.479 1.85 1.89 30.45 29.34 
1000 0.390 0.528 1.84 1.87 38.48 37.65 
The slight difference in interface height when using the RNG model will be 
discussed in Chapter 8. However, these differences must be put into perspective. 
It is noticed in the RNG simulation of Benchmark 1 (e. g. Fig. 5.24), that most of 
the temperature change at the interface occurs in the range 0.444 <h/H<0.537. 
The variation in h1H with source. strength for the RNG model (Table 5.8) lies within 
this range suggesting that the difference is not a major cause for concern. 
5.10 Investigation of Exterior Space Modelled 
Various amounts of the exterior domain were modelled to investigate how much of 
this space could be eliminated without affecting the final result. This has the 
advantage of reducing run times which would become increasingly important 
when addressing three dimensional simulations. 
All simulations gave qualitatively similar results for the displacement ventilation 
flow inside the box (Figs. 5.44 - 5.47). The unrealistically high velocities in the 
exterior space in Figure 5.44 are thought to be caused by artificial entrainment 
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across the PRESsuRE boundaries. This is a common problem when using 
Neumann boundary conditions on surfaces facing each other, since many 
different flow solutions exist that satisfy the conditions p=0 and ao /an =0 (i. e. 
no change across the boundary) on both boundaries. Air can be entrained across 
two facing PRESSURE boundaries at any velocity provided there is no pressure 
change between the two boundaries, i. e. the air leaves the domain at the same 
velocity at which it entered. It may be possible to eliminate this effect by imposing 
very tight u nde r- relaxation factors or very small false time-steps. Despite this 
misrepresentation of flow outside the box in Figure 5.44, the interface parameters 
defining the flow inside the box compare favourably with Benchmark 1 for all 
cases (Table 5.9). 
Table 5.9 Interface parameters for various exterior domains. 
WH / G, gh, H 
Benchmark 1 0.390 1.84 
Exterior Space 1 0.388 1.91 
Exterior Space 2 0.367 2.00 
Exterior Space 3 0.390 1.85 
Exterior Space 4 0.392 1.87 
It was decided, based on the data in Table 5.9, that an exterior domain above and 
below the space to an extent equal to the height of the room would be adequate. 
This is provided upper and lower openings are positioned away from the sides of 
the box. If they are not, then this results in user-defined PRESSURE boundaries 
being located adjacent to openings, which is the potential source of error that the 
exterior space modelling is seeking to avoid (§5.3.1). 
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Figure 5.46 Exterior Space 3. 
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Figure 5.47 Exterior Space 4. 
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5.11 Summary 
This chapter has addressed the CFD modelling of a 2D line source of heat in a 
rectangular space with openings in the top and bottom. All results have been 
compared with the theory and experimental work of Linden et al. (1990). 
A good estimate of the flow was found using the default u nder- relaxation factors 
after about 4000 iterations. In order to obtain full convergence (i. e. adherence to 
the convergence criteria), under-relaxation had to be imposed in the form of false 
time-steps. This is a particular type of u nder- relaxation which is closely related to 
the rate At which variables evolve and the local mesh size. The size of the false 
time-step was largely found by trial and error, although a good estimate was found 
by dividing the smallest cell dimension by the largest velocity in the space. These 
two values could be taken from the initial simulation results in which default under- 
relaxation was used. 
An analysis of the mesh density and structure used to obtain the solution revealed 
convergence problems when highly non-orthogonal (skewed) meshes were 
employed. It was concluded that relatively coarse meshes could be used to give a 
good qualitative picture of the flow pattern, but finer meshes were necessary to 
enable accurate calculations of plume properties and interface height. 
The CFD results offered good qualitative agreement with the theory of Linden et 
al. (1990). That is: 
h increased as A, * was increased; 
h was independent of BL' 
g' decreased as AL was increased; and h 
g' increased as BL was increased. h 
Since the plume plays a vital role in determining the flow properties, a detailed 
analysis of the plume behaviour was conducted and confirmed the following: 
1 This considers the slight variations when using the RNG k-F, model to be negligible. 
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0ML oc Y; 
1/3 
" MLccBL ; and 
ip Cc BL213 " GT 
Plume theory also states that G' - y-' T for a line source, but this was not 
predicted accurately by the CFD code. Instead, the CFD models predicted 
relationships of G' -y --0.6 (k- c model) and G' - y-0-57 (RNG k- c model). TT 
The accuracy of the quantitative predictions of the displacement ventilation flow 
(interface height and stratification strength) rely on the successful modelling of the 
plume. One of the most important parameters governing the plume is the plume 
entrainment. When compared with the value of entrainment used by Linden et al. 
(1990) and that found experimentally previously (Morton et al. (1956), Rouse et al. 
(1952), and Baines and Turner (1969)), the RNG k- c model agreed favourably, 
whereas the standard k-c model over-predicted the entrainment. This lead to 
an over-prediction of plume volume flux using the standard k-E model which 
caused the interface to form earlier (lower). The corresponding under-prediction 
of plume buoyancy did not adversely affect the prediction of buoyancy change 
across the interface due to a cancelling effect of entrainment and interface height 
between the two turbulence models. 
An investigation of the exterior space used in the CFD model concluded that the 
same results could be obtained using exterior zones above and below the space 
only, rather than an exterior domain surrounding the whole box. This enabled 




Three Dimensional Modelling of 
Buoyancy-Driven Displacement 
Ventilation: Line Source 
113 
6. Three Dimensional Modelling of Buoyancy- 
Driven Displacement Ventilation: Line Source 
6.1 Preamble 
Having established a successful modelling strategy for simulating two dimensional 
flows, sufficient knowledge had been acquired to proceed with potentially more 
realistic, three dimensional simulations. This chapter describes the 3D 
simulations carried out using CFX to model the flow resulting from a line source of 
buoyancy. This formed a transition from 2D (line source) simulations to 3D point 
source simulations, and enabled any inaccuracies in the 2D simulations arising 
from the inherent 'slot' representation of the openings to be investigated. 
Many of the findings resulting from the 2D simulations were used to begin the 3D 
work. For example, use and choice of under-relaxation parameters, turbulence 
modelling, exterior modelling, values for enthalpy and buoyancy reference 
temperatures, etc., were all influenced by the 2D work. Due to the findings of 
Chapter 5, all simulations were conducted using both the standard and the RNG 
k-F, models, and particular attention was given to the value of the entrainment 
constant aT predicted in each case. The effects of varying opening sizes and 
source strength were analysed. The reference case for analysis in this chapter is 
Benchmark 2. 
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6.2 Definition of Benchmark 2 
0.3873m x 0.3873m 
(centred between high- and low- z faces) 
1.0m 
2.55m 
Figure 6.1 Geometrical description of Benchmark 2. 
The dimensions of the space considered in this case (Fig. 6.1) were the same as 
those for Benchmark 1 and the z dimension was set equal to 1m for numerical 
convenience. The source strength was 20OW and the ambient temperature set to 
180C. All fluid properties and reference temperatures were the same as those 
used for Benchmark 1. 
One of the aims of this benchmark was to establish how well a 2D simulation of a 
line source (Benchmark 1) is able to represent a 3D simulation. Consequently, 
the opening areas (per unit length in the z-direction) in Benchmark 2 were the 
same as those for Benchmark 1, the only difference being that the holes in this 
benchmark were rectangular compared with the 'long slots' inherent in using a 2D 
model. 
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6.3 Representing Benchmark 2 in CFX 
Once again, the technique of modelling some of the exterior space to account for 
the effects of flow through the openings was adopted. Based on the sensitivity 
analysis carried out in §5.10, only exterior spaces above and below the space 
were defined (Fig. 6.2). A symmetry plane was again used to reduce 
computation. The WALL boundary shading on the high-z face of the box is 
omitted in Figure 6.2 for clarity. 
WALL houndary: 
EI U, =o, o=O 2.55in 
PRESSURE boundary: 
p=0, T=l 8C 
'. %I-ALL boundary: 
0= 20OW (total across 









Figure 6.2 Representation of Benchmark 2 in CFX. 
To enable reliable comparisons with the 2D results, a similar mesh structure was 
used in the x-y plane as in Benchmark 1- 46 x 40 in the room and 46 x 25 in 
each of the exterior spaces (Fig. 6.3). 21 cells were used in the z direction (pro- 
rata according to length). The appearance of the mesh is slightly different to 
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Figure 6.3 Mesh structure used in Benchmark 2. 
Figure 6.4 Inaccurate velocity field in Benchmark 2 simulation. 
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6.4 Analysis of Benchmark 2 Results 
6.4.1 Initial Simulations 
The first simulation, carried out using default u nder- relaxation factors and no false 
time-stepping, showed constant absolute values but very high residuals 
(Heres = 15OW). Analysis of the velocity field revealed unrealistically high air flows 
in the positive z-direction across the pressure boundaries (Fig. 6.4). This 'artificial 
entrainment' problem was mentioned and explained in §5.10. In 3D however, its 
presence appeared to be much more dominant and it was not possible to 
eliminate the effect using under-relaxation or false time-stepping. WALL 
boundaries were therefore imposed on the high- and low-z faces of the exterior 
space. A similar problem also occurred in some initial simulations across the low- 
x face of the lower exterior space, so a WALL boundary was imposed here also. 
Convergence was then obtained after about 1000 iterations using default under- 
relaxation factors and no false time-stepping, followed by about 2000 iterations 
using false time-steps of Us on all three momentum equations (absolute values 
were constant and Heres =_ 0.08W). Table 6.1 shows the key numerical 
parameters and techniques used to obtain the result. 
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Table 6.1 Summary of numerical parameters and techniques used to obtain a solution for 
Benchmark 2. 
ParameterfTechnique Details 
Solution procedure Hybrid differencing was used on all convection terms except 
in the mass conservation equation where central differencing 
was used. Pressure correction was carried out using the 
SIMPLEC algorithm. For further details see §§D. 3.3 and 
D. 4.2). 
Turbulence Standard k-e (§4.5.4). 
Enthalpy reference temperature Ambient 1 80C). 
Buoyancy reference temperature Ambient 180C). 
Under-relaxation factors Default (momentum: 0.65, mass: 1.0, turbulent kinetic energy 
and dissipation: 0.7, energy: 0.7). 
False time-steps O. 1s on u, v and w momentum equations in restart 
simulations. 
Mesh 46 x 90 x 21 (see Fig. 6.3). 
Boundary conditions The domain boundary is made up of: SYMMETRY PLANE 
boundaries (§4.6.3); PRESSURE boundaries (§4.6.2) where 
p=OandT=180C; and WALL boundaries. WALL 
boundaries were required on some domain boundaries in the 
exterior to prevent 'artificial entrainment'. All WALL 
boundaries are adiabatic (0=0) except the source 
(Q = 20OW) and posses the no-slip condition (u, = 0) and 
wall functions described in §4.6.1. 
6.4.2 Analysis of the Displacement Flow Pattern in Benchmark 2 
The predicted flow patterns of this benchmark were very similar to its 2D 
counterpart (Benchmark 1), demonstrating the now familiar buoyancy-driven 
displacement ventilation flow pattern (Fig. 6.5). An important difference however, 
was the more random nature of the flow direction exhibited in the 3D case (c. f. 
Figs. 5.9 and 6.5). This is due to the freedom of motion now available in the z- 
direction. This also results in lower speeds due to the three dimensional 
dissipation of the available energy. This slow, random motion is particularly 
noticeable in the region above the interface, which supports the theory of Linden 
et al. (1990) who predicted a well-mixed upper layer. Another reason for the more 
random flow is the square openings which enable different flow patterns to 
establish in different z planes along the box (Figs. 6.5 - 6.7). Notice the higher 
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Figure 6.6 Velocity vectors in planes 











Figure 6.7 Velocity vectors in planes 
y=0.25m, y=1.2m and y=2.3m. 
Figure 6.8 Temperature prediction in planes 
z=O. Olm and x=O. Olm . 
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velocities predicted at each end of the plume in Figure 6.7 due to the presence of 
the solid boundary on the high- and low-z faces causing less entrainment in this 
region. As predicted, a clearly defined interface is established, not only in the x-y 
plane, but also in the y-z plane (Fig. 6-8). This is also illustrated by the vertical 
temperature profiles shown in Figure 6.9, which also depicts a difference in 
interface height predicted by the 2D and 3D simulations. 
A restart of Benchmark 2 using the RNG k -F, model revealed a similar flow 
pattern with a slightly higher interface (Fig. 6.10). The interface properties 
predicted by Benchmark 2 for the two turbulence models (Table 6.2) show the 
same characteristic behaviour that was found in Benchmark 1, i. e. the RNG k- 
model predicts a higher interface than the standard k-E model, but a similar 
stratification strength due to the cancelling effect of entrainment and interface 
height (§5.7). A more detailed comparison of benchmarks 1 and 2 is given in 
§6.5. 
Table 6.2 Displacement ventilation flow properties predicted by Benchmark 2. 
CFD Theory 
k-c RNG (Linden et al. (1990)) 
WH 0.457 0.544 0.603 
g'l GH" 1.92 1.99 1.66 
ach-1 i 22.42 21.81 I 25.661 
1 This value is calculated using the theoretical value of M, (Eq. 3-25) at y=h where h is the 
interface height predicted by Linden et al. (1990). 
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Figure 6.9 Vertical temperature profiles for 
benchmarks 1 and 2 at a distance of 0.2m from 








Figure 6.10 Velocity vectors and temperature 
contours in the plane z=0.5m when using the 
RNG k-c model for Benchmark 2. 
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Figure 6.11 Comparison of vertical temperature profiles for different mesh densities at 0.2m from 
the left-hand wall. 
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Figure 6.12 Vertical velocities in plane z=0.5m at 1 Ocm vertical intervals for (a) standard k-C 
model, and (b) RNG k-c model. 
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6.4.3 Mesh Investigation 
To ensure that inaccuracies due to mesh resolution were small, two coarser 
meshes were investigated (Table 6.3). The results confirmed the same findings 
as Benchmark 1, Le. a coarser mesh could have been adopted if only a qualitative 
prediction of the flow field was required, but the fine mesh (MESH 1) was needed 
in order to accurately calculate the plume properties and measure the interface 
height (note the more diffuse interface predicted using MESH 3 (Fig. 6.11). 











MESH 2 18590 0.448 1.88 22.12 
MESH 3 6336 0.438 1.85 22.84 
6.4.4 Plume Properties 
6.4.4.1 Plume Entrainment 
Given the findings from the 2D simulations, it was important to calculate the ('top- 
hat') entrainment constant, (XT - Therefore, vertical velocity profiles were 
measured in the plane containing the upper and lower openings (z = 0.5m) (Figs. 
6.12a and 6.12b) - this location enabled reliable comparisons with those 
measured in Benchmark 1. Comparison of Figures 6.12a and b already suggests 
that the RNG model has again predicted a narrower plume than the standard 
k-F, model. 
Using the same technique adopted in Chapter 5, the Gaussian plume width, bG , 
and axial velocity, vG, were used to calculate the 'top-hat' properties bTand vT . 
These properties, along with the corresponding value for enthalpy, are given in 
Table 6.4. 
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Table6.4 Comparison of plume data obtained from Figures 6.12(a) and (b) for the standard and 









k- F- RNG k-e RNG k-e RNG 
0.1 0.20166 0.208 0.042 0.038 8143.0 5838.9 
0.2 0.221 0.227 0.061 0.052 4240.35 4417.5 
0.3 '0 0.23 0.238 0.083 0.061 3369.1 3559.9 
0.4 0.238 0.245 0.099 0.074 2815.3 2992.2 
0.5 0.244 0.252 0.117 0.088 2429.5 2587.2 
0.6 0.249 0.257 0.132 0.099 2148.6 2287.4 
0.7 0.253 0.262 0.148 0.112 1936.1 2057.3 
0.8 0.257 0.265 0.165 0.126 1772.0 1876.6 
0.9 0.259 0.268 0.181 0.136 1640.8 1729.9 
1.0 0.260 0.271 0.192 0.148 1535.6 1610.0 
1.1 0.259 0.272 0.209 0.161 1451.2 1512.7 
1.2 0.257 0.272 0.225 0.173 1381.5 1430.9 
1.3 0.272 0.185 1264.0 
1.4 0.270 0.194 1305.9 
1.5 0.267 0.208 1257.0 
(*) See Appendix B for derivation of these formulae. 
The gradient of the graphs in Figure 6.13 were used to determine the entrainment 
constant, (XT I predicted by each turbulence model: 
gradient-: ' aT (Eq. (B-29)) 
k-e 
= (XFING T 0.16 and T=0.12 
6.4.4.2 Volume Flux in the Plume 
Using the 'top-hat' values calculated in Table 6.4, the variation of volume flux in 
the plume, ML, with height was plotted (Fig. 6.14) using the expression 
ML =2bTVT * 
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113 The volume flux in the plume is given in the theory by Eq. (3-25): ML = DBL Y 
According to this equation, the volume flux varies linearly with height above the 
source. This is demonstrated by the CFD results for both turbulence models (Fig. 
6.14). The gradient of these graphs is given by 11DI31LI 3. It therefore follows from 
the entrainment constants calculated in §6.4.4.1 that the k- E line should posses 
a smaller gradient than the RNG line whose gradient should be closer to that of 
the theoretical line, which was indeed the case. The differences in the y-axis 
intercept are due to the existence of the virtual origin discussed in section 5.4.4. It 
is seen from Figure 6.14 that the standard k- P- model predicts a virtual origin at 
y= -0.1m and the RNG k-E model at y= -0.1 2m. The graphs in Figure 6.14 
Mk-6 MRNG give volume fluxes of L=0.115 m3/s and L=0.106 m3/s at the interface 
heights y=1.17 rn and y=1.39 m respectively, which are larger than the volume 
fluxes through the space predicted by the CFD simulations (Table 6.2). This may 
be due to the entrainment of air across the interface caused by momentum forces 
of the incoming air on the interface (see Fig. 6.5). 
6.4.4.3 Buoyancy in the Plume 
The buoyancy in the plume, G', was calculated from the plume data in Table 6.4 T 
using the expression 
'= 90(HeT -Heref GT CP (6-1) 
where the reference value Heref was taken to be the ambient value (=O). The 
CFD results are compared with the theory in Figures 6.15 and 6.16. 
Due to the over-prediction of the volume flux in the plume (Fig. 6.14), caused by 
an over-prediction of entrainment, it follows from Equation (3-16) (B = GT'M), that 
the buoyancy in the plume should be under-predicted (Fig. 6.15). However, as 
was observed in Benchmark 1, the CFD simulations predicted a different shape to 
this graph suggesting that the buoyancy in the CFD plumes does not reduce with 
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height in the same manner as predicted by the theory. This is again substantiated 
by the non-linear relationship in Figure 6.16 (recall Eq. (3-26): G'= BL'I'IYD)' 
6.4.5 Effect of Changes in Source Strength 
6.4.5.1 Flow Pattem 
The CFD results for the standard k-F, model confirmed the theoretical 
predictions that although a larger source strength induces higher velocities and a 
larger temperature change across the interface, the height of the interface 
remains constant (Table 6.5 and Figs. 6.17 and 6.18). The flow patterns 
predicted using the RNG k-F, model show small discrepancies in the interface 
height (Figs. 6.19 and 6.20 and Table 6.5), namely, an increase in source strength 
raises the interface slightly. This effect was also observed in Benchmark 1 (Table 
5.8) and is discussed in Chapter 8. However, the effect seems larger in 
Benchmark 2 (variations of about 6.7%) than in Benchmark 1 (variations of about 
1 %). 
Table 6.5 Effect of source strength on displacement ventilation flow parameters. 
Source 
strength (W) 
WH gh I GH 
I 
ach" 
k-c RNG k-e RNG k-c RNG 
50 0.457 0.533 1.93 2.00 14.12 13.84 
200 0.457 0.544 1.92 1.99 22.42 21.87 
500 0.457 0.570 1.99 2.03 30.17 29.34 
1000 0.457 0.571 1.98 2.04 38.20 36.82 
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Figure 6.17 Flow pattern for Q= 5OW using 






Figure 6.19 Flow pattern for Q= 50W using 
RNG k-c model. 
Figure 6.18 Flow pattern for Q=1 NOW using 
the standard k-F model. 
Figure 6.20 Flow pattern for Q=1 OOOW using 
RNG k-E model. 
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6.4.5.2 Volume Flux in the Plume 
The standard k-e model successfully predicted the linear relationship between 
M and B113 LL (Fig. 6.21). The slight non-linearities when using the RNG model are 
considered negligible but may be caused by a poorly mixed plume. This is 
discussed further in Chapter 8 (§8.3.5). 
The difference in entrainment prediction is reflected in Figure 6.22 where the RNG 
model results show much more favourable agreement with the theory than those 
obtained using the standard k- F- model. 
6.4.5.3 Buoyancy in the Plume 
Following the discrepancies reflected in Figures 6.15 and 6.16, it is not surprising 
to observe substantial discrepancies in the variation of plume buoyancy with 
source strength (Figs. 6.23 and 6.24). Although GT' seems to be varying linearly 
with B2/3 L (Fig. 6.23), it does so at a different rate to that predicted by the theory 
(Eq. (3-26)). 
6.4.6 Effect of Changes In Opening Area 
Opening sizes were varied such that the lower opening was always larger than the 
upper to reduce impingement of momentum forces on the interface as much as 
possible (recall Fig. 5.30), while the heat source was kept constant at 200W. The 
CFD results showed excellent qualitative behaviour for both turbulence models, 
i. e. as the effective area of the openings was increased, the interface rose and the 
change in temperature across the interface decreased (Figs. 6.25 and 6.26). 
The quantitative variation of opening area with interface height and stratification 
strength compare favourably with the theoretical predictions (Figs. 6.27 and 6.28). 
The reason for the CFD predictions of h/H not following a perfect curve could be 
due to measurement errors caused by some impingement of the incoming air on 
the interface. In all cases the RNG k- c model produced a higher interface than 
the standard k- F, model due to its lower prediction of entrainment into the plume. 
129 
Chapter 6 Three Dimensional Modelling of Buoyancy-Driven Displacement Ventilation: Line Source 
0.20 .............. 
0.18 x CFD (ký) 











0.00 0.05 OAO 0.15 0.20 0.25 0.30 
B, 
Figure 6.21 Variation of volume flux in the 
113 
plume with BL 






CD -0-0 E 0.05 
.2 IL 
0.00 







Cd 0.12 -It, III 
a; 0.10 E 
0.08 
x Oý06 2 
004 x CFD (ký) 
Ex CFD (RNG k- 
0.02 - Theory 
0.00 ........ 
I.. I 
0.000 0.005 0.010 0,015 0,020 0.025 0.03 
Strengt of buoyancy source, BL (M3 /6) 
Figure 6.22 Variation of volume flux in the 



















ODDO 0,005 0,010 Oý015 0.020 OM5 0. X- 
Strengt of buoyancy source, B, (m 4 /S) 
Figure 6.23 Variation of plume buoyancy with Figure 6.24 Variation of plume buoyancy with 
B2/3 source strength. L 
130 
Chapter 6 Three Dimensional Modelling of Buoyancy-Driven Displacement Ventilation: Line Source 
nvs 
0.616 
----- Oý5: 3 - 





0ý, 5 I 
0 
103 C ý n ! 0 f)() 0 
--------- - 
Figure 6.25 Flow pattern predicted by the FING Figure 6.26 Flow pattern predicted by the RNG 












TF..,. t,. J p,. dK: ton, , .01 (Linden ot al (1990)) 
a ExpenmentaJ resuts (Linden at aj (l 990)) 
X CFD (standard k- ModeQ 
X CFD (RNG k- rnodeQ 
TheoretwA pr lon, -O 16 (Linden at m& (1990)) 










AA 0.20 0.25 -0.00 
T- I,, 
Theoreticai predicbon (Lmden 0 
* Expenmental resufts (Linden et 






0.05 0.10 0.15 0.20 0.25 
AJH 
Figure 6.27 Variation of interface height with Figure 6.28 Variation of buoyancy change 
effective opening area. across the interface with effective opening area. 
131 
Chapter 6 Three Dimensional Modelling of Buoyancy-Driven Displacement Ventilation: Line Source 
Since the CFD results generally predicted lower interface heights than the 
analytical solutions, it follows from Equation (3-29) (g' / G' =H/ h) that the CFD hH 
values for g' / G' should lie above the analytical line, which is confirmed by hH 
Figure 6.28. However, the two turbulence models differed much less in their 
predictions of g', than they did for interface height due to the cancelling effect of 
entrainment and interface height explained in section 5.7 
6.5 Comparison of Benchmarks 1 and 2 
Benchmarks 1 and 2 enable an evaluation of how well 2D simulations represent a 
3D line source. The key properties of the flows for benchmarks 1 and 2 are 
compared in Table 6.6. 
Table 6.6 Comparison of flow properties for 2D and 3D representations of a line source of 
buoyancy (standard k-F, model only). 




0 BM1 BM2 BM1 BM2 BM1 BM2 
I 
BM1 BM2 
0.148 5OW 0.390 0.457 1.86 1.93 N/C N/C 14.12 13.84 
0.148 20OW 0.390 0.457 1.84 1.92 0.17 0.16 22.42 21.87 
10.148 1 100OW 1 
1 
0.390 10.457 11.84 1.98 1 N/C N/C 38.48 1 38.20 
BM1 - Benchmark 1, BM2 - Benchmark 2, N/C - not calculated. 
The main differences between the results for benchmarks 1 and 2 were the 
slightly higher interface in Benchmark 2 (Fig. 6.29) and slightly larger buoyancy 
change across the interface (Fig. 6.30). These were thought to be due partly to 
the use Of WALL boundaries at the high- and low- z faces of the room in 
Benchmark 2 (rather than SYMETRY PLANE boundaries used in Benchmark 1). 
This reduced the potential for entrainment in the vicinity of these solid boundaries 
and thus reduced the net entrainment per unit length in Benchmark 2 compared 
with that of Benchmark 1. This reduced entrainment lead to a lower volume flux in 
the plume and therefore a higher interface height and also a greater buoyancy 
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benchmarks I and 2. 
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in the plume which yielded a greater buoyancy change across the interface. 
There is also some evidence in the predicted flow patterns to suggest that the 
interface height was forced upwards by the momentum of the incoming air. This 
effect is greater in Benchmark 2 due to the larger momentum per unit volume of 
ambient air entering through the square opening compared to the slot in 
Benchmark 1. 
6.6 Summary 
This chapter has concentrated on Benchmark 2- three dimensional modelling of 
the displacement ventilation flow resulting from a line source of buoyancy using 
both the standard and the RNG k- F- turbulence models. 
The results showed similar trends to those observed in Benchmark 1-i. e. the 
RNG model predicted a smaller value of plume entrainment than the standard 
k-F- model which lead to more favourable agreement with the theoretical 
predictions of Linden et al. (1990), based on aT = 0.1. The RNG-prediction of the 
interface height again demonstrated some slight dependence on the source 
strength. The buoyancy variation in the plume again exhibited discrepancies in its 
variation with height above the source. 
The incoming air in Benchmark 2 appeared to posses greater momentum now 
that square openings had replaced the long slots of Benchmark 1, due to a larger 
mass flow per unit volume. This effect makes accurate measurement of the 
interface height difficult. 
It is concluded that the 2D simulations of Benchmark 1 provided a very good 
approximation to the 3D flows modelled in Benchmark 2. The only limitations of 
the 2D model appeared to be the inherent 'slot' representation of the openings 
and the failure to model wall effects at each end of the plume. It is thought that 
the latter gave rise to the prediction of a slightly reduced entrainment and 
therefore higher interface height and larger buoyancy change across the interface. 
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7. Three Dimensional Modelling of Buoyancy- 
Driven Displacement Ventilation: Point Source 
7.1 Preamble 
This chapter presents the results of the CFD modelling of a point source of 
buoyancy and draws on the point source theory of Chapter 3 for comparison. The 
work is laid out in the same order as the previous chapter to enable easy 
comparison between the point and line source results. 
The reference case defined for this chapter is Benchmark 3. 
7.2 Definition of Benchmark 3 
The same size room was used here as Benchmark 2, with the line source 
replaced by a square (point) source measuring 0.1 mx0.1 m (total) in the centre of 
the floor. The ambient temperature was 18"C and the source strength 200W. All 
fluid properties and reference temperatures were the same as those used for 
benchmarks 1 and 2. 
Opening sizes were defined such that the resulting interface height predicted by 
the analytical work of Linden et al. (1990), was the same as that for Benchmark 2. 
This was achieved by using lower openings of area a, = 0.316m x 0.316m and 
upper openings of area a, = 0.21m x 0.21 m, giving a total effective opening area 
of A* = 0.1 14M2 . According to the theory of Chapter 3 this should produce a 
larger value of g'IG' because the constant C in Equation (3-14) is smaller than hH 
D (Eq. (3-25)) which is used for plumes produced by line sources. 
7.3 Representing Benchmark 3 in CFX 
This benchmark uses the same computational domain as Benchmark 2. 
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Following the 'artificial entrainment' problem observed across the low-x face of the 
lower exterior space in Benchmark 2, it was decided to run two initial simulations 
to investigate both PREssuRE and WALL boundaries at this location. WALL 
boundaries were still required at the high- and low-z faces of the exterior zones. 
Based on the mesh investigation conducted in the previous chapter, it was 
decided to employ the same mesh density used in Benchmark 2 but with local 
refinement in the vicinity of the source, giving a mesh density of 46 x 90 x 21. 
7.4 Analysis of Benchmark 3 Results 
7.4.1 Initial Simulations 
The same strategy for obtaining convergence was used here as in the previous 
two chapters. Satisfactory convergence was obtained after 1000 iterations using 
default under-relaxation factors and no false time-stepping, followed by a restart 
for 4000 iterations using false time-steps of 0.1s on all three momentum 
equations. Once again, 'artificial entrainment' was observed across the 
PREssuRE boundary on the low-x face of the lower exterior space. This caused 
the incoming air to issue into the space obliquely (Fig. 7.1) compared with the flow 
pattern when a WALL boundary was used (Fig. 7.2). All subsequent simulations 
were conducted using a WALL boundary at this location. 
7.4.2 Analysis of the Displacement Flow Pattern in Benchmark 3 
The steady displacement flow predicted by Linden et al. (1990) was successfully 
reproduced by the CFD model (Figs. 7.2 and 7.3). The main difference between 
this result and that for the line source is the higher plume velocities produced by 
the point source, even though the same source strength had been used. This is 
because the input of heat energy is concentrated over a much smaller area 
leading to higher local air temperatures and hence a greater buoyancy force. 
Since the source in this benchmark does not extend the full length of the space, 
there is not a distinctive circulation flow pattern above the interface. Instead, the 
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Figure 7.1 Flow pattern predicted in plane Figure 7.2 Flow pattern predicted in plane z 
z=0.5m when using a PRESSURE boundary 0.5m when using a WAL, i boundary at low-x 







Figure 7.3 Velocity vectors in the planes 
y=0.25m, y=1.2m and y=2.3m. 










Figure 7.4 Velocity vectors in the planes 
z=O. Olm and x=0.01m. 
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air speeds are slower and the flow appears to be more random (Figs. 7.2 and 
7.4). This is also true of the air in the region between the inlet and the plume (Fig. 
7.2). 
The clear definition of the interface and the uniformity of the temperature above 
are depicted in Figures 7.5 - 7.7. Note that the interface is virtually horizontal 
whereas in Benchmark 2 the height varied a little across the box (c. f. Figs. 7.5 and 
6.8). This is thought to be due to the stronger stratification strength in Benchmark 
3 and the smaller volume flux impinging on the interface. The vertical 
temperature profiles for benchmarks 2 and 3 are compared in Figure 7.8. Note 
the similarity in interface height (as expected), but the larger change in 
temperature across the interface in Benchmark 3. Also notice the slightly warmer- 
than-ambient air below the interface caused by some mixing across the interface 
from the upper to the lower region. The simulation using the RNG k-E 
turbulence model gave very similar results, but again predicted a higher interface 
(Fig. 7.9). This figure also illustrates some mixing across the interface. 
The displacement ventilation flow properties for benchmarks 2 and 3 are 
summarised in Table 7.1 for both turbulence models. 
Table 7.1 Comparison of displacement ventilation flow properties predicted by Benchmark 2 and 3. 
CFD Theory 
k-c RNG (Linden et al. (11990)) 
BM2 BM3 BM2 BM3 BM2 BM3 
WH 0.457 0.426 0.544 0.472 0.603 0.603 







ach*1 22.42 1 9.97 1 21.81 1 9.69 25.66 1 11.53 
BM2 - Benchmark 2 BM3 - Benchmark 3 
In line with the results from both previous benchmarks, the predicted interface 
height in Benchmark 3 showed closer agreement with the theory when modelled 
using the RNG k-F, model. The reasons for the small differences in interface 
heights predicted by benchmarks 2 and 3 can be attributed either to the reduced 
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Figure 7.5 Predicted temperature field in 
planes z=0.0 1m and x=0.0 1m . 
Figure 7.7 Predicted temperature field in the 
y-z plane containing the source. 
Ic 14 0 
23 0 
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Figure 7.6 Predicted temperature fields 
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Figure 7.8 Vertical temperature profiles for 
benchmarks 2 and 3 at (z = 0.5m, x=0.2m). 
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Figure 7.10 Variation of plume width with height above the source for both turbulence models. 
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effect of the incoming air on the interface in Benchmark 3, caused by a stronger 
stratification and less momentum entering the lower opening, or to different 
entrainment values (see §7.4.3.1). The similarity in stratification strength 
predicted by the two turbulence models for benchmarks 1 and 2 is replicated here 
(Table 7.1) and is due to the cancelling effect between the higher interface and 
the lower entrainment. The CFD simulations for this benchmark successfully 
predicted a larger buoyancy change across the interface than for Benchmark 2 
(recall Fig. 7-8). 
7.4.3 Plume Properties 
74.3.1 Plume Entrainment 
Using vertical velocity profiles in the plume, a measure of the Gaussian plume 
width, PG, at various heights was determined. This was then converted to a 'top- 
hat' quantity using Equation B-4. The results are shown, along with the 
corresponding values for enthalpy and v-velocity, in Table 7.2. 
The rate of change of plume width bTwith height above the source, y, (Fig. 7.10) 
was used to calculate the predicted values of entrainment, aT , for both turbulence 
models as follows: 
gra ient 
6 
CCT (Eq. (3-1 1) 
5 
k-e 
= CCRNG = 0.11 (XT 0.14 and T 
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b, r2- b, Le,, (,, ) HeT = 2 
(M) k- F- RNG k-c RNG k- F- RNG 
0.1 0.391 0.394 0.064 0.062 29537.5 29713.0 
0.2 0.402 0.416 0.082 0.075 21413.0 22439.0 
0.3 0.390 0.417 0.099 0.089 15924.5 17512.5 
0.4 0.376 0.412 0.119 0.100 12291.0 14012.5 
0.5 0.364 0.402 0.136 0.115 9803.0 11436.0 
0.6 0.353 0.391 0.151 0.132 8052.5 9511.5 
0.7 0.343 0.380 0.170 0.141 6769.0 8041.0 
0.8 0.335 0.369 0.187 0.154 5802.0 6900.0 
0.9 0.324 0.358 0.199 0.168 5043.0 5986.5 
1.0 0.314 0.348 0.212 0.182 4446.6 5256.5 
1.1 0.302 0.337 0.226 0.195 3979.0 4675.0 
1.2 0.289 0.315 0.235 0.208 3602.1 4199.3 
1.3 0.275 0.312 0.238 0.218 3301.1 3814.0 
1.4 0.298 0.231 3497.2 
1.5 0.283 0.240 3232.2 
(*) See Appendix B for derivation of these formulae. 
7.4.3.2 Volume Flux in the Plume 
The values in Table 7.2 were used to calculate volume flux using the formula 
M=nbT2 vT. As expected, due to its lower prediction of entrainment, the RNG 
curve is closer to the theoretical curve (Fig. 7.11). 
143 












-I rydo, y 
















I-IF IMH y 
x CFD (k-E) 
x CFD(RNGk-e)l 
b. 00 001 002 0.03 0.04 
Volume flux in plume, M(M31S) 













0.05 0.00 0,01 Oý02 0.03 O. Oj 0.05 
Volume flux in plume, M (m /s) 
I-I nVVFY 
x CFE) (k-E) 
x rFD fRNG k-F) 
--0.0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Buoyancy in plume G, (ry, /S2) 
Figure 7.13 Variation of plume buoyancy with 
height. 
Figure 7.12 Variation of plume volume flux 




0,0 0.10 0,20 0.30 0.40 0.50 0.60 0.70 OP 0.90 1,0 
Buoyancy in plume, G, (m/s 




CFD (RNG k--E)ý 
144 
Chapter 7 Three Dimensional Modelling of Buoyancy-Driven Displacement Ventilation: Point Source 
This is substantiated by the linear plot of M versus y5/3 (Fig. 7.12) in which the 
gradient of the lines should be directly proportional to CC4/3 (Eq. 3-14). The y- T 
intercept discrepancy can again be attributed to the existence of a virtual origin 
below the real source origin as explained in section 5.4.4. By extending the lines 
in Figure 7.12 it was found that virtual origins for the standard and RNG k-E- 
plumes lie at approximately y= -0.1 5m and y= -0.22m respectively. The plume 
volume fluxes at the interface height for each case were Mk-c = 0.05 m3/s and 
MRNG = 0.048 m3/s. These are again higher than the fluxes through the openings 
which is thought to be caused by downwards entrainment of air across the 
interface (see Fig. 7.2). 
Z4.3.3 Buoyancy in the Plume 
. 
The values of enthalpy shown in Table 7.2 were used to plot the variation of 
plume buoyancy with height (Figs. 7.13 and 7.14), using Equation (6-1). These 
figures resemble the findings of the previous chapters very closely. Although a 
lower plume buoyancy is indicative of a higher entrainment, the variation of GT 
with y-513 is not linear suggesting inaccuracies in the CFD model when using 
either turbulence model. 
7.4.4 Effect of Changes in Source Strength 
Z4.4.1 Flow Pattem 
The effect on the flow of increasing the source strength was to increase the 
induced velocities and hence the volume flux through the space and also the 
stratification strength (Table 7.3 and Figs. 7.15 - 7.18). The theory of Linden et al. 
(1990) predicts no change in interface height with source strength. However, both 
line source and point source simulations predicted small changes when using the 
RNG k- F- model (Table 7.3). Benchmark 3 simulations also predicted very slight 
changes in interface height when using the standard k- c turbulence model 
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Figure 7.15 Predicted flow pattern using the 









Figure 7.17 Predicted flow pattern using the 
RNG k-F model with a heat source of 50W. 
1 o0ow. 








Figure 7.18 Predicted flow pattern using the 
RNG k-E model with a heat source of 
1 000W. 
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Figure 7.16 Predicted flow pattern using the 
standard k-c model with a heat source of 
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which is thought to be caused by the circular plume in this benchmark being less 
stable than the line plumes in benchmarks 1 and 2. 
Table 7.3 Effect of source strength on displacement ventilation flow parameters. 
Source NH gh, / G, H ach" 












50 0.457 0.400 0.533 0.472 2.72 2.75 6.22 6.16 
200 0.457 0.426 0.544 0.472 2.72 2.75 9.91 9.74 
500 0.457 0.426 0.570 0.495 2.71 2.75 13.46 13.28 
1000 1 0.457 1 0.444 1 0.571 1 0.509 1 
- 
2.71 2.73 1 16.99 16.77-1 
variation 0 4 7 4T 
BM2 - Benchmark 2, BM3 - Benchmark 3. 
7.4.4.2 Volume Flux in the Plume 
Both turbulence models successfully predicted the linear relationship between 
volume flux M, and d13 (Fig. 7.19). As expected, the gradient of the RNG line was 
closer to the theory than the standard k- e model due to its lower prediction of 
plume entrainment. The y-intercept discrepancy can be attributed to the non-zero 
volume flux predicted at y=0 due to the virtual origin. The qualitative variation of 
volume flux with source strength is good (Fig. 7.20), although the actual values 
show discrepancies due to the virtual origin effect and higher prediction of 
entrainment, particularly when using the standard k- P- model. 
7.4.4.3 Buoyancy in the Plume 
The over-prediction of entrainment by both turbulence models caused an under- 
prediction of plume buoyancy (Fig. 7.21) which follows from Equation (3-15). It is 
also thought that the presence of a virtual origin contributes to a lower prediction 
of buoyancy. This is explained in more detail in Chapter 8 (§8.3.3). 
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Figure 7.24 Variation of buoyancy change across the interface with effective opening area. 
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7.4.5 Effect of Changes in Opening Area 
As predicted by Linden et al. (1990), an increase in effective opening area A% 
caused an increase in interface height (Fig. 7.23) and a decrease in buoyancy 
change across the interface (Fig. 7.24) for a constant heat source. Like the 
previous two chapters, the Benchmark 3 set of simulations has consistently 
predicted higher interfaces when using the RNG k-F, model rather ihan the 
standard k- F, model. Once again both turbulence models predict similar values 
for g' IGý due to the cancelling effect of the different interface heights and h 
entrainment values between the two turbulence models (Fig. 7.24). 
7.5 Summary 
This chapter has addressed the ability of CFD to model buoyancy-driven 
displacement ventilation resulting from a (31D) point source of buoyancy in a 
simple space with upper and lower openings. The opening sizes were defined 
such that the resulting interface height predicted by the analytical work of Linden 
et al. (1990) was the same as that for benchmarks 1 and 2 where a 2D line source 
of buoyancy was considered. However, this benchmark predicted an interface 
height between that of benchmarks 1 and 2. The reasons for a lower interface 
height in Benchmark 3 than Benchmark 2 are thought to be because, in 
Benchmark 3, there is stronger stratification and less momentum in the entering 
air. The differences between benchmarks 1 and 3 are small but could be 
attributable to instabilities in the 3D plume modelled in Benchmark 3. This is 
discussed further in Chapter 8 (§8.3-3). 
The simulations in this chapter accurately predicted the displacement ventilation 
flow pattern demonstrated by Linden et al. (1990) and showed the same trends as 
benchmarks 1 and 2. That is, the RNG k-F- turbulence model predicted a lower 
value of entrainment than the standard k-F, model, which resulted in closer 
quantitative agreement with the theory for plume volume flux and hence interface 
height. 
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The existence of a virtual origin of the heat source caused a larger volume flux in 
the plume than predicted by the theory, which contributed to the under-prediction 
of the interface height in all cases. The use of an infinitesimally small point source 
in the theory is thought to be the cause of the variation of plume buoyancy with 
height above the source being poorly predicted by the CFD model. However, the 
variation was such that the error diminished as distance from the source 
increased. Consequently, the change in buoyancy across the interface was only 
subject to a small error. 
Slight variations in interface height for different source strengths were predicted by 
both turbulence models. This may be caused by the circular plume being less 
stable than the line plume. 
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8. Discussion of Results and Suggestions for 
Further Work 
8.1 Preamble 
The aims of this research were: to evaluate the accuracy with which CFD is able 
to model buoyancy-driven displacement ventilation; and to offer guidance on its 
reliability and how it should be used for modelling such flows. This chapter 
addresses these issues by first suggesting optimal techniques for modelling the 
three benchmark cases, and then discussing the key results and how they 
compare with those predicted by Linden et al. (1990). From the points raised in 
these two sections, suggestions are made as to how CFD might be applied to real 
buildings and the accuracy which could be expected. An example application is 
then given. 
Following the findings discussed in this chapter, the last section outlines areas 
which would benefit from further research. A summary has not been used at the 
end of this chapter since this forms the conclusions in Chapter 9. 
8.2 Guidance on How to Model the Benchmark Cases 
8.2.1 Boundary Conditions 
It is common amongst CFD practitioners to experience difficulty in modelling 
airflows in which there is exchange of air between the interior and exterior of a 
space driven by natural forces. The difficulty lies in deciding what boundary 
conditions to impose at such interfaces, in particular conditions on turbulence 
parameters. One way of eliminating this difficulty is to extend the computational 
domain to include some of the air outside of the space of interest. A sensitivity 
analysis carried out using Benchmark 1 concluded that exterior zones only on 
fagades with openings were sufficient. The extent of such zones is largely 
dependent upon available computing power, but was extended by 2.55m (i. e. the 
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height of the space) above and below the space in all three benchmarks 
considered in this research. The conditions imposed on the boundaries of the 
exterior zones should reflect, as close as possible, an infinite exterior domain, or 
at least, behave such that their existence has no effect on the flow entering or 
leaving the ventilated space. One may imagine the flow at an infinite distance 
away from the space (in the absence of wind) having zero velocity. This could be 
achieved by specifying solid surfaces at these domain boundaries. However, this 
would require knowledge of the rate of heat loss at all points on the solid 
boundary, so instead, boundaries across which there is zero normal gradient on 
velocities and turbulence quantities were imposed. These are known as 
PRESSURE boundaries in CFX, where constant values of pressure and 
temperature are specified. The value of temperature imposed is the ambient 
temperature. Pressure needs to be imposed such that its value, in the absence of 
all other driving forces, produces no net flow. In an attempt to achieve this, a 
value of p=0 was imposed on all domain boundaries surrounding the exterior 
zones, (except the SYMMETRY PLANE boundaries). However, for flows between 
two PRESSURE boundaries facing each other, there exist an infinite number of 
solutions. Recall from Newton's first law of motion that a body moving through 
space continues to do so at a constant velocity unless acted upon by an external 
force. That is, no net force is required to maintain a body's motion - whatever its 
speed. This effect was observed in the 3D simulations in which two facing 
PRESSURE boundaries, with no net force between them, yielded an unrealistically 
high-velocity flow. To avoid this problem, the PRESSURE boundaries on the high- 
and low-z faces of the exterior zones were replaced with WALL boundaries. This 
'false entrainment' effect was also observed, but to a lesser extent, across 
adjacent PREssuRE boundaries, particularly in the lower exterior space where 
buoyancy-driven air movement was minimal. 
In geometries possessing symmetry it is common practice to reduce 
computational time by use Of SYMETRY PLANE boundaries. Symmetry was 
therefore assumed in each benchmark along the line bisecting the buoyancy 
154 
Chapter 8 Discussion of Results and Suggestions for Further Work 
source. This made a pre-simulation assumption that the plume would not 
meander from side-to-side. In fact, plumes often do behave in this manner 
(McGuirk and Whittle 1991) and this may have been the cause of non- 
convergence in the simulations without false time-steps (see also §8.2.4). 
However, since the oscillations on the flow variables in the non-converged 
solution were small and the simulations of the complete geometry (with no 
SYVMETRY PLANE) presented no serious convergence problems, it was assumed 
that any asymmetric behaviour would be small. It was also constructive to 
produce a perfectly symmetric plume to enable detailed and accurate analysis of 
the plume. 
All solid surfaces were adiabatic and employed conventional wall function 
conditions that model the steep gradient in flow variables close to solid surfaces. 
The details of these functions were given in §4.6.1. 
The source of buoyancy, also defined using a solid surface, modelled a steady 
input of heat across the face of the computational cell. 
8.2.2 Mesh Definition 
The purpose of the computational mesh is two-fold. Firstly, and most importantly, 
it enables solution of the flow variables by tracking transport of mass, momentum 
and enthalpy. To do this accurately, it is important to place more grid nodes in 
areas where there may be large gradients in the flow variables, such as solid 
boundaries and openings, relative to other areas where the flow is largely 
unchanging. Secondly, the mesh is used to provide a picture of the resulting flow 
field by plotting velocity vectors, temperature contours and pressure contours, 
etc., which use (and interpolate) values from each cell centre. Consequently, the 
greater the number of cells, the more detailed the qualitative picture of the flow 
becomes. 
When defining the initial simulation of Benchmark 1, an estimate was made of the 
mesh density whereby the smallest cell dimension was set equal to half that of the 
source width (5cm). In the mesh investigation sections of chapters 5 and 6, 
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different densities were considered to ensure a grid-independent-solution had 
been achieved. This was done by analysing the results from coarser and finer 
meshes in an attempt to identify the optimum mesh density and structure such 
that results, which did not depend significantly on further mesh refinement, could 
be obtained within an acceptable simulation time. The parameters used to 
determine whether or not a grid-independent-solution had been achieved were 
interface height, buoyancy change across the interface, air change rate and 
velocity in the vicinity of the plume. 
The mesh investigation exercises showed that very good approximations to the 
flow field could be obtained using a relatively coarse mesh, for example 17x17 
cells in Benchmark 1 over an area of 2.55mx2.55m. However, a finer mesh was 
needed to enable accurate predictions of quantitative parameters such as 
interface height. In particular, for this research it was necessary to accurately 
predict plume properties which necessitated a finer mesh within the plume (Fig. 
8.1). 
axial plume value 
(a) (b) 
0 grid node used to represent axial plume value 
Figure 8.1 Grid resolutions used to resolve plume profiles -a coarse grid (a) is unable to resolve 
the axial value as accurately as a finer grid (b). 
Since the centre of the plume was represented using a SYMMETRY PLANE 
boundary, it was not possible to position a computational mesh node (cell centre) 
on the plume axis, which reinforced the need for the cells bordering the symmetry 
plane to be significantly smaller than the source width. For the three benchmarks 
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described in this research, a (half) source width of 5cm was modelled using cells 
of width 1 cm. 
Convergence difficulties were encountered when using grid layouts with highly 
skewed (non-orthogonal) cells. This is thought to be due to the deferred 
correction approach adopted by CFX in which the off-diagonal diffusion terms in 
the solution matrix are absorbed into the source term (see §D. 9). This can cause 
degradation of convergence due to the lack of diagonal-dominance in the matrix 
equation (Eq. (D-20)). By way of offering user-control over this problem in CFX, 
opportunity is given for these terms to be omitted for some of the iterations (say 
for half of the maximum number of iterations) and then included when the flow 
solution has begun to establish itself. This can be thought of as a type of under- 
relaxation technique. 
8.2.3 Convergence Criteria 
When using CFD it is necessary to establish criteria which determine whether or 
not the numerical model has been solved satisfactorily. This was done by 
imposing criteria on both residuals (equation errors), and the absolute values of 
variables at a user-defined monitoring point. These were: 
(i) that the enthalpy residual (having units of Watts) was less than 1% of 
the total heat entering the computational domain; and 
(ii) the absolute values at the monitoring point did not vary by more than 
about 0.1 
The first criteria reflects the numerical behaviour throughout the whole 
computational domain since the equation residual is the sum of all the errors of 
that equation over the whole domain. In contrast, the absolute value criteria only 
offers information at the user-defined monitoring point. It is therefore important to 
choose the location of this point carefully. It is considered inappropriate to monitor 
the absolute values at a point in the flow where a solution is easily attainable such 
as close to a driving force boundary condition where the effect of the boundary 
condition is 'felt' and accounted for quickly. Similarly there is little to be gained by 
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monitoring the solution at the core of a recirculation zone, for example, where the 
flow may never become perfectly steady and does not offer the user much useful 
information. It is therefore recommended that for the benchmarks analysed here, 
the monitoring point be placed either in the centre of the outlet or high up in the 
plume. The flow variables at both of these locations are closely related to 
important flow parameters such as air change rate and plume buoyancy and will 
not settle down completely until the flow pattern in the whole space is well 
established. 
8.2.4 Obtaining a Solution 
The benchmark results confirmed the findings of previous researchers (e. g. 
Ideriah (1980), Fraikin et al. (1982) and Thompson et al. (1985)) that buoyancy- 
driven flows are difficult to solve using CFD techniques. This is thought to be due 
largely to the decoupled way in which the equations are solved. That is, since 
there is no separate conservation equation for pressure, the relationship between 
the pressure and the velocity field is realised by the need for the velocity 
components, calculated using the momentum equations and a guessed pressure 
field, to also satisfy the continuity equation. This coupling is difficult to resolve in 
buoyancy-driven flows because the velocities are not specified prior to the 
commencement of the solution process at any point in the domain. Instead, the 
process relies on the generation of an accurate pressure field to drive the flow. 
Since the driving forces (governed by the temperature differences) and the 
resulting velocities are small, this makes the solution procedure prone to 
instabilities. 
Such instabilities were observed in the solution process when using the default 
under-relaxation factors to control the iteration procedure. Tightening of these 
factors (decreasing their value) did not improve convergence. A more physical 
method of u nde r- relaxation is false time-stepping whereby the evolution of the 
solution is controlled by a time-scale which more accurately reflects the rate at 
which the variables are changing, and the computational cell volumes based on 
which the flow variables are being solved. 
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The drawback of using false time-stepping is knowing what values to use such 
that the instabilities in the variables can be resolved. By expressing the time scale 
as a length scale divided by a velocity scale: tf = df / v,, this difficulty is eased 
slightly provided a suitable length scale and velocity scale can be found. In order 
to reflect the numerical procedure, df should reflect the length scale of the 
computational mesh. A suitable velocity scale was found by realising that the 
default under-relaxation techniques (with no false time-stepping) were able to 
produce a good approximation to the flow field, and therefore yielded typical 
velocities which could be used to represent vf . This realisation was supported by 
observing that the absolute values were oscillatory only within a narrow band of 
values and that the enthalpy residual was within one order of magnitude of the 
required criteria. 
Satisfactory convergence, i. e. adherence to both criteria, was achieved by 
restarting the approximate solution (which adopted the default u nder- relaxation 
factors) using false time-steps of O. 1s on all momentum equations. This value 
was arrived at largely by trial and error, but is approximately equal to the smallest 
cell size in the domain divided by the largest calculated velocity. The need for 
false time-stepping specifically on the momentum equations reflects the poor 
coupling between pressure and velocity in buoyancy-driven flows. With the 
advent of coupled solution algorithms such as CFX 5 recently developed by 
Computational Fluid Dynamics Services (1997) at AEA, Harwell, it is anticipated 
that many convergence difficulties of this type could disappear. 
Under-relaxation techniques are able to enhance convergence by making the 
solution matrix more diagonally dominant and hence more stable, thereby 
increasing the likelihood of convergence (§D. 7). However, the rate of 
convergence is reduced meaning that more iterations are needed before 
convergence is reached. 
The numerical parameters and solution techniques used to obtain solutions for all 
three benchmarks are summarised in Table 8.1. 
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Table 8.1 Numerical parameters and solution techniques used in all three benchmarks. 
Parameter/Technique Details 
Solution Procedure Hybrid diff erencing was used on all convection terms except in the mass 
conservation equation where central differencing is used. This is to 
enable accurate application of the pressure correction algorithm in 
which central differences are used on the pressure gradient terms. 
Pressure correction was carried out using the SIMPLEC algorithm with 
the Rhie and Chow (1983) interpolation algorithm to prevent pressure 
velocity decoupling due to the non-staggered (co-located) grid. Details 
of the linear equation solvers used can be found in Table D. 2. 
Under-relaxation factors Mass equation: 1.0, momentum equations: 0.65, k, F, and enthalpy 
equations: 0.7. 
False Time-Steps Initial simulations used no false time-stepping to obtain an 
approximation to the flow. These were then restarted using false time- 
steps of 0.1 s on each momentum equation to establish a more accurate 
solution. The number of iterations in each stage of the solution process 
was typically about 2000. 
Enthalpy Reference Ambient. 
Temperature 
Buoyancy Reference This reference temperature had to equal that set at the PRESSURE 
Temperature boundary (i. e. ambient) in order to prevent a net pressure being 
established due to a numerical (unphysical) buoyancy force. 
Turbulence Standard k-e model (§4.5.4) and Renormalisation Group (RNG) 
theory k-F, model (§4.5.5). 
8.3 Accuracy of the Benchmark Results 
Tables 8.2 and 8.3, which provide a summary of all three benchmark results, are 
referred to throughout this section. 
In an attempt to offer the reader a more practical insight into the stratification 
strength g', this parameter is also represented by ATh , the change in 
temperature across the interface, using the expression 
t 
ATh =-' AHeh = 
gh 
CP go 
where AHeh = change in enthalpy across the interface. 
(8-1) 
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Table 8.2 Results for all three benchmarks using the standard k-c turbulence model. 
Benchmark 1: 
h/H=0.390, g' / G' = 1.84, -7 
AT,, = 1.97, (x, = 0.17 ,-, -, ý"i 
Axial plume velocity at Y 1m above 
the source = 0.339m/s 
Volume flow in the plume at y= 1m 
M3/S above the source =0 094 
19 75*C 
M/S . 
Buoyancy in the plume at y= 1m 
M/S2 above the source = 0.047 
Volume flux through space 
M3/S 0.081 ------ zzz-0 
ach-1 = 22.42 ---- '- IM ,ý: 
Benchmark 2: 
h/H0.457, g' G' = 1.92, hH 
0.16 A Th 2.06, (XT 
Axial plume velocity at y 1m above 
the source = 0.368m/s 20 O*C 
Volume flow in the plume at y 1m 
above the source = 0.1 OOm/s 
rTvs 
0 404 
Buoyancy in the plume at y 1m 






Volume flux through space 0 000 
M3/S 0.081 
ach-' = 22.42 
Benchmark 3: 
h/H0.426,9' G' 2.72, hH 
A Th 4.63, cc, 0.14 
Axial plume velocity at Y= 1m above 
the source = 0.628m/s 
Volume flow in the plume at y= 1m -7 22 5"C 
M3/S above the source = 0.0" M/S 
Buoyancy in the plume at y= Im 
Oý 84H 
706 
M2 above the source = 0.147 
/S 
0.424 -77 





ach-1 = 9.97 
p: 
161 
Chapter 8 Discussion of Results and Suggestions for Further Work 
Table 8.3 Results for all three benchmarks using the RNG k-c turbulence model. 
Benchmark 1: 
h/H=0.490, g' G' 1.88, hH 
A Th 2.01, aT = 0.12 
Axial plume velocity at Y 1m above 20 O'C 
the source = 0.387m/s 
Volume flow in the plume at y= 1m 
above the source = 0.082 M3/S 
nVS 
Buoyancy in the plume at y= Im 
M/ 
2 





0 1: 94 
OA 30 
Volume flux through space 
0,065. 
0. DtM 




h/H0.544, g' G' = 1.99, hH 
A Th 2.13, CýT 0.12 
Axial plume velocity at Y 1m above 
the source = 0.383m/s 
Volume flow in the plume at y= 1m 
above the source = 
0.080M3/S M/S 
Buoyancy in the plume at y 1m 
2 











h/H=0.472,9/ G' 2.75, hH 
AT, = 4.68 CC T= 
0*11 
Axial plume velocity at Y= 1m above 
the source = 0.696m/s -22 5*C 
Volume flow in the plume at y= 1m M/S 
M3/S above the source =0 036 0 841) . 




above the source = 0.174 s 
Oý414 
0 293 0 141 
Volume flux through space 0000 
0.035M3/S 
ach-' = 9.69 11  ý: 
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8.3.1 Two Dimensional Modelling 
Benchmark 1 provided a 2D preliminary study to the 3D case investigated in 
Benchmark 2. The only differences between the 2D and 3D simulation results 
were the slightly higher values for interface height and stratification strength which 
were thought to be caused by a combination of lower entrainment prediction in 
Benchmark 2, and larger momentum forces acting on the interface, pushing it 
upwards, also in Benchmark 2. Possible causes for these discrepancies are as 
follows. 
2D simulations are conducted by taking a slice in the x-y plane through a 
geometry that is assumed to be infinite and unchanging in the z direction. The 
main misrepresentation in the 2D model was therefore the definition of openings, 
which appeared as square openings in the 3D simulations but had to be 
represented as infinitely long slots in the 2D model (still retaining the same area 
per metre length of the geometry normal to the slice). This gave rise to a higher 
momentum force per unit volume in Benchmark 2 than Benchmark 1. The second 
2D modelling limitation was the inability to represent the walls of the room at the 
high- and low-z faces, which caused a reduction in entrainment in this region and 
therefore a higher interface. 
It was concluded that these modelling limitations were an acceptable trade-off 
against the short running time as a means of obtaining a good approximation to 
the flow, and learning much about how to model buoyancy-driven flows. 
8.3.2 Flow Pattern 
All three benchmarks produced the overall flow pattern observed by Linden et al. 
(1990). That is, a buoyant plume formed above the heat source which caused a 
layer of warm air to accumulate in the upper region of the space. This layer drove 
a flow out through the upper openings since the hydrostatic pressure difference 
between the top and bottom of the layer inside the space was smaller than that 
between the same levels outside the space. The buoyancy force driving this flow 
can be thought of as a reduced gravity force, g', where 
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O(Tu - Ta) (8-2) 
where: T, = temperature of air in the upper region of the box, and 
T, = ambient (outside) air temperature. 
As the air leaves the space through the upper openings, cooler, ambient air enters 
via the lower openings and is entrained into the plume. It was shown by Linden et 
al. (1990), that as the plume entrained the lighter, warmer air that was being 
recirculated in the upper part of the space, a steady-state was produced. This 
was verified by the CFD simulations since a converged solution was successfully 
found when solving the steady-state equations. The steady-state result 
successfully predicted a clear interface separating the well mixed, warm buoyant 
air above from the cooler, ambient air below. 
The main discrepancy in the qualitative flow pattern between the work of Linden et 
al. (1990) and the three CFD benchmarks is the orderly (less random) nature of 
the flow below the interface in the CFD predictions compared with the more 
random appearance observed in the salt bath experiments. One of the aspects of 
this is a dominant incoming flow of ambient air which impinges on the interface 
potentially causing it to rise in that region, resulting in a non-horizontal interface. 
These momentum forces are also thought to be responsible for encouraging some 
entrainment of warmer air across the interface from the upper to the lower region. 
These effects are more noticeable in Benchmark 2, which is probably due to the 
larger momentum flux per unit volume entering the space in this case compared 
with benchmarks 1 and 3. This less random flow prediction should not be 
unexpected, since the random effects observed in the salt bath experiments are 
thought to be time-dependent and so will not be accurately modelled by the 
steady-state form of the governing flow equations used in this research. It is 
possible that any short-term transient effects that occurred in the salt bath 
modelling experiments could be 'hidden' in the CFD simulations by the use of 
false time-stepping. Recall that without imposing false time-stepping, a good 
approximation to the flow was obtained with oscillations on the absolute values. 
Such oscillations may be a manifestation of these short-term transient effects. 
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There is also concern that the incoming air is impinging on the buoyant plume 
close to its base which may affect its development in terms of volume and 
buoyancy flux. In benchmarks 1 and 2 there is slight concern over the large 
recirculation flow above the interface, caused by the line plume, which impinges 
on the interface close to the left-hand wall which may be forcing it downwards in 
that region. A simulation in Chapter 5 of a wider space eliminated both the 
momentum impingement above the interface and the impingement of incoming air 
at the base of the plume. The results predicted a slightly higher interface which 
could be attributed to either of these effects, although the more likely cause is the 
reduction in impingement on the upper side of the interface close to the left-hand 
wall since the interface had become more horizontal in this region. 
8.3.3 Plume Modelling 
Fundamental to the successful prediction of buoyancy-driven displacement 
ventilation flows is the accurate modelling of the plume. Consequently much time 
was devoted to analysing the accuracy with which the CFD model was able to 
predict the various aspects of a buoyant plume. The two main properties 
governing a plume are its volume flux, M(L), and its reduced gravity, or buoyancy, 
G. '. Both these properties are functions of the plume entrainment a G, T which 
relates the velocity into a plume with the velocity on the plume axis at that height, 
thus it determines the rate of spread of the plume. For mathematical ease, 'top- 
hat' profiles were assumed for the velocity and buoyancy in the plume with which 
has been associated a 'top-hat entrainment' CCT such that CCT= bTlY (21D) (Eq. B- 
29), and aT = 5bT/6y (31D) (Eq. 3-11). 
The value used for OCT by Linden et al. (1990) in their analytical work was 0.1. it 
should be noted that this is an empirical value which is very difficult to measure 
and various values have been found by others. For example, Morton et al. (1956) 
measured CCT= 0.13, Rouse et al. (1952) measured CCT= 0.12, and Baines and 
Turner (1969) measured (XT= 0.14. There is also no evidence to suggest that 
entrainment should be the same for point and line source plumes. 
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For all three benchmarks, the RNG k- e model predicted a lower rate of 
entrainment, closer to that assumed in the theory, than the standard k-F, model 
(c. f. tables 8.1 and 8.2). This resulted in a smaller value of plume volume flux and 
a larger value of plume buoyancy. All the CFD simulations predicted larger 
entrainment values than that used by Linden et al. (1990). 
The linear variation of plume volume flux with height, indicated by the governing 
equations for a line plume, was accurately reproduced by the CFD simulations of 
benchmarks 1 and 2. The differences in gradient between the theoretical and the 
CFD lines are caused by the different predictions of entrainment, and the 
horizontal 'shift' in the graphs is thought to be caused by the virtual origin effect 
which predicts a non-zero volume flux at y=0. All benchmarks predicted virtual 
,e -e origins in the range -0.15 , yk < -0.1 and -0.22 < yRNG < -0.12, for the standard 
and RNG k-e models respectively. 
The governing equations for a plume emanating from a point source predict a 
linear variation between volume flux and (height) 513 . Although not as robust as 
the linear relationships in benchmarks 1 and 2, this was modelled well by the 
simulation results of Benchmark 3. The slight non-linearities in Benchmark 3 (Fig. 
7.12) are thought to be due to small instabilities in the plume caused by the 'three- 
sided entrainment', rather than the 'single-sided entrainment' in benchmarks 1 
and 2 (Fig. 8-2). 
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Figure 8.2 Plume entrainment viewed from above. 
The variation of plume buoyancy with height is poorly predicted by all three 
benchmarks. Table 8.4 shows the predicted theoretical relationship between GT 
and height above the source, y, for plumes from line and point sources, and the 
equations of the curves fitted to the CFD predictions. 
Table 8.4 Predicted variations of plume buoyancy with height above the source. 
Line source Point source 
Theory (Linden et al. (1990) GT = 0.09y Gý = 0.269y 
CFD (k - F-) GT' = 0.050y -06 T GT' = 0.1 55y -' 
CFD (RNG) 
I 
GT' - 0,056 y-O 57 Gý = 0.1 90y 
(*) Separate expressions for benchmarks 1 and 2 have not been included as the fitted curves were 
almost identical. 
The discrepancies in the coefficient values can mainly be attributed to the different 
predictions of entrainment. The major cause for concern lies in the 'shape' of the 
variation of G' with y, given by the index of y. Although further investigation is T 
needed, it is thought that these discrepancies could be caused by the virtual origin 
effect. All of the plume equations presented in Chapter 3 assume either an 
infinitesimally narrow line source or an infinitesimally small point source. This was 
not possible in a CFD model due to the finite nature of the computational mesh. 
167 
Chapter 8 Discussion of Results and Suggestions for Further Work 
Consequently, the heat input in the CFD model is used to raise the buoyancy of a 
larger volume (several cell volumes) of air than is assumed in the theory. By 
energy conservation, this would yield a lower temperature close to the source and 
therefore a lower buoyancy. As the plume is established, its shape assumes a 
source at the virtual origin (Fig. 8.3) and the under-prediction of buoyancy 
becomes less significant as distance from the source increases. 
floc 
Figure 8.3 Shape of buoyant plume. 
This would result in a different gradient function (aG' / ay) than that predicted, but T 
nevertheless produces favourable agreement with the theoretical solution for ghl 
since this is equal to G'(y = h) which is the largest vertical distance from the T 
source in the buoyant plume where the under-prediction of buoyancy is thought to 
be least significant. 
8.3.4 Interface Parameters and Effect of Opening Size 
The parameters used to define the interface produced by the displacement flow 
are the interface height, h, and the change in buoyancy across the interface, g. I 
also referred to as the strength of the stratification. Throughout this work, to 
enable comparisons with the work of Linden et al. (1990), these parameters have 
been normalised with respect to the height of the space, H, and the plume 
buoyancy, G' , at (the hypothetical) height y=H. H 
All but three simulations predicted lower interface heights and higher stratification 
strengths than the theory. These two findings are self-consistent with the 
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relationship g' / G' =H/h (21D, Eq. (3-29)) and g' / G' = (H / h)5/3 (3D, Eq. (3- hHhH 
24)). 
The interface is formed when a steady-state flow has established in which the 
volume flux in the plume is equal to that leaving or entering the space. The 
interface height can therefore be thought of as that height at which there is least 
vertical motion outside the plume. In the flow patterns predicted by the CFD 
results, there was evidence of motion across the interface from the upper to the 
lower zohe, thought to be caused by momentum impingement of the incoming air 
on the interface which entrained some of the air above the interface into the lower 
zone. 
Since a lower entrainment rate was predicted by the RNG k- F, model than by the 
standard k-c model, it took a longer vertical distance for the plume modelled 
using the RNG model to attain the volume flux of that passing through the space, 
consequently the interface predicted by the RNG turbulence model is higher. A 
corresponding effect is not observed in the stratification strength due to the 
cancelling effect between the interface heights and entrainment values predicted 
by the two turbulence models. This phenomenon was explained in detail in 
section 5.7. 
The main factor thought to be responsible for the discrepancies between the CFD 
results and the theoretical line is an inaccuracy in the definition of the effective 
opening area )ýL) established by Linden et al. (1990) which has also been used 
when calculating the effective opening area used in the CFD simulations. This 
could be the cause of discrepancies between the theoretical predictions and the 
salt bath model results. It is therefore interesting to note the similarity in 
predictions between the CFD and the experimental results (Figs. 5.28,6.27 and 
7.23). 
The formula used to calculate AýL) incorporated the drop in pressure head as fluid 
enters the space (variable c in Eq. (3-19)), but neglected the effect as the fluid 
leaves the space through the upper openings. The modified expression (Aý; )) 
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where: au = total area of upper openings; 
a, = total area of lower openings; 
Cd = discharge coefficient at the upper openings; and 
C= discharge coefficient at the lower openings. 
(8-3) 
When assuming values of 0.61 for both discharge coefficients (see Awbi (1994), 
§3.1) the modified results for the salt bath experiments and CFD simulations 
agree more favourably with the theory (Figs. 8.4 - 8.9). 
However, the interface height is still under-predicted in many of the cases where 
the standard k-F- model is used, particularly in Benchmark 3. Two possible 
factors contributing to this discrepancy lie in the area of plume modelling. Firstly 
the theory with which the experimental and CFD results are compared assumes 
an infinitesimally small point, or narrow line source as the origin of the plumes. 
Since the source bath experiments and CFD simulations possess virtual origins 
reflecting their finite source area, the interface height in the theoretical solution is 
effectively measured from a level below that used for measuring the CFD and 
experimental interface predictions. For the CFD model, this will result in an under- 
prediction of interface height in the range 0.1 m to 0.22m (0.039 <h/H<0.086). 
The second issue lies in the value of plume entrainment. The reason for the 
standard k- F. model predicting a lower interface height than the theory and the 
RNG k-F- model is almost certainly due to its higher prediction of entrainment. 
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The qualitative agreement between interface height and effective opening area, 
and between stratification strength and effective opening area is good. The slight 
non-'linearities' in the interface height predictions, (i. e. points that do not lie close 
to the curve of best fit), are thought to be caused by errors in identifying the 
interface height which was made difficult by the impingement on the interface of 
the incoming air momentum. This was less noticeable in Benchmark 3 in which 
there was a lower air change rate and therefore smaller momentum force 
impinging on the interface, and a stronger stratification, possibly able to withstand 
these momentum forces. 
It is expected that the variations in plume entrainment will not cause dramatic 
changes in the predictions of AT, due to the cancelling effect of the entrainment 
and interface height described in section 5.7. 
8.3.5 Turbulence Modelling 
The results have shown that different values for plume entrainment have been 
predicted by the two turbulence models. This is thought to cause different 
interface heights and air change rates (c. f. tables 8.2 and 8.3). Both turbulence 
models used employ the eddy viscosity concept whereby an enhancement to the 
laminar viscosity (g, ) is used, known as the turbulent or eddy viscosity gt, 
resulting in an effective viscosity g,,,: 
geff --": R/ + 9t (Eq. 4-38). 
The sole purpose of the turbulence models is then to find a value for gt by solving 
conservation equations for k and c for use in the equation 
9t --,: pcýl (Eq. 4-44) 
It is therefore instructive to investigate the values of gt, k and e predicted by the 
two turbulence models in order to establish the possible causes for the different 
predictions 
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It is evident from contour plots of gt for Benchmark 1 that the standard k-F, 
model generally predicts larger values for the eddy viscosity than the RNG model 
(c. f. Figs. 8.10 and 8.11). By considering turbulence quantities along a vertical 
line in the plume (Figs. 8.12 and 8.13), it is observed that throughout most of the 
plume and after the plume has settled down (above y=0.4m), the RNG model 
predicts a lower value for k and a higher value for c. Coupled with a lower value 
for C., this yields a lower value for the eddy viscosity (Fig. 8.14 and Eq. (4-44) 
above). Similar behaviour is observed along a horizontal line at y=0.65m above 
the floor of the space (Figs. 8.15 - 8.17). 
One manifestation of the smaller viscosity predicted by the RNG model is that 
more energy is available to bring about a higher mean flow velocity (c. f. tables 8.2 
and 8.3), since less is being dissipated into viscosity. 
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Figure 8.10 Eddy viscosity predicted by the 
standard k-c model (Benchmark 1). 
I Turbulent lonetic energy (m- /S-) 







0 Oý . 00 
Distance above source (m) 
RNG 
ký 
Figure 8.12 Predictions of turbulent kinetic 





Figure 8.11 Eddy viscosity predicted by the 
RNG k-F model (Benchmark 1). 
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Figure 8.13 Predictions of turbulent dissipation 
along the plume axis (Benchmark 1). 
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I. OE-03 RNG 
ký 
O. OE. 00 
O. OF. 00 I. OF. 00 2. OF. oo 
Distance from left-hand wall (m) 
Figure 8.16 Predictions of turbulent dissipation Figure 8.17 Predictions of eddy viscosity along 
along a horizontal line at 0.65m above the floor a horizontal line at 0.65m above the floor 
(Benchmark 1). (Benchmark 1). 
175 
Chapter 8 Discussion of Results and Suggestions for Further Work 
An immediate consequence of the lower plume entrainment predicted by the RNG 
model is the narrower plume. This can be thought of as a lower transfer of energy 
normal to the flow direction (Fig. 8.18). 
Figure 8.18 Comparison of vertical velocity profiles predicted by both turbulence models. 
Transfer of energy in this way is the responsibility of the stress tensor a, given by 
CF -P81 + 9, ff 2-U-1 + 2u, (Eq. 4-1). axi ax, 
Since this is directly proportional to the effective viscosity, g, ff , it follows that the 
RNG model should also predict a lower value of shear which would account for 
the narrower plume and the reduced entrainment. 
As the source strength was increased, (XT reduced very slightly, causing a small 
rise in the interface. This could be due to a poorly mixed plume in which air on the 
axis of the plume is warmer that at its edge. More work is needed to investigate 
this. 
Simulations were conducted for both turbulence models in which the additional 
buoyancy term in the F, equation was used (C3 = 1.0 in equations 4-46 and 4-51), 
but the results produced negligible differences. The C3 term takes the form 
C3max(G, O), 
where G= 
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The term becomes non-zero when G>0. For the latter to occur, DT/ Dy must be 
negative, i. e. warm air must occur below cool air (thereby increasing turbulence 
dissipation as the warm air rises). Outside the plume, the vertical temperature 
gradient is positive which nullifies the C3 term. However, where warm air occurs 
below cooler air in the plume, the term is invoked. Since the results showed only 
very small changes in the axial plume properties, it is concluded that this term is 
small relative to the other production terms in the F. equations (Eqs. (4-46) and (4- 
51)) and is not significant in determining a buoyancy-driven displacement 
ventilation flow pattern. 
8.3.6 Effect of Source Strength 
Linden et al. (1990) predicted that the interface height is independent of the 
source strength used. The CFD simulations showed that for source strengths 
between 50W and 100OW, the interface height varied slightly in some cases, 
namely 3D simulations, and those incorporating the RNG k-F- model. The 
marginal discrepancies when using the RNG model were discussed briefly in 
§8.3.5. Other discrepancies may be due to instabilities in the 3D plume (§8.3.3). 
From the theory it is seen that g' / G' = (H / h) 5/3 (point source) and hH 
g, IG'=Hlh (line source), (Eqs. (3-24) and (3-29)), i. e. the normalised hH 
stratification does not depend on the source strength. This was successfully 
predicted by the CFD simulations with only small perturbations. However, the 
value is not equal to (H/hCFD 
)513 (point source) or H/hCFD (line source) where 
hCFD is the CFD-predicted interface height. This is caused by the difference 
between the entrainment predicted by the CFD model and that used in the 








(8-5) gh dH" 
CF: D 
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respectively, where the subscript Unden assumes the entrainment constant 
CCT -,: 0.1 and subscript CFD assumes the entrainment constant predicted by the 
CFD model. Since the CFD model predicts a value of CCT greater than 0.1 in all 
cases, it follows from equations (8-4) and (8-5) that the CFD values calculated for 
g' / G' (tables 8.2 and 8.3) should be less than the values given by equations (3- hH 
24) and (3-29) when using the CM-predicted value of interface height for h. This 
is indeed the case for all benchmarks except in Benchmark 2 when the RNG k- C 
model is used. The cause for this is thought to be due to impingement of 
incoming air on the interface causing a higher interface height. 
The variation of plume volume flux with source strength is modelled well in the 
CFD simulations in all three benchmarks. The discrepancies in each case are 
readily attributable to the virtual origin issue and the difference in entrainment. 
The slight non-linearities in benchmarks 2 and 3 when using the RNG k- C model 
are thought to be caused by the lower predictions of eddy viscosity (§8.3.5) which 
produce less mixing - an effect which is amplified in three dimensions due to 
three-sided entrainment. 
The relationship of plume buoyancy with source strength is also very well 
predicted subject to the discrepancies caused by the virtual origin and 
entrainment. This suggests that the inaccurate modelling of 
GT' observed in the 
CFD simulations is an inability to accurately reproduce the G' vs. y relationship. T 
This was discussed in section 8.3.3 where it was also attributed to the existence 
of the virtual origin. 
In summary, the qualitative effects of increasing the source strength were 
accurately modelled in all benchmarks. That is, the interface remains largely 
unchanged, and the temperature change across the interface increases causing a 
higher air change rate through the space. 
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8.4 Application to Real Buildings 
Using the knowledge gained by modelling the three benchmark cases, the 
following points are made concerning guidance on how to model buoyancy-driven 
flows in real buildings and the reliability of the results. It is not possible to give 
step-by-step guidance on how to model all applications of buoyancy-driven flows 
in buildings, as all cases are different. The points restate the lessons learned 
throughout this research in a more generic manner. 
8.4.1 Guidance 
a) Simplifying the Geometry 
It is invaluable when using CFD to model building airflows to first run a 2D 
simulation of the flow. This may be inappropriate for complex, asymmetric 
geometries, but in simpler cases such as the benchmarks investigated in this 
research, it can provide a good approximation to the flow pattern and air 
change rates. However, care must be taken to ensure that opening sizes 
per metre in the direction normal to the 2D slice correspond to the available 
opening sizes in the real case. 
Alternatively, it is often possible to model only a small zone of the geometry 
under consideration and use symmetry planes to represent adjoining zones. 
This is particularly useful when a steady-state solution is sought as it 
enforces symmetry where there may otherwise be small, but negligible, 
transient effects. 
b) Boundary Conditions 
In contrast to mechanical ly-d riven ventilation, when flows are driven by 
natural forces, there is no explicit information available regarding air speeds 
and flow direction at inlets and outlets. Consequently it is difficult to select 
with confidence, the most suitable boundary conditions at openings that 
accurately account for the effects of stack (inside/outside temperature 
difference) and wind. One way of overcoming this is to extend the 
computational domain beyond these openings by modelling some of the 
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external air. In doing this, the user allows the CFD code to model the 
complex flow as air is contracted and then expanded when it passes either 
way through an opening. The amount of exterior modelled will normally be 
determined by available hardware, however, an extent of about 3m has been 
found sufficient by the author in many cases (see §8.4.3, for example). This 
leaves the user to specify the boundary conditions around the extended 
domain. Such boundaries can, for example, be used to specify a constant 
wind and its associated turbulence, or still conditions. The latter can be 
achieved by specifying a constant pressure around the entire boundary 
(provided the program's governing equations of momentum account for the 
pressure differences due to stack effect - Ap=pgh). However, in the 
absence of significant momentum forces, artificially high air speeds are likely 
to occur when two such pressure boundaries are located opposite one 
another, and to a lesser extent when they are adjacent. This phenomenon, 
explained in more detail in section 8.2.1, can be overcome by imposing zero 
velocity conditions at such boundaries. This is not thought to adversely 
affect the prediction of the flow inside the building itself. 
c) Mesh Structure 
This research has shown that in a space measuring 2.55mx2.55mxlm, 
accurate results can be obtained using cell sizes of the order of 
15cm x1 5cm x 15cm . Since flow predictions of real buildings are unlikely to 
be concerned with, for example, detailed predictions of plume behaviour and 
the precise location of stratification interfaces, it is felt that sufficiently 
accurate results could be obtained using larger cells, particularly in areas 
where the flow is unchanging. The more important parameter determining a 
mesh is likely to be hardware limitations. However, sufficient hardware 
power should be available to enable tests to be undertaken to ensure that 
grid refinement, in areas such as buoyant plumes and openings, does not 
significantly change the solution. 
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This research also confirmed the belief that highly skewed (non-orthogonal) 
cells should be avoided when modelling buoyancy-driven flows as they can 
cause instabilities in the solution algorithms. 
d) Convergence Criteria 
In all CFD simulations it is important to impose convergence criteria that 
ensure the mathematical model defined has been solved accurately. 
Suggestions for buoyancy-driven flows are that the flow variables being 
calculated are constant (say to within about 0.1% of some value), and that 
the equation errors (residuals) are small, for example that the enthalpy 
residual is less than about 1% of the total heat entering the domain. It is 
important to select the solution monitoring point such that maximum 
information can be gleaned from the values obtained. For example, in 
natural ventilation flows a suitable location would be in an opening where the 
flow is unlikely to settle until the overall flow has converged. Some CFD 
codes enable more than one monitoring point to be specified. This option 
should be exercised when simulating large geometries in which perturbations 
at one end of the solution domain may take several iterations to propagate 
throughout the mesh, or in which the CFD model is so large that significantly 
different flow patterns (and therefore convergence difficulties) may exist at 
different locations in the domain. 
e) Obtaining a Solution 
Long simulation times, of the order of several thousand iterations, should be 
expected when modelling buoyancy-driven flows. One should also anticipate 
instabilities in the solution when employing 'standard' under-relaxation 
techniques such as the default under-relaxation factors offered in CFX (mass 
equation: 1.0, momentum equation: 0.65, turbulence and enthalpy 
equations: 0.7). It is possible to overcome such problems by ensuring that 
the under-relaxation technique takes into consideration the time-scale over 
which the solution evolves. This can be done using a false time-stepping 
technique which specifies under-relaxation factors derived using a time-scale 
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(false time-step) and the local cell dimension. The difficulty lies in selecting 
the size of the false time-step. A sensitivity analysis carried out in this 
research suggested values of O. 1s on all momentum equations. Such values 
have been used successfully by the author in other, more complex 
simulations (see §8.4.3 for example). If convergence cannot be attained 
using these values, then smaller false time-steps, say 0.01s, should be 
investigated. However, it should be borne in mind that the use of such 
severe constraints will significantly increase simulation time. It is therefore 
more economical to run an initial simulation with no false time-stepping and 
when the best solution has been attained (no further reduction in residuals), 
invoke false time-stepping. If convergence cannot be attained using very 
small false time-steps (say :50.001s), then it is likely that the problem 
definition is ill-posed, or that there does not exist a steady-state solution. 
8.4.2 Reliability of Results 
Provided the simulation accurately represents the flow being considered, it is 
possible to obtain qualitatively accurate flow patterns of steady-state, buoyancy- 
driven flows. These, of course, do not depict any potential small scale transient 
effects. For example, incoming air may appear very pronounced, whereas in 
reality it might meander from side-to-side and periodically break up. This was 
observed in the three benchmark cases investigated in this research in which the 
CFD predicted a very dominant inflow of air, which is thought to have influenced 
stratification properties, whereas in the salt bath experiments the incoming fluid 
was not as pronounced. Although such effects are likely to be avoided in reality 
by the use of grilles over the openings, a transient simulation may provide a more 
detailed insight into the behaviour of the flow in such regions. 
A source of error is likely to emanate from inaccuracies in modelling buoyant 
plumes which influence important flow parameters such as stratification heights 
and air change rates. This research has shown that plume entrainment, which 
affects the key properties of a plume, is dependent upon the turbulence model 
used. Although the differences were small, the RNG k-F, model of Yakhot and 
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Orszag (1992) was found to give results closer to experimental measurement and 
analytical predictions. The standard k-e model of Launder and Spalding (1974) 
was found to over-predict entrainment. This may cause lower predictions of 
interface heights and higher air change rates. However, the differences are small. 
For example, in Benchmark 3 of this research (point source of buoyancy), the 
difference in interface height between the two turbulence models was about 12cm 
(4.7% of the height of the space), and the differences in air change rate was 
0.17ach" (the standard k-c model predicted a rate that was 1.7% larger than 
that of the RNG k-c model). 
8.4.3 Application Example 
During this research, the author has been involved with several consultancy 
projects which have analysed the suitability of natural ventilation in proposed 
building designs (see bibliography). 
A typical example was the proposal for a naturally ventilated IT centre at De 
Montfort University, Bedford (architects - Van Heyningen and Haward). CFD 
results for a section of the building are shown in figures 8.19 - 8.21. The building 
comprises four storeys of occupied space surrounding a central atrium. Fresh air 
provision is via an under-floor duct on the ground floor and clerestory level 
windows on floors 1,2 and 3. Trickle vents are also used on floors 1 to 3 which 
comprise pre-heating coils for winter ventilation. The flow is driven entirely by 
buoyancy forces brought about by constant heat sources distributed over each 
floor. 
Due to time constraints and hardware limitations, a CFD simulation of the whole 
building was not feasible. Consequently a representative section of the building 
was analysed. In order to accurately reflect the dimensions and shape of the 
exhaust stack on the third floor, a 3D simulation comprising a 3.6m deep slice of 
the building was considered. Symmetry planes were then defined on each of the 
plane faces of the slice to reflect the full depth of the building. A symmetry plane 
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.. terior domain 
-Y/ N 
Figure 8.19 Predicted airflow distribution over 
the height of the building. 
(Proposal for IT centre at De Montfort 
University, Bedford). 
over various horizontal planes. 
(Proposal for IT centre at De Montfort 
University, Bedford). University, Bedford). 
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Figure 8.20 Predicted temperature distribution 
over the height of the building. 
(Proposal for IT centre at De Montfort 
Figure 8.21 Predicted temperature distribution 
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was also used at the left-hand edge of the domain (in Fig. 8.19) to reflect the 
opposite half of the atrium and the adjoining, geometrically identical, work areas. 
Note also that external domains were defined to model airflow as it passes into or 
out of the building (Fig. 8.19). The simulation shown here was carried out 
assuming an ambient temperature of 250C to study summer over-heating risk. 
Surface temperature boundary conditions on internal structures were obtained 
using the thermal simulation program ESP (ESRU (1996)). The CFD model 
incorporated a mesh of approximately 25000 (orthogonal) cells. A converged 
solution was attained after about 3500 iterations' using false time-steps of 0.1 s on 
all three momentum equations. 
The CFD results, along with results obtained using the dynamic thermal simulation 
program, enabled determination of the opening sizes that were necessary to 
obtain adequate fresh air supply and prevent over-heating. The CFD results in 
particular emphasised the importance of vertical balancing of the opening sizes at 
the fagade to ensure similar fresh air supply rates on all floors and hence a 
uniform temperature distribution (Figs. 8.20 and 8.21). 
Earlier simulations predicted an undesirable flow from the central atrium space 
onto the third floor (short circuiting). This was thought to be due to small upward 
buoyancy forces in the central atrium and was overcome by placing partitions and 
a door on the third floor. The simulation results also predict a draught risk on the 
ground floor as air enters via the under-floor plenum (Fig. 8.19). Such problems 
could be overcome by allowing this air to enter through a wall mounted diffuser. 
This application example demonstrates the potential of CFD for informing the 
design of naturally ventilated buildings by enabling the accurate specification of 
opening sizes and identifying potential problems such as draughts and short- 
circuiting of air. Similar techniques have been used by the author for modelling 
other buoyancy-driven airflows to assist with the design of Coventry University 
' This required 18.5 hours of CPU time on a Sun SPARC 20 Workstation with 192MB of RAM. 
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library (CR6) and the Australia 2000 Stadium (CR2, CR3, and Lomas et al. 
(1997)). 
8.5 Suggestions for Further Work 
This section is divided into two. The first recommends work that could usefully be 
undertaken to investigate the few remaining uncertainties identified in this 
research (current benchmarks). The second proposes suggestions for building on 
the findings of this research to enable further validation and the confident use of 
CFD for modelling natural ventilation (new benchmarks). 
8.5.1 Current Benchmarks 
More detailed work would be useful to determine precisely the limitation of CFD 
for modelling buoyant plumes. In particular why the variation of plume 
buoyancy with height is not reproduced accurately. For example, for a 2D line 
plume, one might postulate a relationship of the form GT' = XB, " / yD and set 
about establishing values for X and n, which might vary according to source 
area. 
Further work is required to ensure that the flow near the source is being 
modelled accurately. In this region, temperature differences can be large which 
raises a question over the validity of the Boussinesq approximation which 
assumes small density differences. 
An important part of this work has been an investigation of different (but similar) 
models for representing turbulence. Now that it has been shown that 
turbulence models affect the key parameters of buoyancy-driven displacement 
ventilation, it would be worthwhile addressing this issue in even more detail. 
This would involve investigating the influences of the various constants in the 
turbulence models and the effects of using different types of model, in 
particular, second order closure models such as Reynolds Stress models which 
model anisotropic turbulence. There is some evidence that the RNG k-c 
model (and to a lesser extent the standard k-F- model) caused changes in the 
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plume behaviour when subjected to different source strengths. More work is 
needed to determine the nature and severity of these. 
When simulations were carried out to investigate convergence progress by 
treating iterations as a pseudo-time-scale, and analysing the 'partially 
converged' solution after 50,100,200,1000,2000, etc. iterations, it was found 
that the flow inside the space established itself much sooner than the flow in 
the exterior zones, and that much of the convergence time, say from about 
1000 iterations onwards, was used in resolving the exterior flow. Large savings 
in computation time would therefore be possible if the exterior zones could be 
replaced with accurate boundary conditions at the openings. Work to achieve 
this should be undertaken. 
8.5.2 New Benchmarks 
e Work to investigate the accuracy of CFD for modelling buoyancy-driven flows in 
more complex spaces should be undertaken. This could include spaces with 
openings in the sides rather than top and bottom, and buildings comprising 
several floors. 
* In almost all natural ventilation regimes, wind plays an important role. Hunt and 
Linden (1997) have investigated these flows using salt bath experiments. it 
would be a natural progression of this work to use these experimental results 
for further CFD validation. 
4, Cooper and Linden (1996) have investigated salt bath and analytical modelling 
of a naturally ventilated enclosure containing two point sources of buoyancy. 
Modelling these flows using CFD would enable the interaction behaviour of 
adjacent plumes to be modelled, and would represent a step closer to 
modelling densely occupied spaces. 
Throughout this research, heat sources have been modelled idealistically, using 
a two dimensional 'patch' in the plane of the floor. In practice, sources of heat 
are produced by bodies possessing volume in three dimensional space. This 
will almost certainly affect the entrainment and virtual origin issues, and the flow 
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around the body. Work to investigate the effects of using 'volume sources' 
could be undertaken. 
The CFD simulations in this research have modelled heat transfer by 
convection (and diffusion). It would be beneficial to conduct a short 







9.1 General Conclusions 
In this research, steady-state buoyancy-driven displacement ventilation was 
modelled successfully using Computational Fluid Dynamics (CFD) techniques. 
The results compare favourably with the flows predicted by the analytical work 
and salt bath experiments carried out at Cambridge University by Linden et al. 
(1990). The heat source produces a buoyant plume which entrains the 
surrounding ambient, cool air. This causes a layer of warm air to form below the 
ceiling of the space. As the plume entrains this warmer-than-ambient air, a 
steady-state is reached in which a constant-depth layer of well-mixed warm air in 
the upper part of the space drives a flow through the upper openings. This 
causes fresh, ambient air to be drawn in through the lower openings which is then 
entrained into the plume. The interface is robust, and the flow direction at the 
interface level is predominantly towards the plume. 
9.2 The Benchmarks 
The work has produced three clearly defined benchmarks for use when evaluating 
CFD models for predicting buoyancy-driven displacement ventilation: 
Benchmark 1 two dimensional modelling of the flow resulting from an 
infinite line source of buoyancy; 
Benchmark 2 three dimensional modelling of the flow resulting from a line 
source of buoyancy; and 
Benchmark 3 three dimensional modelling of the flow resulting from a point 
source of buoyancy. 
All cases considered a simple rectangular space (5.1 m wide x 2.55 high x1m 
deep) with upper and lower openings and a constant heat source in the centre of 
the floor. 
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These benchmarks are simple, easy to implement and posses robust steady-state 
solutions, thereby enabling new models and algorithms can be tested, new CFD 
users to gain confidence by comparing output against the expected results, and 
users to establish techniques for obtaining convergence when modelling 
buoyancy-driven flows using CFD. 
9.3 Modelling Buoyancy-Driven Flows 
An objective of this research was to offer guidance on the use of CFD for 
modelling buoyancy-driven flows. 
The work confirmed that buoyancy-driven flows are difficult and time consuming to 
model. Two key areas of difficulty were identified: (i) specification of accurate 
boundary conditions at openings, and (ii) controlling convergence due to the 
weakly coupled set of governing equations. The first difficulty was overcome by 
modelling some of the exterior air which obviated the need to impose boundary 
conditions at the openings. However, this generated further difficulties due to 
opposite pressure boundaries which were overcome by using solid surfaces on 
some of these boundaries. The second difficulty was eliminated by employing 
specific under-relaxation techniques (control of the solution process), known as 
false time-stepping, which reflected the time-scale over which the solution 
evolved. The research has also identified suitable criteria for determining whether 
or not convergence has been obtained. 
Mesh investigation studies showed that a fine mesh was required to accurately 
resolve plume properties and flow parameters such as interface height. However, 
accurate qualitative predictions could be obtained using a relatively coarser mesh. 
The research also showed that 2D simulations can successfully be used to obtain 
a good prediction of the 3D case, provided, of course, that a representative slice is 
considered in which the heat input and opening sizes per metre in the direction 
normal to the slice, have the same value as those in the corresponding 3D case. 
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9.4 Accuracy and Reliability 
Another objective of the research was to evaluate the accuracy and reliability that 
can be expected from CFD software when modelling buoyancy-driven 
displacement ventilation. 
This research has shown that CFD can predict buoyancy-driven displacement 
ventilation in simple geometries to a high degree of accuracy. The main cause for 
concern was modelling of plume entrainment which is fundamental to the accurate 
modelling of these flows. It was found that this value changed slightly depending 
upon the turbulence model employed. The standard k- e model predicted values 
in the range 0.14 ,ý CC k-a < 0.17, whereas the RNG (Re normal i sation Group) theory T 
k- e model predicted values in the range 0.11 < CCRNG < 0.12 which are closer to T 
values measured in salt bath experiments (0.12< CCT< 0.14 
Linden et al. (1990) assumed a value of (XT ý-- 0.1 to derive their analytical 
solutions. The larger values predicted by the CFD simulations gave rise to larger 
volume fluxes and smaller buoyancy forces in the plume. This caused lower 
predictions of the interface height (typically 18% lower (k-c model) and 11% 
lower (RNG k-e model)) and smaller air change rates (typically 13% smaller 
(k- e model) and 15% smaller (RNG k- c model)). 
There are two other discrepancies between the CFD predictions and those of 
Linden et al. (1990) that are noteworthy. Firstly, it was observed in the CFD 
simulations that the incoming ambient air impinged on the underside of the 
interface resulting in a non-horizontal flow at some points along the interface level. 
This was thought to be caused by the prediction of a less random flow below the 
interface in the CFD results than was observed in the salt bath experiments, 
brought about by the omission of transient terms in the CFD model. Secondly, the 
form of the variation of plume buoyancy with height above the source compared 
poorly with the analytical predictions for both turbulence models. This has been 
attributed to the existence of a virtual origin, but warrants further investigation. 
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The results obtained using the RNG k-F- model were particularly encouraging as 
this is a new turbulence model available to the CFD community which required 
validation (e. g. for an effective opening area of A* = 0.378M2, (hl H)LInden = 0.603, 
(h / H)RNG= 0.49, and (h / H) k-e = 0.39). The only cause for concern was the 
slight dependence of interface height on the source strength, thought to be 
caused by small changes in the plume entrainment. 
9.5 Closing Remarks 
This research has analysed, in detail, the flow in a simple box under displacement 
ventilation conditions driven by a single source of buoyancy. 
Topics relating to the three benchmarks defined in this research which would 
benefit from further detailed study have been identified and include plume 
modelling, turbulence modelling, and the boundary condition specification at 
openings. Future work in the more general area of CFD application to natural 
ventilation which would be useful includes wind effects, modelling of multiple 
plumes and densely occupied spaces, radiation effects, and application to more 
complex spaces. 
The work in this thesis has made a contribution towards evaluating the accuracy 
of CFD for modelling buoyancy-driven displacement ventilation, offered guidance 
on its use for modelling these types of flows, and provided evidence of the high 
level of accuracy that can be obtained if this guidance is followed. 
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A. Selecting CFD Software 
A. 1 Preamble 
This appendix outlines the procedure that was undertaken in selecting a suitable 
CFD package for use in this research. 
A. 2 Specification of the CFD Package 
A list of desired features was compiled after consulting various publications (e. g. 
Jones and Whittle (1992), Fawcett (1991), and Shaw (1992)) and holding 
conversations with experienced CFD users. The features were divided into six 
groups: pre-processing capabilities; physical modelling capabilities; the solver; 
post-processing capabilities; user friendliness and user support. 
A. 2.1 Pre-Processing Capabilities 
This is the interface through which the user defines the simulation. It includes 
geometry and mesh generation and enables specification of boundary conditions, 
physical models, and numerical parameters used in the solution procedure. 
Features sought in the pre-processor were: 
2D and 3D modelling; 
cartesian and cylindrical coordinate systems with body-fitted coordinates 
(this capability enables grids to be distorted to fit the geometry in 
question); 
large mesh capacity (up to about 100 000 cells) - this upper limit is often 
dictated by the available hardware; 
*specification of complex boundary conditions, such as transient 
conditions, and pressure boundaries with discharge coefficients; and 
access to 'Fortran User Routines' to add or modify physical models. 
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A. 2.2 Physical Modelling Capabilities 
This section identifies the desired numerical methods for representing the various 
facets of airflow. In addition to mass, momentum and energy transfer, the 
following capabilities were sought: 
" transient and steady state modelling; 
"a selection of turbulence models, including the standard k- F- model of 
Launder and Spalding (1974); 
particle tracking - smoke particles, dust particles, and 'clouds' of particles 
(many particles), the latter may be better represented using a multi- 
species model; 
multi-phase modelling, e. g. evaporation of water in air; and 
accurate boundary layer treatment. 
A. 2.3 The Solver 
Once the various physical models have been specified and the boundary 
conditions defined, it is the job of the solver to 'organise' all of this information and 
solve the governing flow equations (Eq. (D-1) and Table D. 1) to find values for all 
of the variables in each cell of the user-defined mesh (§D. 2) such that the physical 
models and boundary conditions are simultaneously satisfied. In solving the 
equations it is necessary to reduce them to a numerical form that can be 
understood by a computer. This technique is called discretisation. There are 
three main methods for doing this: the Finite Difference Method (FDM); the Finite 
Element Method (FEM); and the Finite Volume Method (FVM). 
The FDM uses Taylor series expansions (Smith 1985) to express first and second 
order derivatives in terms of differences in the dependent variables at spatial 
positions only a small distance apart. The FEM has its origins in stress and strain 
analysis of solid structures. In brief, the domain of interest is divided into small 
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elements and a certain variation for the dependent variable assumed. Various 
numerical analysis techniques (Zienkiewicz and Taylor (1989)) are then employed 
to determine expressions for first and second order derivatives of the dependent 
variable. This is carried out for every element of the domain after which all of the 
equations are collated and solved. Since each element is considered individually, 
additional computation is necessary in generating a 'look-up' table containing the 
connectivity information of the elements. 
The most popular technique for discretising the governing CFD equations is the 
FVM. This method represents a more physical approach to transforming the 
differential equations. The flow domain is divided into control volumes (defined 
using the cells of the mesh) and the governing conservation equations are 
integrated over each one. In doing this, physical processes such as convection, 
diffusion and sources/sinks are dealt with explicitly. Inherent in its method, the 
FVM draws on features taken from both the finite element and finite difference 
methods. 
The FVM is the most favoured discretisation technique for CFD code developers 
and was the method sought when selecting CFD software. The method is 
described in more detail in Appendix D, but its origins can be found in Patankar 
(1980). A good introductory text to its methods and associated algorithms can be 
found in Versteeg and Malalasekera (1995). 
Two mesh types can be used in CFD programs - structured and unstructured. A 
structured mesh comprises six-sided cells arranged in a regular topology to form a 
cuboid. A structured mesh is necessary for implementation of the FDM. In an 
unstructured mesh, cells do not have to be six-sided and are often tetrahedral in 
shape. Since the FEM uses a unique variation of the dependent variables for 
every cell, the method lends itself well to unstructured meshes. The FVM is used 
mainly with structured meshes, although algorithms are now available that use the 
FVM with an unstructured mesh (e. g. Lonsdale (1993) and Computational 
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Dynamics Ltd. (1991)). In this selection process, a code employing the FVM with 
a structured mesh was deemed appropriate. 
When using the FVM, values for pressure are calculated at the cell centres. 
Velocity components are then calculated either at cell faces (a staggered grid) or, 
along with pressure, at the cell centres (a co-located grid). The latter produces a 
more accurate results field but requires the use of the Rhie and Chow 
interpolation algorithm (Rhie and Chow (1983)) to prevent pressure and velocity 
decoupling. 
A. 2.4 Post-Processing Capabilities 
This is the aspect of the CFD package dedicated to results analysis. CFD codes 
produce large amounts of data in their results files. The quickest and most 
effective way to view this data is graphically. Most CFD packages can produce 
contours (line contours and shaded contours), line graphs and vectors. Some 
packages also enable the superposition of two of these variables, for example, 
velocity vectors and temperature contours. 
Although graphical analysis is probably the most useful method for viewing 
results, it is important to check whether or not the package gives access to the 
results in ASCII format. This is very useful for comparing results with 
experimental data or other CFD codes as it enables exact properties such as flow 
rates through openings to be found. It may also be helpful if the software can 
interface with other visualisation packages such as PV-WAVE (Precision Visuals 
(1988)). 
A CFD package with all or most of these capabilities was sought. 
A. 2.5 User-Friendliness 
The ease with which the user is able to operate the software is determined by the 
design of the user interface. The more friendly a package appears, the shorter 
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the learning curve will be and the quicker users will be able to obtain meaningful 
results. Ideally, the type of interface sought was that depicted in Figure A. 1. 
GRAPHICAL USER INTERFACE (GUI) 
COMMAND LANGUAGE 
FORTRAN USER ROUTINES 
Figure A. 1 Structure of a flexible pre-processor. 
The GUI provides a very easy introduction to the software and enables basic 
problems to be set up very quickly using both mouse and keyboard. Less simple 
problems can be defined using a command language which 'sits beneath' the 
GUI. This enables files, that are normally produced automatically using the top 
level menu, to be written (and edited) by the user using a very high level and 
logical language. The command language offers users much more freedom in 
defining geometries, meshes, boundary conditions, etc. However, if the command 
language is still not flexible enough, it is necessary for the user to access User 
Fortran Routines. These are sub-sections of the main CFD code in which users 
can write Fortran routines to tailor their simulation. For example, to define new 
physical models, specify complex boundary conditions, define additional output 
variables, etc. 
Two features sought in the solver interface were solution monitoring and the 
facility to carry out a restart simulation. The first enables users to interactively 
analyse the solution procedure by viewing, sometimes both graphically and 
numerically, the equation residuals and the values of the variables at a point. The 
residuals are the errors between the right-hand and left-hand sides of the 
discretised governing equations (see Appendix D) and, in a successful solution 
process, should fall. A restart facility enables the solution from one simulation to 
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be used as the initial guess for the first iteration of another simulation. This is very 
useful, for example, if the user wishes to investigate the effects of changes in the 
operating conditions such as inlet temperatures and occupancy levels. 
A. 2.6 User-Support 
When using CFD software to address difficult problems, it is helpful if good user 
support is available via an immediate, rapid response method, such as fax, email 
or telephone. Some vendors also set up email user groups which enable users to 
send an advice request to all current users of that CFD code. Most companies 
offer training courses to new and potential users enabling them to overcome some 
of the initial difficulties and get the most from the software in a shorter period of 
time. To gain an insight into the quality of user-support, there is much to be 
gained from visiting potential suppliers before selecting a software vendor. 
A. 3 Evaluating the Available Packages 
Seven packages were chosen for investigation. These were considered against a 
list of 'strong ly-desi red-featu res' (Table A. 1), following which, it was decided to 
investigate FLOW31D (now called CFX), FLUENT, and PHOENICS in more detail. 
This choice was based on elimination of those packages which did not posses 
one or more of the strongly desired features. 
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Table A. 1 Comparison between CFD codes and the strongly-desired-features. 
FEATURE ARIA FIDAP FLOVENT FLOW3D FLUENT PHOENICS STAR-CD 
Discretisation FVM FEM FVM FVM FVM FVM FVM 
techni4ue 
Mesh type STR UNS 
. 
STR STR STR STR UNS 
2D and 3D Y Y Y Y Y Y Y 
Friendly Y Y Y Y 9 Y Y 
interface 




k-F- Y Y Y Y Y Y Y 
Multi- N Y N Y Y Y Y 
phase/species 
Access to Y Y N Y Y Y Y 
Fortran user- 
routines 
FVM - finite volume method, FEM - finite element method, 
STR - structured mesh, UNS - unstructured mesh, 
Y- features are available, N- features are not available, ?- conflicting views exist. 
The three leading packages selected for further investigation were assessed using 
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Appendix A Selecting CFD Software 
Following the compilation of Table A. 2 and conversations with each vendor and 
users of each code, it was decided to purchase FLOW3D. This package 
comprised all of the features sought after including highly commended user- 
support and a very active team of people working on research and development 
which is indicative of a commercially stable company. FLOW31D also possessed a 
multi-block technique which enables many individual rectangular meshes to be 
joined together, enabling complex geometries to be defined with ease. This 
avoids the computational overhead of 'blocking off' cells which are not part of the 
flow domain but which are part of the rectangular meshes inherent in other (single 
block) codes such as FLUENT and PHOENICS. 
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B. Additional Plume Theory 
B. 1 Equating 'Top-Hat' and Gaussian Plume Profiles 
B. 1.1 Point source of buoyancy 
Consider a point source of buoyancy generating an axi-symmetric plume. The 
velocity and buoyancy profile of such a plume occur in nature as Gaussian. 
However, for ease of analysis, they can be represented as 'top-hat' profiles (Fig. 
B. 1). 
r 
Figure B. 1 Cross section of an axi-symmetric plume comparing Gaussian and 
'top-hat' profiles. 
In order to use the 'top-hat' profile, it is necessary to equate the total volume, 
momentum and buoyancy fluxes for each profile with one another. 
Equating volume fluxes: 
2n 










Equating momentum fluxes: 
(B-1) 
27t - 














Also equating buoyancy fluxes, 
2n 
2V 
7rbT TG' =ffv,, e T -r2'bG2G, 




= T 2 
(B-3) 
(B-4) 
where Gý is the buoyancy on the plume axis and G' is the corresponding 'top- T 
hat' value. 
From Equation (B-1), this gives 
I G" GT =G 
2 
B. 1.2 Line source of buoyancy 
A similar analysis can be conducted for a plume rising from a line source of 
buoyancy of unit length as follows. 
(B-5) 
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Equating volume fluxes: 
Equating momentum fluxes: 
Equating buoyancy fluxes: 
2b 2fv,; -rllbe' dr TVT e 
r=O 
('Top-Hat') (Gaussian) 
bTVT= bGVG -IJ7_1 
* 2 




b2 =bG 2 -rVT V-2 va 2 




















Appendix B Additional Plume Theory 
B. 2 Derivation of the Governing Equations for a Plume 
Emanating from a Line Source of Buoyancy 
Line source of buoyancy 
Figure B. 2 Plume resulting from a 2D line source of buoyancy. 
Consider the unit section of an infinite line plume shown in Figure B. 2. Using the 
'top-hat' profile assumption introduced in section B. 1, conservation equations for 
volume, momentum and buoyancy can be written as follows: 
d (2bTVT)--": 2CCTVT (volume) (B-12) 
dy 
d (2bT V2p) = 2bTg(PO - P) (momentum) (B-1 3) dy T 
d (2bTVT9(Pl 
-p)) = 
2(XTVT9(PI _PO) (buoyancy) (B-14) 
dy 
where: y vertical height in plume above source; 
bT =width of 'top-hat' profile (Eq. (B-1 0)); 
VT = height of 'top-hat' profile (Eq. (B-9)); 
aT = entrainment constant for 'top-hat'; 
B-5 
2br1 
Appendix B Additional Plume Theory 
P= density in plume; 
PO = density of fluid surrounding plume; and 
P, = some reference density. 
Using Equation (B-12), Equation (B-14) can be rewritten as follows: 
d (2bTVT (Pl - P)) dy 





2bTVT d (p, - P. ) dy dy 
d (2bTVT (PO - P)) dy 
d 2bTVT Ty PO (B-15) 
Using the Boussinesq approximation, (chapter 1 of Turner (1973)), the density p, 
occurring on the left hand side of Equation (B-1 3) can be written as pl. Multiplying 
Equation (B-15) by I then yields the following set of governing equations: 
PI 
d 
-j- (b CC v y 
















Assuming the ambient fluid to be of uniform density (unstratified), p, = po, and 
Equation (B-18) becomes: 
bTVT9 
PO 
= constant, 0, say. (B-1 9) 
Using Equation (3-3) (B = Mg'), the buoyancy flux per unit length, BL is given by 
BL. :- MLG'. Therefore, 
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BL = 20. (B-21) 







The governing equations, (B-16), (B-19) and (B-22) are now solved by defining 
variables sand t as follows: 
S= VT (B-23) 
t= bTVT (B-24) 
Substituting these values into (B-1 6) and (B-22) yields: 
dt 




-Q (B-26) dy S 
Putting t= Ay' and s= By', where A, B, a, and b are constants, gives: 
V3 










aT y (B-28) 
which implies a rate of spread of the plume given by 
bT -"ý (1TY (B-29) 
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(Eq. (B-28) -- Eq. (B-27% 
and a reduced gravity in the plume of 
=( 









C. Tensor Notation 
This appendix explains the notation of tensors by presenting examples in a 
cartesian coordinate system. 
CA First Order Tensors 
Eg. 1- position: x, = (x xý, xý )= (x, Y, Z) 
Eg. 2- velocity: Ui= 
(Ul 
I 
U21 U3 )= (U, V, W) 
C. 2 Second Order Tensors 
Til T21 T31 TXX Ir YX TZX 
Eg. I- stress: Ti = T 12 T22 T32 Txy T yy T ZY 
-T13 
T23 'r33 T xz T YZ TZZ- 
i. e. ryx acts in the x direction on a surface whose normal is in the y direction. 





C. 3 Summation Convention 
Eg. 1 UkUk ý-UlUl +U2U2+u3U3 -": UU+VV+M 
Du, 
=Du 
Dv aw Eg. 2++ j- Z axk aX aY 
Eg. 3 '= 811 + 822 + 833 8kk ' 
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D. Solving the Governing Equations in CFX 
This Appendix describes the solution methods adopted in CFX for solving the 
governing equations that were presented in Chapter 4. Any new nomenclature 
used in this appendix is defined locally, and not in the list at the beginning of the 
thesis. 
D. 1 The General Form of the Governing Equations 
All the governing equations posses the following general convection-diffusion 
form: 
aa(, a (D-1) (PU 0) - ý-, = SO ý7x- 
, ý-L 0. Source term %. I-, -- -I Convection term Diffusion term 
where 0 is the variable of interest, r,, is the relevant effective diffusivity (or 
viscosity) for 0, and So is a source term. This type of equation is also referred to 
as a transport equation since it describes the processes by which the dependent 
variable is transported through the fluid. Each transport equation can then be 
defined using Table D. 1. 
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Table D. 1 Values assigned to r,., and S4 for the various transport equations when using a 
k-c turbulence model. 
Equation r, S4. 
., 
Continuity 1 0 0 
Momentum U, 91 flit 
+ (ýL, + ýLt). U-L) + Pg, I ý ax, X1 ,I 
Enthalpy Pee x Pt 0 + Cp GH" 
Turbulent k 
+ 91 i 
P+G-pe 
kinetic energy l t Crk 
Dissipation of 




From now on, the bars will be omitted from all Reynolds-averaged quantities for 
brevity. 
The three distinct parts of Equation (D-1) account for different aspects of the fluid 
motion: the convection term represents the flux of 0 convected by the mass flow 
rate pu,; the diffusion term models the random motion of particles, at a 
microscopic level due to differences in the density (number) of molecules; and the 
source term is used for representing the generation and destruction of 0. The 
source term is also used for collecting together terms that do not conveniently fit 
into the convection or diffusion terms. 
It should also be pointed out at this stage that the convection term in the 
governing equations is non-linear, since it comprises products of dependent 
variables. This makes it difficult, if not impossible to solve the equations using a 
direct method (i. e. as a set of simultaneous equations). Instead, an iterative 
solution method must be used, whereby the equations are successively 
relinearised and solved until a solution is obtained to within a certain accuracy. 
Computers are unable to handle the continuous nature of the partial differential 
equations that govern fluid flow since they can only produce results at discrete 
points. Therefore, in CFD codes, the governing equations are discretised 
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(linearised) to give algebraic equations which are solved at discrete points 
throughout the domain. These mechanisms will now be discussed. 
D. 2 Domain Discretisation 
CFD codes divide the domain of interest into cells to produce a mesh. Early CFD 
codes, for example PHOENICS, calculated the scalar quantities at the cell centres 
and the vector quantities, i. e. the velocities, at the cell faces. This methodology 
was motivated by the idea that differences in the scalar quantities, such as 
pressure and concentrations, at cell centres, drive the flow at the cell faces. This 
is known as a staggered grid approach. More recent codes, such as CFX (CFDS 
(1996)), use a co-located grid. Here, the values of all variables are calculated at 
the cell centres. This has the advantage of only needing one mesh and making it 
easier to convert to a curvilinear (non-rectangular) mesh since the terms involved 
are simpler. However, this approach can cause decoupling of the velocity and 
pressure fields giving a 'chequerboard' effect (§D. 4.1). This is overcome by using 
the Rhie Chow interpolation algorithm (Rhie and Chow (1983), explained in §D. 6). 
Early CFD codes only permitted cartesian, rectangular grids. However, as 
computers became more powerful and new algorithms were developed, body (or 
boundary) fitted coordinate (BFC) systems became available (Thompson et al. 
(1982)). This meant that although the equations were solved on a regular, 
rectangular grid in some 'computational space', the grid in the real, 'physical 
space', could be stretched and bent to fit the domain of interest. This enabled 
CFD codes to be applied to more complex geometries. CFX also adopts the 
concept of a local coordinate system to define multi-block grids. This enables 
non-rectangular geometries, such as rooms connected by narrow corridors, to be 
modelled using a number of blocks each comprising a BFC grid. The blocks fit 
together at whole faces and are arranged so that their interfaces overlap by one 
cell. These cells, known as dummy cells, are automatically added to the 
boundaries of blocks and enable (transparent) inter-block data transfer. Such 
boundaries are known as INTER BLOCK boundaries. 
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D. 3 Discretisation of the General Governing Equation for Scalars 
(H, k, andF, ) 
For each of the cells defined using the processes described in §D. 2, a discretised 
(linear) equation is produced for each of the governing equations. CFX uses the 
finite volume method to do this. This method draws on ideas from both finite 
element and the finite difference discretisation techniques, (see Patankar (1980), 
and Shaw (1992) for more details of these techniques). 
D. 3.1 The Control Volume Methodology 
The finite volume technique is becoming a very popular method for discretising 
the governing equations in CFD codes. Each cell in the discretised domain is 
referred to as a control volume. For 2D cases (defined in the x-y plane, say), 
such control volumes are generated by forcing every cell in the plane to have a 
finite dimension in the z direction (usually of 1 rn for numerical convenience) and 
imposing SYMMETRY PLANE boundaries on both of the z faces. The 
discretisations carried out in the next few sections are for 2D control volumes. 
The 3D discretisation follows analogously. 
Consider a 2D control volume surrounding the node P (Fig. D. 1). The 
neighbouring nodes are denoted by: North; South; East; and West, and the 
corresponding cell faces by lower case letters: n; s; e; and w. 
Consider the integration of Equation (D-1) over the control volume in Figure IDA: 






which can be written: 
fpujonjdS-fro., aonjdS=fSodV (D-3) 
ss axi v 
where S is the surface comprising all four faces surrounding P (n, e, s and w). 
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Figure D. 1 Control volume around grid node P. 
D. 3.2 The Diffusion Term 
This is the most straight forward of the terms to handle, and is discretised as 
follows: 
frA r*.,, ýxj njdS 
(ýE 







- OP) - (U)" 
(OP 
- os) 
= De(OE - ep) - Dý, 
(ep 
- ew) + Dn 
(ON 
- ýp) - Ds 
(Op 
- Os) (D-4) 
where: 
OP, OE, etc. are the values of 0 at that particular grid node; 




W, etc. are the distances between grid nodes (see Figure D. 1); 
De, Dw, etc. are the diffusion coefficients for the relevant faces given by: 
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De 
IFO.,, Ae 
, Dw =, etc. (D-5) (8x),, (8x)w 
D. 3.3 The Convection Term 
Since the convection term is non-linear, it is often responsible for many 
convergence problems, so its careful discretisation is essential. Integration of the 
convection term (Eq. (D-6)), yields values of the dependent variable at control 
volume faces etc. ). 
f pujýnjdS = pu, A, O, - pu, A,, O,, + PUnAnOn - PUsAsOs (D-6) 
s 
where u, -, u,,, etc. are the velocities at the faces e, w, etc. 
These values are expressed in terms of values at grid nodes using a differencing 
scheme. Many differencing schemes are available, but the more accurate 
schemes tend to be less robust or slower. Three of the differencing schemes 
offered by CFX are described here, of which the third (a combination of the first 
two) is the one used in this research. 
D. 3.3.1 Central Differencing 
This is probably the most natural approach but is not very robust. The value of 0 
at a face is calculated from the mean of the values at the grid nodes on each side 
of the face. Equation (D-6) then becomes: 
f pujonjdS = PUA 
(OE + OP) 
_ PUwAw 
(ow + op) 
s22 
(eN + OP) 
+pu, A , pu, A, 
(ýs + ýP) 
C, 
s (OE + OP) - 
Cvv 
(OW + OP) + 
Cn 
(ON + OP) 
qs- 
(OS + OP) (D-7) 2222 
where C,, Cv, etc. are the convection coefficients for the relevant faces given by 
Ce -= PUA, C, = pu, A,, etc. (D-8) 
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Note that the expressions pu. A,,, pu, A,, etc. represent the mass fluxes across 
that particular face. Hence in a converged solution, when the continuity equation 
is satisfied, the sum of these coefficients should equal zero. 
D. 3.3.2 Upwind Differencing 
In this scheme, the value of ý at a face takes the value of 0 at the upstream node. 
Using the convention that positive velocities are from west to east and south to 
north in Figure D. 1, the following discretised form of the convection term results. 














where, (a, b) denotes the maximum value of a and b. 
D. 3.3.3 Hybrid Differencing 
This is a combination of upwind and central differencing, and is the most robust of 
the schemes described here. The scheme used depends on the relative 






where: Cf is the convection coefficient at face f; 
Df is the diffusion coefficient at face f, and 
n, s, e, w. 
if lPe, l > 2, convection dominates diffusion and upwind differencing is used, and 
when jPe&! ý 2, diffusion becomes important and central differencing is used. This 
convention gives the following discretisation of the convection term. 
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Although the hybrid differencing scheme is robust, it can cause false diffusion on 
coarse grids when the Peclet number is high and the flow is oblique to the mesh. 
This can be illustrated by considering the case in Figure D. 2 where two adjacent 
jets of fluid, one hot and the other cold, enter at 450 to a uniform mesh and the 
diffusion, r,, is set to zero. The resulting flow field should have a temperature of 
100 above the diagonal through the bottom left-hand corner, and 0 below, since 
there should be no diffusion across the interface of the jets. At high Peclet 
number, upwind differencing is used which gives, Op = 0.5ow + 0.50s. This gives 
the temperature field shown in Figure D. 2, which is clearly not accurate for the 
zero diffusion case considered. This phenomenon is known as false diffusion or 
numerical diffusion. 
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Figure D. 2 False diffusion on a uniform mesh at 450 to the flow (after Patankar (1980)). 
False diffusion is caused by treating the flow across each control face as locally 
one-dimensional. For example, in the inset of Figure D. 2, the value of 0 
convected by the oblique flow to node P actually comes from the SIN point, but is 
represented by the two one dimensional components from the IN and the S 
nodes. 
False diffusion is avoided either by aligning the mesh with the flow (often an 
impractical task), or by making the mesh sufficiently fine so that false diffusion 
becomes insignificant. 
.F 
93.75 81.25 65.625 50 
87.5 68.75 50 34.375 
75 150 31.25 18.75 
50 25 12.5 6.25 
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D. 3.4 The Source Term 
Following Patankar's recommendation (Patankar (1980) and (1981)), the source 
term is discretised as follows: 
f SodV = go-AV 
v 
(D-1 2) 
where AV is the volume of the control volume and S, is the average value of S, 
throughout the volume. 
This poses no problem provided Y, is known, however, in many cases, the 
source term depends on 0. It is therefore beneficial to make the term 'at least 
nominally linear (Patankar (1980)) by expressing it as: 
(S": + S., 0, ), & v (D-13) 
The values of S,, and S,,, should be chosen very carefully if the solution 
procedure is to succeed (see the four rules of Patankar, (1980)). The most 
important point to note is that S,,, should be non-positive. 
D. 3.5 The Final Discretised Equation 
Using hybrid differencing for the convection term, the discretised equation for the 
general differential equation (Eq. (D-1)), can be written as follows: 
a, o, = aEOE+ a, o,, + aNON+ asos + SocAV (D-14) 




D. - -j IC. 1) + (0, C,, ); 
aN O, D, -1 IC, 1) + (0, -C, ); 
as = 
(0, Ds - ICs 1) + (0, C., ); and 
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a, =a, +a, +aN+ a, - SýP, & V 
Equations (D-1 4) and (D-1 5) can be written more compactly as: 
(Ear,, 




lab- SPAV (D-1 7) 
nb 
respectively, where nb sums over all neighbours. 
In an attempt to aid convergence, CFX enhances ap in Equation (D-17) by adding 
the discretised form of the continuity equation to give: 
a, =Ia -S#IAV+Ce-Cw+Cn-Cs . _, nb nd 
(D-18) 
Recall from section D. 3.3.1 that in a converged solution the additional terms in 
Equation (D-1 8) should sum to zero yielding Equation (D-1 7) as originally derived. 
Arranging ap in the form of Equation (D-18) has the advantage of enhancing the 
diagonal of the solution matrix (see §D. 7.2) which aids convergence. 
It is a simple matter to conduct the above analysis for a three dimensional control 
volume. This again gives Equation (D-16) but includes the Top and the Bottom 
neighbours in the nb summation. The extra coefficients are given by: 
aT 0, Dt - lCt 1) + (0, -C, ) 2 
a, = 0, Db -1 
ICb 1) + (ov Cb) 
and Equation (D-18) becomes: 
ap =ya,, b -S,, AV+C. -C,, +C,, -C., +Ct -Cb (D-1 9) 
nb 
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Discretised equations like Equation (D-16) are formed for each of the scalar 
transport equations, (H, k, and F, ). Pressure and velocity are treated differently. 
D. 4 Calculation of Pressure and Velocity 
D. 4.1 Press u re-Vel ocity Coupling 
Pressure does not satisfy a transport equation and is therefore treated differently 
to the foregoing explanation. Pressure is given indirectly by the continuity 
equation in that when the correct pressure is substituted into the momentum 
equations, the resulting velocity field satisfies mass continuity. Therefore, an 
algorithm coupling velocity and pressure is employed in which a guessed pressure 
field is used to give values for the velocity field which when substituted into the 
continuity equation gives a pressure correction. The guessed pressure can then 
be updated and the process repeated until satisfactory values for pressure and 
velocity are obtained. 
Consider the discretisation of the momentum equation over the control volume 
shown in Figure D. l. 
a' u' = Ea' u' + SAV (D-21) pp nb rib nb 
where ap' a' - SpAV nb 
nb 
No summation is intended by the repeated 1, this is simply an indicator of which 
momentum equation is being considered. 




a ") + p9l (D-22) 
axi I axi TXIIJ 
It is inconvenient to leave the pressure gradient as part of the source term since 
pressure is one of the variables to be calculated. It is therefore separated out to 
give 
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apo 
AV (D-23) af u' a' u' + ScAV - pp nb nb nb VAi 
where S,, -- S, + 
ap" 
axi 
The pressure term is discretised using central differencing, i. e. 
(p, )e = 
(PO)E + (Po)P 
, 
(Po)w = 
(PO)W + (PO)P 
I 
(Po)n = 
(Po)N + (PO)P 
, etc. 222 
So the discretised momentum equation becomes: 
Ip a' u' 'AV apU' rib rib+S, 
((Po)NI 
- (PO)N2)AA (D-24) 
nb 
where N, and Mare the nodes either side of P in the direction of the momentum 
equation being considered, for example, in the u-momentum equation, 
N, = E, N2= W, and AA is the area of the face perpendicular to the u direction. 
This formulation of the pressure field can give rise to the 'chequerboard' pressure 
field effect (Patankar (1980)). This occurs because Equation (D-24) contains the 
pressures at alternate grid nodes rather than adjacent grid nodes. This means, a 
chequerboard pressure field such as that shown in Figure D. 3, would be 
interpreted as a uniform field by the discretised momentum equation. 
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100 300 100 1 300 1 100 1 30C 
5 27 5 27 5 27 
100 300 100 1300 100 301 
5 27 5 27 15 27 
100 1300 100 1300 100 30 ) 
Figure D. 3 A 2D chequerboard pressure field (after Patankar (11980)). 




f pujdA =0 
s 
=* PUeAe-PUwAw+PUnAn-PUsAs+PUt*4t-PUbAb =0 
": * e-C (D-25) 
cw+ Cn - Cs + ct - Cb "": 0 
The discretised equation involves velocities at cell faces. If central differencing is 
used to calculate these, a chequerboard velocity field could result. 
These phenomena are clearly unrealistic and must be avoided. Many codes, 
such as FLUENT and PHOENICS, deal with this problem by using a staggered 
grid (§D. 2). Instead, CFX uses a co-located grid in which all variables are 
calculated at cell centres, and avoids velocity-pressure decoupling by using the 
Rhie Chow algorithm (Rhie and Chow (1983)) to interpolate the velocities 
calculated at the cell centres to the cell faces (§D. 6). 
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D. 4.2 Pressure Correction Algorithm 
Equation (D-23) will now be written as follows for brevity. 
I 
_, 
a' u' + S,, & V- f(p) (D-26) apUp' =E nb nb 
nb 
All iterative techniques require variables to have initial values before they can 
begin. Suppose p* is the initial guess to the pressure field, then 
P=P* +P' (D-27) 
where p' is the pressure required to correct the guess to the true solution', 
Substituting the guessed pressure field into Equation (D-26) yields the following, 
in which V is the initial guess of the velocity field and has the same form as 
Equation (D-27). 
a'u" a' u'* + S,, &V- f(p*) (D-28) pp nb rib 
nb 
When substituting the guessed velocity field into the discretised continuity 
equation (Eq. D-25), an error mp results: 
CO-C. +CI-CS+Ct -Cb- (D-29) 
mp can be thought of as a source of mass that must be annihilated. 
It is now necessary to improve the guessed pressure field, p7, so that the velocity 
field moves closer to the real solution (given by the satisfaction of the continuity 
equation). This is done using a pressure correction algorithm which operates by 
iteratively updating the guessed pressure and velocity fields as follows. 
Consider the difference between equations (D-28) and (D-26): 
1 11 
., 
a' u"-f (p') (D-30) apup =I nb nb 
nb 
where the primed terms are corrections to the guessed values (see Eq. (D-27)). 
1 The true solution refers to the solution of the discretised equation. 
D-1 6 
Appendix D Solving the Governing Equations in CFX 
This is used to give a velocity correction formula: 
jal u 11 nb nb f 
UP y nb 
(PI) 
(D-31) 
a' a' pp 
In this research the SIMPLEC pressure correction algorithm is used in which 
SIMPLEC stands for Semi-implicit Method for Pressure-Linked Equations 
(Consistent approximation). 






So the new guesses for the pressure and velocity fields, become: 
.. =p. +p 'o (D-33) pp pp 
and 
i- r il 
= 
1.1 
Uý = Uý + Uý up i= f(p, 
) (D-34) 
ap yI anb 
nb 
This new guess for the velocity field is now substituted into the continuity equation 
(Eq. (D-25)). Using central differencing to approximate f(p), and assuming the 
velocities at the cell faces have been calculated, this yields the following pressure 
correction equation: 
where: b, bb 
nb 
31 
and b,, b 
Ikk 
k., ap -yla,, b nb 
bpp' =I b ý' -m p _, nb 
Pnb p 
rib 
(nb = e, w, n, s, t, b) 
The complete iteration process can be summarised as follows. 
1. Set (guess) the initial values for all variables at grid nodes 
(D-35) 
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2. Calculate the convection and diffusion coefficients 
3. Use the guessed pressure field to calculate values for the velocity 
components, V (Eq. (D-28)) 
4. Solve pressure correction equation (Eq. (D-35)) 
5. Set the new guess for pressure to p-(= p* + p') 
6. Calculate updated values for the velocity components from Equation 
(D-34) 
7. Solve all scalar transport equations (e. g. enthalpy, k, and F') 
8. Use p** as new pressure field, return to step 2 and repeat until a 
converged solution is obtained. 
Steps 3 to 6 form the SIMPLEC algorithm stage of the iteration process. 
D. 5 Linear Solvers 
One cycle of the above procedure represents one outer iteration in CFX. The 
outer iterations represent the coupling between the different variables. At various 
stages of the outer iteration, the linearised equations that have been developed in 
this appendix have to be solved. This is done by employing a variety of linear 
solvers, all of which are based around the same algorithm. When forming these 
linear equations, it is noticed that the matrix of coefficients has a common, simple 
form - all the non-zero elements fall along the leading, and two adjacent, 
diagonals. This enables the use of the Tri-Diagonal Matrix Algorithm (TDMA) 
which adopts a recurrence relation to carry out forward-, and back-, substitution 
(see Patankar (1980) for more details). 
In a one-dimensional problem, the TDIVIA can be used as it stands to solve the 
linear equations. However, in two and three dimensions, the TDMA would require 
huge amounts of data storage and is therefore used in combination with other 
algorithms. For example, the equations for H, k and c are solved using a line 
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solver which considers a line of grid nodes (0) and their neighbours (X) as shown 
in Figure DA 
y _____ _____ 
chosenline 
Figure D. 4 Representation of the line-by-line method (after Patankar (1980)). 
Each combination of X-O-X is then treated as a one-dimensional problem and the 
TDMA applied. This procedure is carried out for all lines parallel to the y-axis, 
after which those in the x and z directions can be considered. After several 
sweeps (inner iterations) of the field, the coefficients (ap, aE, aw, etc. ) are 
recalculated and the linear solver executed again to obtain better estimates of the 
dependent variables. Inner iterations are repeated until either the maximum 
number of inner iterations (MAXI) is attained, or until the residual reduction factor 
(RDFC) is achieved, whichever occurs first. The residual reduction factor after n 
iterations is the ratio of the residual (error in the linear equation) after n iterations 
to that when the solver was entered. The linear equation solvers used, along with 
the default MAXI and RDFC values are shown in Table D. 2. 
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Table D. 2 Details of linear equation solvers used for each equation. 
Equation Method MAXII RDFC 
Ui STONE 5 0.25 
p ICCG 30 0.1 
H STONE 30 0.1 
k LINE SOLVER 5 0.25 
C LINE SOLVER 5 0.25 
STONE - Full field Stone's method 
ICCG - Preconditioned conjugate gradients 
LINE SOLVER - Line relaxation 
Note the high value of MAXI and RDFC for p and H, reflecting the computational 
effort necessary to obtain satisfactory solutions to these equations. The stringent 
value on His only used in buoyancy-driven flows, otherwise, the same values as k 
and c are used. 
For more details regarding the linear solvers, interested readers should consult 
either Jones (1985) or Stone (1968). 
D. 6 Rhie Chow Interpolation 
There still remains the task of calculating the velocity components at the control 
volume faces (see Equation (D-25)) in such a way as to avoid any chequerboard 
pressure or velocity fields. This is done using the Rhie Chow interpolation 
algorithm (Rhie and Chow (1983)). 
Consider the discretised momentum equations at the grid nodes P and E (Fig. 
D. 1), which can be written in the following general form (c. f. Eq. (D-26)): 
up + [Bf(p)]p = [AU]p + Sp (D-36) 
UE+ [Bf(P)IE = 
[AUIE +sE (D-37) 
Suppose there exists a discretised momentum equation at the cell face between 
grid nodes P and E. This may be assumed to have a similar form: 
u. + [Bf(p)] = [Au] + S (D-38) 
D-20 
Appendix D Solving the Governing Equations in CFX 
The Rhie Chow methodology uses the solutions from equations (D-36) and (D-37) 
to approximate the solutions to Equation (D-38) as follows. 
Suppose the right-hand-side of Equation (D-38) is given by the average of the 
corresponding terms of equations (D-36) and (D-37) so 
Ue + [Bf (P)] = [AU] + Se (D-39) 
The right-hand-side of (D-39) can then be given by the average left-hand-sides of 
equations (D-36) and (D-37): 
u. + [Bf(p)],, = 
rA-U]. + -Ue + [Bf(p)]ý (D-40) 
ue = Ue + [Bf (p)]e - [Bf(p)]e (D-41) 
The algorithm then assumes: 
[Bf(p)]a = T. [f(p)],, and T. =- B. 
so the Rhie Chow interpolation formula can be written: 
ue =U--+Y- (D-42) eee- 
If (Pl) 
It can be shown (CFDS (1995)) that after velocity corrections have been formed, 
although the velocities at the cell faces satisfy mass conservation, those at the cell 
centres do not. These errors are called Rhie Chow errors and are normally small 
except in cases where there are discontinuities in pressure or the pressure 
gradient. Such situations may arise when the pressure gradient has to balance a 
strongly varying body force. This may be relevant in this research close to heat 
sources where there are large gradients in temperature. 
These potential problems are overcome by employing an improved Rhie Chow 
algorithm. Here, the pressure gradient terms in the original algorithm are modified 
to include the body force term, Bi. This is done by replacing the, possibly 
ap ap 
discontinuous quantity, - aX, I with 
the smooth quantity, B, - ax, 
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The improved Rhie Chow algorithm is used throughout this research. 
D. 7 Control of the Iteration Process 
D. 7.1 Monitoring the Solution Process 
Most CFD codes offer numerical methods for controlling the iteration process. 
These help to determine: the rate at which the solution is approached (rate of 
convergence); the stability of a solution; and whether indeed a solution is 
approached at all. In order to be capable of doing this, the user must have some 
interaction with the iteration process. This is offered via two interactive plots in 
CFX. 
The first is a plot of the residuals, i. e. the error in each governing equation after 
each iteration. The residual, RO, is given by the difference between the left- and 
right- hand sides of Equation (D-16): 
R* = Yabob+ S,, AV- (D-43) 
nb 
(E 
anb - SO. ýp 
nb 
For each equation, the magnitudes of the residuals are summed throughout the 
whole domain (one for each cell). 
The second graph is a plot of the absolute values of the variables, (ui, p, k, e, H, 
and T), at some user defined monitoring point, after each iteration. Careful 
consideration should be given to the location of the monitoring point so that as 
much information can be gleaned from the absolute values as possible. 
D. 7.2 Controlling the Outer Iteration 
Control of the outer iteration is possible by under-relaxation. This is used to 
control the amount by which a particular variable changes between iterations and 
in doing so, can help avoid possible divergence (movement away from the 
solution). Consider the following rearrangement of the final discretised equation 
(Eq. (D-16)): 
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+ Soc L'ý V 
ýO + nb -00 (D-44) (E, 
anb- So,,, & V) 
nb 
where 0' is the value of Op from the previous iteration and the term in the square P 
brackets represents the change in Op produced by the current iteration. This 
change can be reduced by applying an under-relaxation factor, URF, 
(0 < URF < 1) as follows: 
lanbonb 
+SocAv 
opr = ýO + URF r"I 0 (D-45) pp 
janb -S,, AV 
( 
rib 
where Or is the under-relaxed value of Op. This has the effect of making the P 
solution matrix more diagonally dominant, which makes the set of solution 
equations more stable and increases the chance of convergence rather than 
divergence. The optimum value of (x for each equation depends on the nature of 
the flow. However, most CFD codes do provide the user with a set of default 
values which are suitable for a wide range of flows. The values used in CFX are 
given in Table D. 3. 
D-23 
Appendix D Solving the Governing Equations in CFX 









Note that pressure does not require any under-relaxation. This is because the 
SIMPLEC algorithm does not neglect the first term on the right-hand-side of 
Equation (D-31) (unlike the SIMPLE pressure correction algorithm, for example, 
where y=0 is used), and is thus sufficiently accurate so as not to require any 
under-relaxation to control exaggerated pressure corrections. 
In some cases, despite the use of under-relaxation, it is still difficult to obtain 
convergence. Another type of u nde r- relaxation is false time-stepping. This can 
be used in addition to, or instead of under-relaxation. False time-steps again 
control the amount by which a variable changes between iterations but does so by 
using a more physical under-relaxation factor based on the mesh and time scale 






where: ap =convection coefficient (see Eq. (D-19)); 
density; 
V= cell volume; and 
AT = false time-step. 
Different false time-steps can be applied to different equations with the effect of 
accelerating or decelerating the rate at which the associated variable approaches 
its solution. The difficulty in using false time-steps is that a knowledge of the flow 
is required (prior to simulation) since the value of the time-step should reflect the 
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time over which the variable evolves. This difficulty can be approached by using 
the following expression: 
tf = 
typical cell dimension (D-47) 
typical velocity 
where the typical cell dimension could be given by 
area of domain 1/2 for a two 
(number 
of cells) 
dimensional flow, and 
(volume of domain 1/3 for a three dimensional flow. ý number of cells 
) 
D. 7.3 Controlling the Inner Iteration 
This method of controlling the solution procedure is less powerful, since each time 
the linear equation solvers are executed, only tentative coefficients are being 
used. Control is offered via the MAXI and RDFC variables shown in Table D. 2. 
The user has to settle on a balance between drawing the most benefit from the 
set of coefficients, and carrying out excessive computation that would be based 
only on tentative coefficients. 
In this research, all the default values were used for MAXI and RDFC (Table D. 2). 
D. 7.4 Convergence Criteria 
During an ideal solution process, the residuals should decrease, and the absolute 
variables should approach constant values. Eventually, the residuals will stop 
failing and possibly oscillate about constant values. This may indeed be a 
perfectly good solution to the problem. However, even if the variables have 
settled down to a constant set of values, the errors may still be unacceptably high. 
Therefore, there is a need for more quantitative criteria. 
The residuals for each equation have the units shown in Table DA Using these 
units, it is possible to specify criteria that relate certain flow parameters to the 
equation residuals. For example, one might specify the following criteria on the 
enthalpy residual, He,, s: 
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Heres :51 %total heat into the domain (Watts) (D-48) 






Enthalpy KgM2/S3 (Watts) 
D. 8 Coordinate Transformation 
Although the user of a CFD code defines a physical grid to capture the various 
physical phenomena of the flow, the equations are solved internally on a uniform, 
rectangular grid. Thus a transformation of coordinates is necessary from the 
'physical' grid to the 'computational' grid. 
The physical grid is based on the body fitted coordinate (BFC) system (§D. 2). 
The basic idea is that the cartesian coordinate system in physical space, 
x, = (xyz) is transformed to a curvilinear coordinate system in computational 
space, 4, = (ý, ij, Q using a curvilinear transformation. The equations are then 
discretised in the computational space and the boundaries of the flow domain 
become the surfaces, ý, =constant. Although this makes the governing 
equations more complicated, it enables the boundary conditions to be 
implemented easily. 
In order to transform from the physical coordinate system to the computational 
one, the chain rule can be used as follows: 
(D-49) 
ax, axi aýj aýj 
where 0 is the dependent variable and Ji, is the inverse Jacobian matrix. 
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To transfer back from the computational space, a similar formula is used involving 




axi I axi 
As already mentioned, this transformation makes the governing equations appear 
very complicated. For this reason, the analysis carried out in this chapter has 
assumed that the physical grid is a uniform, rectangular grid, so that x, = ý1, 
giving JI = 
711 
= 1. Therefore the equations in computational space are exactly 
the same as those in physical space but with x, replaced with ý,. 
This may seem an over simplification. However, the curvilinear coordinate 
transformation only results in extra, more complex, coefficients. All the 
mathematical ideas and the form of the equations remain the same. However, the 
following important note should be borne in mind. 
D. 9 Important Note 
CFX uses a deferred correction approach whereby conventional linearisation of 
the source term (Patankar (1980)) is achieved by absorbing the cross-derivative 
diffusion terms on the off-diagonals, resulting from the coordinate transfer (§D. 8), 
into the source term on the right-hand-side of Equation (D-20). This can cause 
convergence difficulties on non-orthogonal grids due to poor diagonal dominance. 
D. 1 0 Summary of Appendix D 
A method for linearising the governing equations of fluid flow using the finite 
volume approach has been presented. Details of the SIMPLEC algorithm for 
pressure correction along with the need for the Rhie Chow interpolation algorithm 
have been discussed. Methods used for solving the linearised equations have 
been outlined. 
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