A system with three energy levels is investigated when one leg is excited by a laser. The time development of the occupation probabilities of the three energy levels is followed through the numerical solution of the Liouville-von Neumann Equations for the density operator matrix elements. This permits the study of the short-time behavior and the achievement of the steadystate. Relaxation is included and the magnitude of the laser's electric field is varied to see how it affects the approach to the steady-state. A bottleneck in the system's decay to the ground state is found to depend on a relaxation parameter for an excited state to ground state transition. In addition, the eigenvalues of the Liouville-von Neumann Equations are developed, since these are useful for interpreting the behavior of the numerical solutions.
I. INTRODUCTION
How does a system with many energy levels come to its steady-state when the system is continually excited? This is a challenging problem in non-equilibrium statistical mechanics. 1. At present, it is useful to explore model systems such as the three-level lambda system pictured in Fig. 1 . In such a system, an electron in the highest energy level, energy level 1, may decay to energy level 0, the ground state, or to energy level 2, another excited state. The present investigation seeks the time-dependent occupation probabilities of the three energy levels. The key questions addressed are where the majority of the occupation probability resides in the ã 2020 by James P. Lavine steady-state and how the steady-state is reached in time. The first question is found to depend on a bottleneck in a decay path to the ground state through energy level 2.
Here a laser is used to excite an electron from energy level 0 to energy level 1 and the time development of the occupation probabilities of the three energy levels is followed from the time = 0 to the steady-state. This is done through the numerical solution of the Liouville-von Neumann Equations for the matrix elements of the density operator. This approach allows simple relaxation mechanisms to be taken into account and is supplemented by consideration of the eigenvalues of the Liouville-von Neumann Equations. This combination is useful for probing the time constants that govern the short-time behavior and the approach to steady-state.
The three-level lambda or inverted V system is often used as an approximation to a multilevel physical system and is discussed by Berman and Malinovsky, 2 Shore, 3 and Scully and Zubairy. 4. Kuklinski, Gaubatz, Hioe, and Bergmann show a method for adiabatic population transfer, 5 while Sanchez and Brandes include dissipation and study the loss of coherent population trapping. 6 The driven three-level system is also probed by Peng, Zheng, and Brown in their study of photon emission by a single molecule. 7 Anisimov and Kocharovskaya 8 and Roy 9 treat three-level lambda systems with a view to pump-probe experiments and two-photon transport, respectively. Optical gain in a three-level lambda system is considered by Ballmann and Yakovlev 10 and Manka, Doss, Narducci, Ru, and Oppo. 11 The latter and Blaauboer 12 study lambda systems driven by two lasers and touch on the steady-state. The present study uses only one laser and excites only one transition. The concern is with how the occupation probabilities change with time and how the results relate to the system parameters for this simpler case.
The second section presents the Liouville-von Neumann Equations for the density operator matrix elements, !" ( ), with relaxation. Appendix A has the derivation of the equations used ã 2020 by James P. Lavine 
II THE LIOUVILLE-VON NEUMANN EQUATIONS
The full Liouville-von Neumann Equations for a three-level system are a coupled set of nine first-order, linear, ordinary differential equations for the nine matrix elements of the density operator . Relaxation is first ignored and the Liouville-von Neumann Equation in the Interaction Picture in operator form is 13
(1)
This equation is developed into the nine equations for the density matrix elements in Appendix
A, which demonstrates that five of the matrix elements decouple for the lambda system pictured in Fig. 1 . This figure shows the allowed transitions included here when relaxation is added.
Formal derivations of this approach are found in Blum. 14 A laser is used to excite the ground state, energy level 0, to the excited state, energy level 1, while relaxation allows the transfers from energy levels 1 and 2 to the ground state, energy level 0. The former has #$ = 1/ $ and %$ for energy level 1 to the ground state and to energy level 2, respectively. The rate for energy level 2 to the ground state is #% . Finally, the off-diagonal matrix elements approach the steadyã 2020 by James P. Lavine All of this leads to four coupled equations that resemble those of Basché et al. 15 for the matrix elements of the density matrix !" as functions of time,
These relaxation terms lead to exponential decay in time when the other terms on the right-hand sides are ignored. The & comes from the imaginary parts of the off-diagonal matrix elements, 
with the magnitude of the laser's electric field, the electric dipole moment between energy levels 0 and 1, and ℏ is Planck's constant divided by 2 . The angular frequencies are taken to be in units of 10 9 radians/s and the time in nanoseconds. It is expected that the total probability is conserved, so
and this serves as a check on the numerical solutions.
The next section finds the steady-state values for the !" of Eqs.
(2) to (5) .
III STEADY-STATE SOLUTION
The steady-state values are found by setting the time derivatives of Eqs.
(2) to (5) to zero.
Equation (5) says
Then Eq. (4) yields
Now Eq. (3) leads to
and with Eq. (9), ## (∞) is in terms of only $$ (∞). Next,
along with Eqs. (8) and (9) give
6 ã 2020 by James P. Lavine Eq. (8) or (11) . The population is seen to end mostly in the ground state, energy level 0, for weak electric fields. But as Ω grows, the majority of the population ends in energy level 2 for the present parameters. The cross-over occurs here between Ω = 4 and 4.5×10 9 radians/s and 
IV THE EIGENVALUES
Equations (2) to (5) may be viewed as a matrix equation with a solution that is exponential in the time. This leads to
for the three !! ( ) and & ( ). In addition,
where the ' are the eigenvalues and the ' are the decay time constants discussed below. The or have a negative real part. These conditions are required for each !! ( ) and & ( ) to approach its steady-state value as the time t grows. Now, since each !" ( ) depends on the same eigenvalues, each !" ( ) has the same exponential approach to its steady-state value, which is through the smallest nonzero ' . The next section probes the time-dependence of the !! ( ) and their behavior at both short and long times, makes contact with the eigenvalues, and confirms the above prediction.
V NUMERICAL RESULTS
The initial conditions for the density matrix elements are 
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Thus, the population starts in the excited state of energy level 1 and then leaves this state by stimulated emission to the ground state or by relaxation to energy levels 0 or 2. This allows the study of the decay of the initial population and the subsequent approach to the steady-state populations. NDSolve of Mathematica 16 is used to provide the numerical solutions of Eqs.
(2) to (5) . The sum of the occupation probabilities should remain at 1.0 and the numerical solutions are found to satisfy
The first interest is in how the population of $$ ( ) decays with time. Then, the long-time behavior of the density matrix elements is explored. It is found that they approach their steadystate values exponentially, which is in accord with Eqs.
(2) to (5) and Section IV. The same decay time constant is extracted from the curves for the four matrix elements using their values at = 11 and = 14 ns. This also agrees with a consideration of the eigenvalues of Section IV. This reflects the dominance of the two decay modes from the excited state in the weak-field limit and is in excellent agreement with the numerical solutions. Figure 8 shows how %% ( ) approaches ## ( ). The latter rises rapidly to a peak and then decays to ## (∞), while 
ρ 00 (∞)-ρ 00 (t) 13 ã 2020 by James P. Lavine the former steadily increases to %% (∞). Figure 9 shows how all 4 density operator matrix elements approach their steady-state values with a common decay time constant of 5.117 ns, which differs from that of the first case for Ω = 0.1 GHz. Thus, the decay time constant depends on Ω, but continues to agree with the eigenvalue-based 3 . with the previous case occur here also. The crossover between %% ( ) and ## ( ) now happens before 3 ns. Figure 12 has the approach to steady-state of the 4 density operator matrix elements.
All 4 plots yield a decay time constant of 2.674 ns, which is 3 for this case. 
Further results are woven into the concluding section.
V CONCLUSIONS
The previous section explored how the population in the excited state decays and how the !! ( ) approach their steady-state values when the three-level lambda system is driven by a laser at all times. All 4 density operator matrix elements go to their steady-state values with the same decay time constant that depends on the strength of the laser's electric field magnitude Ω. In addition, this decay constant agrees with that derived from the eigenvalue for that value of Ω via , which is 10 ns here, and almost all of the population ends in the ground state, energy level 0.
The increase in Ω leads to a smaller decay time constant that decreases proportionally to a constant minus the logarithm of Ω. Figure 2 shows that the majority of the population ends in energy level 2 once Ω exceeds approximately 4.4 GHz. This at first appears strange because the lowest energy level is energy level 0. The crossover between %% (∞) and ## (∞) shifts to larger Ω when the rate #% is increased. For example, the crossing occurs at Ω (GHz) equals 6.6, 9.6, and beyond 10.0 for #% (1/ns) equal to 0.20, 0.35, and 0.40, respectively. The transition from energy level 2 to energy level 0 eventually becomes the rate-limiting step. Hence, the population in energy level 2 grows with Ω until it dominates. These changes in #% hardly affect the value of Ω where complex eigenvalues appear.
Finally, at short times and weak electric fields, the population of the initial state, energy level 1, decays with a combination of the relaxation terms as indicated by Eq. (18). The time extent of this initial decay shrinks with an increase in Ω, since the electric field starts to affect the initial decay through stimulated emission. This study has explored the time dependence of the occupation probabilities of a three-level lambda system with one leg driven by a laser. The behavior is found by a combination of numerical solutions of the Liouville-von Neumann Equations and the eigenvalues of this set of equations. The latter are used to explain the trends found by the numerical solutions. These trends include the decay from the initial state at short times and the approach to the steady-state at long times. In addition, the presence of an eigenvalue equal to zero is shown to occur for all values of Ω and is linked to the non-zero steady-state values of the occupation probabilities. ã 2020 by James P. Lavine 
where V and are the potential and the density operator in the Interaction Picture, respectively.
Relaxation terms are later added to the equations for the density matrix elements, which start from ℏ Y [ 
unless j and k are 0 or 1. This exception corresponds to the terms involving the laser that causes transitions between the ground state, energy level 0, and the excited state, energy level 1.
With these rules, the time-dependent equations for the density matrix elements are which couple it $$ and %% . In addition, the latter is coupled to ## , to which it relaxes.
Finally, all of this leads to Eqs.
(2) to (5) , when all the relaxation terms are introduced. ã 2020 by James P. Lavine
APPENDIX B
The use of Eq. (14) turns Eqs.
(2) to (5) into an eigenvalue problem for and suggests two tasks. The first is to see why one of the eigenvalues is zero and the second is to find the eigenvalues in the limit of Ω approaching zero.
The eigenvalues come from solving
Here the order is ## , & , $$ , and %% . When row 3 is added to row 1,
Now, the determinant is found by expanding with column 1,
The question is whether the second term goes as . Now
Thus, = 0, yields one eigenvalue equal to 0, which is called * here. The eigenvalues are numbered from the most negative real part to zero. 22 ã 2020 by James P. Lavine
The second task is the limit of the eigenvalues when Ω approaches zero. Equation (B4) leads to
with the determinant in this limit going to
Setting this determinant to zero, reveals
The lower right 2 x 2 in Eq. (B7) leads to a quadratic equation in , which gives, after some algebra,
and
The present parameters are given in Section III and these lead to
These are in 1/ns and they become decay time constants through = − 1 V . Thus, in the limit of Ω = 0, $ = 0.0845285 ns, % = 0.132 ns, 3 = 10 ns. (B12)
The eigenvalues in the limit of Ω going to zero are given in Table I . ã 2020 by James P. Lavine 
This relation serves as a check on the eigenvalues found numerically and is satisfied for all the cases reported here.
Eigenvalues $ and % start out real for small values of Ω and then go complex around Ω = 2.185 GHz as shown in Fig. B1 . Here both eigenvalues are plotted until they become a complex conjugate pair, and then the real part is plotted. The absolute value of the imaginary part is ã 2020 by James P. Lavine Figure B3 depicts the rise of the third eigenvalue, 3 , with Ω. The negative of the eigenvalue is plotted and the rise approaches Ω #.9$ and then starts to level off for larger Ω. 
