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Summary Integral representations are derived for the parabolic
cylinder functions U(a, x), V (a, x) and W (a, x) and their derivatives.
The new integrals will be used in numerical algorithms based on
quadrature. They follow from contour integrals in the complex plane,
by using methods from asymptotic analysis (saddle point and steep-
est descent methods), and are stable starting points for evaluating
the functions U(a, x), V (a, x) and W (a, x) and their derivatives by
quadrature rules. In particular, the new representations can be used
for large parameter cases. Relations of the integral representations
with uniform asymptotic expansions are also given. The algorithms
will be given in a future paper.
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1 Introduction
The solutions of the differential equation
d2y
dz2
−
(
1
4
z2 + a
)
y = 0 (1.1)
are called parabolic cylinder functions and are entire functions of z.
As in [1], Chapter 19, [7], and [9] we denote two standard solutions of
(1.1) by U(a, z), V (a, z). Another notation found in the literature is
Dν(z) = U(−ν − 12 , z). Special cases are Hermite polynomials, error
functions and Fresnel integrals.
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Values at the origin are given by
U(a, 0) =
√
pi
2
1
2 a+
1
4 Γ ( 3
4
+ 1
2
a)
, U ′(a, 0) = −
√
pi
2
1
2 a−
1
4 Γ ( 1
4
+ 1
2
a)
,
V (a, 0) = pi 2
1
2
a+1
4
[Γ ( 3
4
− 1
2
a)]2Γ ( 1
4
+ 1
2
a)
, V ′(a, 0) = pi 2
1
2
a+3
4
[Γ ( 1
4
− 1
2
a)]2Γ ( 3
4
+ 1
2
a)
.
(1.2)
Then we have
U(a, z) = U(a, 0) y1(a, z) + U
′(a, 0) y2(a, z), (1.3)
V (a, z) = V (a, 0) y1(a, z) + V
′(a, 0) y2(a, z), (1.4)
where
y1(a, z) = e
1
4z
2
1F1
(
−12a+ 14 , 12 ;−12z2
)
= e
−14z2
1F1
(
1
2a+
1
4 ,
1
2 ;
1
2z
2
)
,
y2(a, z) = ze
1
4z
2
1F1
(
−12a+ 34 , 32 ;−12z2
)
= ze
−14z2
1F1
(
1
2a+
3
4 ,
3
2 ;
1
2z
2
)
,
(1.5)
and the confluent hypergeometric function is defined by
1F1(a, c; z) =
∞∑
n=0
(a)n
(c)n
zn
n!
, (1.6)
with (a)n = Γ (a+ n)/Γ (a), n = 0, 1, 2, . . ..
The functions y1(a, z) and y2(a, z) are the simplest even and odd
solutions of (1.1) and the Wronskian of this pair is given by
W[y1(z), y2(z)] = y1(z)y′2(z)− y′1(z)y2(z) = 1. (1.7)
From a numerical point of view, the pair {y1, y2} is not a satisfactory
pair [4], because they have almost the same asymptotic behaviour at
infinity.
The behaviour of U(a, z) and V (a, z) is, for large positive z and
z  |a|:
U(a, z) = e
−14z2z
−a−12 [1 +O (z−2)] ,
V (a, z) =
√
2/pie
1
4z
2
z
a−12 [1 +O (z−2)] . (1.8)
Clearly, numerical computations of U(a, z) that are based on the
representations in (1.3) and (1.4) should be done with great care,
because of the loss of accuracy if z becomes large. Also, for large a
these representations become useless.
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The Wronskian relation between U(a, z) and V (a, z) reads:
W[U(a, z), V (a, z)] =
√
2/pi. (1.9)
W[U(a, z), U(a,−z)] =
√
2pi
Γ (a+ 12)
. (1.10)
which shows that U(a, z) and V (a, z) are independent solutions of
(1.1) for all values of a. Other relations are
U(a, z) = pi
cos2 piaΓ (a+ 1
2
)
[V (a,−z)− sinpiaV (a, z)] ,
V (a, z) =
Γ (a+ 1
2
)
pi [sinpiaU(a, z) + U(a,−z)] .
(1.11)
Equation (1.1) has two turning points at ±2√−a. For real pa-
rameters they become important if a is negative, and the asymptotic
behaviour of the solutions of (1.1) as a → −∞ changes significantly
if z crosses the turning points. At these points Airy functions are
needed for describing the asymptotic behaviour.
The purpose of this paper is to give integral representations of
U(a, x) and V (a, x) for real values of a and x. We use integral rep-
resentations from the literature and modify these by saddle point
methods. In this way we obtain integrands that are non-oscillating,
also for the case a < 0. In particular, we can use the new representa-
tions for large parameter cases. In earlier papers [8] and [2] we have
used these methods for obtaining stable integral representations for
modified Bessel functions with pure imaginary order and for inhomo-
geneous Airy functions (Scorer functions).
We give relations of the integral representations with uniform
asymptotic expansions, which are taken from [6] and [10]. We only
give the expansions in terms of elementary functions. Uniform expan-
sions in terms of Airy functions can be found in [6], and a modified
form in [10].
We also consider solutions W (a,±x) of the differential equation
W ′′ +
(
1
4
x2 − a
)
W = 0, (1.12)
a modified form of (1.1), again for real a and x. Properties of W (a, x)
are given in §4, which can be found in [1] and [5].
In a future paper we give algorithms based on quadrature rules
for evaluating the integral representations of U(a, x), V (a, x) and
W (a, x).
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In [10] numerical and asymptotic aspects of the parabolic cylinder
functions have been discussed, and we refer to this paper frequently.
The notation of certain quantities is also as in [10]. The asymptotic
methods referred to in this paper (saddle point methods) can be found
in [7] and [11]. For an overview of the numerical aspects and software
for the parabolic cylinder functions we refer to [3].
2 Integral representations for a > 0
We derive integral representations for U(a, x) and U(a,−x). The com-
putation of V (a, x) for a > 0 can be based on the second relation in
(1.11). For a > 0 the functions U(a, x) and U(a,−x) have a non-
vanishing Wronskian relation (see (1.10)), and moreover, these func-
tions constitute a numerically satisfactory pair of solutions of (1.1).
2.1 The case x ≥ 0
We take the integral (see[1], formula 19.5.4)
U(a, x) =
e
1
4
x2
i
√
2pi
∫
C
e−xs+
1
2
s2s−a
ds√
s
, (2.1)
where C is a vertical line on which <s > 0. On C we have − 12pi <
ph s < 12pi, and the many-valued function s
−a−1/2 assumes its princi-
pal value. The transformations
x = 2t
√
a, s =
√
aw (2.2)
give
U(a, x) =
e
1
4
x2a
1
4
− 1
2
a
i
√
2pi
∫
C
eaφ(w)
dw√
w
, (2.3)
where
φ(w) = 1
2
w2 − 2tw − lnw. (2.4)
The saddle points follow from solving
φ′(w) =
w2 − 2tw − 1
w
= 0, (2.5)
giving saddle points at t ± √t2 + 1. We take for the path C in (2.3)
the vertical through the positive saddle point
w0 = t+
√
t2 + 1. (2.6)
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At this saddle point C coincides with the steepest descent path trough
w0. The complete steepest descent path follows from solving the equa-
tion =[φ(w)] = =[φ(w0)]. In the present case =[φ(w0)] = 0 and we
obtain for the saddle point contour the equation
1
2
r2 sin 2θ − 2tr sin θ − θ = 0, where w = reiθ, (2.7)
which can be solved for r = r(θ):
r =
t+
√
t2 + θ cot θ
cos θ
, −1
2
pi < θ < 1
2
pi. (2.8)
r
θ
w0
Figure 1. Steepest descent contour for the integral in (2.3).
Then (2.3) can be written as
U(a, x) =
e
1
4
x2+aφ(w0)a
1
4
− 1
2
a
√
2pi
∫ 1
2
pi
− 1
2
pi
eaψ(θ)g(θ) dθ, (2.9)
where
ψ(θ) = <[φ(w)−φ(w0)] = 12r2 cos 2θ−2tr cos θ−ln r−φ(w0), (2.10)
and
g(θ) = =
[
1√
w
dw
dθ
]
= =
[
e
1
2
iθ 1√
r
(
dr
dθ + ir
)]
=
(2 cos θ + 1)r2 − 2tr + 1
4
√
r cos
1
2
θ
√
t2 + θ cot θ
.
(2.11)
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The quantity ξ˜ defined by
ξ˜ = 1
2
[t
√
t2 + 1 + ln(t+
√
t2 + 1)], (2.12)
is used in the asymptotic representation of U(a, x) in this case; see
[10], formula (2.29). We have
1
4
x2 +aφ(w0) = a[
1
2
−t
√
t2 + 1− ln(t+
√
t2 + 1)] = a(1
2
−2ξ˜). (2.13)
This gives
U(a, x) =
a
1
4 e−2aξ˜√
2piγ(a)
∫ 1
2
pi
− 1
2
pi
eaψ(θ)g(θ) dθ, (2.14)
where
γ(a) = e−
1
2
aa
1
2
a. (2.15)
For the derivative U ′(a, x) we can start from (2.1), and we have
U ′(a, x) =
e
1
4
x2
i
√
2pi
∫
C
e−xs+
1
2
s2s−a(1
2
x− s) ds√
s
, (2.16)
This can be written as
U ′(a, x) = − a
3
4 e−2aξ˜√
2piγ(a)
∫ 1
2
pi
− 1
2
pi
eaψ(θ)h(θ) dθ, (2.17)
where
h(θ) = −=
[
1√
w
dw
dθ
(t− w)
]
=
r3 − tr2(2 cos θ − 1) + r(2t2 + 1 + 2 cos θ)− t
4
√
r cos 12θ
√
t2 + θ cot θ
.
(2.18)
2.2 The case x ≤ 0
This case can be done by using the representation of the previous
section. However, when t is a large negative number, the saddle point
w0 defined in (2.6) is close to origin, at which point the integrand
of (2.3) is singular. As a consequence, the functions ψ(θ) and g(θ)
in (2.9) have singularities close to the origin θ = 0 when t is a large
negative number.
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In the present case we start with the well-known integral repre-
sentation (see [1], formula 19.5.3)
U(a,−x) = e
−14x2
Γ (a+ 12)
∫ ∞
0
s
a−12 e
−12s2+xs ds, a > −1
2
. (2.19)
There are no oscillations, but it is convenient to transform the integral
in such a way that the saddle point is at the origin and a suitable
normalization is obtained. The transformations (2.2) give
U(a,−x) = a
1
2
a+ 1
4 e
−14x2
Γ (a+ 12)
∫ ∞
0
e−aφ(w)
dw√
w
, (2.20)
where φ(w) is given in (2.4). The positive saddle point w0 is as in
(2.6). We transform this point to the origin by writing w = w0(1+u),
which gives
U(a,−x) = a
1
4
√
w0 γ(a) e
2aξ˜
Γ (a+ 12)
∫ ∞
−1
e−aψ(u)
du√
1 + u
, (2.21)
where we have used (2.13), γ(a) is defined in (2.15), and
ψ(u) = 1
2
w20u
2 + u− ln(1 + u). (2.22)
For the derivative we have
U ′(a,−x) = −a
3
4
√
w0 γ(a) e
2aξ˜
Γ (a+ 12)
×
∫ ∞
−1
e−aψ(u)
(√
t2 + 1 + w0u
) du√
1 + u
,
(2.23)
To avoid numerical cancellation for small values of u in the com-
putation of ψ(u) defined in (2.22), a specific code is needed for the
evaluation of ln(1 + u)− u.
2.3 A Wronskian for the integrals
When checking the numerical algorithms the Wronskian relations in
(1.9) and (1.10) can be used. When the parameters are large it is more
convenient to use a Wronskian relation that is based on the integrals
derived in the section. This gives a better control of the errors that
occur in the quadrature rules, because large and small factors are not
present in the integrals.
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Table 2.1. Values of U(a, x) and V (a, x) for several values of a, with t = 1.2,
x = 2t
√
a. We also give the Wronskian relation (1.9) (reduced to zero).
a U(a, x) V (a, x) Wronskian
10.1 .87742145116891(-016) .915940854687909(+015) .43(-17)
20.1 .28991030051243(-034) .196498319490114(+034) .40(-17)
30.1 .76172124886582(-054) .611136504670193(+053) .22(-15)
40.1 .37897794771218(-074) .106421744688740(+074) .61(-14)
50.1 .54336492182121(-095) .664057299719702(+094) .14(-16)
60.1 .28814488246502(-116) .114331948734753(+116) .14(-16)
70.1 .66706978761114(-138) .457283270654938(+137) .14(-16)
80.1 .75880403194555(-160) .376070790125305(+159) .22(-16)
90.1 .46343084237480(-182) .580588047014352(+181) .19(-16)
100.1 .16280901630040(-204) .156790547971731(+204) .19(-16)
We write (see (2.14), (2.17), (2.21), and (2.23), respectively)
U(a, x) =
a
1
4 e−2aξ˜√
2pi γ(a)
I(a, x), (2.24)
U ′(a, x) = − a
3
4 e−2aξ˜√
2pi γ(a)
Id(a, x), (2.25)
U(a,−x) = a
1
4
√
w0γ(a) e
2aξ˜
Γ (a+ 12)
J(a, x), (2.26)
U ′(a,−x) = −a
3
4
√
w0γ(a) e
2aξ˜
Γ (a+ 12)
Jd(a, x). (2.27)
Then the relation for the integrals reads
I(a, x)Jd(a, x) + Id(a, x)J(a, x) =
2pi
a
√
w0
. (2.28)
In Table 2.1 we give values of U(a, x) and V (a, x) for several values
of a, with t = 1.2, x = 2t
√
a. The values of I(a, x), Id(a, x), J(a, x),
Jd(a, x) of (2.24)–(2.27) are computed with double precision in one
algorithm, with about 50 function evaluations for the trapezoidal rule
for each value of a. We compared these values with those computed
with the Maple 7.0 functions CylinderU(a, x) and CylinderV(a, x),
with Digits = 20, and found agreement for a < 40. For the higher
a−values, Maple’s Digit parameter has to be increased.
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2.4 Uniform asymptotic expansions for a > 0
The quantities related with the integrals are closely related with the
uniform asymptotic expansions given in formulas (2.29), (2.33) and
(2.34) of [10]. We have
I(a, x) =
√
pi√
a(t2+1)1/4
F˜µ(t), Id(a, x) =
√
pi(t2+1)1/4√
a
G˜µ(t),
J(a, x) =
√
pi√
aw0(t2+1)1/4
P˜µ(t), Jd(a, x) =
√
pi(t2+1)1/4√
aw0
Q˜µ(t),
(2.29)
where F˜µ(t), G˜µ(t), P˜µ(t), and Q˜µ(t) are supplied with asymptotic
expansions that have a double asymptotic property: one of the pa-
rameters a or t (or both) should be large. Recurrence relations for
the coefficients of the expansions are given in [10].
3 Integral representations for a < 0
We give integral representations for U(−a, x) and V (−a, x), with
a > 0, and we consider three x−intervals. Let t = x/(2√a). The dif-
ferential equation (1.1) becomes for U(−a, 2t√a) and V (−a, 2t√a)
in terms of t
d2y
dt2
− 4a2
(
t2 − 1
)
y = 0, (3.1)
which has turning points at t = ±1. Consequently, we consider the
intervals t ≤ −1, |t| ≤ 1 and t ≥ 1. We start with the middle interval,
where the oscillations occur.
3.1 The case −1 ≤ t ≤ 1
We consider the integral
Y (a, x) =
∫ ∞
0
e−
1
2
s2+xissa−
1
2 ds, <a > −1
2
. (3.2)
Using (2.19), we see that
Y (a, x) = Γ (a+ 1
2
)e−
1
4
x2 U(a,−ix). (3.3)
We also have√
2
pi
e−
1
2
piia+ 1
4
piiU(a,−ix) = U(−a, x)/Γ (a+ 1
2
) + iV (−a, x). (3.4)
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This follows from using the initial values in (1.2) and those of Y (a, x).
It also follows from the relations in (1.11) and 19.4.6 in [1].
Hence,√
2
pi
e−
1
2
piia+ 1
4
piie
1
4
x2Y (a, x) = U(−a, x) + iΓ (a+ 1
2
)V (−a, x). (3.5)
We see that the single integral (3.2) produces U(−a, x) and V (−a, x)
by taking real and imaginary parts.
We proceed with Y (a, x), and the transformations x = 2
√
at, s =√
aw give
Y (a, x) = aa/2+1/4
∫ ∞
0
e−aφ(w)
dw√
w
, (3.6)
where
φ(w) = 1
2
w2 − 2itw − lnw. (3.7)
We consider a path through the saddle point
w+ = it+
√
1− t2. (3.8)
We have
φ(w+) =
1
2
+ t2 +2i
(
η − 1
4
pi
)
, η = 1
2
(
arccos t− t
√
1− t2
)
, (3.9)
where arccos t has values in [0, pi] for t ∈ [−1, 1].
The path of steepest descent starts at w = 0, runs through w+,
and terminates at +∞; see Figure 2. The path follows from solving
the equation
=φ(w) = =φ(w+), (3.10)
that is, from solving
1
2
r2 sin 2θ − 2tr cos θ − θ − 2η + 1
2
pi = 0, (3.11)
where w = reiθ. The solution of (3.11) reads
r =
t cos θ + σ
√
t2 cos2 θ + sin θ cos θ(θ + 2η − 12pi)
sin θ cos θ
,
0 ≤ θ ≤ θ0,
(3.12)
where θ0 = −2η + 12pi; the square root is non-negative. The number
σ equals −1 when phw+ ≤ θ ≤ θ0, and +1 when 0 ≤ θ ≤ phw+.
Observe that phw+ =
1
2pi − arccos t. When θ = θ0, we have r = 0;
when θ = phw+, we have r = 1, and θ = 0 gives r = ∞. For t = 0 the
path coincides with the positive real axis. When t < 0 the paths are
in the lower half plane, and follow from those for t > 0 by symmetry.
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t = 0.9
t = 0.1
t = 0.5
w+
w+
w+
0.5
1.0
1.5
2.5
Figure 2. Steepest descent contours for the integral in (3.6)
for t = 0.1, 0.5, 0.9.
A simple approximation of the path is given by (we write w =
u+ iv)
v =
ut(1 + u+)
u+ u2+
, u+ =
√
1− t2. (3.13)
This path runs through the point w+ = u+ + it, and has the same
slope at this point as the exact steepest descent path, that is, dv/du =
t/(1 + u+) for u = u+.
For t = 1 the steepest descent path runs from the origin to w+ = i
along the imaginary axis, and from i to 2i+∞. For more details on
the case t ≥ 1 we refer to § 3.2.
Integrating (3.6) with respect to θ we obtain
U(−a, x)+ iΓ (a+ 1
2
)V (−a, x) =
=
√
2
pi
a
1
4γ(a)e−i(2aη−
1
4
pi)
∫ θ0
0
e−aψ(θ)g(θ) dθ,
(3.14)
where γ(a) is defined in (2.15),
ψ(θ) = 1
2
r2 cos 2θ + 2tr sin θ − ln r − t2 − 1
2
, (3.15)
and
g(θ) = −e
iθ/2
√
r
(
dr
dθ
+ ir
)
. (3.16)
We write the representations for U(−a, x) and V (−a, x) in real
form, with trigonometric functions that correspond with those in [6]
and [10]. We first write
g(θ) = g1(θ)− ig2(θ), (3.17)
where gj(θ), j = 1, 2, are real. That is, by (3.16),
g1(θ) = −dr
dθ
cos(12θ)√
r
+ r
sin(12θ)√
r
, (3.18)
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g2(θ) = r
cos(12θ)√
r
+
dr
dθ
sin(12θ)√
r
. (3.19)
Then we have
U(−a, x) =
√
2
pi
a
1
4γ(a) [(sinλ)G1 + (cosλ)G2] , (3.20)
V (−a, x) =
√
2
pi
a
1
4
γ(a)
Γ (a+ 12)
[(cosλ)G1 − (sinλ)G2] , (3.21)
where
λ = 2aη + 1
4
pi (3.22)
and
Gj =
∫ θ0
0
e−aψ(θ)gj(θ) dθ, j = 1, 2. (3.23)
For the derivatives we find, using (3.2) and (3.5),
U ′(−a, x) + iΓ
(
a+ 12
)
V ′(−a, x) =
√
2
pi
a
3
4 γ(a)e−i(2aη−
1
4
pi)
∫ θ0
0
e−aψ(θ)h(θ) dθ.
(3.24)
where
h(θ) = (t+ iw)g(θ) = h1(θ)− ih2(θ). (3.25)
That is, by (3.25), (3.18) and (3.19),
h1(θ) = (t− r sin θ)g1(θ) + r cos θg2(θ), (3.26)
h2(θ) = r cos θg1(θ)− (t− r sin θ)g2(θ). (3.27)
Then we have
U ′(−a, x) =
√
2
pi
a
3
4γ(a) [(sinλ)H1 + (cosλ)H2] , (3.28)
V ′(−a, x) =
√
2
pi
a
3
4γ(a)
Γ (a+ 12)
[(cosλ)H1 − (sinλ)H2] . (3.29)
where λ is given in Eq. (3.22) and
Hj =
∫ pi
0
e−aψ(θ)hj(θ) dθ, j = 1, 2. (3.30)
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3.1.1 A Wronskian for the integrals By using (1.9) and the integrals
in (3.23) and (3.30), we find the relation
H1G2 −G1H2 =
√
pi
2
Γ (a+ 12)
aγ2(a)
=
pi
a
Γ ∗
(
a+ 1
2
)
, (3.31)
where
Γ (a+ 1
2
) =
√
2piγ2(a)Γ ∗(a+ 1
2
), Γ ∗(a+ 1
2
) = 1 +O(1/a), (3.32)
as a→∞. Hence, for large a, the right-hand side in (3.31) is of order
pi
a [1 +O(1/a)] (see also formula (3.28) in [10]). The relation in (3.31)
can be used for testing the numerical algorithms.
3.1.2 Uniform asymptotic expansions −1 < t < 1 The relationship
of the integrals Gj ,Hj with uniform expansions follows from (2.23),
(2.24) and (2.27) of [10]. These expansions are the same as in [6]. On
the other hand, we can derive modified expansions (a main topic in
[10]), by using (2.29) and (2.33) of that reference. From (3.4) and by
changing t to −it in(2.29) of [10], we obtain
U(−a, x) + iΓ
(
a+ 12
)
V (−a, x) =
Γ ∗
(
a+ 1
2
) √
2γ(a)e
1
4
pii−2iaη
a
1
4 (1− t2) 14
F˜µ(−it),
(3.33)
U ′(−a, x) + iΓ
(
a+ 12
)
V ′(−a, x) =
−Γ ∗
(
a+ 1
2
) √
2a
1
4γ(a)e−
1
4
pii−2iaη(1− t2) 14 G˜µ(−it),
(3.34)
where F˜µ(−it) and G˜µ(−it) have the asymptotic expansions
F˜µ(−it) ∼
∞∑
s=0
(−1)sφs(τ
∗)
(2a)s
, G˜µ(−it) ∼
∞∑
s=0
(−1)sψs(τ
∗)
(2a)s
, (3.35)
as a→∞, uniformly for t ∈ [−1+δ, 1−δ]. The quantity τ ∗ is defined
by
τ∗ = −1
2
(
it√
1− t2 + 1
)
. (3.36)
The polynomials φs and ψs are given in (2.11) and (2.16) of [10], with
recursion relations. The first fraction at the right-hand sides of (3.33)
and (3.34) has the asymptotic estimate 1 +O(1/a) (see also formula
(3.28) in [10]).
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3.2 The case t ≥ 1
We use the the integral for Y (a, x) given in (3.6) with φ(w) given in
(3.7). The saddle points are now purely imaginary:
w− = it− i
√
t2 − 1, w+ = it+ i
√
t2 − 1. (3.37)
We have
φ(w±) = 12 + t
2 − 12pii± 2ξ,
ξ = 12
[
t
√
t2 − 1− ln
(
t+
√
t2 − 1
)]
.
(3.38)
The quantity ξ is also is used in the asymptotic representation of
U(−a, x) for this case; see [6] and [10].
The path of steepest descent starts at w = 0, runs through w−
and w+ on the positive imaginary axis, and from w+ to +∞. The
path from w+ to +∞ follows from solving the equation
=φ(w) = −1
2
pi, (3.39)
that is, from solving
1
2
r2 sin 2θ − 2tr cos θ − θ + 1
2
pi = 0, (3.40)
where w = reiθ. The solution of (3.40) reads
r =
t cos θ +
√
t2 cos2 θ + sin θ cos θ(θ − 12pi)
sin θ cos θ
, 0 ≤ θ ≤ 1
2
pi. (3.41)
The square root is positive, unless when t = 1 and θ = 12pi.
We obtain
U(−a, x) + iΓ (a+ 1/2)V (−a, x) =
√
2
pi
a
1
4γ(a)
[
e−2aξ+
1
4
pii
×
∫ 1
2
pi
0
e−aψ(θ)g(θ) dθ + ie2aξ
∫ r+
0
eaφ˜(v)
dv√
v
]
,
(3.42)
where φ˜(v) = φ(w−) − φ(iv), g(θ) as in (3.16), and ψ(θ) = φ(w) −
φ(w+) = <[φ(w) − φ(w+)], w = reiθ, now with r defined in (3.41).
Explicitly,
φ˜(v) = 12v
2 − 2tv + ln v − 12r2− + 2tr− − ln r−,
ψ(θ) = 12r
2 cos 2θ + 2tr sin θ − ln r − 12 − t2 − 2ξ.
(3.43)
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where
r− = t−
√
t2 − 1. (3.44)
Considering the real and imaginary parts on both sides of (3.42),
we see that for V (−a, x) we need the v−integral with the dominant
factor e2aξ and part of the θ−integral. When t ∼ 1 (in fact, when aξ
is small) both integrals are of the same asymptotic importance. The
dominant saddle point in the v−integral is r−; in the θ−integral the
dominant point is the upper limit.
When we write
e
1
4
piig(θ) = g1(θ) + ig2(θ), (3.45)
where g1(θ) and g2(θ) are real, we have
U(−a, x) =
√
2
pi
a
1
4 γ(a)e−2aξG1 (3.46)
and
V (−a, x) =
√
2
pi
a
1
4
γ(a)e2aξ
Γ
(
a+ 12
) (e−4aξ G2 +G3) . (3.47)
where (for j = 1, 2)
Gj =
∫ 1
2
pi
0
e−aψ(θ)gj(θ) dθ, G3 =
∫ r+
0
eaφ˜(v)
dv√
v
. (3.48)
For the derivatives we have
U ′(−a, x) + iΓ (a+ 12)V ′(−a, x) =
√
2
pia
3
4γ(a)
[
e−2aξ+
1
4
pii
×
∫ 1
2
pi
0
e−aψ(θ)h(θ) dθ + ie2aξ
∫ r+
0
eaφ˜(v)(t− v) dv√
v
]
,
(3.49)
where h(θ) = (t+ iw)g(θ). When we write
e
1
4
piih(θ) = h1(θ) + ih2(θ), (3.50)
where h1(θ) and h2(θ) are real, we have
U ′(−a, x) =
√
2
pi
a
3
4 γ(a)e−2aξH1, (3.51)
and
V ′(−a, x) =
√
2
pi
a
3
4
γ(a)e2aξ
Γ
(
a+ 12
) [e−4aξH2 +H3] . (3.52)
where (for j = 1, 2)
Hj =
∫ 1
2
pi
0
e−aψ(θ)hj(θ) dθ, H3 =
∫ r+
0
eaφ˜(v)(t− v) dv√
v
. (3.53)
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3.2.1 A Wronskian for the integrals By using the Wronskian relation
in (1.9) and the integrals in (3.48) and (3.53), we obtain (cf. (3.31))
e−4aξ(G1H2 −H1G2) + (G1H3 −H1G3)
=
√
pi
2
Γ (a+ 12)
aγ2(a)
=
pi
a
Γ ∗
(
a+
1
2
)
.
(3.54)
The relation in (3.54) can be used for testing the numerical algo-
rithms.
3.2.2 Uniform asymptotic expansions for t > 1 We give the rela-
tionship of the integrals with the uniform expansions given in (2.9),
(2.14), (2.18) and (2.29) of [10]. We have
G1 =
√
pi
2
√
a(t2 − 1) 14
Fµ(t),
H1 = −
√
pi(t2 − 1) 14
2
√
a
Gµ(t),
e−4aξ G2 +G3 =
Γ (a+ 12)e
aa−a−
1
2
√
2(t2 − 1) 14
Pµ(t),
e−4aξH2 +H3 =
Γ (a+ 12)e
aa−a−
1
2 (t2 − 1) 14
√
2
Qµ(t),
(3.55)
where Fµ(t), Gµ(t), Pµ(t), and Qµ(t) are supplied with asymptotic
expansions that have a double asymptotic property: one of the pa-
rameters a or t (or both) should be large; t ≥ 1 + δ. Recurrence
relations for the coefficients of the expansions are given in [10].
3.3 The case t ∼ 1
For t ∼ 1 the contours used in § 3.1 becomes less suitable for nu-
merical quadrature. For example, we see in Figure 2 that the saddle
point w+ approaches the imaginary unit when t ↑ 1, and that the
path becomes non-smooth when t = 1. For numerical calculations
we may consider uniform Airy-type asymptotic expansions if t ∼ 1,
and we will investigate later if this is indeed the best approach. But
we also investigate if a modified contour can be used for numerical
quadrature.
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We use for t ∼ 1 the representation of Y (a, x) in (3.6). We write
w = u + iv, and integrate with respect to v along the line segment
from the origin to w+, and then along the horizontal path from w+
to w+ +∞ with respect to u. In the first integral we substitute v =
t(1− p), and integrate with respect to p. Observe that for t ≥ 1 the
point w+ is on the imaginary axis, and for this case no difficulties
arise when t ∼ 1, because the path is already split up into two parts;
see § 3.2.
It is not difficult to verify that the representations in (3.20), (3.21),
(3.28) and (3.29) can be obtained, with Gj ,Hj replaced with G˜j , H˜j
(j = 1, 2), where
G˜j =
∫ 1
0
e−aψ
(1)
r (p) g
(1)
j (p) dp
+
∫ ∞
0
e−aψ
(2)
r (u)
(1 + 2u
√
(1− t2 + u2) 14
g
(2)
j (u) du,
H˜j =
∫ 1
0
e−aψ
(1)
r (p) h
(1)
j (p) dp
+
∫ ∞
0
e−aψ
(2)
r (u)
(1 + 2u
√
(1− t2 + u2) 14
h
(2)
j (u) du,
(3.56)
where
ψ(1)r (p) =
1
2
p2(1− 2t2)− p− ln(1− p),
ψ(2)r (u) =
1
2
u+ u
√
1− t2 − 1
2
ln
(
1 + 2u
√
(1− t2 + u2
)
,
ψ
(1)
i (p) = p
2t
√
1− t2,
ψ
(2)
i (u) = arctan
ut
1 + u
√
1− t2 − tu,
(3.57)
g
(1)
1 (p)− ig(1)2 (p) = e
1
2
iτ−aiψ(1)i (p), τ = arcsin t,
g
(2)
1 (u)− ig(2)2 (u) = e
− 1
2
iτ−aiψ(2)i (u)+i arctan ut1+u√1−t2 ,
(3.58)
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h
(1)
1 (p) = tpg
(1)
1 (p) +
√
1− t2(1− p)g(1)2 (p),
h
(1)
2 (p) = tpg
(1)
2 (p)−
√
1− t2(1− p)g(1)1 (p),
h
(2)
1 (u) = (u+
√
1− t2)g(2)2 (u),
h
(2)
2 (u) = −(u+
√
1− t2)g(2)1 (u).
(3.59)
3.4 The case t ≤ −1
We can repeat the analysis, starting with (3.2) with x < 0, but do not
need new integral representations, algorithms or uniform asymptotic
expansions for this case. For U(a, x) we can use the second relation
in (1.11), and for V (a, x) the first relation.
When the parameter a is large these relations have to be used
with care, because gamma functions with large negative arguments
occur. It is better to use the quantities Gj ,Hj introduced in § 3.2.1.
In the computer code these quantities will be given as output from
the case t > 1.
We have
U(−a,−x) =
√
2
pi
a
1
4γ(a)
{
e−2aξ [cospiaG2 + sinpiaG1]
+e2aξ cospiaG3
}
,
U ′(−a,−x) = −
√
2
pi
a
3
4γ(a)
{
e−2aξ [cospiaH2 + sinpiaH1]
+e2aξ cospiaH3
}
,
V (−a,−x) =
√
2
pi
a
1
4γ(a)
Γ (a+ 12)
{
e−2aξ [cospiaG1 − sinpiaG2]
−e2aξ sinpiaG3
}
,
V ′(−a,−x) = −
√
2
pi
a
3
4 γ(a)
Γ (a+ 12)
{
e−2aξ [cospiaH1 − sinpiaH2]
−e2aξ sinpiaH3
}
.
(3.60)
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4 The W−function
In this section solutions of equation
d2y
dx2
+
(
1
4
x2 − a
)
y = 0. (4.1)
are considered, again for real a and x. For a < 0 the solutions oscillate
on the real x−axis; for a > 0 there are turning points at ±2√a, and
the oscillations occur outside the interval [−2√a, 2√a]. From quan-
tum mechanics we know that (4.1) is the equation for propagation
through a potential barrier.
4.1 The standard solutions
We consider solutions W (a, x) and W (a,−x); these form a numeri-
cally satisfactory pair for −∞ < x <∞; see [5]. The functionW (a, x)
has the initial values (see [1], p. 692)
W (a, 0) = 2−
3
4
∣∣∣∣∣Γ (
1
4+
1
2 ia)
Γ ( 34+
1
2 ia)
∣∣∣∣∣
1
2
,
W ′(a, 0) = −2− 14
∣∣∣∣∣Γ (
3
4+
1
2 ia)
Γ ( 14+
1
2 ia)
∣∣∣∣∣
1
2
.
(4.2)
The Wronskian of W (a, x) and W (a,−x) is
W[W (a, x),W (a,−x)] = 1. (4.3)
Power series expansions are
W (a, x) = W (a, 0)w1(a, x) +W
′(a, 0)w2(a, x), (4.4)
where w1(a, x) and w2(a, x) are the even and odd solutions of (4.1).
We have
w1(a, x) =
∞∑
n=0
αn(a)
x2n
(2n)!
, w2(a, x) =
∞∑
n=0
βn(a)
x2n+1
(2n+ 1)!
, (4.5)
where αn(a), βn(a) satisfy the recursion
αn+2 = aαn+1 − 12(n+ 1)(2n+ 1)αn,
βn+2 = a βn+1 − 12(n+ 1)(2n+ 3)βn,
α0(a) = 1, α1(a) = a, β0(a) = 1, β1(a) = a.
(4.6)
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The relation with the function U(a, x) reads
1√
k(a)
W (a, x) + i
√
k(a)W (a,−x)
=
√
2e
1
4
pia+iρ(a)U
(
ia, xe−pii/4
)
,
(4.7)
which follows from using the initial values of the functions, but also
from [1] [19.17.6 and 19.17.9]. The quantities k(a) and ρ(a) are given
by
k(a) =
√
1 + e2pia − epia = 1√
1 + e2pia + epia
, (4.8)
and
ρ(a) = 1
8
pi + 1
2
φ2(a), φ2(a) = phΓ
(
1
2
+ ia
)
; (4.9)
the branch is defined by φ2(0) = 0 and by continuity elsewhere.
Because we assume that a and x, and hence W (a,±x), are real,
we have, using (4.7), that
W (a, x) =
√
2k(a)e
1
4
pia<
[
eiρ(a)U
(
ia, xe−pii/4
)]
,
W (a,−x) =
√
2
k(a)
e
1
4
pia=
[
eiρ(a)U
(
ia, xe−pii/4
)]
.
(4.10)
These relations are convenient for numerical computations because
for x ≥ 0 and x ≤ 0 we can use the same U−function.
4.1.1 The function ρ(a) We give more details on the function ρ
defined in (4.9). For large values of a it is convenient to use the
representation
ρ(a) = 1
8
pi − 1
2
a+ 1
4
a ln a2 + ρ∗(a), (4.11)
where ρ∗(a) = O(1/a) as a → ∞. An asymptotic expansion follows
from Binet’s formula (see [9], p. 55, for an integrated version)
lnΓ (z + 12) = z ln(
1
2 + z)− 12 − z + 12 ln(2pi)
+
∫ ∞
0
β(t)e−
1
2
t e−zt dt,
(4.12)
where
β(t) e−
1
2
t = t−1
(
1
et − 1 −
1
t
+
1
2
)
e−
1
2
t
=
∞∑
k=0
ck t
k
(k + 2)!
, |t| < 2pi,
(4.13)
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with ck in terms of Bernoulli polynomials:
ck = B
(1)
k+2(−12)− (−1)k
k + 3
2k+2
, k = 0, 1, 2, . . . . (4.14)
This gives the asymptotic expansion
ρ∗(a) ∼ 1
4
a ln
(
1 +
1
4a2
)
− 1
2a
∞∑
k=0
dk
a2k
, (4.15)
as ±a→∞, where
dk = (−1)k c2k
(2k + 1)(2k + 2)
, k = 0, 1, 2, . . . . (4.16)
The first few coefficients are
d0 =
1
12
, d1 = − 13720 , d2 = 3720160 , d3 = − 2926880 , d4 = − 11291520640 . (4.17)
4.2 Integral representations for a < 0
For W (−a,±x) we consider (2.1) for U
(
−ia, xe−pii/4
)
(see (4.7) and
(4.10)), that is,
U
(
−ia, xe−pii/4
)
=
e−
1
4
ix2
i
√
2pi
∫
C
e−xe
−pii/4s+ 1
2
s2sia
ds√
s
, (4.18)
where C is a vertical line on which <s > 0. On C we have − 12pi <
ph s < 12pi, and the many-valued function s
ia− 1
2 assumes its principal
value. The transformations
x = 2t
√
a, s =
√
aw (4.19)
give
U
(
−ia, xe−pii/4
)
=
e−
1
4
ix2a
1
4
+ 1
2
ai
i
√
2pi
∫
C
eaφ(w)
dw√
w
, (4.20)
where
φ(w) = 1
2
w2 − 2te−pii/4w + i lnw. (4.21)
The saddle points follow from solving
φ′(w) =
w2 − 2te−pii/4w + i
w
= 0, (4.22)
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giving saddle points
w± = u± + iv± = e−pii/4
(
t±
√
t2 + 1
)
, v± = −u±. (4.23)
The relevant saddle point is w+. We have
φ(w+) =
1
4
pi + i(t2 + 2ξ˜ − 1
2
), (4.24)
where ξ˜ is given in (2.12). The path of steepest descent through w+
is for |θ| < 12pi defined by
1
2
r2 sin 2θ − 2tr sin(θ − 1
4
pi) + ln r = =φ(w+) = t2 + 2ξ˜ − 12 , (4.25)
where w = reiθ. In rectangular coordinates w = u+ iv this equation
reads
uv +
√
2t(u− v) + 1
2
ln(u2 + v2) = t2 + 2ξ˜ − 1
2
. (4.26)
We can solve equation (4.25) for sin(θ− 14pi) (it is a quadratic equation
for this quantity), giving θ as function of r. This makes it possible
to integrate (4.20) with respect to r, but this introduces singularities
in the integral where r attains its minimal value, although the path
itself is smooth.
Integrating with respect to θ or v is a better option. We can nu-
merically determine the path in an algorithm, but this is not a very
efficient method. Instead, we replace the steepest descent path de-
fined in (4.26) by a path u(v) such that
1. u(v) is smooth for all v ∈ IR;
2. u(v) passes through the saddle point: u(v+) = u+;
3. du/dv at v+ has the same value as du/dv for the steepest descent
contour at w+;
4. the path runs into the valleys of eφ(w) at ±i∞.
From (4.26) we can show that du/dv = 0 at the saddle point w+.
Hence, a simple path C that fulfills the four conditions is the vertical
line u = u+. Introducing q = v − v+, using w = w+ + iq and (4.24)
we obtain for (4.20) the representation
U
(
−ia, xe−pii/4
)
=
e
1
4
pia− 1
2
iaa
1
4
+ 1
2
ai
√
2piw+
e2iaξ˜
×
∫ ∞
−∞
e−aψ(q)g(q) dq.
(4.27)
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The function ψ(q) is given by
ψ(q) = φ(w+)− φ(w), g(q) = 1√
1 + iq/w+
. (4.28)
For small values of q we have
ψ(q) =
1+2u2+
4u2+
q2 + 1−i
12u3+
q3 +O(q4),
u+ =
1√
2
(
t+
√
t2 + 1
)
.
(4.29)
We conclude that W (−a,±x) (see (4.7) – (4.11)) are given by
W (−a, x) = a
1
4
√
k(−a)√
pi |w+|
<
[
eiχ
∫ ∞
−∞
e−aψ(q)g(q) dq
]
, (4.30)
W (−a,−x) = a
1
4√
pi |w+|k(−a)
=
[
eiχ
∫ ∞
−∞
e−aψ(q)g(q) dq
]
, (4.31)
where
χ = ρ∗(−a) + 1
4
pi + 2aξ˜. (4.32)
For the derivatives we find, starting with (4.18),
e−pii/4U ′
(
−ia, xe−pii/4
)
= i
e
1
4
pia− 1
2
iaa
3
4
+ 1
2
ai
√
2piw+
e2iaξ˜
×
∫ ∞
−∞
e−aψ(q)h(q) dq,
(4.33)
where
h(q) =
(√
t2 + 1− e−pii/4q
)
g(q). (4.34)
It follows from (4.10) that W ′(−a,±x) are given by
W ′(−a, x) = a
3
4
√
k(−a)√
pi |w+|
<
[
i eiχ
∫ ∞
−∞
e−aψ(q)h(q) dq
]
, (4.35)
W ′(−a,−x) = − a
3
4√
pi |w+|k(−a)
=
[
i eiχ
∫ ∞
−∞
e−aψ(q)h(q) dq
]
. (4.36)
For large values of a and/or t the oscillatory behaviour of W (−a,±x)
and W ′(−a,±x) is mainly described by the exponential factor e2iaξ˜
contained in eiχ. The other elements of these formulas are slowly
varying.
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Asymptotic expansions follow from [10]. Formula (2.29) of that
paper gives, with µ =
√
2a e−pii/4,
W (−a, x) ∼
√
k(−a)
a
1
4 (t2 + 1)
1
4
<
[
eiχ
∞∑
s=0
(−i)sφs(τ˜)
(2a)s
]
, (4.37)
where φs are polynomials given in (2.11) and τ˜ in (2.32) of [10].
Formula (2.33) of [10] gives
W ′(−a, x) ∼
√
k(−a) a 14 (t2 + 1) 14 <
[
i eiχ
∞∑
s=0
(−i)sψs(τ˜)
(2a)s
]
, (4.38)
where ψs are polynomials given in (2.16) of [10].
For W (−a,−x) and its derivative we have
W (−a,−x) ∼
√
k(−a)
a
1
4 (t2 + 1)
1
4
=
[
eiχ
∞∑
s=0
(−i)sφs(τ˜)
(2a)s
]
, (4.39)
and
W ′(−a,−x) ∼ −
√
k(−a) a 14 (t2+1) 14 =
[
i eiχ
∞∑
s=0
(−i)sψs(τ˜)
(2a)s
]
, (4.40)
The asymptotic expansions in (4.37) – (4.40) hold when a → ∞,
uniformly with respect to t ≥ −t0, but also for t → ∞, uniformly
with respect to a ≥ a0, where a0 and t0 are fixed positive numbers.
4.3 Integral representations for a > 0
Because of the turning points we consider three cases. We write x =
2t
√
a. We use the U−function in (4.7), and write (2.1) in the form
U
(
ia, xe−pii/4
)
=
e−
1
4
ix2
i
√
2pi
∫
C
e−xe
−pii/4s+ 1
2
s2s−ia
ds√
s
, (4.41)
with conditions as in (4.18). The transformation s =
√
aw gives
U
(
ia, xe−pii/4
)
=
e−
1
4
ix2a
1
4
− 1
2
ai
i
√
2pi
∫
C
eaφ(w)
dw√
w
, (4.42)
where
φ(w) = 1
2
w2 − 2te−pii/4w − i lnw. (4.43)
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4.3.1 The case t ≥ 1 The saddle points are now
w± = u± + iv± = e−pii/4
(
t±
√
t2 − 1
)
, v± = −u±. (4.44)
The relevant saddle point is w+, and for numerical integration a con-
venient choice of C is the vertical line through w+.
Using
−1
4
ix2 + aφ(w+) = 2iaξ +
1
2
ia− 1
4
pia, (4.45)
where ξ is given in (3.38), and writing in (4.42) w = w+ + iq, we
obtain the analogue of (4.27)
U
(
ia, xe−pii/4
)
=
e−
1
4
pia+ 1
2
iaa
1
4
− 1
2
ai
√
2piw+
e2iaξ
∫ ∞
−∞
e−aψ(q)g(q) dq, (4.46)
where
ψ(q) = φ(w+)− φ(w), g(q) = 1√
1 + iq/w+
. (4.47)
It follows that
W (a, x) =
√
k(a) a
1
4√
pi |w+|
< [G(a, x)] (4.48)
and
W (a,−x) =
√
k(a) a
1
4√
pi |w+|
= [G(a, x)] , (4.49)
where
G(a, x) = ei[ρ
∗(a)+ 1
4
pi+2iaξ]
∫ ∞
−∞
e−aψ(q)g(q) dq (4.50)
For the derivative we find, as in (4.33),
U ′
(
ia, xe−pii/4
)
= −e
− 1
4
pia+ 1
2
iaa
3
4
− 1
2
ai
√
2piw+
e2iaξ
×
∫ ∞
−∞
e−aψ(q)h(q) dq,
(4.51)
where
h(q) =
(
e−pii/4
√
t2 − 1 + iq
)
g(q). (4.52)
It follows that
W ′(a, x) = −
√
k(a) a
3
4√
pi|w+| < [H(a, x)] (4.53)
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and
W ′(a,−x) = a
3
4√
pik(a) |w+|
= [H(a, x)] , (4.54)
where
H(a, x) = ei[ρ
∗(a)+ 1
4
pi+2iaξ]
∫ ∞
−∞
e−aψ(q)h(q) dq (4.55)
Asymptotic expansions follow from (2.9) of [10]. By changing µ→
µe−pii/4 in that formula we obtain
W (a, x) ∼
√
k(a)
a
1
4 (t2 − 1) 14
<
[
ei[ρ
∗(a)+ 1
4
pi+2aξ]
∞∑
s=0
isφs(τ)
(2a)s
]
, (4.56)
where φs(τ) are the same polynomials as in (4.37), and
τ =
1
2
(
t√
t2 − 1 − 1
)
. (4.57)
Formula (2.18) of [10] gives
W ′(a, x) ∼ −√k(a) a 14 (t2 − 1) 14
×<
[
ei[ρ
∗(a)− 1
4
pi+2aξ]
∞∑
s=0
isψs(τ)
(2a)s
]
,
(4.58)
where ψs(τ) are the same as in (4.38).
The asymptotic expansions in (4.56) and (4.58) hold when a→∞,
uniformly with respect to t ≥ 1 + t0, but also for t → ∞, uniformly
with respect to a ≥ a0, where a0 and t0 are positive numbers.
4.3.2 The case −1 ≤ t ≤ 1 We use (4.41), (4.42) and (4.43) with
saddle points
w± = e−pii/4
(
t± i
√
1− t2
)
= e−pii/4±iθ, t = cos θ, (4.59)
which are located on the unit circle. We have
φ(w±) = ±2η − 14pi + i(12 + t2), (4.60)
where η = 12(θ−sin θ cos θ) is also used in §3.1 and defined in (3.9). We
see that the imaginary parts of φ(w±) are equal. As a consequence,
the steepest descent path may go (and in fact in the present case does
go) through both saddle points.
In Figure 3 we have shown the paths for three values of t. The
contours run from −i∞ to w−, then along the arc to w+ (in the
28 Amparo Gil et al.
direction of the arrows), and from w+ to +i∞. Through each saddle
point the local contours of steepest ascent and steepest ascent are
shown. The complete contours include steepest descent parts and
steepest ascent parts.
From (4.60) we see that w+ is dominant for 0 ≤ t < 1 (η is positive
for these values of t). Another point of interest is that the oscillatory
factor e−
1
4
ix2 = e−iat
2
in (4.42) is nullified when we put φ(w−) or
φ(w+) in front of the integral, because =φ(w±) = 12 +t2. This explains
that the function W (a, x) does not oscillate if t ∈ [−1, 1].
1
−1
−1
1
w
−
+
w
w+
w+
−
w
−
w
t = 0
t = 0.50t = 0.99 1
−1
−1
1
1
−1
−1
1
t = −0.99
1
−1
−1
1
w+
−
w
Figure 3. Steepest descent contour for the integral in (4.61)
for several t−values. The contours run from −i∞ to w−, then
along the arc to w+ (in the direction of the arrow), and from w+
to +i∞. Through each saddle point the local contours of steep-
est ascent and steepest ascent are shown. The complete con-
tours include steepest descent parts and steepest ascent parts.
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When we write w = u+ iv and integrate in (4.42) with respect to
v we obtain
U
(
ia, xe−pii/4
)
=
a
1
4
− 1
2
aiea[
1
2
i− 1
4
pi+2η]
√
2pi
×
[∫ ∞
v−
e−aψ1(v)f1(v) dv + e−4aη
∫ v−
−∞
e−aψ2(v)f2(v) dv
]
,
(4.61)
where
ψ1(v) = φ(w+)− φ(w), ψ2(v) = φ(w−)− φ(w), (4.62)
and
f1(v) =
1√
w
(
1− idu1
dv
)
, f2(v) =
1√
w
(
1− idu2
dv
)
. (4.63)
We may assume different relations between u and v in both integrals;
this explains u1 and u2, which are functions of v.
It follows from (4.10) that
W (a, x) =
√
k(a) a
1
4 e2aη√
pi
<
[
ei[ρ
∗(a)+ 1
8
pi]K(a, x)
]
,
W (a,−x) = a
1
4 e2aη√
pi k(a)
=
[
ei[ρ
∗(a)+ 1
8
pi]K(a, x)
]
,
(4.64)
where K(a, x) denotes the sum of the integrals between the square
brackets in (4.61).
For the derivatives we find, starting with (4.42),
U ′
(
ia, xe−pii/4
)
=
e−
1
4
ix2a
3
4
− 1
2
ai
√
2pi
∫
C
eaφ(w)
(
te−pii/4 − w
) dw√
w
, (4.65)
and using (4.10),
W ′(a, x) =
√
k(a) a
3
4 e2aη√
pi
<
[
ei[ρ
∗(a)− 1
8
pi]Kd(a, x)
]
,
W ′(a,−x) = − a
3
4 e2aη√
pik(a)
=
[
ei[ρ
∗(a)− 1
8
pi]Kd(a, x)
]
,
(4.66)
where Kd(a, x) denotes the sum of the integrals between the square
brackets in (4.61) with fi(v) replaced with gi(v) = (te
− 1
4
pii−w)fi(v).
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The asymptotic expansions follows from (2.29) and (2.33) of [10].
We change t→ −it and µ→ µe 14pii in these formulae and obtain
U
(
ia, xe−pii/4
)
∼ a
− 1
2
ia− 1
4 e
1
2
ia− 1
8
pii− 1
4
pia+2aη
√
2(1− t2) 14
∞∑
s=0
is
φs(τ
∗)
(2a)s
,
U ′
(
ia, xe−pii/4
)
∼ −a
− 1
2
ia+ 1
4 e
1
2
ia+ 1
8
pii− 1
4
pia+2aη(1− t2) 14√
2
×
∞∑
s=0
is
ψs(τ
∗)
(2a)s
,
(4.67)
where η is defined in (3.9) and φs(τ
∗) are the same as in (3.35).
It follows from (4.10) that
W (a, x) ∼
√
k(a)
a
1
4 (1− t2) 14
e2aη <
[
eiρ
∗(a)
∞∑
s=0
isφs(τ
∗)
(2a)s
]
,
W ′(a, x) ∼ −
√
k(a) a
1
4 (1− t2) 14 e2aη
×<
[
ei[ρ
∗(a)+ 1
4
pi]
∞∑
s=0
isψs(τ
∗)
(2a)s
]
.
(4.68)
The asymptotic expansions in (4.68) hold when a → ∞, uniformly
with respect to t ∈ [−1+ δ, 1− δ], where δ is a fixed positive number.
4.3.3 Unstable representations For large values of aη the representa-
tions for W (a,−x) and W ′(a,−x) in (4.64) and (4.66) are unstable.
To see this, observe that (4.68) can be used for t ∈ [−1 + δ, 1 − δ].
The dominant behaviour comes from
√
k(a)e2aη. Since (see (4.8))
k(a) ∼ 12e−pia, the dominant behaviour comes from eaχ, where χ =
arcsin t−t√1− t2, an odd function that is positive on (0, 1]. This dom-
inant behaviour does not appear in the representations for W (a,−x)
and W ′(a,−x) in (4.64) and (4.66). There we see the dominant parts
e2aη/
√
k(a); in η we use positive t when x is positive. It follows that
the imaginary parts in the right-hand sides of (4.64) and (4.66) have
to be very small when aη is large. In fact, the first integral in (4.61)
should be of order e−4aη in that case, which is not apparent from this
representation.
A possible solution to this problem is using the representations for
W (a, x) and W ′(a, x) in (4.64) and (4.66) for t ∈ [−1, 0]. However,
when t ↓ −1 the phase of w+ becomes 3pi/4 and that of w− becomes
−5pi/4, which is outside the standard interval (−pi, pi] of the phase
of w in (4.42); that is, w is outside the standard Riemann sheet. In
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Figure 3 the path for the case t = −0.99 is shown. The technical
details will be worked out when writing the numerical algorithms.
5 Concluding remarks
In a future paper we will discuss the numerical aspects and describe
computer algorithms based on the integral representations given in
this paper. Several quantities have to be calculated with great care.
For example, straightforward use of ψ(θ) defined in (2.10) when θ
is small, that is, at the saddle point, will give cancellation of lead-
ing digits. Also, to represent the functions for a large range of the
parameters scaling is needed.
When implementing the representations we will decide if the steep-
est descent paths will be used or approximations of these paths, as
we suggested for the W−function in § 4.2. For example, integrating
in (2.3) along the vertical line through the saddle point w0 gives a
simpler representation than (2.9). However, the integral along the
vertical line has a non-real phase function. Another approximation of
a steepest descent contour is given in (3.13). We will investigate effi-
ciency aspects in combination with programming aspects in deciding
which representation in these examples should be used.
This also holds for the quite complicated steepest descent paths
in § 4.3.2. We have not indicated in (4.61) the relation between v and
u on the different parts of the path. This will be done during the
implementation of the algorithms.
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