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Re´sume´
Nous exposons syste´matiquement les relations entre les mode`les
de gaz avec particules dures, l’e´nume´ration des animaux dirige´s, et
l’alge`bre des se´ries formelles en variables partiellement commutatives,
d’apre`s les travaux de X.G.Viennot. Nous donnons une solution com-
ple`te simplifie´e, en utilisant cette alge`bre, de l’e´nume´ration des ani-
maux dirige´s sur re´seau plan. L’article inclut un programme rapide de
ge´ne´ration ale´atoire de ces animaux, avec distribution uniforme, et des
images obtenues a` l’aide de ce programme.
Abstract
We give a systematic presentation of relations between lattice gas
models with hard-core interactions, enumeration of directed-site ani-
mals, and the algebra of formal power-series in the partially commuta-
tive case, along the work of X.G.Viennot. We present a complete and
simplified solution, using this algebra, of the directed animals enumer-
ation problem in two dimensions, including a fast program for random
generation of such animals (with uniform distribution) and images pro-
duced by this program.
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1 Introduction
Certains physiciens (voir par exemple [3, 5, 9, 10, 13]) s’inte´ressent a`
des mode`les thermodynamiques extreˆmement sche´matiques, mais ou` appa-
raissent de´ja` des phe´nome`nes critiques, dont ils peuvent faire une e´tude
de´taille´e. Dans ces mode`les, des particules sont place´es sur certains sommets
d’un graphe G, appele´s sites (au plus une particule par site) ; la disposition
des particules forme une configuration, et l’e´nergie d’une configuration est la
somme de deux se´ries de termes : les premiers repre´sentent la contribution
individuelle de chaque particule, les seconds l’interaction entre particules
voisines (c’est a` dire relie´es par une areˆte du graphe).
Les configurations e´tudie´es sont de tre`s grande taille, et on s’inte´resse a`
leurs proprie´te´s statistiques ; cette e´tude se rame`ne a` celle de la fonction de
partition du mode`le, note´e traditionnellement Z, qui joue un roˆle voisin d’une
fonction ge´ne´ratrice en combinatoire ; d’ailleurs le calcul de Z se rame`ne
souvent explicitement a` celui d’une se´rie e´nume´ratrice : voir en particulier
[13].
X.G.Viennot a de´couvert – voir par exemple [16] – que, dans le cas
particulier des mode`les dits avec particules dures, cette e´tude est lie´e a`
celle du mono¨ıde partiellement commutatif, introduit en 1969 par P.Cartier
& D.Foata [6], et qui fait l’objet aujourd’hui de recherches actives dans
un domaine a` priori e´loigne´, celui de la mode´lisation des algorithmes par-
alle`les en informatique the´orique. Cet article expose cette approche de fac¸on
syste´matique, et inclut la solution selon cette ligne, due aux auteurs, du
proble`me de l’e´nume´ration des animaux dirige´s plans.
La section 2 pre´sente la classe de mode`les e´tudie´s, et contient les de´fini-
tions issues de la physique, en particulier celle de la fonction de partition.
La section 3 introduit la notion d’empilement de configurations, les ope´ra-
tions alge´briques sur ces objets, les the´ore`mes fondamentaux de cette alge`bre
(qui est celle des se´ries en variables partiellement commutatives), et leurs
corollaires pour les mode`les avec particules dures.
La section 4 pre´sente les animaux dirige´s sur un re´seau, et montre que,
sous certaines conditions, l’e´nume´ration de ces animaux, sur un re´seau de
dimension d, se rame`ne directement a` celle d’empilements, sur un re´seau de
dimension d− 1.
Dans la section 5, on ache`ve les calculs dans le cas le plus simple, celui du
mode`le de gaz sur re´seau line´aire, qui correspond aux animaux dirige´s sur
re´seau plan. Dans ce cas, les se´ries en variables partiellement commutatives
ve´rifient des e´quations alge´briques simples, qui fournissent a` la fois les se´ries
e´nume´ratrices des animaux, et des bijections avec des objets combinatoires
classiques, les chemins (ou mots) de Motzkin.
Ces bijections sont utilise´es section 6, pour programmer la construc-
tion d’animaux dirige´s plans ale´atoires, avec distribution uniforme, en temps
line´aire. La section 6 est illustre´e de dessins typiques d’animaux de grande
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taille, produits par notre logiciel ; leur aspect filiforme surprend l’intuition.
La section 7 e´nume`re les principaux proble`mes ouverts, en particulier
celui d’une interpre´tation combinatoire de la solution de R.Baxter pour le
mode`le des hexagones durs.
2 Mode`les en me´canique statistique
2.1 Mode`le d’Ising et mode`le de gaz
Dans le mode`le d’Ising du ferromagne´tisme, chaque site i est occupe´ par
un petit aimant, avec deux orientations oppose´es possibles, note´s σi = ±1,
et l’e´nergie est donne´e par :
E = −H
∑
site i
σi − J
∑
areˆte (i,j)
σiσj (1)
ou` H de´signe le champ magne´tique externe, et J la constante d’interaction.
L’e´nergie due au champ externe est minimale lorsque les aimants sont ori-
ente´s dans le sens du champ ; lorsque la constante J est positive, l’e´nergie
d’interaction est minimale lorsque tous les aimants sont oriente´s dans le
meˆme sens, d’ou` le nom de ferromagne´tisme — on ne s’e´tonnera pas de con-
stater que l’e´nergie minimale est ne´gative, car E est de´fini a` une constante
additive pre`s. Lorsque J < 0, chaque aimant pousse ses voisins a` s’orienter
en sens contraire de lui-meˆme : on parle d’antiferromagne´tisme.
Il existe un mode`le analogue des gaz : chaque site i est occupe´ ou vide,
ce qu’on note si = 1 ou 0, et l’e´nergie vaut :
E = −µ
∑
site i
si − ǫ
∑
areˆte (i,j)
sisj (2)
µ est appele´ potentiel chimique ; le cas ǫ > 0 correspond a` une attraction
entre particules, et ǫ < 0 a` une re´pulsion ; le cas ǫ = 0 est celui, sans inte´reˆt
ici, du gaz parfait.
Dans le mode`le du ferromagne´tisme, il existe une interaction entre chaque
paire de sites voisins ; dans le mode`le du gaz, cette interaction n’existe que
si les sites sont occupe´s. Pour comparer les deux mode`les, on effectue le
changement de variable σi = 2si−1 ; l’e´nergie d’interaction associe´e a` l’areˆte
(i, j) devient alors :
σiσj = 4sisj − 2si − 2sj + 1
Lorsqu’on somme cette quantite´ pour toutes les areˆtes, le terme line´aire −2si
apparaˆıt avec un coefficient e´gal au degre´ qi du site i (le degre´ d’un sommet
est de´fini comme le nombre d’areˆtes incidentes). Donc (1) devient :
E = −2H
∑
site i
si + 2J
∑
site i
qisi − 4J
∑
areˆte (i,j)
sisj
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en ignorant la constante nH − mJ , ou` n (resp. m) de´signe le nombre de
sommets (resp. areˆtes) du graphe. Si le graphe est re´gulier, chaque degre´ qi
est e´gal a` une constante q, et on voit que dans ce cas les deux mode`les sont
e´quivalents, avec :
µ = 2H − 2qJ, ǫ = 4J
(cf. [3, section 1.9]).
2.2 Fonction de partition
L’axiome essentiel de la me´canique statistique (formule de Gibbs), af-
firme que la probabilite´ d’observation d’une configuration donne´e, d’e´nergie
totale E, est proportionnelle a` e−βE, ou` β est une constante positive. β
de´pend du milieu exte´rieur, dans lequel est plonge´ le mode`le ; plus pre´ci-
se´ment :
β =
1
kT
ou` k de´signe la constante de Boltzmann, et T la tempe´rature absolue. Lorsque
β est grand, les configurations de forte e´nergie deviennent tre`s improbables :
le milieu exte´rieur est froid ; inversement, lorsque β tend vers ze´ro, toutes
les configurations tendent a` devenir e´quiprobables : le milieu exte´rieur est
chaud.
La fonction
Z(T ) =
∑
e−βE =
∑
e−E/kT
ou` la sommation est e´tendue a` toutes les configurations possibles, est appele´e
fonction de partition — de´finir l’e´nergie E a` une constante additive pre`s, a
pour effet de de´finir Z a` une constante multiplicative pre`s. La probabilite´
d’observer une configuration donne´e, d’e´nergie E, vaut donc :
e−βE
Z(T )
(3)
La tempe´rature n’est pas en ge´ne´ral la seule variable dont de´pende la
fonction Z : d’autres grandeurs physiques, comme le champ magne´tique,
peuvent intervenir dans le calcul de l’e´nergie d’une configuration, et donc
de Z. Les physiciens montrent que l’e´tude statistique du mode`le se rame`ne
toujours a` l’e´tude de la fonction Z et de ses de´rive´es ou de´rive´es partielles ;
la section suivante illustrera ce principe ge´ne´ral.
2.3 Mode`les avec particules dures
Un cas limite des mode`les de gaz pre´ce´dents est obtenu en supposant que
la re´pulsion entre particules est si forte que les configurations comportant
des particules voisines ont une probabilite´ ne´gligeable d’exister ; autrement
dit, chaque particule est suffisamment dure, et occupe un volume tel, que
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deux sites voisins ne peuvent eˆtre occupe´s simultane´ment. Les seules con-
figurations possibles correspondent alors aux ensembles de sommets qu’on
appelle stables en the´orie des graphes : deux sommets distincts d’une meˆme
configuration ne sont jamais relie´s par une areˆte. L’e´nergie d’une telle con-
figuration de n e´le´ments se re´duit a` −nµ, et en posant
t = eβµ = eµ/kT
la fonction de partition vaut :
Z(t) =
∑
αnt
n (4)
ou` αn de´signe le nombre de stables de taille n. En utilisant (3), on en de´duit
que le nombre moyen de particules vaut :∑
nαnt
n
Z(t)
=
tZ ′(t)
Z(t)
= t
d
dt
lnZ(t) (5)
Cet exemple est caracte´ristique du roˆle de la fonction de partition Z et
de ses de´rive´es dans un calcul de moyenne.
2.4 Limite thermodynamique
La de´finition de la fonction de partition pour un graphe infini n’est pas
imme´diate : les formules pre´ce´dentes n’ont plus de sens, puisque le nombre de
configurations est infini. D’autre part la seule classe inte´ressante de graphes
infinis, dans ce contexte, est celle des re´seaux.
En mathe´matiques (voir par exemple [8]), un re´seau de dimension d
de´signe habituellement, dans un espace affine, un ensemble de points iso-
morphe a` Zd ; les points associe´s, par l’isomorphisme, a` ceux dont les coor-
donne´es valent 0 ou 1, forment le paralle´lotope de base B ; dans un espace
euclidien, un re´seau est cristallographique si les syme´tries orthogonales par
rapport aux faces de B laissent le re´seau invariant.
Dans le pre´sent contexte, un re´seau de´signe un graphe, dont l’ensem-
ble des sommets est un re´seau cristallographique ; le choix le plus simple
pour les areˆtes est de ne relier que les voisins les plus proches (re´seau nn,
pour “nearest neighbour”, chez les anglo-saxons), mais on peut ajouter des
areˆtes qui relient les voisins “au second rang” (re´seau nnn, pour “next near-
est neighbour”), etc. . . A un meˆme re´seau cristallographique peuvent donc
correspondre plusieurs graphes : sur la figure 1-(a), chaque sommet est de
degre´ 4, tandis que sur la figure 1-(b), chaque sommet est de degre´ 8.
Notons qu’on peut e´tendre la notion de re´seau en affaiblissant les hy-
pothe`ses sur l’ensemble des sites : par exemple, si on pave le plan par des
hexagones, les sommets ne forment plus un ensemble isomorphe a` Z2 (il
manque les centres des hexagones), mais le graphe obtenu est re´gulier, et
de´finit un mode`le d’interaction inte´ressant, ou` chaque site est de degre´ 3.
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Fig. 1: Re´seaux carre´s (a) nn (b) nnn
Pour de´finir la fonction de partition d’un re´seau G, on conside`re l’inter-
section Gk de G avec un disque de rayon donne´, ou` k de´signe le nombre de
sites de Gk. Soit Zk la fonction de partition de Gk ; Zk n’est pas une quantite´
proportionnelle a` la taille k du syste`me (le nombre de configurations croˆıt
exponentiellement avec la taille), mais la me´canique statistique enseigne que
c’est le cas de lnZk, lorsque k est grand ; plus pre´cise´ment, la fonction Z
de´finie par :
lnZ = lim
k→∞
lnZk
k
(6)
existe, et cette limite est inde´pendante de la de´finition pre´cise de Gk. Les
physiciens appellent ce type de limite la limite thermodynamique ; consulter
R.Baxter [3], ou un cours de me´canique statistique, comme [7], pour une
pre´sentation comple`te.
Les phe´nome`nes critiques correspondent aux singularite´s de la fonction
de partition Z de´finie par (6), et a` celles de ses de´rive´es ou de´rive´es partielles.
Le nombre moyen de particules par site, appele´ densite´ moyenne par site,
est donne´, sur un re´seau infini, par le membre droit de la formule (5) ou` Z
de´signe cette fois la fonction de partition pour la limite thermodynamique.
Le mode`le des carre´s (resp. hexagones) durs correspond a` l’e´tude d’un
gaz, dont les particules sont dispose´es sur un re´seau carre´ (resp. hexagonal)
infini, de telle sorte que deux sites voisins ne peuvent eˆtre simultane´ment
occupe´s. Pour rendre visible cette dernie`re condition, on peut repre´senter
les particules par des carre´s (resp. hexagones) qui ne se chevauchent pas,
comme sur la figure 2. Dans la suite de cet article, un site occupe´ par une
particule sera simplement indique´ par un disque noir.
Le calcul de la fonction de partition du mode`le des hexagones durs a e´te´
re´ussi par Baxter en 1980 : voir [3] pour une pre´sentation comple`te ; c’est
un calcul complexe, qui fait intervenir entre autres les identite´s de Rogers-
Ramanujan ; le calcul de la fonction de partition du mode`le des carre´s durs
reste un proble`me ouvert.
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Fig. 2: Exemples de configurations
dans le mode`le des (a) carre´s durs (b) hexagones durs
9
3 Se´ries en variables partiellement commutatives
3.1 Empilements
Soit un graphe G ; les sommets de G formeront dans la section suivante
les lettres d’un alphabet, et leur ensemble sera donc note´ A ; une areˆte de G
est une paire (non oriente´e) {a, b} de sommets distincts.
Deux sommets de G sont dits voisins s’ils sont identiques, ou relie´s par
une areˆte de G ; le voisinage V (a) d’un sommet a est l’ensemble des som-
mets voisins de a ; le voisinage V (B) d’une partie B ⊆ A est de´fini comme
d’habitude par :
V (B) =
⋃
b∈B
V (b)
Dans toute la suite nous conviendrons qu’une configuration C est un
ensemble de sommets tel qu’aucune paire de sommets distincts de C ne
soient voisins (c’est ce qu’on appelle un stable en the´orie des graphes). Un
empilement est une suite finie (C1, C2, . . . , Cn) de configurations non vides
telle que :
Ci ⊆ V (Ci−1), 1 < i ≤ n (7)
L’entier n est la hauteur de l’empilement ; chaque configuration Ci est ap-
pele´e couche nume´ro i, et la premie`re couche, C1, est la base de l’empilement.
Si n = 0, l’empilement est vide, et ne posse`de pas de base.
Un empilement peut aussi eˆtre de´crit comme un ensemble de cellules
(a, i), ou` a est un sommet de G, et i un entier infe´rieur ou e´gal a` la hauteur
n de l’empilement ; i est la hauteur de la cellule, et la couche nume´ro i est
forme´e des cellules de hauteur i ; les cellules ayant meˆme projection a sur A
forment la fibre Fa au-dessus de a. On dira pour abre´ger que deux cellules
(a, i) et (b, j) sont voisines si les sommets a et b sont voisins ; on peut alors
reformuler la de´finition d’un empilement de la manie`re suivante :
– deux cellules distinctes de la meˆme couche ne sont jamais voisines (8)
– pour i > 1, chaque cellule de la couche i posse`de au moins une voisine
dans la couche i− 1 (9)
La taille |E| d’un empilement E est e´gale, par de´finition, au nombre de
cellules qui composent E. Une configuration peut eˆtre confondue avec un
empilement de hauteur 1 ; a` la configuration vide, correspond l’empilement
vide, de taille et de hauteur nulles.
Exemple 1: la figure 3 montre un empilement de hauteur 4, et
de taille 8 :
C1 = {a, c} V (C1) = {a, b, c, d, e, g}
C2 = {b, e, g} V (C2) = {a, b, c, e, f, g, h}
C3 = {e} V (C3) = {a, e, f, h}
C4 = {a, f}
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Fig. 3: Un empilement E de configurations sur le graphe G
C1, C2, C3, C4 sont des configurations qui ve´rifient la condition
(7), donc
E = (C1, C2, C3, C4)
est un empilement, constitue´ des cellules :
(a, 1), (c, 1), (b, 2), (e, 2), (g, 2), (e, 3), (a, 4), (f, 4).
La notion d’empilement est due a` X.G.Viennot [15], qui repre´sente les
cellules par des pie`ces ge´ome´triques, dessine´es de telle sorte que deux pie`ces
aient une intersection non vide si et seulement si elles sont voisines. Les
pie`ces de la couche C1 sont pose´es sur le sol, celles de la couche C2 sont
pose´es par dessus, et ainsi de suite (deux pie`ces de la meˆme fibre ont meˆme
projection sur le sol). Graˆce a` la condition (9), chaque pie`ce d’un empilement
repose sur sa (ou ses) voisine(s) de la couche infe´rieure.
3.2 Mono¨ıde partiellement commutatif
Soit A∗ le mono¨ıde libre sur l’alphabet A des sommets du graphe G ; le
mono¨ıde partiellement commutatif associe´ a` G, note´ pc(G), est le quotient
de A∗ par les relations de commutation :
ab = ba
pour tous sommets a, b non voisins dans G (on dit que G est le graphe de
non-commutation). Les e´le´ments de pc(G) sont appele´s traces, et la trace
du mot u est note´e [u]. Deux mots u, v de A∗ ont meˆme trace si l’on peut
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passer de l’un a` l’autre par une suite de commutations autorise´es, c’est a`
dire d’e´changes entre lettres conse´cutives de´signant des sommets de G non
voisins ; dans ce cas on dit qu’ils sont e´quivalents, et on note : u ∼ v.
A une configuration C = {a, b, c, . . .}, associons la trace du mot u(C) =
abc . . . ; par de´finition d’une configuration, les lettres a, b, c, . . . commutent
toutes entre elles, et la trace [u(C)] est donc bien de´finie, car elle ne de´pend
pas de l’ordre dans lequel on e´nume`re les e´le´ments de C.
A un empilement E = (C1, C2, . . . , Cn), associons le produit des [u(Ci)]
dans pc(G) (si l’empilement est vide, on lui associe la trace du mot vide),
et notons Φ cette application.
Exemple 1 (suite): la trace Φ(E) de l’empilement E de la fig-
ure 3, est la classe du mot acbegeaf modulo les 16 commuta-
tions : ac = ca, af = fa, . . . , fh = hf .
Re´ciproquement, a` tout mot u = a1 . . . an de A
∗, associons l’empilement
E(u) constitue´ des cellules (ai, h(ai)), ou` la hauteur h(ai) de la lettre ai est
de´finie par re´currence comme suit :
h(ai) = 1 + max{h(aj) | j < i et aj ∈ V (ai)} (10)
avec la convention max(∅) = 0.
On ve´rifie facilement que E(u) est bien un empilement – c’est a` dire
satisfait aux conditions (8) et (9) – et que cet empilement ne change pas si
l’on applique a` u une commutation autorise´e. Par passage au quotient, on
obtient donc une application Ψ de pc(G) dans l’ensemble des empilements,
et on a le re´sultat suivant, e´nonce´ dans [15] :
The´ore`me 1 Les applications Φ et Ψ sont des bijections, inverses l’une de
l’autre, entre l’ensemble des empilements sur un graphe G et le mono¨ıde
partiellement commutatif pc(G).
Preuve: lorsqu’on associe un mot u a` un empilement E, en e´nume´rant les
couches de E, puis qu’on calcule les hauteurs des lettres de u par la formule
(10), on retrouve les nume´ros des couches. Inversement, lorsqu’on part d’un
mot u, la de´finition (10) implique que les lettres de hauteur 1 commutent
avec toutes celles qui les pre´ce`dent, et donc u ∼ u1v, ou` u1 contient toutes
les lettres de hauteur 1 ; et ainsi de suite, ce qui prouve que u est e´quivalent
au mot obtenu en e´nume´rant les couches de E(u). ✷
En particulier, les empilements forment unmono¨ıde isomorphe a` pc(G) ;
notons que le produit des empilements (C1, . . . , Cn) et (C
′
1, . . . , C
′
p) n’est pas
en ge´ne´ral e´gal a` la suite de configurations (C1, . . . , Cn, C
′
1, . . . , C
′
p), qui ne
constitue pas un empilement, sauf dans le cas exceptionnel ou` C ′1 ⊆ V (Cn).
Dans le langage ge´ome´trique de X.G.Viennot, on compose deux empilements
en plac¸ant le second au dessus du premier, et en laissant les pie`ces du second
tomber sur celles du premier.
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Exemple 1 (suite): si on ajoute le sommet c a` l’empilement E
de la figure 3, c’est a` dire si on calcule le produit E′ = E.c, on
a :
E′ = (C1, C2, C
′
3, C4), C
′
3 = C3 ∪ {c}
car c commute avec tous les e´le´ments de C3 et C4, mais pas avec
b ∈ C2.
Notons aussi que lorsqu’on lit un mot u de droite a` gauche, on obtient
un nouvel empilement, dual de celui obtenu en lisant normalement le mot
de gauche a` droite ; cette transformation correspond ge´ome´triquement a` une
inversion du sens de la gravite´.
Graˆce au the´ore`me 1, les couches d’un empilement peuvent eˆtre in-
terpre´te´es comme une factorisation canonique d’un e´le´ment du mono¨ıde par-
tiellement commutatif ; c’est sous cette forme que ce the´ore`me est apparu
pour la premie`re fois, dans [6, the´ore`me 1.2], sous le nom de V-factorisation.
3.3 Se´ries formelles et the´ore`me d’inversion
A partir du mono¨ıde pc(G) – que nous ne distinguerons plus de´sormais
du mono¨ıde des empilements – on peut construire l’alge`bre des se´ries formelles
a` coefficients rationnels (par exemple) sur ce mono¨ıde : c’est l’alge`bre des
se´ries en variables partiellement commutatives. Un e´le´ment de cette alge`bre
est une application ∆ qui associe a` chaque empilement E (ou a` sa trace) un
coefficient ∆(E) dans le corps de base choisi ; on note :
∆ =
∑
empilement E
∆(E)E
et le produit est de´fini naturellement par :
∑
E1
∆1(E1)E1



∑
E2
∆2(E2)E2

 =∑
E

 ∑
E1E2=E
∆1(E1)∆2(E2)

E
On ve´rifie facilement qu’il n’existe qu’un nombre fini de factorisations de E
sous la forme E1E2, ce qui assure la cohe´rence de la de´finition du produit.
Conside´rons en particulier les se´ries suivantes, qui sont en fait des polynoˆmes
lorsque le graphe G est fini :
Γ =
∑
configuration C
C Γ =
∑
configuration C
(−1)|C|C (11)
et les se´ries analogues (se´rie caracte´ristique et se´rie alterne´e) pour les em-
pilements :
Θ =
∑
empilement E
E Θ =
∑
empilement E
(−1)|E|E (12)
en rappelant que |E| de´signe le nombre de cellules de E.
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Exemple 2: soit G le graphe : t t t
a b c
Omettons les crochets [ ] pour de´signer les traces des mots dans
pc(G) ; le polynoˆme Γ vaut :
1− a− b− c+ ac
tandis que la se´rie Θ de´bute par :
1 + a+ b+ c+ a2 + ab+ ac+ ba+ b2 + bc+ cb+ c2 + . . .
(noter l’absence du terme ca, car ac = ca ; un comptage manuel
montre que la se´rie comporte ensuite 21 termes de degre´ 3).
On a le re´sultat fondamental suivant :
The´ore`me 2 La se´rie caracte´ristique des empilements, Θ, et la se´rie al-
terne´e des configurations, Γ, de´finies par (11) et (12), sont inverses l’une
de l’autre. De meˆme, Θ est l’inverse de Γ.
Preuve: soit une configuration C et un empilement E ; l’e´quation CX =
E, dans le mono¨ıde des empilements, a une solution (unique) X si et seule-
ment si : C ⊆ C1, ou` C1 de´signe la base de E. Donc en effectuant le produit
Γ Θ, le coefficient d’un empilement donne´ E non vide vaut :
∑
(−1)|C|, la
sommation e´tant e´tendue a` tous les sous-ensembles C de C1. Or cette somme
est nulle (c’est la base des arguments combinatoires du type “inclusion-
exclusion”), ce qui prouve que Γ Θ = 1.
Le meˆme raisonnement est valable pour l’e´quation : XC = E, en lisant
les mots de droite a` gauche dans pc(G) (cf. empilement dual) ce qui prouve
que ΘΓ = 1. En changeant chaque variable en son oppose´e, on obtient aussi :
Γ Θ = Θ Γ = 1. ✷
Ce the´ore`me apparaˆıt dans [15], formule´ avec des valuations ; sa source,
cite´e dans [15], est a` nouveau [6, the´ore`me 2.4], ou` il est pre´sente´ comme un
calcul de fonction de Mo¨bius (cf. la preuve). Cas particuliers :
– si G est le graphe complet sur A, on retrouve la formule :
1
1−A = A
∗
dans l’alge`bre des se´ries en variables non commutatives.
– si G est le graphe totalement de´connecte´ – c’est a` dire sans areˆte – sur
A, toutes les variables commutent, la se´rie Γ se factorise en :
∏
a∈A(1−
a) et la se´rie Θ en :
∏
a∈A(1 + a+ a
2 + . . .)
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3.4 Pyramides et the´ore`me de de´composition
A un empilement E est associe´ un ordre sur les cellules de la manie`re
suivante : on dit que la cellule (a, i) pre´ce`de (b, j) dans E si :
a et b sont voisins, et i < j
et on conside`re l’ordre engendre´ par cette relation. Le diagramme de Hasse
(voir figure 4) rend cet ordre visible : c’est le graphe dont les sommets sont
les e´le´ments de l’ensemble partiellement ordonne´ conside´re´, et les arcs les
couples (x, y) tels que :
x < y et il n’existe pas d’e´le´ment z tel que x < z < y
❅
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❅❅
 
 
  
PP
PP
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 
 
  
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  
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✁
✁
✁
✁
✁
✁
✁ ❆
❆
❆
❆
❆
❆
❆
C1
C2
C3
C4
a c
b e g
e
a f
Fig. 4: Diagramme de Hasse de l’empilement E de la figure 3.
Une pyramide est un empilement dont la base C1 est un singleton. Con-
side´rons un empilement quelconque E, et une cellule γ de E ; l’ensemble des
cellules supe´rieures ou e´gales a` γ, pour l’ordre ci-dessus, forme une pyramide
de base γ, qu’on dit engendre´e par γ, et la de´composition :
E = XP, P pyramide de base γ (13)
est unique. Si E est repre´sente´ par un mot u, la cellule γ correspond a` une
occurrence d’une lettre a dans le mot u, et la pyramide P au mot forme´ par
les lettres situe´es a` droite de a dans u, et qu’aucune suite de commutations
autorise´es ne peut faire glisser a` gauche de a.
Exemple 1 (suite): l’empilement E est repre´sente´ par le mot
u = acbegeaf , et posse`de les 8 de´compositions suivantes (une
par cellule), de type (13), de´duites de la figure 4 :
u = cg.abeeaf = aee.cbgaf = acege.baf = acbg.eeaf
= acbeea.gf = acbeg.eaf = acbegef.a = acbegea.f
Aux se´ries caracte´ristiques et alterne´es des configurations et empile-
ments, de´finies par (11) et (12), ajoutons celles des pyramides :
Π =
∑
pyramide P
P Π =
∑
pyramide P
(−1)|P |P
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et les se´ries de´rive´es :
Γ ′ =
∑
configuration C
|C| C Θ′ =
∑
empilement E
|E| E (14)
(rappelons que |E| de´signe le nombre de cellules de E).
Notons qu’il n’y a pas de pyramide vide, donc la se´rie Π ne comporte
pas de terme constant.
Exemple 2 (suite): Soit G le graphe de la section 3.3 ; la se´rie
Π de´bute par :
a+ b+ c+ a2 + ab+ ba+ b2 + bc+ cb+ c2 + . . .
(suivis de 18 termes de degre´ 3).
The´ore`me 3 La se´rie caracte´ristique des pyramides est la “de´rive´e loga-
rithmique droite” de celle des empilements ; plus pre´cise´ment, dans l’anneau
des se´ries formelles en variables partiellement commutatives, on a :
Θ′ = ΘΠ (15)
De meˆme, la se´rie alterne´e des pyramides est l’oppose´e de la “de´rive´e loga-
rithmique gauche” de la se´rie caracte´ristique des configurations :
Γ ′ = −Π Γ (16)
Preuve: l’e´quation (15) re´sulte directement de la de´composition (13), car,
pour un empilement donne´ E, il existe |E| de´compositions de ce type (une
par cellule). L’e´quation (16) est une conse´quence alge´brique de (15) et du
the´ore`me d’inversion (the´ore`me 2), car la de´rive´e logarithmique de l’inverse
de Θ est, bien entendu, l’oppose´e de la de´rive´e logarithmique de Θ.
Pre´cise´ment, en multipliant a` gauche les deux termes de (15) par l’inverse
de Θ, on obtient :
Γ Θ′ = Π
D’autre part, de l’e´galite´ :
|E1E2|E1E2 = (|E1|+ |E2|)E1E2 = (|E1|E1)E2 + E1(|E2|E2)
on de´duit par line´arite´ que la formule habituelle de de´rivation d’un produit
est applicable aux se´ries en variables partiellement commutatives, et donc :
(Γ Θ)′ = Γ ′ Θ+ Γ Θ′
et la formule Γ Θ = 1 implique donc :
Γ ′ Θ = −Γ Θ′ d′ou` Γ ′ Θ = −Π
On en de´duit (16) en multipliant a` droite par Γ et en changeant les variables
en leurs oppose´es, ce qui e´change se´ries caracte´ristiques et alterne´es. ✷
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3.5 Applications aux mode`les de gaz
Corollaire 4 Soit un mode`le de gaz avec particules dures, sur un graphe
fini G, et soit :
t = eµ/kT
ou` µ de´signe le potentiel chimique du mode`le, k la constante de Boltzmann,
et T la tempe´rature. Le nombre moyen de particules vaut :
∞∑
n=1
(−1)n−1pn tn
ou` pn de´signe le nombre de pyramides de taille n sur G.
Preuve: Pour toute se´rie en variables partiellement commutatives ∆,
appelons projection de ∆ la se´rie ordinaire δ(t) obtenue en remplac¸ant les
lettres de l’alphabet A par une meˆme variable t. La projection est donc
l’application :
∆ =
∑
E
∆(E)E → δ(t) =
∞∑
n=0

 ∑
|E|=n
∆(E)

 tn
Comme par hypothe`se G est fini, il n’existe qu’un nombre fini d’empilements
de taille n, et la se´rie δ est bien de´finie.
Par de´finition, de´river ∆ – cf. (14) – consiste a` multiplier chaque coef-
ficient ∆(E) par la taille |E| de l’empilement ; donc la projection de ∆′ se
de´duit de δ en remplac¸ant tn par ntn, autrement dit vaut t δ′(t).
Les projections de Γ,Θ et Π sont les se´ries ge´ne´ratrices γ(t), θ(t) et π(t)
qui e´nume`rent respectivement les configurations, empilements et pyramides
selon leur taille ; la formule (16) implique :
t γ′(t) = −π(−t) γ(t)
Or la fonction de partition Z(t) du mode`le est e´gale a` γ(t), selon la
formule (4), section 2.3 ; et le nombre moyen de particules vaut t Z ′(t)/Z(t),
selon (5) : le corollaire suit. ✷
Corollaire 5 Soit un mode`le de gaz avec particules dures, sur un re´seau G,
et soit O un sommet de G. La densite´ moyenne par site vaut :
∞∑
n=1
(−1)n−1pn tn
ou` pn de´signe le nombre de pyramides de taille n sur G, de base O.
Preuve: sur un re´seau, infini par de´finition, projeter une se´rie n’a en
ge´ne´ral plus de sens, car il existe une infinite´ d’empilements de taille donne´e ;
par contre on peut projeter la se´rie ΠO des pyramides de base O, et la
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se´rie ge´ne´ratrice correspondante π(t) ne de´pend pas du choix de O, graˆce a`
l’homoge´ne´ite´ d’un re´seau. D’autre part, soit Gk une portion finie du re´seau,
comportant k sommets (cf. section 2.4) ; on se doute que si k est suffisamment
grand, et Gk de´finie de fac¸on raisonnable, le nombre de pyramides de taille n
sur Gk, et de base a, de´pend peu du choix de a ; autrement dit la se´rie πk(t)
qui e´nume`re toutes les pyramides sur Gk, vaut approximativement k π(t).
On peut montrer qu’on a exactement :
π(t) = lim
k→∞
πk(t)
k
(17)
Par de´finition, la densite´ par site est e´gale au nombre de particules divise´
par le nombre de sommets ; le corollaire 5 est donc une conse´quence du
pre´ce´dent. ✷
Ce corollaire peut eˆtre interpre´te´ comme la limite thermodynamique du
corollaire 4, au sens de la section 2.4 ; de meˆme que les physiciens doivent
de´finir la fonction de partition d’un gaz sur un re´seau par une moyenne
logarithmique, ici il faut remplacer l’e´nume´ration des configurations par celle
des pyramides de base fixe´e, qui seule garde un sens. Notons cependant que
notre de´marche, en dehors de la formule (17), est purement alge´brique, et
repose sur les deux the´ore`mes fondamentaux de l’alge`bre des se´ries formelles
en variables partiellement commutatives (inversion et de´composition).
3.6 Empilements stricts
Un empilement est dit strict si deux couches conse´cutives ne contiennent
jamais la meˆme lettre, autrement dit si la condition (7) est remplace´e par :
Ci ⊆ V (Ci−1)− Ci−1, 1 < i ≤ n
Si u est un mot de A∗ qui repre´sente l’empilement E, E est strict si et
seulement si, pour toute de´composition :
u = u1 a u2 a u3
il existe une lettre de u2 qui ne commute pas avec a (voir par exemple la
formule (10) pour le prouver) ; on dira qu’un tel mot est lui aussi strict.
The´ore`me 6 La se´rie caracte´ristique des empilements, Θ, se de´duit de celle
des empilements stricts en substituant
a
1− a = a+ a
2 + a3 + . . .
a` chaque lettre a de l’alphabet A. Inversement, on passe des empilements
aux empilements stricts par la substitution :
a→ a
1 + a
= a− a2 + a3 − . . .
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Preuve: la seconde affirmation est une conse´quence imme´diate de la premie`re,
car l’inverse de la fonction a→ a/(1 − a) est la fonction a→ a/(1 + a).
Conside´rons ensuite un empilement E, et u un mot qui repre´sente E ;
e´crivons u en regroupant les lettres conse´cutives e´gales :
u = ar11 a
r2
2 . . . a
rm
m avec ai 6= ai+1 pour 1 ≤ i < m
et parmi tous les mots u e´quivalents qui repre´sentent le meˆme empile-
ment E, choisissons-en un avec le nombre m de facteurs minimal. Alors
v = a1a2 . . . am est strict ; sinon il existe i < j avec ai = aj qui commute
avec tout ak, pour i < k < j, et on peut diminuer le nombre de facteurs de
u en regroupant arii et a
rj
j en a
ri+rj
i .
Il reste a` montrer que la trace du mot strict ainsi obtenu est unique ;
soient v = a1a2 . . . am et v
′ = b1b2 . . . bn deux mots stricts tels que u =
ar11 a
r2
2 . . . a
rm
m et u
′ = bs11 b
s2
2 . . . b
sn
n soient e´quivalents ; soit bi la premie`re
occurrence de a1 dans v
′ ; puisque u ∼ u′, bi commute avec bk pour k < i.
Posons w = b1 . . . bi−1bi+1 . . . bn ; on a donc v
′ ∼ a1w. D’autre part, si par
exemple r1 > si, il existe j > i tel que bj = bi commute avec bk pour
i < k < j, ce qui contredit le fait que v′ soit strict ; on fait un raisonnement
syme´trique si r1 < si. Donc r1 = si, et on peut simplifier l’e´quivalence u ∼ u′
par ar11 ; par re´currence sur la longueur des mots, on sait que a2 . . . am ∼ w,
d’ou` v ∼ v′. ✷
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4 Animaux dirige´s
4.1 De´finition
Les physiciens appellent animal un ensemble de points, ou cellules, sur
un re´seau, qui se de´veloppe a` partir d’une configuration initiale par adjonc-
tion de cellules sur les sites vides voisins de ceux occupe´s (deux sites sont
voisins s’ils sont relie´s par une areˆte du re´seau). La taille d’un animal est
e´gale au nombre de ses cellules. Si la configuration initiale est connexe, en
particulier si elle est re´duite a` un seul point, l’animal est connexe : deux cel-
lules distinctes peuvent toujours eˆtre relie´es, dans le re´seau, par un chemin
dont tous les sommets appartiennent a` l’animal. La ge´ne´ration de ces ani-
maux obe´it a` diffe´rentes lois, selon qu’ils servent a` mode´liser des proble`mes
de percolation, de croissance de cristaux ou de polyme`res, etc. . .
Les animaux dirige´s sont contraints de se de´velopper dans des directions
privile´gie´es, de´finies en orientant les directions des areˆtes du re´seau ; pour
chaque cellule il existe donc dans l’animal un chemin oriente´ depuis la con-
figuration initiale, appele´e source, vers la cellule ; on suppose en ge´ne´ral que
la source est re´duite a` un point. La figure 5 montre des exemples d’ani-
maux dirige´s sur re´seaux plans ; notons que le cas (b) peut eˆtre aussi obtenu
a` partir d’un re´seau carre´ nnn (voir figure 1, section 2.4 ), avec les direc-
tions privile´gie´es Est, Nord et Nord-Est ; un tel re´seau est souvent appele´
triangulaire.
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Fig. 5: Animaux dirige´s sur re´seaux (a) carre´ (b) hexagonal
Nous allons montrer, section 4.4, que sur certains types de re´seaux, les
animaux dirige´s correspondent a` des empilements. Cette e´quivalence passe
par le coloriage des re´seaux, qui permet de construire une variante des em-
pilements, et de de´finir clairement les re´seaux pour lesquels l’e´quivalence est
observable ; c’est l’objet des deux sections suivantes.
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4.2 Empilements colorie´s
Nous avons pre´sente´, section 3.2, la bijection fondamentale entre mots
en variables partiellement commutatives, et empilements ; la clef de cette bi-
jection re´side dans la re´partition en couches des lettres successives d’un mot,
de telle sorte que l’ordre des couches spe´cifie entie`rement l’ordre des lettres
dans le mot, aux commutations autorise´es pre`s. Autrement dit, on ajoute
un nouveau sommet a a` un empilement en respectant la re`gle fondamentale
suivante : la hauteur de a est strictement supe´rieure a` celles de toutes les
fibres Fb, pour b voisin de a.
Il est possible d’introduire des variantes dans la de´finition des couches,
tout en conservant cette re`gle ; on obtient alors de nouvelles varie´te´s d’em-
pilements, toutes e´quivalentes entre elles, puisque isomorphes au mono¨ıde
partiellement commutatif. La variante standard, e´tudie´e jusqu’a` pre´sent,
consiste a` placer a aussi bas que possible – voir formule (10). Dans cette sec-
tion, nous ajouterons une contrainte, qui impose a` tous les sommets d’une
couche d’eˆtre de la meˆme couleur.
Un graphe colorie´ est un graphe G dont les sommets sont colorie´s avec
r couleurs, note´es 1, 2, . . . , r, de telle sorte que deux sommets voisins soient
de couleurs diffe´rentes ; on notera Gs l’ensemble des sommets de couleur
s (1 ≤ s ≤ r) ; la figure 6 montre un re´seau line´aire et un re´seau carre´
colorie´s avec deux couleurs, ainsi qu’un re´seau hexagonal colorie´ avec trois
couleurs.
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Fig. 6: Re´seaux colorie´s (a) line´aire (b) carre´ (c) hexagonal
Dans un empilement colorie´ chaque couche Ci (1 ≤ i ≤ n) est un sous-
ensemble de Gs, avec i ≡ s mod r ; les couches sont donc successivement de
couleurs 1, 2, . . . r, et ainsi de suite de fac¸on cyclique. La de´finition d’une
coloration garantit que deux cellules d’une meˆme couche ne sont jamais
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voisines dans G.
Dans un empilement standard, chaque cellule qui ne fait pas partie de
la base, repose sur une voisine de la couche imme´diatement infe´rieure ; dans
un empilement colorie´, on impose seulement qu’une telle cellule posse`de au
moins une voisine dans l’une des r couches infe´rieures. Autrement dit le
placement d’un nouveau sommet a dans un empilement colorie´ se fait selon
le meˆme principe que dans un empilement standard, mais en tenant compte
de la couleur de a dans le choix de la couche la plus basse au-dessus des
fibres voisines.
Bien qu’il n’existe pas de relation simple entre les couches d’un em-
pilement standard, et celles d’un empilement colorie´, les mots obtenus par
e´nume´ration des couches dans un empilement standard, et dans l’empilement
colorie´ correspondant, sont e´quivalents.
La figure 7 montre un empilement colorie´ sur le re´seau line´aire G, et
l’empilement standard associe´ ; les sommets de G sont repre´sente´s par des
entiers : les entiers pairs sont noirs, les impairs blancs ; deux sommets i et j
commutent si |i−j| ≥ 2. Les mots obtenus par e´nume´ration des couches sont
respectivement 0102302302401 et 0102030203241, qui sont bien e´quivalents.
La cellule la plus haute de la fibre F1 repose sur la fibre F0 dans l’empilement
colorie´, tandis qu’elle repose sur F2 dans l’empilement standard : le paradoxe
n’est qu’apparent, car 0 et 2 commutent.
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
0 1 2 3 4
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✈
✈ ✈
✈
✈ ✈
✈
✈ ✈ ✈
✈
✈
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
r r r
❜ ❜
0 1 2 3 4
(b)
✈
✈
✈ ✈
✈ ✈
✈ ✈
✈ ✈
✈ ✈
✈
Fig. 7: Empilements (a) colorie´ (b) standard, sur re´seau line´aire
4.3 Re´seaux feuillete´s
A un re´seau G de dimension d, colorie´ avec r couleurs, on peut associer
un re´seau feuillete´ H, de dimension d+ 1, de´fini comme suit : les sommets
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de H sont les couples (a, i), pour tout entier i et tout sommet a de G, de
couleur s ≡ i mod r ; un arc de H joint (a, i) a` (b, j) si a et b sont voisins
dans G, et si i < j < i+ r.
Pour une valeur donne´e de l’entier i, l’ensemble des sommets (a, i) de
H sera appele´ couche nume´ro i ; par de´finition, une couche est monocolore.
Exemples :
1. Le re´seau feuillete´ associe´ au re´seau line´aire colorie´ de la figure 6-(a),
est le re´seau carre´ de la figure 8-(a) (les couches sont horizontales).
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Fig. 8: Re´seaux feuillete´s
2. Le re´seau feuillete´ associe´ au re´seau carre´ colorie´ de la figure 6-(b), est
le re´seau cubique centre´ ; on l’obtient en ajoutant aux sommets d’un
re´seau cubique, colorie´s en blanc, les centres des cubes e´le´mentaires,
colorie´s en noir : voir la figure 8-(b). Ainsi chaque sommet de la couche i
posse´de 8 voisins imme´diats (les sommets du cube dont il est le centre),
re´partis dans les couches i− 1 et i+ 1.
3. Le re´seau feuillete´ associe´ au re´seau hexagonal colorie´ de la figure 6-
(c), est le re´seau cubique nnn – voir section 2.4 pour la de´finition des
re´seaux nnn. Chaque hexagone du re´seau plan est conside´re´ comme
la projection d’un cube “pose´ sur la pointe” ; chaque sommet de la
couche i, posse`de 3 voisins imme´diats dans la couche i+1, et 3 “voisins
suivants” dans la couche i+ 2 : voir la figure 8-(c).
Un re´seau feuillete´ peut eˆtre oriente´ en dirigeant les arcs des couches
infe´rieures vers les couches supe´rieures (il n’y a jamais d’areˆte a` l’inte´rieur
d’une couche) ; il peut eˆtre e´tendu en ajoutant les arcs (a, i)→ (a, i+r). Par
exemple le re´seau feuillete´ e´tendu associe´ au re´seau line´aire est un re´seau
triangulaire, obtenu en ajoutant des arcs verticaux a` la figure 8-(a).
4.4 Equivalence entre animaux dirige´s et empilements
The´ore`me 7 Soit G un re´seau colorie´, de dimension d, H le re´seau feuillete´
oriente´ issu de G, de dimension d+ 1, et H ′ le re´seau e´tendu. Il existe une
bijection entre pyramides (resp. pyramides strictes) construites sur G, et
animaux dirige´s, de sources ponctuelles, sur H ′ (resp. H).
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Preuve: soit r le nombre de couleurs deG ; par de´finition d’un empilement
colorie´ E, chaque cellule (b, j) qui n’appartient pas a` la base de l’empilement,
posse`de une voisine (a, i) dans l’une des r couches infe´rieures. Si j = i + r,
alors a = b, car les couches i et i+r ont meˆme couleur ; donc si l’empilement
est strict, on a j < i+ r. Par de´finition d’un re´seau feuillete´ oriente´, il existe
un arc (a, i)→ (b, j) dans H ′, et meˆme dans H si l’empilement est strict.
De proche en proche, on en de´duit que, pour toute cellule de E, il existe
un chemin dans H (ou dans H ′) depuis la base de E jusqu’a` cette cellule.
Un empilement colorie´ sur G est donc un animal dirige´ sur H ′, et meˆme sur
H s’il s’agit d’un empilement strict ; et vice-versa. Si la source de l’animal
est ponctuelle, la base de l’empilement est re´duite a` un point : c’est donc
une pyramide.
Enfin on a vu section 4.2 qu’il existe une bijection naturelle entre em-
pilements standard et empilements colorie´s. ✷
Exemples :
1. Lorsque le nombre de couleurs r vaut 2, il n’existe aucune diffe´rence en-
tre empilements stricts standard et empilements stricts colorie´s. Donc
l’animal dirige´ de la figure 5-(a) est exactement une pyramide stricte
sur re´seau line´aire : il suffit de faire subir au dessin une rotation de
π/4 dans le sens trigonome´trique pour le ve´rifier.
2. L’animal dirige´ de la figure 5-(b) est une pyramide colorie´e (non stricte)
sur re´seau line´aire : il faut faire subir cette fois au dessin une rotation de
π/6 dans le sens trigonome´trique. La pyramide colorie´e de la figure 7-
(a) est un autre exemple d’animal dirige´ sur re´seau triangulaire ; la
pyramide standard de la figure 7-(b) est donc la pyramide associe´e a`
cet animal.
3. Une pyramide stricte sur re´seau carre´ correspond a` un animal dirige´
sur un re´seau cubique centre´ ; l’animal peut se de´velopper, dans un
repe`re convenablement choisi, selon l’un des 4 vecteurs :
(1, 1, 1), (1,−1, 1), (−1, 1, 1), (−1,−1, 1)
auxquels il faut ajouter le vecteur (0, 0, 2) pour traiter les pyramides
quelconques ; voir figure 8-(b).
4. Une pyramide stricte sur re´seau hexagonal correspond a` un animal
dirige´ sur un re´seau cubique nnn ; l’animal peut se de´velopper selon
l’un des 6 vecteurs :
(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1)
auxquels il faut ajouter le vecteur (1, 1, 1) pour traiter les pyramides
quelconques. Noter qu’avec le repe`re choisi ici, les couches ne sont plus
horizontales, comme sur la figure 8-(c), mais d’e´quations x+y+z = i.
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En combinant ce the´ore`me, duˆ a` X.G.Viennot, avec le corollaire 5 de
la section 3.5, et avec le the´ore`me 6, qui relie les se´ries caracte´ristiques des
empilements selon qu’ils sont stricts ou non, on retrouve le re´sultat suivant
de D.Dhar [10] :
Corollaire 8 Le proble`me de l’e´nume´ration des animaux dirige´s sur un
re´seau feuillete´ H issu d’un re´seau G, est e´quivalent a` celui du calcul de
la densite´ moyenne d’un gaz a` particules dures sur G, en fonction de la
tempe´rature. ✷
Il est inte´ressant de comparer les me´thodes employe´es en physique the´o-
rique et celles, combinatoires, pre´sente´es dans cet article. Dans [10], D.Dhar
emploie l’approche suivante :
“ Un site j est appele´ successeur du site i s’il existe un arc
de i vers j. Pour un ensemble de sites C, l’ensemble des suc-
cesseurs sera note´ S(C). (. . . ) De´finissons pour chaque site i du
re´seau un temps t(i), a` valeurs entie`res, tel que t(j) ≥ t(i) +
1 chaque fois que j est un successeur de i. (Dans un animal
dirige´) les configurations autorise´es de sites occupe´s, sur la sur-
face t = T , ne de´pendent que des configurations aux instants
pre´ce´dents t ≤ T − 1. Conside´rons d’abord, pour simplifier, le
cas ou` elles de´pendent seulement de la configuration sur la sur-
face t = T −1 (cas du re´seau carre´, et du re´seau cubique centre´).
Soit C l’ensemble des sites occupe´s sur une hyper-surface t = cste.
De´finissons les fonctions ge´ne´ratrices AC(x), qui e´nume`rent selon
leur taille les animaux dirige´s de source C.
La proprie´te´ markovienne des animaux dirige´s implique que ces
fonctions ge´ne´ratrices ve´rifient les re´currences :
AC(x) = x
|C|
(
1 +
∑
D
AD(x)
)
ou` la sommation est e´tendue a` tous les sous-ensembles non vides
D de S(C). Notons que le temps sur les sites de D est supe´rieur
de 1 au temps sur les sites de C. Il est facile de ge´ne´raliser ces
re´currences au cas ou` les configurations autorise´es a` l’instant t =
T de´pendent aussi des configurations aux instants t ≤ T −2 (cas
des re´seaux nnn, etc. . . ). Ces e´quations forment la hie´rarchie de
Bogoliubov-Born-Green-Kirkwood-Yvon (sic) pour le proble`me
de l’e´nume´ration des animaux dirige´s. ”
D.Dhar compare alors ces e´quations a` celles qu’on obtient en simulant
l’e´volution d’un gaz : a` chaque incre´mentation du temps, chaque site e´volue
ale´atoirement, la probabilite´ d’occupation d’un site donne´ ne de´pendant que
de la configuration des sites voisins, avec une formule simple de´duite de la loi
de Gibbs (3) ; lorsque t→∞, le gaz approche ainsi de l’e´quilibre thermique.
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Ce principe de simulation, classique en physique statistique, est aussi a` la
base des re´seaux de neurones (voir par exemple [17]).
“ (Etudions) l’e´volution stochastique dans le temps d’un gaz
sur un re´seau de dimension d − 1. Ce re´seau est constitue´ de r
sous-re´seaux entrelace´s L1, L2, . . . , Lr, chacun d’entre eux e´tant
isomorphe a` un hyperplan τ = cste du re´seau de dimension d
(sur lequel se de´veloppent les animaux dirige´s). (. . . ) A l’instant
τ = mr + i (1 ≤ i ≤ r), la configuration des sites occupe´s sur le
sous-re´seau Li e´volue ale´atoirement, tandis que les autres sous-
re´seaux restent inchange´s. Lorsque τ → ∞, la probabilite´ des
diffe´rentes configurations du gaz tend vers une distribution lim-
ite invariante. Pour des lois de transition arbitraires, le calcul de
la distribution invariante est tout a` fait difficile. (Ici) les lois de
transition sont particulie`rement simples, et correspondent aux
algorithmes de Monte-Carlo utilise´s couramment pour e´tudier
les lois d’e´quilibre d’un gaz sur un re´seau avec particules dures
(. . . ) La probabilite´ d’occupation d’un site i vaut 0 si l’un des
sites successeurs de i est occupe´ ; et elle vaut p s’ils sont tous
vides. ”
D.Dhar remarque qu’il suffit de “renverser le temps”, c’est a` dire de poser
τ = −t, pour faire disparaˆıtre le paradoxe qui fait de´pendre la probabilite´
d’occupation d’un site i de la configuration de ses successeurs, au lieu de ses
pre´de´cesseurs. Il e´crit :
“ Soit P (C) la probabilite´ que tous les sites de l’ensemble C,
inclus dans une hyper-surface τ = cste, soient occupe´s. Je suppose
τ suffisamment grand pour que P (C) ne de´pende pas de τ . Cette
probabilite´ est e´gale a` p|C| multiplie´ par la probabilite´ que tous
les sites de S(C) soient vides. En utilisant le principe d’inclusion-
exclusion
P (C) = p|C|
(
1 +
∑
D
(−1)|D|P (D)
)
ou` la sommation est e´tendue a` tous les sous-ensembles non vides
D de S(C). On voit donc que
AC(x = −p) = (−1)|C|P (C).
Ainsi la fonction ge´ne´ratrice des animaux dirige´s issus d’un seul
point source (sur un re´seau de dimension d) est de´termine´e par
la densite´ moyenne de sites occupe´s dans un gaz a` l’e´quilibre sur
un re´seau de dimension d− 1. ”
On voit comment le the´ore`me d’inversion est remplace´ par l’utilisation
du principe d’inclusion-exclusion en calcul des probabilite´s. L’introduction
de sous-re´seaux entrelace´s, qui a e´te´ utile aussi dans le pre´sent article pour
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e´claicir la bijection entre empilements et animaux, n’est pas explique´e par
D.Dhar. Elle est rendue ne´cessaire par le mode`le des particules dures, car
si a` l’instant τ tous les sites changent ale´atoirement d’e´tat, on peut voir
apparaˆıtre des particules sur des sites voisins, chacun e´tant pourtant entoure´
de sites vides a` l’instant pre´ce´dent.
Nos me´thodes alge´briques sont donc parentes de celles des physiciens,
dont on ne peut qu’admirer l’inge´niosite´ ; mais l’alge`bre et la combinatoire,
substitue´es aux re´currences de´duites du calcul des probabilite´s, permettent
d’e´liminer l’impre´cision de certains arguments ; surtout elles permettent une
e´tude plus fine des objets : dans la section suivante, l’alge`bre des empilements
nous donnera des de´compositions canoniques des animaux en dimension 2,
qui permettent a` la fois de retrouver tre`s simplement les se´ries ge´ne´ratrices
qui les e´nume`rent, et de construire des animaux ale´atoires, avec distribution
uniforme, en temps line´aire.
27
5 Solution du mode`le line´aire
5.1 De´composition en e´querres
Le cas le plus simple de mode`le de gaz a` particules dures sur un re´seau
G, est celui ou` G est de dimension 1, autrement dit ou` G est une chaˆıne
infinie, isomorphe a` Z. D’apre`s la section 4.4, les pyramides strictes sur G
sont exactement les animaux dirige´s, de source ponctuelle, sur re´seau carre´.
Repe´rons les sommets de G par des entiers, et conside´rons une pyramide
P de base 0. On peut de´composer P en remarquant que :
– si P ne contient aucune cellule au-dessus de 1, autrement dit si la fibre
F1 est vide, alors toutes les fibres Fi, pour i > 1, sont vides aussi ;
on dira dans ce cas que P est une e´querre de base 0. Cette proprie´te´
repose sur une particularite´ e´vidente du mode`le line´aire : il n’existe
pas de chemin de 0 vers i > 1, qui ne passe pas par 1.
– si F1 n’est pas vide, soit (1, k) la cellule la plus basse sur cette fibre, et
soit Q la pyramide engendre´e par cette cellule ; la de´composition (13)
de la section 3.4 devient :
P = L Q (18)
ou` L est une e´querre, car Q contient la fibre F1.
La de´composition (18) peut e´videmment eˆtre ite´re´e, en de´composant Q,
etc. . . ; elle est sche´matise´e, ainsi que son ite´ration, sur la figure 9. La plus
grande valeur de i pour laquelle la fibre Fi n’est pas vide, est appele´e demi-
largeur droite de la pyramide (ou de l’animal) P ; le nombre d’e´querres qui
interviennent dans la de´composition de P est e´gal a` i + 1 ; une e´querre est
une pyramide de demi-largeur droite nulle.
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Fig. 9: Sche´ma de de´composition d’une pyramide en produit d’e´querres
La figure 10 illustre ces de´compositions sur l’exemple de l’animal de la
figure 5-(a), dont la demi-largeur droite vaut 4 ; la partie (a) de la figure
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montre la premie`re de´composition, avec les cellules de L marque´es en noir,
et celles de Q en blanc ; la partie (b) montre la de´composition ite´re´e de
Q comme produit de quatre e´querres. On notera que la pyramide Q ne
semble pas former un animal sur la figure 10-(a) ; (b) montre Q sous forme
d’animal, apre`s la “chute” de quatre cellules, une fois l’e´querre L disparue.
Cet exemple montre combien l’alge`bre des empilements est essentielle pour
ces de´compositions, invisibles si l’on s’en tient a` la de´finition brute d’un
animal.
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Fig. 10: Exemple de de´composition d’une pyramide en produit d’e´querres
En notant Πi (resp. Λi) la se´rie caracte´ristique des pyramides (resp.
e´querres) de base i, la de´composition (18) devient (en tenant compte du cas
ou` P est de´ja` une e´querre) :
Π0 = Λ0 (1 + Π1) (19)
Une e´querre L de taille strictement supe´rieure a` 1, peut eˆtre a` son tour
de´compose´e ; soit x la base de L :
– si x est seule sur la fibre F0, alors la pyramide M , engendre´e par la
cellule (−1, 1), est une e´querre, et :
L = x M (20)
– sinon, soit (0, k) la cellule la plus basse sur F0, avec k > 1 ; cette
cellule engendre une pyramide N , qui est a` son tour une e´querre, et la
de´composition :
L = xM N (21)
laisse une pyramide M , de base (−1, 1), dont on a vide´ la fibre F0 ; M
est donc une e´querre.
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Ces de´compositions sont sche´matise´es sur la figure 11, parties (a) et (b) ;
la partie (c) illustre (b) sur l’exemple de l’e´querre noire de la figure 10-(a) ;
l’e´querre M est laisse´e noire, et les cellules de N apparaissent en blanc. On
peut voir a` nouveau que cette de´composition n’est pas visible sans conside´rer
un animal comme un empilement, car N n’est pas connexe.
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Fig. 11: De´composition d’une e´querre en produit d’e´querres
Les de´compositions (20) et (21) entraˆınent, pour les se´ries caracte´risti-
ques, en tenant compte du cas ou` L = x (pyramide re´duite a` sa base) :
Λ0 = x(1 + Λ−1 + Λ−1 Λ0) (22)
Les e´quations (19) et (22) concernent les pyramides strictes, ou les an-
imaux dirige´s sur re´seau carre´ ; pour les pyramides ge´ne´rales, qui corre-
spondent aux animaux dirige´s sur re´seau triangulaire, on peut appliquer le
the´ore`me 6, ou remarquer que (19) reste valable, et que (22) devient :
Λ0 = x(1 + Λ−1 + Λ0 +Λ−1 Λ0) (23)
car il y a une seconde de´composition de type 11-(a), avec M , de base 0,
reposant verticalement sur x.
5.2 Se´ries ge´ne´ratrices
On obtient les se´ries ge´ne´ratrices des pyramides et des e´querres en proje-
tant (voir section 3.5) les e´quations obtenues pour les se´ries caracte´ristiques
dans la section pre´ce´dente ; ces projections ne de´pendent pas de la base.
En notant π(t) (resp. λ(t)) la se´rie ge´ne´ratrice qui e´nume`re les pyramides
strictes (resp. les e´querres strictes), (19) et (22) fournissent :
π(t) = λ(t) [1 + π(t)] (24)
λ(t) = t [1 + λ(t) + λ(t)2] (25)
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Ces e´quations sont facilement re´solues :
λ(t) =
1− t−√(1 + t)(1− 3t)
2t
(26)
= t+ t2 + 2t3 + 4t4 + 9t5 + 21t6 + 51t7 + 127t8 + 323t9 + . . .
π(t) =
1
2


√
1 + t
1− 3t − 1

 (27)
= t+ 2t2 + 5t3 + 13t4 + 35t5 + 96t6 + 267t7 + 750t8 + 2123t9 + . . .
Pour e´nume´rer les e´querres et les pyramides ge´ne´rales, il faut remplacer
(25) par l’e´quation de´duite de (23) :
λ(t) = t [1 + 2λ(t) + λ(t)2] (28)
et on obtient cette fois :
λ(t) =
1− 2t−√1− 4t
2t
=
∑ 1
n+ 1
(
2n
n
)
tn (29)
= t+ 2t2 + 5t3 + 14t4 + 42t5 + 132t6 + 429t7 + 1430t8 + . . .
π(t) =
1
2
(
1√
1− 4t − 1
)
=
1
2
∑( 2n
n
)
tn (30)
= t+ 3t2 + 10t3 + 35t4 + 126t5 + 462t6 + 1716t7 + 6435t8 + . . .
Il n’existe pas de forme close pour les coefficients des se´ries (26) et (27),
contrairement au cas des se´ries (29) et (30). On ve´rifie que, conforme´ment
au the´ore`me 6, on peut passer du premier couple de se´ries au second par
la substitution t → t/(1 − t), et inversement du second au premier par la
substitution t→ t/(1 + t).
En appliquant le the´ore`me 7, section 4.4, on retrouve les re´sultats de
[10, 11, 12, 14] :
The´ore`me 9 La se´rie (27) – resp. (30) – est la se´rie e´nume´ratrice des
animaux dirige´s, de source ponctuelle, sur re´seau carre´ – resp. triangulaire –
, selon leur taille. ✷
Si, d’autre part, on applique le corollaire 5 de la section 3.5, on obtient :
The´ore`me 10 La densite´ moyenne d’un gaz avec particules dures, sur re´-
seau line´aire, vaut :
d(t) =
1
2
(
1− 1√
1 + 4t
)
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Preuve: d’apre`s le corollaire 5, cette densite´ vaut −π(−t), ou` π(t) est la
se´rie e´nume´ratrice des pyramides, donne´e par (30). ✷
Rappelons que la variable t est lie´e a` la tempe´rature absolue T par
t = eµ/kT , ou` µ de´signe le potentiel chimique, et k la constante de Boltzmann
(cf. section 2.3). Si le potentiel chimique est positif, l’e´nergie diminue lorsque
le nombre de particules augmente ; lorsque la tempe´rature T croˆıt de 0 a` +∞,
t de´croˆıt de +∞ a` 1, et d(t) de´croˆıt de 1/2 (configuration d’e´nergie minimale :
un site sur deux est occupe´) a` (1 − 1/√5)/2 (toutes les configurations sont
e´quiprobables). On note que la densite´ ne pre´sente pas de singularite´, bien
que son de´veloppement en se´rie ait pour rayon de convergence 1/4.
D.Dhar, dans [9, 10], de´duit le the´ore`me 9 du the´ore`me 10, bien connu des
physiciens, alors que notre approche donne les deux re´sultats simultane´ment.
5.3 Chemins de Dyck et chemins de Motzkin
Les formules de la section pre´ce´dente sont classiques en combinatoire,
dans d’autres contextes. Rappelons qu’un chemin de Dyck est un chemin
dans le plan discret, compose´ de pas ascendants (1, 1) et de pas descendants
(1,−1), et qui joint l’origine (0, 0) a` un point de l’axe des abscisses, sans
quitter le quart de plan supe´rieur : voir figure 12-(a). Un chemin de Motzkin
est de´fini de fac¸on semblable, mais comporte en outre des pas horizontaux
(1, 0) : voir figure 12-(b).
Dans un chemin de Motzkin r-colorie´, il y a r sortes de pas horizontaux ;
dans la suite r = 0, 1 ou 2 : les chemins 0-colorie´s sont les chemins de Dyck,
les chemins 1-colorie´s sont les chemins de Motzkin ordinaires, et les chemins
2-colorie´s seront dits bicolorie´s.
Un pre´fixe de Motzkin est un chemin de Motzkin e´ventuellement incom-
plet, c’est a` dire qui ne se termine pas force´ment sur l’axe des abscisses ; la
hauteur d’un pre´fixe de´signe l’ordonne´e du point d’arrive´e.
✲x
✻
y
(a)
 
 ❅ ❅
❅ ❅ 
 
 ❅
❅
❅ ✲x
✻
y
(b)
 
 
 ❅
❅
❅  ❅  ❅
Fig. 12: Chemins (a) de Dyck (b) de Motzkin
La longueur d’un chemin compte le nombre de pas ; un chemin peut eˆtre
vide : il est alors de longueur nulle. En notant un pas ascendant a, un pas
descendant b, et un pas horizontal de couleur i , ci (1 ≤ i ≤ r), on associe a`
un chemin de Motzkin r-colorie´ un mot de Motzkin, sur un alphabet a` r+2
lettres ; les mots de Dyck correspondent au cas r = 0 ; le pas c1 sera parfois
note´ simplement c.
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Un chemin de Motzkin non vide W se de´compose selon le sche´ma de la
figure 13, en W = ciU – cas (a) – ou en W = aUbV – cas (b) ; U et V
de´signent a` nouveau des chemins de Motzkin (e´ventuellement vides) : on se
trouve dans le cas (a) ou (b) selon que W de´bute par un pas horizontal ou
ascendant ; dans ce dernier cas, V de´bute de`s le premier retour sur l’axe des
abscisses, d’ou` l’unicite´ de la de´composition.
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Fig. 13: De´compositions de chemins
En de´signant par M le langage des mots de Motzkin r-colorie´s, on en
de´duit l’e´quation :
M = 1 +
∑
1≤i≤r
ciM+ aMbM (31)
(ou` la somme
∑
ciM disparaˆıt pour r = 0). La se´rie e´nume´ratrice des mots
de Motzkin selon leur longueur ve´rifie donc :
µ(t) = 1 + rtµ(t) + t2µ(t)2
dont les solutions sont (26) et (29) pour r = 1 et r = 2, avec λ(t) = tµ(t).
Un pre´fixeW d’un chemin de Motzkin, ou bien est un chemin de Motzkin
complet, ou bien se de´compose selon la figure 14, en un chemin de Motzkin
U suivi d’un pre´fixe V , soit W = UaV . Cette de´composition est unique,
car U se termine au dernier passage sur l’axe des abscisses. Donc la se´rie
e´nume´ratrice ρ(t) des pre´fixes est lie´e a` celle des chemins complets par :
ρ(t) = µ(t)[1 + tρ(t)]
✲
x
✻y
 a 
 
  ❅
❅
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 
 
  ❅
❅
U
V
Fig. 14: De´composition d’un pre´fixe
Nous appellerons ce´libataire un pas ascendant conduisant du niveau y au
niveau y+1 – ie. un pas (x, y)→ (x+1, y+1) –, et qui n’est suivi d’aucun
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pas descendant ramenant le chemin au niveau y. Si on ite`re la de´composition
ci-dessus d’un pre´fixe W , on obtient :
W = U0 a U1 a . . . Ul (32)
ou` les occurrences de a de´signent les pas ascendants ce´libataires, et les Ui des
mots de Motzkin (e´ventuellement vides). Cette de´composition est unique,
et la hauteur du chemin est e´gale au nombre l de pas ce´libataires.
L’analogie entre les de´compositions de chemins et d’animaux, fournit
une bijection re´sume´e dans le the´ore`me suivant, duˆ a` [11] (mais avec une
construction totalement diffe´rente) :
The´ore`me 11 Il existe une bijection entre, d’une part : animaux dirige´s, de
source ponctuelle, sur re´seau carre´ (resp. triangulaire), de taille n, et d’autre
part : pre´fixes de Motzkin (resp. pre´fixes bicolorie´s), de longueur n − 1.
Dans cette bijection, les animaux de demi-largeur droite k correspondent
aux chemins de hauteur k ; en particulier les e´querres correspondent aux
chemins de Motzkin.
Preuve: la bijection se construit de manie`re re´cursive ; de´taillons-la dans
le sens chemin → animal, et notons-la β ; rappelons que |U | de´signe la
longueur d’un chemin U , et |P | la taille d’un animal P . Au chemin vide
(de longueur nulle) on associe l’animal re´duit a` une cellule (de taille 1).
Soit W un chemin de Motzkin non vide ; si W = ciU , on associe re´cur-
sivement a` U un animal en e´querreM = β(U), et on pose β(W ) = L = xM ,
avec les notations de (20) ; si W est un chemin de Motzkin ordinaire, la
base de M est translate´e horizontalement de -1 par rapport a` x, base de L,
comme sur la figure 11 ; si W est un chemin de Motzkin bicolorie´, la base de
M est translate´e de -1 ou de 0 selon que W de´bute par c1 ou c2 : on obtient
alors un animal sur re´seau triangulaire.
De meˆme, si W = aUbV , on associe re´cursivement a` U et V des e´querres
M = β(U) et N = β(V ), et on pose β(W ) = L = xMN , avec les notations
de (21). La base de M est translate´e horizontalement de -1 par rapport a` x,
base de L, et N a sa base sur la meˆme fibre que x.
SiW est un pre´fixe de Motzkin qui ne retourne pas sur l’axe des abscisses,
alors W = UaV , ou` a de´signe un pas ascendant ce´libataire ; on associe
re´cursivement a` U et V une e´querre L = β(U) et un animal Q = β(V ),
et on pose β(W ) = P = LQ, avec les notations de (18). La base de Q est
translate´e horizontalement de +1 par rappport a` celle de L.
On ve´rifie que ces constructions conservent la relation |β(W )| = |W | +
1 et que la demi-largeur droite de β(W ) s’accroˆıt en meˆme temps que la
hauteur deW (rappelons que la hauteur deW est de´finie comme l’ordonne´e
du point d’arrive´e). ✷
Cette bijection est e´crite en langage C dans la section 6.1, et la section 6.2
contient des exemples (avec c1 note´ c, et c2 note´ d). Le the´ore`me 11 confirme
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les valeurs trouve´es pour les coefficients des se´ries (29) et (30), graˆce a` la
proposition suivante :
Proposition 12 Le nombre de mots de Motzkin bicolorie´s de longueur n−1
est e´gal au nombre de mots de Dyck de longueur 2n, donne´ par le nombre
de Catalan :
Cn =
1
n+ 1
(
2n
n
)
=
1
2n+ 1
(
2n+ 1
n
)
.
Le nombre de pre´fixes de Motzkin bicolorie´s de longueur n − 1 est e´gal au
nombre de pre´fixes de Dyck de longueur 2n − 1, donne´ par le coefficient
binomial : (
2n − 1
n
)
=
1
2
(
2n
n
)
.
Preuve: cette proposition est classique en combinatoire ; la premie`re par-
tie de´coule simplement de l’identite´ entre se´ries ge´ne´ratrices :
[1 + λ(t)]2 = 1 + 2λ(t) + λ(t)2 .
Nous en donnons une preuve bijective pour eˆtre complets. Pour la pre-
mie`re affirmation, il suffit d’associer a` un mot de Motzkin bicolorie´ W , un
mot de Dyck non vide W ′ de´fini de fac¸on re´cursive – ǫ de´signe le chemin
vide :
ǫ→ ab , c1U → abU ′ , c2U → aU ′b , aUbV → aU ′bV ′ .
C’est une bijection, car l’e´quation D = 1 + aDbD, ve´rifie´e par la se´rie car-
acte´ristique des mots de Dyck – voir (31) –, peut s’e´crire :
D − 1 = ab+ ab(D − 1) + a(D − 1)b+ a(D − 1)b(D − 1) .
Pour la seconde partie de la proposition, on part deW = U0aU1a . . . Ul –
voir (32) –, on associe a` chaque mot de Motzkin bicolorie´ Ui un mot de Dyck
U ′i comme ci-dessus, on appelle U
′′
i le mot U
′
i prive´ de son pas descendant
final b, et on associe a` W le mot :
W ′′ = U ′′0 a U
′′
1 a . . . U
′′
l .
C’est une bijection car on peut retrouver la de´composition ci-dessus de W ′′
en repe´rant ses pas ascendants ce´libataires de rang pair. On ve´rifie aussi que
|W ′′| = 2|W |+ 1.
Enfin, un pre´fixe de Dyck de longueur impaire 2n−1 posse`de un nombre
impair 2k − 1 de pas ascendants ce´libataires ; en remplac¸ant les k premiers
par des pas descendants, on obtient un chemin joignant l’origine au point
(2n− 1,−1). C’est encore une bijection, car les pas descendants ainsi intro-
duits sont les pas descendants ce´libataires : un pas descendant conduisant
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du niveau y+1 au niveau y – ie. un pas (x, y+1)→ (x+1, y) –, est appele´
ce´libataire s’il n’est pre´ce´de´ d’aucun pas ascendant conduisant du niveau y
au niveau y+1, autrement dit s’il est le premier atteignant le niveau y. Ceci
explique que les pre´fixes de Dyck soient compte´s par un coefficient binomial.
✷
La technique qui consiste a` repe´rer, dans un chemin (ou mot) quelconque
W , les pas ce´libataires, conduit a` la factorisation de Catalan :
W = U0 b U1 b . . . Uk a Uk+1 a . . . Uk+l (33)
qui comporte k (resp. l) pas ce´libataires descendants (resp. ascendants), et
est unique : voir figure 15.
✲
x
✻
y
 
 ❅
❅U0
❅b  
 ❅
❅U1
❅b
♣
♣
♣
 
 ❅
❅Uk  a
 
 ❅
❅Uk+1  a
♣
♣
♣
♣
♣
 
 ❅
❅Uk+l
Fig. 15: Factorisation de Catalan d’un chemin quelconque
Les pre´fixes de Motzkin sont les chemins sans pas ce´libataire descendant
(k = 0), et le nombre l de pas ce´libataires ascendants est e´gal a` la hauteur
du chemin ; les chemins de Motzkin sont ceux qui ne posse`dent aucun pas
ce´libataire, ascendant ou descendant (k = l = 0).
A un pre´fixe de Motzkin de hauteur l, on peut associer l + 1 mots en
remplac¸ant les j (0 ≤ j ≤ l) premiers pas ce´libataires ascendants par des pas
descendants ; on en de´duit, comme dans [11], que la moyenne des hauteurs
des pre´fixes de Motzkin r-colorie´s de longueur n vaut :
(r + 2)n
mn
− 1
ou` mn de´signe le nombre de ces pre´fixes ; comme la largeur moyenne d’un
animal est e´videmment le double de la demi-largeur droite moyenne, le
the´ore`me 11 fournit le corollaire suivant, emprunte´ a` [11] :
Corollaire 13 Soit an le nombre d’animaux de source ponctuelle, sur re´seau
carre´ ou triangulaire, de taille n (donne´ par le the´ore`me 9) ; la largeur
moyenne de ces animaux vaut :
2
(r + 2)n−1
an
− 2
avec r = 1 sur re´seau carre´, r = 2 sur re´seau triangulaire. ✷
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Appelons compacte une configuration, sur un re´seau, aussi dense que
possible (en respectant bien entendu la re`gle d’exclusion entre sites voisins) ;
sur un re´seau line´aire, la distance entre deux cellules d’une configuration
compacte est donc e´gale a` deux. Un animal de source compacte correspond
a` un empilement de base compacte. La factorisation de Catalan fournit
imme´diatement une bijection entre mots et animaux de source compacte :
a` chaque facteur Ui de (33), on associe par le the´ore`me 11 un animal en
e´querre Li, et a` W on associe le produit des e´querres, en espac¸ant de deux
unite´s les bases de L0 . . . Lk, puis seulement d’une unite´ les bases de Lk . . . Ll.
Voir une illustration section 6.2. Nous obtenons ainsi une nouvelle preuve
de l’e´tonnant the´ore`me de´couvert par [11] :
Corollaire 14 Le nombre d’animaux de taille n et de source compacte sur
re´seau carre´ (resp. triangulaire) est e´gal a` 3n−1 (resp. 4n−1). ✷
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6 Animaux plans ale´atoires
6.1 Code
Les the´ore`mes 11 et 14 de la section 5.3 fournissent des bijections ex-
plicites entre animaux et mots sur un alphabet a` r+2 lettres (r = 1 pour un
re´seau carre´, r = 2 pour un re´seau triangulaire) ; ils permettent de construire
facilement un programme de ge´ne´ration ale´atoire d’animaux plans, avec dis-
tribution uniforme. La complexite´ de l’algorithme est line´aire en moyenne :
le temps d’exe´cution est proportionnel, en moyenne, a` la taille n de l’animal.
La me´moire utilise´e est proportionnelle a` n, et on ne peut e´videmment faire
mieux si on me´morise l’animal ; sinon on pourrait se contenter d’une taille
me´moire proportionnelle, en moyenne, a`
√
n. Nous donnons explicitement
ce programme, sous forme de fonctions e´crites en langage C.
static int nb_tirages; char Mot [TAILLE_MAX];
static char hasard (n)
int n; {return (char) ( ’a’ + lrand48() % n );}
static void mot (n, r)
int n, r; {int i;
for (i = 0; i < n; i++) Mot [i] = hasard (r + 2);
Mot [n] = ’\0’;
}
static void prefixe (n, r)
int n, r; {int i, h; char pas;
for (nb_tirages = i = h = 0; i < n; nb_tirages++) {
Mot [i++] = pas = hasard (r + 2);
if (pas == ’a’) h++;
else if (pas == ’b’)
if (--h < 0) i = h = 0; /* on recommence tout */
}
Mot [n] = ’\0’;
}
Fig. 16: Code pour la ge´ne´ration ale´atoire de pre´fixes de Motzkin
Il faut commencer par construire un mot au hasard, de longueur n, sur
un alphabet de r + 2 lettres. Si l’on garde n’importe quel mot (fourni par
une suite de tirages de lettres, effectue´s a` l’aide d’un ge´ne´rateur de nombres
ale´atoires de la bibliothe`que nume´rique Unix standard), l’animal correspon-
dant a une source compacte (voir the´ore`me 14). Si l’on souhaite construire
un animal de source ponctuelle, il ne faut garder que les pre´fixes de Motzkin
(voir the´ore`me 11) ; dans ce cas on recommence la proce´dure depuis le de´but,
de`s que le chemin associe´ traverse l’axe des abscisses ; cet algorithme tre`s
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simple ne de´truit pas le caracte`re uniforme de la distribution, et il est montre´
dans [2] que sa complexite´ est en moyenne 2n – voir aussi [1].
La fonction prefixe (n, r), qui calcule dans la variable globale Mot, un
pre´fixe de Motzkin ale´atoire de longueur n, sur un alphabet a` r + 2 lettres,
est donne´e figure 16. La variable globale nb tirages permet de calculer la
complexite´ (expe´rimentale) de l’algorithme, et de ve´rifier, si on le souhaite,
les pre´visions de [2]. Nous donnons aussi la fonction mot (n, r), qui fournit
un mot ale´atoire quelconque, pour eˆtre complets. Le ge´ne´rateur de nombres
ale´atoires utilise´, lrand48 (), doit en principe eˆtre initialise´ avant emploi, par
appel a` srand48 () : voir le manuel Unix.
static celibataires_ascendants (n)
int n; {int i, h = 0, hmin = 0; char pas;
for (i = n-1; i >= 0; i--) {
pas = Mot [i];
if (pas == ’b’) h++;
else if (pas == ’a’)
if (--h < hmin) { hmin = h; Mot [i] = ’A’; }
}
}
static celibataires_descendants (n)
int n; {int i, h = 0, hmin = 0; char pas;
for (i = 0; i < n; i++) {
pas = Mot [i];
if (pas == ’a’) h++;
else if (pas == ’b’)
if (--h < hmin) { hmin = h; Mot [i] = ’B’; }
}
}
Fig. 17: Code pour marquer les ce´libataires
La construction de la bijection entre mots et animaux, fait jouer un roˆle
tout a` fait particulier aux pas ce´libataires (voir de´finitions pages 33 et 35).
Ici on marque les pas ce´libataires en transformant la lettre correspondante
en majuscule. Nous incluons ces deux fonctions e´le´mentaires, pour eˆtre ex-
plicites, figure 17.
La fonction equerre (i), sur la figure 18, construit un animal en e´querre
dont la base a pour abscisse i, autrement dit est situe´e sur la fibre i. Les
hauteurs des fibres sont conserve´es dans la variable fibre, et la fonction em-
piler (i), de´taille´e plus loin, ajoute une cellule sur la fibre nume´ro i de l’ani-
mal. Le reste du code de la fonction equerre est une traduction directe de la
preuve du the´ore`me 11 ; les pas c et d sont les deux types de pas horizontaux,
note´s c1 et c2 section 5.3 ; le pas d n’est utilise´ que sur re´seau triangulaire. On
notera l’absence de re´fe´rence explicite au pas b, qui sert de se´parateur entre
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static int
compteur, /* compte les lettres */
fibre [FIBRE_MAX]; /* hauteurs des fibres */
static void equerre (i)
int i; {
empiler (i);
switch (Mot [compteur++]) {
case ’a’:
equerre (i - 1); equerre (i); break;
case ’c’:
equerre (i - 1); break;
case ’d’:
equerre (i); break;
}
}
void animal (n, triangulaire, compact)
int n, triangulaire, compact; {int i, r;
if (triangulaire) r = 2; else r = 1;
for (i = 0; i < FIBRE_MAX; i++) fibre [i] = -1;
if (compact) {
mot (n - 1, r);
celibataires_descendants (n - 1);
}
else
prefixe (n - 1, r);
celibataires_ascendants (n - 1);
for (i = compteur = 0; compteur < n; i++) {
equerre (i); if (Mot [compteur - 1] == ’B’) i++;
}
}
Fig. 18: Code pour transformer un mot en animal
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deux e´querres : apre`s lecture d’un pas ascendant a, et construction re´cursive
d’une premie`re e´querre, par l’appel equerre (i-1), on trouve force´ment un
pas descendant b, sinon le pas ascendant serait ce´libataire, et note´ A ; on
appelle alors equerre (i).
La fonction animal (n, triangulaire, compact) est la fonction principale,
qui construit un animal de taille n, sur re´seau carre´ ou triangulaire, selon
la valeur du parame`tre boole´en triangulaire ; la source est ponctuelle ou
compacte selon la valeur du parame`tre boole´en compact. Dans cette fonction,
on initialise la taille de l’alphabet selon la nature du re´seau, on rase les fibres,
et on construit un mot ale´atoire quelconque, ou un pre´fixe de Motzkin, selon
que la source de l’animal est compacte ou ponctuelle. Apre`s transformation
des pas ce´libataires (un pas ascendant est note´ a ou A selon qu’il est ordinaire
ou ce´libataire ; idem pour un pas descendant, note´ b ou B), qui se´parent les
e´querres, la fonction construit de fac¸on re´pe´titive des e´querres, de´cale´es l’une
par rapport a` l’autre de +1 ou de +2, selon que la lettre qui se´pare deux
e´querres de´note un pas ce´libataire ascendant ou descendant : voir la fin de
la preuve du the´ore`me 11, et la preuve du the´ore`me 14. La variable globale
compteur, incre´mente´e a` chaque lecture d’une lettre du mot, permet d’en
repe´rer la fin.
typedef struct {int x, y;} Cellule;
Cellule Animal [TAILLE_MAX];
static void empiler (i)
int i; {int h = -2, j = i + DECALAGE, jmax, k;
for (k = j - 1; k <= j+1; k++)
if (h < fibre [k]) {h = fibre [k]; jmax = k;}
h++; if (jmax == j) h++;
Animal [compteur].x = i;
Animal [compteur].y = fibre [j] = h;
}
Fig. 19: Code pour empiler une cellule
La fonction empiler (i), sur la figure 19, est e´le´mentaire : elle ajoute une
cellule sur la fibre i de l’animal, en fonction des tailles des fibres voisines.
Les cellules sont stocke´es dans le tableau Animal ; la constante DECALAGE sert
a` convertir les abscisses des fibres, qui peuvent eˆtre ne´gatives, en indices de
tableaux. Si la fibre voisine la plus haute, de hauteur h, est la fibre i elle-
meˆme, le re´seau est triangulaire, et l’ordonne´e de la nouvelle cellule vaut
h+ 2, au lieu de h+ 1 en ge´ne´ral.
6.2 Illustrations
La fonction animal, de la section 6.1, nous a servi a construire les illus-
trations de cette section. L’un des auteurs a construit un logiciel d’affichage
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pour X-Window, en utilisant les outils Xview, pour OpenLook.
Chacune des figures 20, 21, et 22, contient sur sa partie droite un arbre,
appele´ arbre de guingois par les auteurs dans [4]. Le parcours en profondeur
de cet arbre, de gauche a` droite, donne le mot associe´ a` l’animal, qui se
trouve en titre en haut de la feneˆtre, avec les pas ce´libataires note´s A ou B ;
cet arbre re´sume la construction de l’animal a` partir du mot.
Comme l’algorithme de construction d’un animal ajoute des e´querres de
gauche a` droite, on peut les lire de droite a` gauche, a` condition, chaque fois
qu’on en lit une (sous-arbre issu du point le plus bas de la fibre la plus a`
droite), de l’enlever avant de lire la suivante.
Les figures 23 et 24 pre´sentent des animaux de grande taille (5000 cel-
lules), qui sont obtenus sur une station Sun-4 en un temps de l’ordre de la
seconde, affichage compris. La figure 23 utilise la possibilite´ de scinder une
feneˆtre en deux : la moitie´ gauche pre´sente la partie infe´rieure de l’animal, et
la moitie´ droite la partie supe´rieure, comme on peut le voir a` la position des
“ascenseurs” verticaux. Le logiciel permet d’agrandir a` volonte´ une partie
de l’animal (de´limite´e par un rectangle) : la figure 25 illustre ces possibilite´s.
Le logiciel affiche aussi, pour chaque animal, sa taille, sa largeur (mesure´e
sur l’axe des abscisses), sa hauteur (mesure´e sur l’axe des ordonne´es), et le
nombre de tirages ne´cessaire pour obtenir le mot ale´atoire associe´ (ce dernier
renseignement n’est utile que pour les animaux de source ponctuelle). L’util-
isateur peut modifier la taille avant de demander la ge´ne´ration d’un nouvel
animal.
Les animaux montre´s ici ont e´videmment e´te´s produits de fac¸on ale´atoire,
mais les auteurs ont se´lectionne´ des exemples qui leur ont semble´ instructifs
ou esthe´tiques ; l’aspect moyen d’un animal est souvent plus simple.
7 Perspectives
Cet article a pre´sente´ un calcul sur les animaux dirige´s, qui permet de
de´couvrir une structure cache´e de ces derniers, symbolise´e par les arbres des
figures 20, 21, et 22. Parmi les proble`mes ouverts concernant les animaux
plans, le principal est l’e´valuation de leur hauteur moyenne (appele´e aussi
longueur). Plus ge´ne´ralement, on devrait pouvoir e´tudier plus finement la
structure de ces animaux, et obtenir par exemple leur dimension fractale,
ou le nombre moyen de composantes connexes du comple´mentaire.
Le proble`me majeur reste celui des mode`les de gaz sur des re´seaux en
dimension d > 1, qui correspondent a` certains animaux dirige´s en dimension
d + 1 ; le cas du re´seau hexagonal a e´te´ re´solu par R.Baxter (solution du
mode`le des heagones durs, voir [3]), et la se´rie ge´ne´ratrice des pyramides
sur un tel re´seau est alge´brique, mais une interpre´tation combinatoire des
e´quations obtenues reste a` trouver. Le cas du re´seau carre´ (mode`le des carre´s
durs) reste entie`rement ouvert.
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Fig. 20: Exemple de construction d’un animal sur re´seau carre´
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Fig. 21: Exemple de construction d’un animal sur re´seau triangulaire
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Fig. 22: Exemple de construction d’un animal de source compacte
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Fig. 23: Exemple d’animal de grande taille sur re´seau carre´
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Fig. 24: Exemple d’animal de grande taille et de source compacte
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Fig. 25: Agrandissements de re´gions des figures 23 et 24
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