ABSTRACT Link prediction in dynamic networks aims to predict edges according to historical linkage status. It is inherently difficult because of the linear/non-linear transformation of underlying structures. The problem of efficiently performing dynamic link inference is extremely challenging due to the scale of networks and different evolving patterns. Most previous approaches for link prediction are based on members' similarity and supervised learning methods. However, research work on investigating hidden patterns of dynamic social networks is rarely conducted. In this paper, we propose a novel framework that incorporates a deep learning method, i.e., temporal restricted Boltzmann machine, and a machine learning approach, i.e., gradient boosting decision tree. The proposed model is capable of modeling each link's evolving patterns. We also propose a novel transformation for input matrix, which significantly reduces the computational complexity and makes our algorithm scalable to large networks. Extensive experiments demonstrate that the proposed method outperforms the existing state-of-the-art algorithms on real-world dynamic networks.
I. INTRODUCTION
Dynamic networks can be used to describe groups of entities, the connection structures of which evolve over time. Link prediction on such networks estimates the connection state among all nodes by using their historical information. Typically, this problem can be described as: given a snapshot of a network at time t, predicting which links will be created in the time interval [t, t + 1] [1] . It finds applications in context where a network information in the past has been collected, and we want to predict the network state in the future. Typical applications include future collaboration prediction, social network recommendation, and biochemistry engineering.
Data collected from social networks have a number of characteristics, such as high quality, large capacity, semistructure and direct reflection of real human social activities. Analysis of such data can provide insights into patterns of underlying social activities and hidden regularities. Link prediction, as one of the analysis issues, has drawn attention of researchers from different disciplines for decades [2] . So far, most of their works have been focused on the following three aspects.
First, computing the similarity between a node pair is an intuitive solution for link prediction, which use information of nodes, topology and social theory to calculate the similarities of node pairs. While these often work well in the respect of computing complexity, they usually do not have good performances in practice. Most similarity-based approaches, such as Common Neighbors (CN) [3] , Katz [4] , Preferential Attachment (PA) [5] , Jaccard Coefficient (JC), ignore the evolving nature of networks, but rather inferencing links based on the latest status of network. One snapshot of a network, however, contains limited information. Actions/connections in the past, besides latest time stamp, may also have influence on the network future status.
Second, supervised machine learning algorithms are usually adopted for assembling features and learning transformation patterns for link prediction. This angle of research in general aims at deriving topology features and attributes of nodes from given networks. These features are often extracted by using unsurprised learning process. They are then fed into supervised learning process for the link prediction purpose. These processes in general achieve better performances than above mentioned similarity based methods. However, these learning-based approaches are apt to suffer from predictive scope and feature engineering. Classifier-based models, like Logistic Regression and Decision Tree, can not predict all node pairs due to computational complexity and training mechanism [6] - [8] . Deep learning algorithms such as Deep Belief Network (DBN) [9] have more powerful abilities on representation and classification, but they are still restricted to the feature engineering. We can not take the raw data, such as adjacent matrix, as an input of the model. Instead, we have to extract features for each pair of nodes and then take it as an input. The generative model conditional temporal Restricted Boltzmann Machine(ctRBM) [10] is recently proposed to solve the link prediction problem. It takes the adjacent matrix as an input. However, it is suffered from high cost in neighbor influence computing and it has limited performance in link prediction task.
Third, probabilistic graph models have been proposed to exploit topological similarity and transition probability. However, they usually suffer from model representation capacity and computational problems. Clauset et al. [11] proposed a hierarchical random graph model to infer hierarchical structure from network, but it is computationally expensive, and is limited to deal with networks with thousands of nodes. Similarly, stochastic block model [12] is able to identify both missing and spurious links in noisy network, but its computational complexity is also high. Wang et al. [13] proposed a local probabilistic graph model using Markov Random Fields (MRF), which combines three types of features. However, it cannot efficiently model dynamic data with high variance due to the simple and discrete states defined in the model. Link prediction has been studied for more than a decade. Recent years, numerous works focus on incorporating traditional method with temporal model for dynamic networks. For example, Ahmed and Chen [14] proposed random walkbased algorithm for link prediction in temporal uncertain social networks, in which each edge is associated with a probability value indicating its existence in the network. Bliss et al. [15] adopt sixteen similarity indices to describe data and then use an evolutionary algorithm to evolve the weights of each index. Zhu et al. [16] investigate the problem by learning latent representation of network via matrix factorization and then optimize it by adapting the ''blockcoordinate gradient descent (BCGD)'' algorithm [17] , [18] . They achieved outstanding performances in link prediction of dynamic networks. However, there are still two challenges that impede the research on dynamic networks. First, large dynamic networks may be complicated by the high dimensionality of connections, which require prediction systems to have high capacity to modeling variance. Second, edges in dynamic networks may evolve in different patterns. Some links between nodes change in a linear way. Some changes of links may be nonlinear over time. It usually costs too much computational time for traditional methods to catch these transformation.
To overcome these difficulties and challenges, we propose a new generative method, GBDT Temporal Restricted Boltzmann Machine (GTRBM), which inherits the advantages of Gradient Boosting Decision Tree (GBDT) and Temporal Restricted Boltzmann Machine (TRBM). The GBDT model can be used as a supervised method to capture topological features of network. It generally achieves better performance than other classifiers when applying to classification problem. The TRBM has sufficient hidden layers for modeling nonlinear transformations of in dynamic datasets. It has good representation compatibility for different networks, which makes it easy to adapt to different datasets. Even though maximum likelihood learning is intractable, we put forward an efficient way to reduce input dimensionality. To further capture network evolving patterns, we propose a novel transformation of input matrix, which significantly improves the result.
Our contributions in this work consist of the following three aspects:
• We propose a generative model GTRBM to capture evolving patterns of dynamic networks. The proposed model integrates topological features and temporal attributes. It is able to model both linear and nonlinear transitions. This expands the applicability of link prediction algorithms.
• We conduct extensive experiments and further analyze transition patterns hidden in network data. Then, we propose a novel transformation of input matrix, which significantly improves link prediction results.
• To reduce the predicting time, we propose an efficient dimensionality reduction method, which significantly decreases the computational cost without accuracy deterioration.
We have structured this paper as follows: In section II, we present the problem definition and basic notions. The proposed GTRBM is described in details in section III. We introduce our dataset preprocessing, evaluation methodology and experimental settings in section IV. And the experimental results and corresponding analysis are presented in the same section. Conclusions and directions of future work are presented in the section V.
II. BACKGROUND
In this section, we will give a formal definition of our problem and a number of concepts used in this paper.
A. PROBLEM DEFINITION

Definition 1 (Network):
A network can be represented by a graph: G =< V , E >, where V = {v 1 , . . . , v n } refers to a set of nodes, and E ⊆ |V | × |V | represents a set of links among the nodes. Each edge e ⊆ E is an unordered pair e = (v i , v j ) and is associated with a weight w ij , which indicates 
III. PROPOSED METHODS
In this section, we will introduce GTRBM to solve the link prediction problem in dynamic network. This section includes 6 parts: (1) (2) an introduction of RBM and TRBM; (3) link prediction with topology information; (4) our proposed link prediction framework; (5) a novel transformation to improve the performance; (6) an approach to solve the large network problem.
A. RESTRICTED BOLTZMANN MACHINE
Restricted Boltzmann Machine [19] is a deep learning structure. It contains a layer of visible units fully connected to a layer of hidden units, but no connections within a layer. As shown in Figure 1 
where E(V , H ) is an energy function,
and Z = V ,H E(V , H ). In this equation, a and b are biases of visible layer V and hidden layer H respectively. Z is a partition function, which is a sum of energy function E. Since there are no connections within each layer, the conditional distributions between V and H are:
where σ (·) is a logistic function, defined as σ
The RBM parameters θ (a, b, W ) are usually trained in a Contrastive Divergence (CD) [20] learning procedure. The update rules for the parameters are:
where · data is an expectation with respect to the data distribution, · recon is the K-step reconstruction distribution, which starts with the visible units clamped to the training data and obtained by alternating Gibbs sampling. Considering the computational complexity and empirical behavior, K is generally set to 1.
B. RBM WITH TEMPORAL INFORMATION
The RBM described above can only model static frames of data. It does not incorporate any temporal information. Temporal Restricted Boltzmann Machine(TRBM) [21] improves the traditional model. It makes it possible to model temporal dependencies by treating the visible variables in the previous time slice as additional fixed inputs. Similar to the RBM, TRBM has two layers as well. It has a layer of hidden units fully connected to a layer of visible units with undirected edges. However, the visible layer has a different structure. It is composed of two portions: the historical units and current units, and both components have no connections. As shown in Figure 2 , we can take the visible variables in the previous N time slice(s) as inputs of temporal model. Typically, N is a tunable parameter, which indicates the historical time steps we need to retrospect. In modeling high time resolution data, we can set N to be related to the frame rate such that the proposed model will be able to deal with evolutionary data streams [10] . Given the data at time t − N , . . . , t − 1, t, we extract the data at t as the current units and concatenate the rest as historical units. We represent these two sequences as V t and V <t , where the dimensions of each vector are N V and N · N V respectively. Since the visible configuration has two segments fully linked to the hidden layer but no links within each other, the weighted matrix for temporal connections is divided into two parts accordingly. W <t indicates the weight between V <t and H , and W t weights the connections between V t and H . Similarly, the biases of visible layer are a <t and a t , while the hidden layer bias b remains the same. When temporal information is taken into account, the conditional distribution is amended to:
In this equation, λ is a weight coefficient, which is used to trade off the historical sequences and current units. In our work, we set it to 0.5 empirically.
C. TOPOLOGY INFORMATION EMBEDDING
The TRBM takes all network linkage status as inputs of the model, which tries to solve the link prediction problem from a macroscopic perspective. However, the microscopic topology of the dynamic network also has its evolving patterns. Capturing the topology features to reveal the patterns may benefit our link prediction. We design three steps to handle this process. First, we construct a historical network based on previous snapshots. All nodes are derived from the first time slice and edges are accumulated from all historical linkage. Then, for each node pair in the dynamic network, we propose to extract a set of features to capture characteristics of the network topology. At last, these features can be fed to machine learning methods, such as Logistic Regression, Random Forest and GBDT. According to Li et al. [22] , we choose the best performance model GBDT as our classification method. 
1) TOPOLOGY FEATURES
The topology features can be roughly divided into two classes. One class contains the features extracted based on the neighbor's similarity. The other class contains features extracted from the path attributes. We provide a short discussion about the features. Then we introduce our intuitive arguments on choosing them as a feature for link prediction problem. Note that, some algorithms are truncated due to the complexity of computation. In Table 1 , ϕ(x) refers to the collection of neighbors of node x and |ϕ(x)| represents the degree of the node x. Common Neighbors (CN) counts the number of neighbors that two nodes have in common. Jaccard's Coefficient (JC) [23] is a normalized metric of common neighbors. It computes the ratio of common neighbors to all neighbors of two nodes. Adamic/Adar (AA) [24] measures similarity between two nodes by assigning more weight to rare shared common neighbors. Preferential Attachment (PA) [5] is based on the idea that new links are more likely to connect to higherdegree nodes. Similar to Adamic/Adar, Resource Allocation (RA) [25] punishes high-degree common neighbors. It accumulates the reciprocal, instead of the logarithm of common neighbors' degree. Therefore, RA performs better for the networks with high average degrees. Leicht-HolmeNerman (LHN) [26] is similar to Jaccard's Coefficient, but it punishes node pairs that have low percentage of common neighbors. Except for the above neighbor based metrics, we have path based attribute Katz and random walk based metric Rooted PageRank. The measure of Katz is defined as follows, where A l denote adjacency matrices about the nodes having l length distances. β is an adjustable parameter. A very small β can cause Katz metric much like CN metric, because paths of long length contribute very little to final similarities. Rooted PageRank is a modified PageRank metric, where A is an adjacent matrix and D is a diagonal matrix with D i,i = j A i,j . The factor specifies how likely the algorithm is to visit the node's neighbors when starting over. To reduce the computational complexity of the path based method, we use Truncated Katz and Truncated Rooted PageRank, whose largest hop is limited to 2. Finally, we consider the degree of each node of a pair and their sum of degrees as well.
2) GRADIENT BOOSTING DECISION TREE
GBDT [27] is one of the most popular tree-based machine learning techniques. It employs boosting method for decision trees. Unlike bagging methods [28] , such as Random Forest, GBDT keeps a long learner tree and grows it sequentially along the gradient descent direction. This learning strategy decreases the model variance and avoids overfitting.
Algorithm 1 Gradient Boosting Decision Tree Algorithm
Input: 
As illustrated in Algorithm 1, the GBDT function generally has two tuning parameters: M : Number of trees. To some extent, with the growing of M , the prediction performance increases. The computation complexity grows along with M . However, it can cause overfitting when the size of tree becomes too large. J m : Depth of each tree. It decides the size of each value. Like the parameter of M , overfitting problem will occur when J m is too large. We extract the topology features from the constructed network, which is based on historical snapshots. The network is an unweighted graph, whose edges and nodes are accumulated by all historical time slices. Considering the computational cost, we calculate features for each node pair with one hop away. After that, we divide the dataset into a training set and a testing set. After model training, we adjust coefficients M and J m to fit the inputs. When parameters are trained and fixed, links are predicted on the testing set.
D. GBDT TEMPORAL RESTRICTED BOLTZMANN MACHINE
As we mentioned above, the TRBM model can capture the whole network dynamics in a macroscopic way. However, it has limited capacity to identify which pairs deserve capturing its topology features. The GBDT method can overcome these drawbacks, but it cannot cover all node pairs because of the computational cost. To surmount these difficulties, we combine the two algorithms in a novel way. An explicit description of training and inference of proposed model is made in the following section.
1) TRAINING AND INFERENCE ON GTRBM
Our proposed model is a combination of TRBM and GBDT. The training and inference of GTRBM are similar to TRBM. Since there are no connections between two portions of the visible layer, the training and inference is no more difficult than those in the RBM. According to Eq.(6), the states of the hidden variables are determined by both the input received from the visible variables V <t and V t , and the values of the visible variables correlated to the trained hidden variables H . Similar to RBM, the GTRBM's parameters θ (a t , a <t , b, W 
After training the model, we infer the linkage by moving the input sequence one step forward. We obtain a fixed observation, which contains the previous N − 1 snapshots and the current snapshot. The current visible units become parts of historical inputs. The current portion is initialized randomly with binary values. Since the future link status are only conditional on the past N time steps. As long as we fix the window size N and update the hidden and visible units with trained parameters, link status can be predicted after multiple iterations.
2) LINK PREDICTION BY GTRBM
We have emphasized that the models of TRBM and GBDT have their own advantages and disadvantages. How to combine both approaches to overcome the drawbacks and enhance the advantages is one challenge. As we mentioned in section III.B, we can leverage historical datasets to predict linkage status of networks by using TRBM. The input of TRBM is the adjacent matrix of each snapshot. After the training stage, the parameters of model are adjusted and fixed. We shift the window one step towards future to obtain a fixed observation, which contains previous N − 1 snapshots and the current snapshot. The link status can be inferred by inputing the observation and iterating the model. The output is a matrix with decimal values between 0 and 1. This matrix indicates the probability of generating links between each node pair. We define it as A t .
For the GBDT model, when training and testing datasets have been divided, we extract network topology features for node pairs with one hop away. Since adopting supervised learning method, we have to label the training dataset. We first select all node pairs linked in the historical snapshots. Then we label 1 when node pair still be linked in the latest network, otherwise label 0. In practice, the number of negative samples (node pairs with label 0) are generally much more than the positives. Thus, we randomly sample a number of negative pairs from all negative samples. In order to keep the balance of training set, the number of negative samples should be the same of the positives. After node pair selection and labeling, we further extract features for positive and negative samples. Then, we feed labeled samples into the GBDT model to start training. After that, model parameters such as M and J m are fixed. Predicting future link status now can be conducted by applying the model to testing set. Specifically, we can import the unlabeled feature sets of testing pairs, then the output is linkage probability for each pair. So far, we obtain the link states of node pairs with one hop distance in predicted network. Experiments demonstrate that it has high confidence in predicting microscope structure of networks. For other pairs outside one hop, we assume that they have no links in the future. Though this hypothesis has some limitations, the combination with TRBM will solve the problem in a macroscope way. By filling the one-hop pairs with predicted probability and outside one-hop pairs with zero, we can convert GBDT's node pairs into an adjacent matrix A t G , where it has the same size as A t . For the result of TRBM, we can divide A T into two parts: one is an historical adjacent matrix with one-hop pairs and the other one is the rest nodes. Both matrixes have the same shape as A t . We present them as A t one , A t oth respectively. The output result A t now can be presented as: (8) Then, the combination of both results can be defined as:
where A f is a final predicting result. α is a hyper parameter controlling the weight of each model. We set α dynamically according to different datasets. From Eq.(9), we can see that linkage between one-hop pairs has been merged by both models. The rest are simply from TRBM. The combination makes a trade off between macroscopic transitions and microscopic topology evolutions. The prediction process of the whole method is illustrated in Figure 3 . The detailed description of inference and combination is presented in Algorithm. 2.
E. NODE TRANSFORMATION
Regarding link prediction on dynamic network, deep learning methods have been applied recently such as ctRBM [10] and TRBM [21] . Both models simulate the transition patterns by using the adjacent matrix as input. However, the linkage's 
where A t T has the same size as A t . Since A is a binary matrix, the elements of the transfer matrix is 1, if the corresponding link changes in the time interval [t − 1, t], and 0 otherwise. This change could be a new edge generating or an old one vanishing. Considering our target is to predict linkage status, i.e.A t , we define the reverse transformation as:
In our experiment, we take A T as the input of our generative model. It shows a better performance than adjacent matrix. This result supports that the transfer matrix can better reflect the dynamics of networks.
F. COMPLEXITY REDUCTION
As we introduced before, the input of TRBM is an adjacent matrix or a transfer matrix. It has a shape of N × N where N is the number of nodes in network. For a large social network, there are tens of thousands of nodes. The large size of input often cost too much time and memory in computation process. When observing the input matrix, we find that most elements are zeros. This observation indicates that the input is a sparse matrix. For each node, it has limited linkage to other nodes. Hence, how to condense the input matrix to make the computation more efficient is another challenge. It is commonly known that a person prefers to contact another one with whom he has connection before. Friends of friends are more likely to become friends. In our problem setting, this phenomenon can be summarized as edges are more likely to be generated between pairs within two hops. According to the experiment with Twitter, Yin et al. [29] have found that 90% of links created are among users within 2 hops of a given user in the twitter networks. In our experiment, the coauthorship network (Arxiv) and email network (Enron) also indicate that 94% and 98% of links are generated between nodes within 2 hops in the historical network. Thus, numerous nodes out of 2 hops are redundant as candidates for a given node. We try to address the computational problem based on this finding. First, we construct a historical network based on previous snapshots. All nodes are derived from the first time slice and edges are accumulated from all historical linkage. Second, for each node, we extract all nodes at 1 and 2 hops away from the historical network to form a vector. This truncated vector contains all the candidates that may connect to source node. Third, since each node has a different degree, the vectors also have distinct dimensions. We normalize it by filling 0 values at the end of vectors to make all vectors have the same shape. The size of this shape size can be defined as K , which refers to the largest dimension among all truncated vectors. Now, we obtain a same-shaped vector for each node at each snapshot. The elements of this vector contains three parts: linkage states of candidate nodes with 1 hop, zero elements for candidate nodes with 2 hops and zero elements to make the same shape. We fill the first part according to the existed edges at that time and fill the rest with zeros. Finally, all vectors are well shaped and filled out. We stack them up to form a matrix at each time slice. We represent these matrices as M = {M t−N , . . . , M t } where M t is the truncated matrix at time t, with a dimension of N × K . The computation complexity of adjacent matrix is O(N 2 ). After the matrix condense, it is reduced to O(N · K ) (K < N ). Theoretically, the sparse networks (with low average degree) can achieve higher reduction than dense networks, because its K is much smaller than N . The particular procedure is illustrated in Figure 4 . We first assemble all adjacent matrices to generate a history matrix. It is a binary matrix with shape of N ×N . Then, we truncate this matrix in the way that described above and we obtain a truncated matrix with dimension of N × K . After determining the dimensionality, we fill out the matrices at each time slice and we get the truncated matrices. For the TRBM model, it is trying to capture the dynamics of vectors in each matrix. The truncating process aims to kick the changeless and useless elements off and reserve the dynamic values. It should not harm the model performance and it will benefit the computation theoretically. Our experiments indicate that these truncated matrices can inordinately reduce the prediction time without accuracy reduction in real social network.
IV. EXPERIMENTS
We carried out a series of experiments using real-world social networks to validate our proposed GTRBM model. We first describe the datasets, evaluation metrics, and baselines. Then we show that our algorithm outperforms several baselines in terms of the AUC measurements.
A. DATASETS
In this paper, four datasets from different social networks are used. They are available online in the Koblenz Network Collection. 1 All networks have different sizes and attributes. Their statistic properties are shown in the Table 2 .
The arXiv dataset [30] , [31] is a collaboration graph of scientific paper authors from the arXiv's High Energy Physics -Phenomenology (hep-ph) section. This dataset has 10 years evolution history, ranging from 1991 to 2001, and the data increase steady in recent years. Hence, we chose only five years, from 1995 to 1999, for our experiment. According to our problem setting, we choose the interactions in each year as a snapshot and denote the obtained five snapshots as S1 to S5. For each snapshot, the nodes are authors derived from the first sampled snapshot and edges are their co-authorship in each year.
Two email datasets (Enron and Radoslaw) contain email communication networks from two companies. For Enron email network [32] , [33] , it consists of 1,148,072 emails sent among employees of Enron between 1999 and 2003. For Radoslaw dataset [34] , [35] , it is the internal email communication network between employees of a mid-sized manufacturing company from 2010-01-01 to 2010-09-30. Nodes in both networks are individual employees and edges are individual emails. We sample five snapshots from Enron in every half year during 2001-01 to 2002-06 and denote them as E1 to E5. Similarly, Radoslaw dataset is also divided into five slices (R1 to R5) ranging from January to May.
1 http://konect.uni-koblenz.de/ The Haggle dataset [36] , [37] is a real human contact network. This undirected network represents contacts between people measured by carried wireless devices. A node represents a person; an edge between two persons shows that there was a contact between them. This dataset contains five-day records of 274 persons and we split it into five parts(H 1 to H 5) based on each day.
For each dataset, we split it into five snapshots. The first snapshot is used to construct the basic network, which contains all the nodes through all time slices. Snapshot 2, 3, 4 are used for training models. After modeling training, we move one step forward, snapshot 3, 4 now can be adopted to inference the linkage in time slice 5. The link state of snapshot 5 can be used to validate the predicting result.
B. EVALUATION METRICS
Dynamic link prediction task is essentially a binary classification problem. Given n nodes, we try to predict which pair of nodes will generate an edge. However, only a very small fraction of links actually exist, which will lead to a data imbalance problem.
Our experiments show that the existing links only constitute less than 1% of all possible links. This means that if we set all prediction result to zero, we can still achieve a high accuracy evaluation. Thus, in order to evaluate the performance properly, we use the following measurement:
• Area Under the ROC Curve (AUC): it is frequently employed to classification problem because it relates to the sensitivity (true positive rate) and the specificity (true negative rate) of a classifier. The metric is strictly bounded between 0 and 1. The larger the AUC is, the better the model performs.
C. COMPETITIVE PREDICTION MODELS
We compare our method with the following baseline approaches, which can be summerized as unsupervised VOLUME 6, 2018 algorithms and supervised algorithms.
• Common Neighbors (CN): A large number of the common neighbors make it easier that a link between two nodes will be created.
• Katz: It is based on the ensemble of all paths, and it counts all paths with different weights between two nodes.
• Preferential Attachment (PA): The PA metric indicates that new links will be more likely to connect higherdegree nodes than lower ones.
• Jaccard Coefficient (JC): Jaccard coefficient normalizes the size of common neighbors. It computes the ratio of common neighbors to all neighbors of two nodes.
• Gradient Boosting Decision Tree (GBDT): This method employs boosting method for decision trees. For each pair of nodes, it learns the probability of the linkage state after training by its history.
• Temporal Restricted Boltzmann Machine (TRBM): A RBM based model introduced in Section III.B, which only take the adjacent matrix as input.
• conditional temporal Restricted Boltzmann Machine (ctRBM): A TRBM based model embedded the information of neighbor nodes, which takes the adjacent matrix as inputs.
In the above methods, CN, Katz, PA are unsupervised approaches, which infer the linkage status based on nodes similarity in the history networks. The other two methods adopt supervised learning strategy. Generally, they outperform the unsupervised methods because of the self-learning process.
D. PARAMETER SETTINGS
We proposed a combination model in this paper, which can capture the dynamics of networks. The parameters of the model are focused on TRBM, which has different hidden size with different datasets. For the small datasets such as Radoslaw (151 nodes) and Haggle (91 nodes), we set the number of hidden units as 151 and 455 empirically. For the large datasets such as ArXiv (4122 nodes) and Enron (11670 nodes), the dimension of hidden layer is set to 1000. If we use higher dimensionality, the performance almost remains unchanged or even becomes worse. The parameters of batch size and training epochs are tuned by using grid search on the validation set. For the baselines, the parameters are different for different datasets and all are tuned to be optimal. Other default settings include: the learning rate of TRBM model is set as 0.2 and 0.1 for different size of datasets; the history window size is set to 2 so that we can infer the linkage status by using two historical snapshots. Table 4 illustrate all the parameter setting for each dataset.
E. EXPERIMENTAL RESULTS
We first compare all the performance over four datasets in terms of AUC. For TRBM and GTRBM, we take the adjacent matrix as initial input. Our proposed model have a node transformation process, which can translate the input into a transfer matrix. For GTRBM model, we denote two variations as GTRBM-ad and GTRBM-tr, which means the input is an adjacent matrix and a transfer matrix respectively. Table 3 shows that the proposed model achieves the best among all baselines even if the networks have different attributes. When comparing the GTRBM-ad and GTRBM-tr models, we find that our proposed transformation of matrix can improve the performance on four datasets, especially on Enron email network. This result shows that the transfer matrix is capable of reflecting the dynamics of networks. Another interesting finding is that when transfer matrix is taken into account, the GTRBM outperforms TRBM and GBDT in terms of AUC. This indicates that our combination of the two models can overcome the drawbacks and enhance the advantages of each other. Since our proposed model GTRBM takes advantages of TRBM, we further illustrate the result of AUC compared GTRBM with TRBM. Figure 5 shows that the GTRBM model performs better than TRBM whenever the inputs are adjacent matrixes (GTRBM-ad) or transfer matrixes (GTRBM-tr). 
1) INFLUENCE OF HYPER PARAMETER
In our model, we set α as a hyper parameter to make a trade off between macroscopic transition and microscopic topology evolution. Figure 6 shows the performance of GTRBM under different parameter settings. When α is close to 0 or 1, a large difference exists between the proportion of TRBM and GBDT, which results in lower performance on prediction accuracy. We also find that the ''sweet point'' of α varies on different dataset. Thus, we set this parameter dynamically for different situations to achieve the best performance.
2) COMPLEXITY REDUCTION TEST
In the link prediction problem, a deep learning method is usually adopted to networks with hundreds of nodes. It can hardly be applied to large social networks because of the computational complexity. We try to solve this problem by using the method in Section III.F. As shown in Table 5 , we conduct our experiment on two large network that have 4122 and 11670 nodes respectively. The truncated matrices have decreased the complexity about 10% to 50%. However, it covers more than 93% predictable links as well. The AUC results also suggest that there is a beneficial performance effect from this truncated method. Figure 7 also illustrates the cost of time in terms of adjacent matrix and truncated matrix. It validates the assumption in section III.F that different computational decrease can be achieved for networks with different sparsity. Theoretically, since node degrees are usually less than the square root of the total number of links, our proposed method can perform more efficiently for larger networks.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, we propose a generative model -GTRBM that combines the advantages of GBDT and TRBM model. The proposed model successfully models the macroscopic transition and microscopic topology evolution of dynamic networks. The novel transformation of input matrix elevate the prediction. To solve the large network problem, we propose an efficient dimensionality reduction method, which makes our model more efficient for large dynamic network. Experimental results on real world datasets show that GTRBM outperforms existing link prediction algorithms on dynamic networks. The proposed GTRBM model provides a powerful analytic tool for understanding the transitional and evolutionary behavior of dynamic networks.
In the future we would like to do a further research on the following two ways:
• Using weighted network: De Sá and Prudêncio [38] observed that a better performance can be achieved when we consider the weight of edges in collaboration networks. We can use the information of connection times as additional weights for the edges in the network. Therefore, the classification can be converted to a regression problem. We will employ it with some modification and the prediction result will be more explicit.
• Applying to directed network: Considering that there are many application using directed network in real world, we can try to adapt our model to this situation. When direction information is embedded, our model may have a extended capacity on dynamic dataset. 
