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Abstract—In subspace clustering, a group of data points
belonging to a union of subspaces are assigned membership to
their respective subspaces. This paper presents a new approach
dubbed Innovation Pursuit (iPursuit) to the problem of subspace
clustering using a new geometrical idea whereby subspaces are
identified based on their relative novelties. We present two
frameworks in which the idea of innovation pursuit is used to
distinguish the subspaces. Underlying the first framework is an
iterative method that finds the subspaces consecutively by solving
a series of simple linear optimization problems, each searching
for a direction of innovation in the span of the data potentially
orthogonal to all subspaces except for the one to be identified
in one step of the algorithm. A detailed mathematical analysis
is provided establishing sufficient conditions for the proposed
approach to correctly cluster the data points. The proposed
approach can provably yield exact clustering even when the
subspaces have significant intersections under mild conditions on
the distribution of the data points in the subspaces. It is shown
that the complexity of the iterative approach scales only linearly
in the number of data points and subspaces, and quadratically in
the dimension of the subspaces. The second framework integrates
iPursuit with spectral clustering to yield a new variant of
spectral-clustering-based algorithms. The numerical simulations
with both real and synthetic data demonstrate that iPursuit
can often outperform the state-of-the-art subspace clustering
algorithms, more so for subspaces with significant intersections,
and that it significantly improves the state-of-the-art result for
subspace-segmentation-based face clustering.
Index Terms—Subspace Learning, Subspace Clustering, Lin-
ear Programming, Big Data, Innovation Pursuit, Unsupervised
Learning.
I. INTRODUCTION
The grand challenge of contemporary data analytics and
machine learning lies in dealing with ever-increasing amounts
of high-dimensional data from multiple sources and different
modalities. The high-dimensionality of data increases the com-
putational complexity and memory requirements of existing
algorithms and can adversely degrade their performance [1],
[2]. However, the observation that high-dimensional datasets
often have intrinsic low-dimensional structures has enabled
some noteworthy progress in analyzing such data. For instance,
the high-dimensional digital facial images under different
illumination were shown to approximately lie in a very low-
dimensional subspace, which led to the development of effi-
cient algorithms that leverage low-dimensional representations
of such images [3], [4].
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Linear subspace models are widely used in data analysis
since many datasets can be well-approximated with low-
dimensional subspaces [5]. When data in a high-dimensional
space lies in a single subspace, conventional techniques such
as Principal Component Analysis can be efficiently used to
find the underlying low-dimensional subspace [6]–[8]. How-
ever, in many applications the data points may be originating
from multiple independent sources, in which case a union of
subspaces can better model the data [9].
Subspace clustering is concerned with learning these low-
dimensional subspaces and clustering the data points to their
respective subspaces [9]–[17]. This problem arises in many
applications, including computer vision (e.g. motion segmen-
tation [9], face clustering [18]), gene expression analysis [19],
[20], and image processing [21]. Some of the difficulties
associated with subspace clustering are that neither the number
of subspaces nor their dimensions are known, in addition to
the unknown membership of the data points to the subspaces.
A. Related work
Numerous approaches for subspace clustering have been
studied in prior work, including statistical-based approaches
[22], spectral clustering [10], the algebraic-geometric approach
[15] and iterative methods [23]. In this section, we briefly
discuss some of the most popular existing approaches for
subspace clustering. We refer the reader to [9] for a com-
prehensive survey on the topic. Iterative algorithms such as
[16], [23] were some of the first methods addressing the
multi-subspace learning problem. These algorithms alternate
between assigning the data points to the identified subspaces
and updating the subspaces. Some of the drawbacks of this
class of algorithms is that they can converge to a local
minimum and typically assume that the dimension of the
subspaces and their number are known.
Another reputable idea for subspace segmentation is based
on the algebraic geometric approach. These algorithms, such
as the Generalized Principal Component Analysis (GPCA)
[15], fit the data using a set of polynomials whose gradients
at a point are orthogonal to the subspace containing that
point. GPCA does not impose any restrictive conditions on
the subspaces (they do not need to be independent), albeit it
is sensitive to noise and has exponential complexity in the
number of subspaces and their dimensions.
A class of clustering algorithms, termed statistical clustering
methods, make some assumptions about the distribution of the
data in the subspaces. For example, the iterative algorithm
in [24], [25] assumes that the distribution of the data points in
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2the subspaces is Gaussian. These algorithms typically require
prior specifications for the number and dimensions of the
subspaces, and are generally sensitive to initialization. Random
sample consensus (RANSAC) is another iterative statistical
method for robust model fitting [26], which recovers one
subspace at a time by repeatedly sampling small subsets of
data points and identifying a consensus set consisting of all
the points in the entire dataset that belong to the subspace
spanned by the selected points. The consensus set is removed
and the steps are repeated until all the subspaces are identified.
The main drawback of this approach is scalability since the
number of trials required to select points in the same subspace
grows exponentially with the number and dimension of the
subspaces.
Much of the recent research work on subspace clustering
is focused on spectral clustering [27] based methods [10],
[11], [13], [14], [17], [28]–[32]. These algorithms consist
of two main steps and mostly differ in the first step. In
the first step, a similarity matrix is constructed by finding
a neighborhood for each data point, and in the second step
spectral clustering [27] is applied to the similarity matrix.
Recently, several spectral clustering based algorithms were
proposed with both theoretical guarantees and superior empir-
ical performance. The Sparse Subspace Clustering (SSC) [10]
uses `1-minimization for neighborhood construction. In [14],
it was shown that under certain conditions, SSC can yield
exact clustering even for subspaces with intersection. Another
algorithm called Low-Rank Representation (LRR) [13] uses
nuclear norm minimization to find the neighborhoods (i.e.,
build the similarity matrix). LRR is robust to outliers but
has provable guarantees only when the data is drawn from
independent subspaces. In this paper, we show that the idea of
innovation pursuit underlying the proposed iterative subspace
clustering method can also be used to design a new spectral
clustering based method. The result spectral clustering based
algorithm is shown to notably outperform the existing spectral
clustering based methods.
B. Contributions
The proposed method advances the state-of-the-art research
in subspace clustering on several fronts. First, iPursuit rests on
a novel geometrical idea whereby the subspaces are identified
by searching the directions of innovation in the span of the
data. Second, to the best of our knowledge this is the first
scalable iterative algorithm with provable guarantees – the
computational complexity of iPursuit only scales linearly in
the number of subspaces and quadratically in their dimensions
(c.f. Section II-E). By contrast, GPCA [9], [15] (without
spectral clustering) and RANSAC [26], which are popular
iterative algorithms, have exponential complexity in the num-
ber of subspaces and their dimensions. Third, innovation
pursuit in the data span enables superior performance when the
subspaces have considerable intersections, and brings about
substantial speedups, in comparison to the existing subspace
clustering approaches. Fourth, the formulation enables many
variants of the algorithm to inherit robustness properties in
highly noisy settings (c.f. Section III). Fifth, the proposed
innovation search approach can be integrated with spectral
clustering to yield a new spectral clustering based algorithm,
which is shown to notably outperform the existing spectral
clustering based methods and yields the state-of-the-art results
in the challenging face clustering problem.
C. Notation and definitions
Bold-face upper-case letters are used to denote matrices and
bold-face lower-case letters are used to denote vectors. Given
a matrix A, ‖A‖ denotes its spectral norm. For a vector a,
‖a‖ denotes its `2-norm and ‖a‖1 its `1-norm. Given two
matrices A1 and A2 with equal number of rows, the matrix
A3 = [A1 A2] is the matrix formed from the concatenation
of A1 and A2. Given matrices {Ai}ni=1 with equal number
of rows, we use the union symbol ∪ to define the matrix
n∪
i=1
Ai = [A1 A2 ... An]
as the concatenation of the matrices {Ai}ni=1. For a matrix D,
we overload the set membership operator by using the notation
d ∈ D to signify that d is a column of D. A collection of
subspaces {Gi}ni=1 is said to be independent if dim
(
n⊕
i=1
Gi
)
=∑n
i=1 dim(Gi) where ⊕ denotes the direct sum operator and
dim(Gi) is the dimension of Gi. Given a vector a,
∣∣a| is the
vector whose elements are equal to the absolute value of the
elements of a. For a real number a, sgn(a) is equal to 1 if
a > 0, −1 if a < 0, and 0 if a = 0. The complement of a set
L is denoted Lc. Also, for any positive integer n, the index
set {1, . . . , n} is denoted [n].
Innovation subspace: Consider two subspaces S1 and S2,
such that S1 6= S2, and one is not contained in the other. This
means that each subspace carries some innovation w.r.t. the
other. As such, corresponding to each subspace we define an
innovation subspace, which is its novelty (innovation) relative
to the other subspaces. More formally, the innovation subspace
is defined as follows.
Definition 1. Assume that V1 and V2 are two orthonormal
bases for S1 and S2, respectively. We define the subspace
I (S2 ⊥ S1) as the innovation subspace of S2 over S1 that
is spanned by
(
I−V1VT1
)
V2. In other words, I (S2 ⊥ S1)
is the complement of S1 in the subspace S1 ⊕ S2.
In a similar way, we can define I (S1 ⊥ S2) as the innova-
tion subspace of S1 over S2. The subspace I (S1 ⊥ S2) is the
complement of S2 in S1 ⊕ S2. Fig. 1 illustrates a scenario in
which the data lies in a two-dimensional subspace S1, and a
one-dimensional subspace S2. The innovation subspace of S2
over S1 is orthogonal to S1. Since S1 and S2 are independent,
S2 and I (S2 ⊥ S1) have equal dimension. It is easy to see
that the dimension of I (S2 ⊥ S1) is equal to the dimension
of S2 minus the dimension of S1 ∩ S2.
II. PROPOSED APPROACH
In this section, the core idea underlying iPursuit is described
by first introducing a non-convex optimization problem. Then,
we propose a convex relaxation and show that solving the
convex problem yields the correct subspaces under mild
3sufficient conditions. First, we present the idea of iPursuit
and its analysis within the proposed iterative framework. In
Section IV, we present an alternative framework wherein
the proposed innovation search approach is integrated with
spectral clustering to yield a new variant of spectral-clustering-
based algorithms.
In this section, it is assumed that the given data matrix
follows the following data model.
Data Model 1. The data matrix D ∈ RM1×M2 can be
represented as D = [D1 ... DN ]T where T is an arbitrary
permutation matrix. The columns of Di ∈ RM1×ni lie in Si,
where Si is an ri-dimensional linear subspace, for 1 ≤ i ≤ N ,
and,
∑N
i=1 ni = M2. Define Vi as an orthonormal basis for
Si. In addition, define D as the space spanned by the data,
i.e., D = N⊕
i=1
Si. Moreover, it is assumed that any subspace in
the set of subspaces {Si}Ni=1 has an innovation over the other
subspaces, to say that, for 1 ≤ i ≤ N , the subspace Si does
not completely lie in
N⊕
k=1
k 6=i
Sk . In addition, the columns of D
are normalized, i.e., have unit `2-norm.
A. Innovation pursuit: Insight
iPursuit is a multi-step algorithm that identifies one sub-
space at a time. In each step, the data is clustered into two
subspaces. One subspace is the identified subspace and the
other one is the direct sum of the other subspaces. The data
points of the identified subspace are removed and the algo-
rithm is applied to the remaining data to find the next subspace.
Accordingly, each step of the algorithm can be interpreted as
a subspace clustering problem with two subspaces. Therefore,
for ease of exposition we first investigate the two-subspace
scenario then extend the result to multiple (more than two)
subspaces. Thus, in this subsection, it is assumed that the data
follows Data model 1 with N = 2.
To gain some intuition, we consider an example before stat-
ing our main result. Consider the case where S1 and S2 are not
orthogonal and assume that n2 < n1. The non-orthogonality
of S1 and S2 is not a requirement, but is merely used herein to
easily explain the idea underlying the proposed approach. Let
c∗ be the optimal point of the following optimization problem
min
cˆ
‖cˆTD‖0 s. t. cˆ ∈ D and ‖cˆ‖ = 1, (1)
where ‖.‖0 is the `0-norm. Hence, ‖cˆTD‖0 is equal to the
number of non-zero elements of cˆTD. The first constraint
forces the search for cˆ in the span of the data, and the equality
constraint ‖cˆ‖ = 1 is used to avoid the trivial cˆ = 0 solution.
Assume that the data points are distributed in S1 and S2
uniformly at random. Thus, the data is not aligned with any
direction in S1 and S2 with high probability (whp).
The optimization problem (1) searches for a non-zero vector
in the span of the data that is orthogonal to the maximum
number of data points. We claim that the optimal point of (1)
lies in I (S2 ⊥ S1) whp given the assumption that the number
of data points in S1 is greater than the number of data points
in S2. In addition, since the feasible set of (1) is restricted to
Fig. 1. The subspace I (S2 ⊥ S1) is the innovation subspace of S2 over
S1. The subspace I (S2 ⊥ S1) is orthogonal to S1.
D, there is no feasible vector that is orthogonal to the whole
data. To further clarify this argument, consider the following
scenarios:
I. If c∗ lies in S1, then it cannot be orthogonal to most
of the data points in S1 since the data is uniformly
distributed in the subspaces. In addition, it cannot be
orthogonal to the data points in S2 given that S1 and
S2 are not orthogonal. Therefore, the optimal point of
(1) cannot be in S1 given that the optimal vector should
be orthogonal to the maximum number of data points.
Similarly, the optimal point cannot lie in S2.
II. If c∗ lies in I (S1 ⊥ S2), then it is orthogonal to the
data points in D2. However, n2 < n1. Thus, If c∗ lies in
I (S2 ⊥ S1) (which is orthogonal to S1) the cost function
of (1) can be decreased.
III. If c∗ lies in none of the subspaces S1, S2, I (S2 ⊥ S1)
and I (S2 ⊥ S1), then it is not orthogonal to S1 nor
S2. Therefore, c∗ cannot be orthogonal to the maximum
number of data points.
Therefore, the algorithm is likely to choose the optimal point
from I (S2 ⊥ S1). Thus, if c∗ ∈ I (S2 ⊥ S1), we can obtain
S2 from the span of the columns of D corresponding to the
non-zero elements of (c∗)TD. The following lemma ensures
that these columns span S2.
Lemma 1. The columns of D corresponding to the non-zero
elements of (c∗)TD span S2 if both conditions below are
satisfied:
i) c∗ ∈ I (S2 ⊥ S1).
ii) D2 cannot follow Data model 1 with N > 1, that is,
the data points in D2 do not lie in the union of lower
dimensional subspaces within S2 each with innovation
w.r.t. to the other subspaces.
We note that if the second requirement of Lemma 1 is
not satisfied, the columns of D2 follow Data model 1 with
N ≥ 2, in which case the problem can be viewed as one
of subspace clustering with more than two subspaces. The
clustering problem with more than two subspaces will be
addressed in Section II-D.
Remark 1. At a high level, the innovation search optimization
problem (1) finds the most sparse vector in the row space of
D. Interestingly, finding the most sparse vector in a linear sub-
space has bearing on, and has been effectively used in, other
machine learning problems, including dictionary learning and
4Fig. 2. Data distributions in a two-dimensional subspace. The blue stars
and red circles are the data points and their projections on the unit circle,
respectively. In the left plot, the data points are distributed uniformly at
random. Thus, they are not aligned along any specific directions and the
permeance statistic cannot be small. In the right plot, the data points are
aligned, hence the permeance statistic is small.
spectral estimation [33], [34]. In addition, it is interesting to
note that in contrast to SSC which finds the most sparse vectors
in the null space of the data, iPursuit searches for the most
sparse vector in the row space of the data.
B. Convex relaxation
The cost function of (1) is non-convex and the combinatorial
`0-norm minimization may not be computationally tractable.
Since the `1-norm is known to provide an efficient convex
approximation of the `0-norm, we relax the non-convex cost
function and rewrite (1) as
min
cˆ
‖cˆTD‖1 s. t. cˆ ∈ D and ‖cˆ‖ = 1. (2)
The optimization problem (2) is still non-convex in view of
the non-convexity of its feasible set. Therefore, we further
substitute the equality constraint with a linear constraint and
rewrite (2) as
(IP) min
cˆ
‖cˆTD‖1 s. t. cˆ ∈ D and cˆTq = 1. (3)
(IP) is the core program of iPursuit to find a direction of
innovation. Here, q is a unit `2-norm vector which is not
orthogonal to D. The vector q can be chosen as a random
unit vector in D. In Section II-F, we develop a methodology
to learn a good choice for q from the given data matrix.
The relaxation of the quadratic equality constraint to a linear
constraint is a common technique in the literature [34].
C. Segmentation of two subspaces: Performance guarantees
Based on Lemma 1, to show that the proposed program
(3) yields correct clustering, it suffices to show that the
optimal point of (3) lies in I (S2 ⊥ S1) given that condition
ii of Lemma 1 is satisfied, or lies in I (S1 ⊥ S2) given that
condition ii of Lemma 1 is satisfied for D1. The following
theorem provides sufficient conditions for the optimal point
of (3) to lie in I (S2 ⊥ S1) provided that
inf
c∈I(S2⊥S1)
cT q=1
‖cTD‖1 < inf
c∈I(S1⊥S2)
cT q=1
‖cTD‖1. (4)
If the inequality in (4) is reversed, then parallel sufficient
conditions can be established for the optimal point of (3) to
lie in the alternative subspace I (S1 ⊥ S2). Hence, assumption
(4) does not lead to any loss of generality.
Since I (S2 ⊥ S1) and I (S1 ⊥ S2) are orthogonal to S1
and S2, respectively, condition (4) is equivalent to
inf
c∈I(S2⊥S1)
cT q=1
‖cTD2‖1 < inf
c∈I(S1⊥S2)
cT q=1
‖cTD1‖1. (5)
Conceptually, assumption (5) is related to the assumption n2 <
n1 used in the example of Section II-A in the sense that it
makes it more likely for the direction of innovation to lie in
I (S2 ⊥ S1)1.
The sufficient conditions of Theorem 2 for the optimal point
of (3) to lie in I (S2 ⊥ S1) are characterized in terms of
the optimal solution to an oracle optimization problem (OP),
where the feasible set of (IP) is replaced by I (S2 ⊥ S1). The
oracle problem (OP) is defined as
(OP)
min
cˆ
‖cˆTD2‖1
subject to cˆ ∈ I (S2 ⊥ S1) and cˆTq = 1.
(6)
Before we state the theorem, we also define the index set L0
comprising the indices of the columns of D2 orthogonal to c2
(the optimal solution to (OP)),
L0 = {i ∈ [n2] : cT2 di = 0,di ∈ D2}, (7)
with cardinality n0 = |L0| and a complement set Lc0.
Theorem 2. Suppose the data matrix D follows Data model
1 with N = 2. Also, assume that condition (5) and the
requirement of Lemma 1 for D2 are satisfied (condition ii of
Lemma 1). Let c2 be the optimal point of the oracle program
(OP) and define
α =
∑
di∈D2
sgn(cT2 di)di (8)
Also, let P2 denote an orthonormal basis for I (S2 ⊥ S1), n0
the cardinality of L0 defined in (7), and assume that q is a unit
`2-norm vector in D that is not orthogonal to I (S2 ⊥ S1). If
1
2
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣ > ‖VT1 V2‖(‖α‖+ n0) , and
‖qTP2‖
2‖qTV1‖
(
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣) > ‖VT2 P2‖(‖α‖+ n0), (9)
then c2, which lies in I (S2 ⊥ S1), is the optimal point of (IP)
in (3), and iPursuit clusters the data correctly.
In what follows, we provide a detailed discussion of the
significance of the sufficient conditions (9), which reveal some
interesting facts about the properties of iPursuit.
1. The distribution of the data matters.
The LHS of (9) is known as the permeance statistic [8]. For a
set of data points Di in a subspace Si, the permeance statistic
is defined as
P(Di,Si) = inf
u∈Si
‖u‖=1
∑
di∈Di
∣∣uTdi∣∣ . (10)
1Henceforth, when the two-subspace scenario is considered and (5) is
satisfied, the innovation subspace refers to I (S2 ⊥ S1) .
5The permeance statistic is an efficient measure of how well
the data is distributed in the subspace. Fig. 2 illustrates two
scenarios for the distribution of data in a two-dimensional
subspace. In the left plot, the data points are distributed
uniformly at random. In this case, the permeance statistic
cannot be small since the data points are not concentrated
along any directions. In the right plot, the data points are
concentrated along some direction and hence the data is not
well distributed in the subspace. In this case, we can find a
direction along which the data has small projection.
Having n0 on the RHS underscores the relevance of the
distribution of the data points within S2 since c2 cannot be
simultaneously orthogonal to a large number of columns of D2
if the data does not align along particular directions. Hence,
the distribution of the data points within each subspace has
bearing on the performance of iPursuit. We emphasize that the
uniform distribution of the data points is not a requirement of
the algorithm as shown in the numerical experiments. Rather, it
is used in the proof of Theorem 2, which establishes sufficient
conditions for correct subspace identification under uniform
data distribution in worst case scenarios.
2. The coherency of q with I (S2 ⊥ S1) is an important factor.
An important performance factor in iPursuit is the coherency
of the vector q with the subspace I (S2 ⊥ S1). To clarify,
suppose that (5) is satisfied and assume that the vector q lies in
D. If the optimal point of (3) lies in I (S2 ⊥ S1), iPursuit will
yield exact clustering. However, if q is strongly coherent with
S1 (i.e., the vector q has small projection on I (S2 ⊥ S1)),
then the optimal point of (3) may not lie in I (S2 ⊥ S1). The
rationale is that the Euclidean norm of any feasible point of
(3) lying in I (S2 ⊥ S1) will have to be large to satisfy the
equality constraint when q is incoherent with I (S2 ⊥ S1),
which in turn would increase the cost function. As a matter
of fact, the factor ‖q
TP2‖
‖qTV1‖ in the second inequality of (9)
confirms our intuition about the importance of the coherency
of q with I (S2 ⊥ S1). In particular, (9) suggests that iPursuit
could have more difficulty yielding correct clustering if the
projection of q on the subspace S1 is increased (i.e., the
projection of the vector on the subspace I (S2 ⊥ S1) is
decreased). The coherence property could have a more serious
effect on the performance of the algorithm for non-independent
subspaces, especially when the dimension of their intersection
is significant. For instance, consider the scenario where the
vector q is chosen randomly from D, and define y as the
dimension of the intersection of S1 and S2. It follows that
I (S2 ⊥ S1) has dimension r2−y. Thus, E{‖q
TP2‖}
E{‖qTV1‖} =
r2−y
r1
.
Therefore, a randomly chosen vector q is likely to have a small
projection on the innovation subspace when y is large. As
such, in dealing with subspaces with significant intersection,
it may not be favorable to choose the vector q at random. In
Section II-F and section III, we develop a simple technique to
learn a good choice for q from the given data. This technique
makes iPursuit remarkably powerful in dealing with subspaces
with intersection as shown in the numerical results section.
Now, we demonstrate that the sufficient conditions (9) are
not restrictive. The following lemma simplifies the sufficient
conditions of Theorem 2 when the data points are randomly
distributed in the subspaces. In this setting, we show that the
conditions are naturally satisfied.
Lemma 3. Assume D follows Data model 1 with N = 2
and the data points are drawn uniformly at random from the
intersection of the unit sphere SM1−1 and each subspace. If√
2
pi
n1
r1
− 2√n1 − t1
√
n1
r1 − 1
> 2‖VT1 V2‖
(
t2
√
n2 − n0 + n0
)
,
‖qTP2‖
‖qTV1‖
(√
2
pi
n1
r1
− 2√n1 − t1
√
n1
r1 − 1
)
> 2‖VT2 P2‖
(
t2
√
n2 − n0 + n0
)
,
(11)
then the optimal point of (3) lies in I (S2 ⊥ S1) with proba-
bility at least 1− exp (− r22 (t22 − log(t22)− 1))− exp(− t212 ) ,
for all t2 > 1 , t1 ≥ 0.
When the data does not align along any particular directions,
n0 will be much smaller than n2 since the vector c2 can
only be simultaneously orthogonal to a small number of the
columns of D2. Noting that the LHS of (11) has order n1
and the RHS has order
√
n2 + n0 (which is much smaller
than n2 when n2 is sufficiently large), we see that the
sufficient conditions are naturally satisfied when the data is
well-distributed within the subspaces.
D. Clustering multiple subspaces
In this section, the performance guarantees provided in
Theorem 2 are extended to more than two subspaces. iPursuit
identifies the subspaces consecutively, i.e., one subspace is
identified in each step. The data lying in the identified sub-
space is removed and optimal direction-search (3) is applied
to the remaining data points to find the next subspace. This
process is continued to find all the subspaces. In order to ana-
lyze iPursuit for the scenarios with more than two subspaces,
it is helpful to define the concept of minimum innovation.
Definition 2. (Di,Si) is said to have minimum innovation
w.r.t. the vector q in the set {(Dj ,Sj)}mj=1 if and only if
inf
c∈I
(
Si⊥
m⊕
k=1
k 6=i
Sk
)
cT q=1
‖cTDi‖1 < inf
c∈I
(
Sj⊥
m⊕
k=1
k 6=j
Sk
)
cT q=1
‖cTDj‖1 (12)
for every j 6= i , 1 ≤ j ≤ m , where q is a unit `2-norm in
⊕mk=1Sk.
If (Dk,Sk) has minimum innovation in the set
{(Dj ,Sj)}Nj=1 (w.r.t. the vector q used in the first step), then
we expect iPursuit to find Sk in the first step. Similar to
Theorem 2, we make the following assumption without loss
of generality.
Assumption 1. Assume that (Dk,Sk) has minimum innova-
tion w.r.t. qk in the set {(Dj ,Sj)}kj=1 for 2 ≤ k ≤ N .
6According to Assumption 1, if qN is used in the first step
as the linear constraint of the innovation pursuit optimization
problem, iPursuit is expected to first identify SN . In each
step, the problem is equivalent to disjoining two subspaces. In
particular, in the (N −m+ 1)th step, the algorithm is expected
to identify Sm, which can be viewed as separating (Dm,Sm)
and (
m−1∪
i=1
Di ,
m−1⊕
i=1
Si) by solving (IPm)
(IPm)
min
cˆ
∥∥∥∥cˆT ( m∪k=1Dk
)∥∥∥∥
1
subject to cˆ ∈ m⊕
k=1
Sk , cˆTqm = 1 .
(13)
Note that
m⊕
k=1
Sk is the span of the data points that have
not been yet removed. Based on this observation, we can
readily state the following theorem, which provides suffi-
cient conditions for iPursuit to successfully identify Sm in
the (N −m+ 1)th step. The proof of this theorem follows
directly from Theorem 2 with two subspaces, namely, Sm and
m−1⊕
i=1
Si. Similar to Theorem 2, the sufficient conditions are
characterized in terms of the optimal solution to an oracle
optimization problem (OPm) defined below.
(OPm)
min
cˆ
‖cˆTDm‖1
subject to c ∈ I(Sm ⊥ m−1⊕
k=1
Sk
)
, cˆTqm = 1 .
(14)
We also define L0m = {i ∈ [nm] : cTmdi = 0, di ∈ Dm}
with cardinality n0m, where cm is the optimal point of (14).
Theorem 4. Suppose that the data follows Data model 1
with N = m and assume that Dm cannot follow Data
Model 1 with N > 1. Assume that (Dm,Sm) has minimum
innovation with respect to qm in the set {(Dj ,Sj)}mj=1 .
Define cm as the optimal point of (OPm) in (14) and let
αm =
∑
di∈Dm sgn(c
T
mdi)di. Assume qm is a unit `2-norm
vector in
m⊕
k=1
Sk . If
1
2
inf
δ∈
m−1
⊕
k=1
Sk
‖δ‖=1
∑
di∈
m−1∪
k=1
Dk
∣∣δTdi∣∣ > ‖VTmTm−1‖(‖αm‖+ n0m),
‖qTmPm‖
2‖qTmTm−1‖
 inf
δ∈
m−1
⊕
k=1
Sk
‖δ‖=1
∑
di∈
m−1∪
k=1
Dk
∣∣δTdi∣∣

> ‖VTmPm‖
(
‖αm‖+ n0m
)
,
(15)
where Tm−1 is an orthonormal basis for
m−1⊕
k=1
Sk and Pm is
an orthonormal basis for I(Sm ⊥ m−1⊕
k=1
Sk
)
, then cm, which
lies in I(Sm ⊥ m−1⊕
k=1
Sk
)
, is the optimal point of (IPm) in (13),
i.e., the subspace Sm is correctly identified.
The sufficient conditions provided in Theorem 4 reveal an-
other intriguing property of iPursuit. Contrary to conventional
wisdom, increasing the number of subspaces may improve
the performance of iPursuit, for if the data points are well
distributed in the subspaces, the LHS of (15) is more likely
to dominate the RHS. In the appendix section, we further
investigate the sufficient conditions (15) and simplify the LHS
to the permeance statistic.
E. Complexity analysis
In this section, we use an Alternating Direction Method of
Multipliers (ADMM) [35] to develop an efficient algorithm for
solving (IP). Define U ∈ RM1×r as an orthonormal basis for
D, where r is the rank of D. Thus, the optimization problem
(3) is equivalent to min
a
‖aTUTD‖1 subject to aTUTq =
1. Define f = UTq and F = UTD. Hence, this optimization
problem is equivalent to
min
a,t
‖t‖1 + µ
2
‖t− FTa‖2 + µ
2
(aT f − 1)2
subject to t = FTa , aT f = 1 ,
(16)
with a regularization parameter µ. The Lagrangian function of
(16) can be written as
L(t,a,y1, y2) =‖t‖1 + µ
2
‖FTa− t‖2 + µ
2
(aT f − 1)2
yT1 (F
Ta− t) + y2(aT f − 1) ,
(17)
where y1 and y2 are the Lagrange multipliers. The ADMM
approach uses an iterative procedure. Define (ak, tk) as the
optimization variables and (yk1 , y
k
2 ) the Lagrange multipliers
at the kth iteration. Define G := µ−1(FFT + ffT )−1 and the
element-wise function T(x) := sgn(x)max(|x| − , 0). Each
iteration consists of the following steps:
1. Obtain ak by minimizing the Lagrangian function with
respect to a while the other variables are held constant. The
optimal a is obtained as
ak+1 = G
(
µFtk − Fyk1 + f(µ− yk2 )
)
.
2. Similarly, update t as
tk+1 = Tµ−1(FTak+1 + µ−1yk1) .
3. Update the Lagrange multipliers as follows
y1 = y1 + µ(F
Tak+1 − tk+1) , yk+12 = yk2 + µ(aT f − 1) .
These 3 steps are repeated until the algorithm converges or
the number of iterations exceeds a predefined threshold. The
complexity of the initialization step of the solver is O(r3) plus
the complexity of obtaining U. Obtaining an appropriate U
has O(r2M2) complexity by applying the clustering algorithm
to a random subset of the rows of D (with the rank of sampled
rows equal to r). In addition, the complexity of each iteration
of the solver is O(rM2). Thus, the overall complexity is
less than O((r3 + r2M2)N) since the number of data points
remaining keeps decreasing over the iterations. In most cases,
r M2, hence the overall complexity is roughly O(r2M2N).
iPursuit brings about substantial speedups over most exist-
ing algorithms due to the following: i) Unlike existing iter-
ative algorithms (such as RANSAC) which have exponential
complexity in the number and dimension of subspaces, the
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quadratic in their dimension. In addition, while iPursuit has
linear complexity in M2, spectral clustering based algorithms
have complexity O(M22N) for their spectral clustering step
plus the complexity of obtaining the similarity matrix, ii)
More importantly, the solver of the proposed optimization
problem has O(rM2) complexity per iteration, while the other
operations – whose complexity are O(r2M2) and O(r3) – sit
outside of the iterative solver. This feature makes the proposed
method notably faster than most existing algorithms which
solve high-dimensional optimization problems. For instance,
solving the optimization problem of the SSC algorithm has
roughly O(M32 + rM2) complexity per iteration [10].
F. How to choose the vector q?
The previous analysis revealed that the coherency of the
vector q with the innovation subspace is a key performance
factor for iPursuit. While our investigations have shown that
the proposed algorithm performs very well when the subspaces
are independent even when the vector q is chosen at random,
randomly choosing the vector q may not be favorable when the
dimension of their intersection is increased (c.f. Section II-C).
This motivates the methodology described next that aims to
identify a “good” choice of the vector q.
Consider the following least-squares optimization problem,
min
qˆ
‖qˆTD‖2 s. t. qˆ ∈ D and ‖qˆ‖ = 1. (18)
The optimization problem (18) searches for a vector in D that
has a small projection on the columns of D. The optimal point
of (18) has a closed-form solution, namely, the singular vector
corresponding to the least non-zero singular value of D. When
the subspaces are close to each other, the optimal point of (18)
is very close to the innovation subspace I (S2 ⊥ S1). This is
due to the fact that I (S2 ⊥ S1) is orthogonal to S1, hence a
vector in the innovation subspace will have a small projection
on S2. As such, when the subspaces are close to each other, the
least singular vector is coherent with the innovation subspace
and can be a good candidate for the vector q. In the numerical
results section, it is shown that this choice of q leads to
substantial improvement in performance compared to using
a randomly generated q. However, in settings in which the
singular values of D decay rapidly and the data is noisy we
may not be able to obtain an exact estimate of r. This may lead
to the undesirable usage of a singular vector corresponding
to noise as the constraint vector. In the next section, we
investigate stability issues and present robust variants of the
algorithm in the presence of noise. We remark that with real
data or when the data is noisy, by the least singular vector we
refer to the least dominant singular vector and not to the one
corresponding to the smallest singular value which is surely
associated with the noise component.
III. NOISY DATA
In the presence of additive noise, we model the data as
De = D + E , (19)
Fig. 3. The left plot shows the output of (20), while the right plot shows
the output of iPursuit when its search domain is restricted to the subspace
spanned by the dominant singular vectors as per (21).
where De is the noisy data matrix, D the clean data which
follows Data model 1 and E the noise component. The rank
of D is equal to r. Thus, the singular values of De can be
divided into two subsets: the dominant singular values (the first
r singular values) and the small singular values (or the singular
values corresponding to the noise component). Consider the
optimization problem (IP) using De, i.e.,
min
cˆ
‖cˆTDe‖1 s.t. cˆ ∈ span(De) and cˆTq = 1. (20)
Clearly, the optimal point of (20) is very close to the subspace
spanned by the singular vectors corresponding to the small
singular values. Thus, if ce denotes the optimal solution of
(20), then all the elements of cTe De will be fairly small and
we cannot distinguish the subspaces. However, the span of
the dominant singular vectors is approximately equal to D.
Accordingly, we propose the following approximation to (IP),
min
cˆ
‖cˆTDe‖1 s. t. cˆ ∈ span(Q) and cˆTq = 1, (21)
where Q is an orthonormal basis for the span of the dominant
singular vectors. The first constraint of (21) forces the optimal
point to lie in span(Q), which serves as a good approximation
to span(D). For instance, consider D = [D1 D2], where the
columns of D1 ∈ R40×100 lie in a 5-dimensional subspace S1,
and the columns of D2 ∈ R40×100 lie in another 5-dimensional
subspace S2. Define ce and cr as the optimal points of (20)
and (21), respectively. Fig. 3 shows |cTe De| and |cTr De| with
the maximum element scaled to one. Clearly, cTr De can be
used to correctly cluster the data. In addition, when D is low
rank, the subspace constraint in (21) can filter out a remarkable
portion of the noise component.
When the data is noisy and the singular values of D decay
rapidly, it may be hard to accurately estimate r. If the dimen-
sion is incorrectly estimated, Q may contain some singular
vectors corresponding to the noise component, wherefore the
optimal point of (21) could end up near a noise singular vector.
In the sequel, we present two techniques to effectively avoid
this undesirable scenario.
1. Using a data point as a constraint vector: A singular vector
corresponding to the noise component is nearly orthogonal to
the entire data, i.e., has small projection on all the data points.
Thus, if the optimal vector is forced to have strong projection
on a data point, it is unlikely to be close to a noise singular
vector. Thus, we modify (21) as
min
a
‖aTQTDe‖1 s.t. aTQTq = 1, and q = dek , (22)
where dek is the kth column of De. The modified constraint
in (22) ensures that the optimal point is not orthogonal to
dek. If dek lies in the subspace Si, the optimal point of (22)
8will lie in the innovation subspace corresponding to Si whp.
To determine a good data point for the constraint vector, we
leverage the principle presented in section II-F. Specifically,
we use the data point closest to the least dominant singular
vector rather than the least dominant singular vector itself.
2. Sparse representation of the optimal point: When D is low
rank, i.e., r  min(M1,M2), any direction in the span of the
data – including the optimal direction sought by iPursuit – can
be represented as a sparse combination of the data points. For
such settings, we can rewrite (22) as
min
a,z
‖aTQTDe‖1 + γ‖z‖1
subject to a = QTDe z and aTQTdek = 1 ,
(23)
where γ is a regularization parameter. Forcing a sparse repre-
sentation in (23) for the optimal direction averts a solution that
lies in close proximity with the small singular vectors, which
are normally obtained through linear combinations of a large
number of data points. Using the data points as constraint
vectors effectively accords robustness to the imperfection
in forming the basis matrix Q. However, our investigations
show that enforcing the sparse representation for the optimal
direction can enhance the performance in some cases. The
table of Algorithm 1 details the proposed method for noisy
data along with used notation and definitions.
Algorithm 1 Innovation pursuit for noisy data (the iterative
framework)
Initialization Set nˆ and Nˆ as integers greater than 1, and set ci and co equal
to positive real numbers less than 1.
While The number of identified subspaces is less than Nˆ or the number of
columns of De is greater than nˆ.
1. Obtaining the basis for the remaining Data: Construct Q as the
orthonormal matrix formed by the dominant singular vectors of De.
2. Choosing the vector q: Set q = the column of De closest to the last
column of Q.
3. Solve (23) and define c∗ = Qa∗, where a∗ is the optimal point and define
h1 =
∣∣DTe c∗∣∣
max(
∣∣DTe c∗∣∣) .
4. Finding a basis for the identified subspace: Construct the matrix G1
from the columns of De corresponding to the elements of h1 greater than
ci. Define matrix F1 as a orthonormal basis for the dominant left singular
vectors of G1.
5. Finding a basis for the rest of the data: Define the vector h2
whose entries are equal to the `2-norm of the columns of (I − F1FT1 )De.
Normalize h2 as h2 := h2/max(h2). Construct G2 as the columns of
De corresponding to the elements of h2 greater than co. Define F2 as an
orthonormal basis for the columns of G2.
6. Find the data point belonging to the identified subspace: Assign dei
to the identified subspace if ‖FT1 dei‖ ≥ ‖FT2 dei‖.
7. Remove the data points belonging to the identified subspace: Update
De by removing the columns corresponding to the identified subspace.
End While
Remark 2. The proposed method can be made parameter-free
if we can avoid thresholding in Steps 4 and 5 of Algorithm 1.
Indeed, in Step 4 we can construct G1 using the columns of
De corresponding to the κ largest elements of h1. κ has to be
chosen large enough such that the sampled columns span the
identified subspace, and hence can be set if we have access
to an upper bound on the dimension of the subspaces, which
is naturally available in many applications. For example, in
motion segmentation we know that ri ≤ 4. The matrix G2 can
be constructed in a similar way, i.e., without thresholding.
A. Minimizing error propagation
If κ (or ci) and the threshold co in Algorithm 1 are chosen
appropriately, the algorithm exhibits strong robustness in the
presence of noise. Nonetheless, if the data is too noisy, an
error incurred in one step of the algorithm may propagate
and unfavorably affect the performance in subsequent steps.
In the following, we discuss the two main sources of error and
present some techniques to effectively neutralize their impact
on subsequent iterations.
A.1 Some data points are erroneously included in G1 and
G2: Suppose that Sm is the subspace to be identified in a
given step of the algorithm, i.e., the optimal point of (23)
lies in the innovation subspace corresponding to Sm. If the
noise component is too strong, few data points from the
other subspaces may be erroneously included in G1. In this
subsection, we present a technique to remove these erroneous
data points (In [36], we analyze the proposed technique as a
robust subspace recovery algorithm). Consider two columns
g1 and g2 of G1, where g1 belongs to Sm and g2 to
one of the other subspaces, and define the inner products
α1 := ‖gT1 G1‖ and α2 := ‖gT2 G1‖. Since G1 contains
many data points that are coherent with g1, α1 > α2 whp.
Thus, by removing a portion of the columns of G1 with small
inner products, the columns belonging to the other subspaces
are likely to be removed. In addition, we obtain F1 from
the principal directions of G1 which mitigates the impact of
noise and erroneous data points. The same technique can be
used to remove the wrong data points from G2. The table of
Algorithm 2 presents the details of using the proposed idea in
the fourth step of Algorithm 1 to remove the erroneous data
points from G1. The complexity of this extra step is roughly
O(M22 r). The proposed method is remarkably faster than the
state-of-the-art subspace clustering algorithms even with this
additional step since the complexity of solving the underlying
optimization problem is linear in the number of data points. In
section V-D, we compare the run time of the proposed method
to that of the state-of-the-art algorithms.
Algorithm 2 Fourth step of Algorithm 1 with a technique for
removing erroneous data points
Initialization Set β equal to an integer between 0 and 50.
4. Finding a basis for the identified subspace
4.1 Construct the matrix G1 from the columns of De corresponding to
the elements of h1 that are greater than ci, or using the columns of De
corresponding to the κ largest elements of h1.
4.2 Define R = GT1G1. Remove β percent of the columns of G1
corresponding to the columns of R with the smallest `2-norms.
4.3 Define F1 as an orthonormal basis for G1.
A.2 Some of the data points remain unidentified: Suppose Sm
is to be identified in a given iteration, yet not all the data
points belonging to Sm are identified, i.e., some of these points
remain unidentified. In this case, an error may occur if one
9Fig. 4. The output of the proposed method with different choices of the
constraint vector. In the left and right plots, the first and the 401th column
are used as a constraint vector, respectively. The first column lies in a cluster
with 100 data points and the 401th column lies in a cluster with 6 data points.
such point is used for the constraint vector q. However, such
an error can be easily detected because if one such point is
used as q, the vector h1 would be too sparse since the optimal
direction is orthogonal to all the data points expect a few
remaining points of Sm. As an example, consider the setting
where D follows Data model 1 with N = 5, {ri}5i=1 = 5,
{ni}4i=1 = 100 but n5 = 6, i.e., S5 contains only few data
points. Fig. 4 shows the output of (22) with q = d1 and
q = d401. The right plot shows a solution that is too sparse.
Accordingly, if the output of (22) is too sparse, we solve (22)
again using a new constraint vector.
A.3 Error correction: The robustness of spectral clustering
based algorithms stems from the fact that the spectral cluster-
ing step considers the representation of each of the data points,
thus few errors in the similarity matrix do not significantly
impact the overall performance of the algorithm. The proposed
multi-step algorithm is of low complexity, however, if a data
point is assigned to an incorrect cluster in a given step,
its assignment will not change in subsequent steps of the
algorithm that only consider the remaining data points. Thus,
for scenarios where the data is highly noisy, we propose a
technique for final error correction to account for and correct
wrong assignments of data points to incorrect clusters. The
table of Algorithm 3 presents the proposed technique, which
is applied to the clustered data after Algorithm 1 terminates
to minimize the clustering error. It uses the idea presented in
Algorithm 2 to obtain a set of bases for the subspaces with
respect to which the clustering is subsequently updated. In
fact, Algorithm 3 can be applied multiple times, each time
updating the clustering.
B. Using multiple constraint vectors
In each step of the proposed algorithm, we could solve
(23) with multiple choices for q and pick the one leading to
the most favorable solution. For instance, we can find the m
nearest neighbors to the least dominant singular vector among
the data points, or find m data points that are most close to the
m least dominant singular vectors, and solve (22) with all the
m choices of the constraint vector. The question remains as of
how to identify the best choice for q. Ideally, one would favor
the constraint vector that minimizes the clustering error. Note
that each step of the proposed algorithm is clustering the data
points into two subspaces. When the clustering error increases,
the distance between the identified subspaces decreases. To
clarify, consider D1 and D2 spanning subspaces S1 and S2,
respectively. A subspace clustering algorithm clusters the data
Fig. 5. The data lies in a union of 4 random 5-dimensional subspaces. In
the left plot M1 = 30. In the right plot, M1 = 10. For both plots, the first
column is used as a constraint vector.
matrix D = [D1 D2] into D
′
1 and D
′
2. If the number of data
points belonging to S2 in D′1 increases, the identified subspace
corresponding to S1 gets closer to S2. As such, we choose
the constraint vector which leads to the maximum distance
between the identified subspaces. The distance between two
subspaces can be measured using their orthogonal bases.
For instance, ‖VT1 V2‖2F can be used as a distance measure
between S1 and S2 [14], [32], as it is inversely proportional
to the distance between S1 and S2.
Algorithm 3 Final error correction
Define the matrices {Dˆi}Nˆi=1 as the clustered data.
Error Correction
1 For 1 ≤ i ≤ Nˆ
1.1 Define Ri = DˆTi Dˆi. Remove β percent of the columns of Dˆi
corresponding to the columns of Ri with the smallest `2-norms.
1.2 Obtain Vˆi as an orthonomal basis for the column space of Dˆi.
End For
2 Update the data clustering with respect to the obtained bases {Vˆi}Nˆi=1
(the matrices {Dˆi}Nˆi=1 are updated), i.e., a data point d is assigned to the
ith cluster if i = argmax
k
‖dT Vˆk‖2.
IV. INNOVATION PURSUIT WITH SPECTRAL CLUSTERING
In Section II, we have shown analytically that the di-
rection of innovation is a powerful tool for distinguishing
subspaces. The presented iterative algorithm, Algorithm 1,
uses the directions of innovation iteratively to consecutively
identify the subspaces. Algorithm 1 is provable, fast, and
strongly robust to the intersection between the subspaces but
has some limitations. In this section, we first discuss the
limitations of the proposed iterative approach. Then, we show
that the proposed innovation search method can be integrated
with spectral clustering to yield a new spectral-clustering-
based subspace segmentation algorithm that does not have the
limitations of Algorithm 1.
A. Limitations of Algorithm 1
1) Innovation: The main requirement of Algorithm 1 is
that no subspace should lie in the direct sum of the other
subspaces. In other words, the dimension of the innovation
subspace corresponding to each subspace should be at least
1. Thus, the number of subspaces cannot be larger than the
ambient dimension. More specifically, suppose the data lies in
a union of N d-dimensional subspaces and that the dimension
of the innovation subspace corresponding to each subspace is
equal to g. In this case, the dimension of the ambient space
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should be greater than or equal to d + g(N − 1). As an
example, assume the data points lie in a union of 4 random
5-dimensional subspaces, i.e., D = [D1 D2 D3 D4], each
with 100 data points. Fig. 5 shows aTQTD with q = d1. In
the left and right plots M1 = 30 and M1 = 10, respectively.
When M1 = 30, the dimension of the innovation subspace
corresponding to each subspace is equal to 5 whp. But, when
M1 = 10, not every subspace carries innovation relative to
the other subspaces. In the left plot, the non-zero elements
correspond to only one subspace, and also the span of the data
points corresponding to the zero elements does not contain the
span of those corresponding to the non-zero elements. Thus,
Algorithm 1 can successfully identify and isolate the first
subspace. By contrast, both of these conditions are violated
in the scenario of the right plot.
2) Sub-clusters with innovation: According to the second
condition of Lemma 1, the data points in a cluster should not
lie in the union of lower dimensional subspaces each with
innovation w.r.t. to the other ones. For instance, assume D1 =
[D1 D2] and D1 = [D11 D12]. The data points in D11, D12,
and D2 span three independent 1-dimensional subspaces. In
this case, Algorithm 1 will identify three subspaces since the
column spaces of D11 and D12 have innovation relative to
the other subspaces. If it is sensible to cluster the data into
three clusters, then the algorithm will yield correct clustering
in that sense. However, if it only makes sense to cluster the
data into exactly two clusters, then the algorithm may not
cluster the data correctly. For example, one possible output
would be {D11 , [D12 D2]}.
B. Integration with spectral clustering
The optimization problem (22) finds a direction in the span
of the data that has large projection on the kth data point and
small projections on the other data points. In practice, the data
points within a subspace are mutually coherent, wherefore the
optimal point of (22) will naturally have strong projection on
other data points in the subspace containing dek. The fact that
the obtained direction of innovation is simultaneously strongly
coherent with the kth data point – and in turn some of its
neighbors – and highly incoherent with the other subspaces
makes it a particularly powerful tool to identify a set of data
points belonging to the same subspace containing the kth point
as we show in detail in [30]. For instance, even with the
unwieldy scenario of the right plot of Fig. 5, the few data
points that correspond to the elements with the largest values
all lie in the same subspace. As such, by solving the innovation
search optimization problem (22) for each of the data points,
{dek}M2i=1, the corresponding optimal directions can be utilized
to construct a neighborhood set for each point. This is the basis
for Direction search Subspace Clustering (DSC) [30] – a new
spectral-clustering-based method that uses iPursuit as its core
procedure to build a similarity matrix. DSC obtains all the
optimal directions by solving one r ×M2 - dimensional (or
M2×M2 if (23) is used) optimization problem. Subsequently,
the similarity matrix is formed, to which spectral clustering
is applied to cluster the data. We present some results using
DSC in Section V-I and refer the reader to [30] for further
details.
TABLE I
RUN TIME OF DIFFERENT ALGORITHMS (M1 = 50, N = 3,
{ri}3i=1 = 10, {ni}3i=1 =M2/3)
M2 iPursuit SSC LRR SSC-OMP TSC K-flats
300 0.14 s 1.1 s 0.9 s 1.6 s 0.8 s 0.1 s
3000 0.35 s 209 s 26 s 56 s 18.5 s 0.2 s
15000 2.78 s > 2 h 2800 s 5340 s 4100 s 1.3 s
30000 10.6 s > 2 h > 2 h > 2 h > 2 h 2.5 s
V. NUMERICAL SIMULATIONS
In this section, we present some numerical experiments to
study the performance of the proposed subspace clustering
algorithm (iPursuit) and compare its performance to existing
approaches. First, we present some numerical simulations
confirming the intuition gained through performance analysis.
Then, we compare the run time and performance of Algorithm
1 with existing algorithms to investigate the speed and capabil-
ity of iPursuit in dealing with non-independent subspaces and
noisy data. Subsequently, we apply iPursuit to real data for
motion segmentation. Finally, we present a set of experiments
with synthetic and real data (face images) to highlight how
the integration of proposed direction search with spectral
clustering can overcome the limitations of iPursuit discussed
in Section IV-A. In the presented experiments, we consider
subspaces with intersection. The data in all experiments (ex-
cept for those with real data) is generated as follows. The
given data points lie in a union of N d-dimensional subspaces
{Si}Ni=1. Define M as a random y-dimensional subspace. We
generate each subspace Si as Si = M⊕ Ri , where Ri is
a random d − y dimensional subspace. Thus, the dimension
of the intersection of the subspaces {Si}Ni=1 is equal to y
whp. In all simulations, iPursuit refers to Algorithm 1 with
the error correction techniques presented in Algorithm 2 and
Algorithm 3. With noisy data, we solve (22) with the 2 data
points closest to the least singular vector to choose a final
vector q, whereas with motion segmentation data we use 5
neighboring data points. In all experiments using synthetic data
expect the one in Section V-G, the data points are distributed
uniformly at random within the subspaces, i.e., a data point
lying in an ri-dimensional subspace Si is generated as Vig,
where the elements of g ∈ Rri are sampled independently
from a standard normal distribution N (0, 1). All simulations
were performed on a desktop PC with an Intel 3.4 GHz Core
i7 processor and 8 GB RAM.
A. The importance of the coherency parameter
In this simulation, it is shown that the performance of
iPursuit is improved when q is coherent with the innovation
subspace. It is assumed that the data lies in two subspaces
and M1 = 50. The dimension of the subspaces is equal to
15 and the dimension of their intersection varies between 0
to 14. Each subspace has 100 data points (total of 200 data
points). The left plot of Fig. 6 shows the phase transition in the
plane of cr (the coherency of q with the innovation subspace)
defined as cr =
‖qTP2‖
‖qTV1‖ and y, where y is the dimension of
the intersection of the subspaces. (IP) is used for subspace
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Fig. 6. Left: Phase transition for various coherency parameters and dimension
of the intersection. White designates exact subspace identification. Right:
The performance of iPursuit (probability of exact segmentation) versus the
dimension of the intersection.
identification and define Vˆ1 and Vˆ2 as orthonormal bases for
the identified subspaces. A trial is considered successful if
‖(I−V1VT1 )Vˆ1‖F + ‖(I−V2VT2 )Vˆ2‖F ≤ 10−3 . (24)
As shown, the performance improves as cr increases. The
left plot of Fig. 6 shows that when cr is large enough,
iPursuit yields exact segmentation even when y = 14. This
simulation confirms our analysis regarding the importance of
the coherency parameter.
B. Choosing the vector q
Next, it is shown that choosing the vector q using the
technique proposed in Section II-F can substantially improve
the performance of the algorithm. In this experiment, the data
points are assumed to lie in two 20-dimensional subspaces
S1 and S2 and M1 = 50. The right plot of Fig. 6 shows
the probability of correct subspace identification versus the
dimension of the intersection. Each point in the plot is obtained
by averaging over 100 independent runs and (IP) is used for
subspace segmentation. Again, a trial is considered successful
if (24) is satisfied. It is clear that when q is equal to the
least dominant singular vector of the data, the algorithm
performs substantially better, i.e., the algorithm is more robust
to the intersection between the subspaces. This is because the
least dominant singular vector is coherent with the innovation
subspace when the subspaces are close to each other.
C. The ratio n1n2
In Lemma 3, it was shown that the optimal point of (3)
is more likely to lie in the innovation subspace I (S2 ⊥ S1)
if the ratio n1n2 increases. In this section, we confirm this
analysis numerically. According to the presented analysis and
the numerical simulations in Sections V-A, V-B and V-E, the
algorithm performs very well even when n1 = n2. However,
to observe the effect of this ratio, we consider a particularly
hard subspace clustering scenario with significant intersection
between the subspaces. Specifically, we assume that the given
data points lie in two 40-dimensional subspaces (S1 and S2),
the dimension of the intersection is equal to 39 and M1 = 200.
The left plot of Fig. 7 shows the phase transition of iPursuit
in the plane of n1 and n2 and (IP) is used for subspace
identification. For each (n1, n2), we generate 10 random
Fig. 7. Left: Phase transition for different values of n1 and n2, the number of
data points in the first and second subspaces. White designates exact subspace
identification. Right: The clustering error of iPursuit, SSC and LRR versus
the dimension of the intersection.
realizations of the problem. A trial is considered successful if
(24) is satisfied. Clearly, iPursuit achieves better performance
away from the diagonal, i.e., when the ratio n1n2 is away from
1. When n1n2 is smaller than one, it is more likely that
inf
c∈I(S1⊥S2)
cT q=1
‖cTD1‖1 < inf
c∈I(S2⊥S1)
cT q=1
‖cTD2‖1. (25)
Thus, according to Lemma 3, if n2n1 increases, the optimal point
of (3) is likely to lie in I (S1 ⊥ S2), and the algorithm yields
correct segmentation.
D. Run time comparison
Solving the proposed direction search optimization problem
has low computation complexity. This feature makes the
proposed iterative method notably faster than the state-of-the-
art clustering algorithms. In this section, we study the run
time of the proposed method, SSC [10], SSC-OMP [28], LRR
[13], TSC [11], and K-flats [9]. For SSC and LRR, we use the
ADMM solvers provided by the authors, and for TSC we use
the code provided by the author. For SSC-OMP, the number
of neighborhing data points found by the OMP function is
set equal to min(r/N, 50) and for TSC, the value for the
number of parameters is set equal to min(2r/N, 50). In this
simulation, since the generated subspaces are independent, all
methods except for the K-flats algorithm yield exact subspace
clustering for all the scenarios.
Table I: This table compares the run time of the algorithms for
a different number of data points. The data points lie in a union
of three 10-dimensional subspaces and {ni}3i=1 =M2/3. The
proposed approach exhibits notable speedup over spectral clus-
tering based methods. The complexity of the K-flats algorithm
is roughly O((maxi ri) rM2) and its speed is comparable
to iPursuit, albeit its performance is sensitive to its random
initialization. Also, K-flats requires prior knowledge of the
dimensions and number of subspaces, and its performance
degrades when the subspaces are close.
Table II: This table studies the run time versus the number of
subspaces. The data lies in a union of N 100N -dimensional
subspaces, M1 = 110, and M2 = 5000. As shown, the
run time of iPursuit increases linearly with the number of
subspaces. The run time of LRR, SSC, and TSC does not
exhibit strong dependence on the number of subspaces. In our
simulation, the run time of SSC-OMP is a decreasing function
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TABLE II
RUN TIME OF THE DIFFERENT ALGORITHMS
(r = 100,M1 = 110,M2 = 5000, {ri}Ni=1 = 100/N ,{ni}Ni=1 =M2/N )
N iPursuit SSC LRR SSC-OMP TSC K-flats
2 0.81 s 756 s 120 s 352 s 55 s 0.26 s
5 1.41 s 769 s 126 s 203 s 52 s 0.45 s
10 2.36 s 754 s 136 s 164 s 58 s 0.71 s
25 5.51 s 764 s 125 s 167 s 60 s 5.21 s
of N since ri = r/N . Thus, the dimension of the subspaces
is larger for smaller N and the OMP function needs to find
more data points for the neighborhood of each data point.
E. Clustering data in union of multiple subspaces
Now we consider a setting where the data points lie in a
union of 15 30-dimensional subspaces {Si}15i=1 and M1 = 500.
There are 90 data points in each subspace and the distribution
of the data in the subspaces is uniformly random. In this ex-
periment, we compare the performance of iPursuit to the state-
of-the-art SSC [10] and LRR [13] algorithms. The number of
replicates used in the spectral clustering for SSC and LRR is
equal to 20. Define the clustering error (CE) as the ratio of
misclassified points to the total number of data points. The
right plot of Fig. 7 shows CE versus the dimension of the
intersection. The dimension of intersection varies between 1
to 29. Thus, the rank of the data ranges from 436 to 44. Each
point in the plot is obtained by averaging over 40 independent
runs. iPursuit is shown to yield the best performance. The
proposed algorithm finds the subspaces consecutively, thus all
the subspaces are identified in 14 steps.
F. Noisy data
In this section, we study the performance of iPursuit, SSC,
LRR, SCC [17], TSC and SSC-OMP with different noise
levels, and varying dimensions of the intersection between the
subspaces, which gives rise to both low rank and high rank
data matrices. It is assumed that D follows Data model 1
with M1 = 100, M2 = 500, N = 6 and {ri}6i=1 = 15. The
dimension of the intersection between the subspaces varies
from 0 to 14. Thus, the rank of D ranges from 20 to 90. The
Noisy data follows (19) and the elements of E are sampled
independently from a zero mean Gaussian distribution. Fig. 8
shows the performance of the different algorithms versus the
dimension of the intersection for τ = ‖E‖F‖D‖F equal to 1/20,
1/10, 1/5 and 1/2. One can observe that even with τ = 1/5,
iPursuit significantly outperforms the other algorithms. In
addition, when the data is very noisy, i.e., τ = 1/2, it yields
better performance when the dimension of the intersection is
large. SSC, LRR, and SSC-OMP yield a better performance
for lower dimension of intersection. This is explained by the
fact that the rank of the data is high when the dimension of
the intersection is low, and the subspace projection operation
QTDe may not always filter out the additive noise effectively.
G. Coherent data points
Theorem 2 and Theorem 4 established sufficient conditions
for iPursuit to yield exact clustering under uniform data
Fig. 8. Performance of the algorithms versus the dimension of intersection
for different noise levels.
TABLE III
CLUSTERING ERROR OF INNOVATION PURSUIT WITH COHERENT DATA
ω 10 2 0.5 0.25
Clustering error (%) 0.32 0.34 0.02 12
distribution in worst case scenarios. In this section, we provide
examples with coherent data indicating that these conditions
are by no means necessary. Similar to the experiment in
Section V-F, the data points lie in a union of 6 15-dimensional
subspaces. The dimension of the intersection between the
subspaces is equal to 13 and τ = 1/5. However, unlike
the experiment in Section V-F, here the data points are not
distributed uniformly at random within the subspaces. A data
point in the ith subspace is generated as Vig where g =
ai+ωgˆ. The vector ai is a fixed unit vector and gˆ is sampled
uniformly at random from the unit `2-norm sphere. Thus, the
data points in the ith subspace are concentrated around ai with
the coefficient ω determining how concentrated they are – a
smaller ω implies the data points are more mutually coherent.
Table III provides the clustering error for different values of
ω. As shown, decreasing ω (increasing the coherency between
the data points) can even result in improved performance. The
reason is two-fold: as the data points become more coherent,
the elements of h1 corresponding to the subspace in which the
constraint vector lies increases, and also the performance of the
error correction technique presented in Algorithm 2 improves.
However, this trend does not continue as the data points
become more highly concentrated around a given direction
(at ω = 0.25, the clustering error increases to 12%). In this
case, the algorithm cannot obtain an accurate basis for the
subspaces due to the rapid decay of the singular values (as
the data is highly coherent), the fact that the data is noisy and
that the dimension of the intersection is fairly large.
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TABLE IV
CE (%) OF ALGORITHMS ON HOPKINS155 DATASET (MEAN - MEDIAN).
N iPursuit SSC LRR SSC-OMP TSC K-flats SCC
N = 2 3.33 - 0.27 1.52 - 0 2.13 - 0 16.92 - 12.77 18.44 - 16.92 13.62 - 10.65 2.06 - 0
N = 3 6.91 - 2.44 4.40 - 1.56 4.03 - 1.43 27.96 - 30.98 28.58 - 29.67 14.07 - 14.18 6.37 - 0.21
TABLE V
CLUSTERING ERROR OF THE ALGORITHMS ( M2 = 1200, N = 20,
{ri}Ni=1 = 6, {ni}Ni=1 =M2/6)
M1 iPursuit+Spectral-Clustering SSC SSC-OMP TSC
(DSC [30])
50 0.27 3.72 6.23 10.68
30 0.73 4.27 14.03 63.41
20 2.83 15.72 29.39 71.54
H. Real data
In this section, we apply iPursuit to the problem of motion
segmentation using the Hopkins155 [37] dataset, which con-
tains video sequences of 2 or 3 motions. The data is generated
by extracting and tracking a set of feature points through the
frames [37]. Most of the videos are checkerboard and traffic
videos. In motion segmentation, each motion corresponds to
one subspace. Thus, the problem here is to cluster data lying
in two or three subspaces. Table IV shows CE (in percentage)
for iPursuit, SSC, LRR, TSC, SSC-OMP and K-flats. We use
the results reported in [9]–[11], [32]. For SSC-OMP and TSC,
the number of parameters for motion segmentation are equal
to 8 and 10, respectively. One can observe that iPursuit yields
competitive results comparable to SSC, SCC, and LRR and
outperforms TSC, SSC-OMP and K-flats.
I. Innovation pursuit with spectral clustering
In this section, it is shown that integrating iPursuit with
spectral clustering can effectively overcome the limitations
discussed in Section IV-A. For a detailed performance analysis
of the integration of innovation pursuit with spectral clustering
(the DSC algorithm), we refer the reader to [30].
1) Synthetic data: Consider data points lying in the union of
20 random 6-dimensional subspaces, each with 60 data points,
and the dimension of the intersection between the subspaces is
equal to 4. When M1 > 44, each subspace has an innovation
subspace with dimension 2 w.r.t. the other subspaces whp. If
M1 < 44, the innovation requirement is not satisfied. Table
V shows CE of various algorithms for different values of
M1. The integration of iPursuit with spectral clustering yields
accurate clustering even for M1 < 44 and outperforms other
spectral clustering based methods even when the subspaces
lack relative innovation.
2) Face clustering: Face clustering is an expressive real
world example to study the second limitation discussed in
Section IV-A. We use the Extended Yale B dataset, which
contains 64 images for each of 38 individuals in frontal view
and different illumination conditions [38]. The faces for each
subject can be approximated with a low-dimensional subspace.
Thus, a data set containing face images from multiple subjects
can be modeled as a union of subspaces.
Fig. 9. The data is formed with 128 face images of two individuals. Left:
The elements of vector h2, where the first column is used as the constraint
vector. Right: The elements of vector h2, where the 80th column is used as
the constraint vector.
For illustration, we compose a data matrix as D = [D1D2],
where D1 ∈ RM1×64 and D2 ∈ RM1×64 contain the vector-
ized images of two individuals (data consists of two clusters).
We solve (23) and use the first column as the constraint vector.
We form the orthonormal basis F1 as described in Step 4
of Algorithm 1. The columns of F1 are supposed to span
the column space of D1. The left plot of Fig. 9 shows the
`2-norm of the columns of (I − F1FT1 )D. One can observe
that a notable part of the columns of the first cluster have
remarkable projections on the complement space of span(F1).
A similar behavior is observed if we choose a data point from
the second cluster as a constraint vector as for the right plot
of Fig. 9 where the 80th column is used. Thus, we cannot
obtain a proper basis for the clusters. This is due to the fact
that the data points within each cluster approximately form
sub-clusters with relative innovation.
We apply DSC, the integration of iPursuit with spectral
clustering, to face clustering and present results for a different
number of clusters in Table VI. The performance is also
compared with SSC, SCC, and TSC. Heretofore, SSC yielded
the best known result for this problem. For each number
of clusters shown (except 38), we ran the algorithms over
50 different random combinations of subjects from the 38
clusters. To expedite the runtime, we project the data on the
span of the first 500 left singular vectors, which does not
affect the performance of the algorithms (expect SSC). For
SSC, we report the results without projection (SSC) and with
projection (SSC-P). As shown, DSC yields accurate clustering
and notably outperforms the performance achieved by SSC.
APPENDIX
Simplifying the requirements of Theorem 4
According to Theorem 2, when the data points are well
distributed within the subspaces and there is a sufficient
number of data points in the subspaces (say S1), the optimal
point of (3) lies in I(S2 ⊥ S1) whp even if q is coherent
with S1. This intuition is the basis for an unproven conjec-
ture we use herein to simplify the sufficient conditions of
14
TABLE VI
CLUSTERING ERROR (%) OF DIFFERENT ALGORITHMS ON THE EXTENDED
YALE B DATASET.
# of iPursuit +
subjects spectral clustering SSC SSC-P SCC TSC
(DSC [30])
5 2.56 4.24 29.04 62.62 25.62
10 4.88 9.53 32.76 74.13 40.46
15 4.71 15.66 34.21 77.02 44.79
20 6.45 19.95 33.67 78.50 45.30
25 8.53 24.76 50.19 79.37 46.46
38 8.84 27.47 50.37 88.86 47.12
Theorem 4. We conjecture that the optimal point of the non-
convex optimization problem (2) lies in one of the innovation
subspaces if there are enough data points in the subspaces
and they are well distributed. First, to avoid cumbersome
notation let Ij := I
(
Sj ⊥
n⊕
k=1
k 6=j
Sk
)
. Then, the conjecture
is tantamount to saying that, if the data follows Data model 1
with n subspaces, then it is highly likely that
inf
δ∈ n⊕
k=1
Sk
‖δ‖=1
∑
di∈
n∪
k=1
Dk
∣∣δTdi∣∣ = min
j
 inf
δ∈Ij
‖δ‖=1
∑
di∈Dj
∣∣δTdi∣∣

= inf
δ∈Itn
‖δ‖=1
∑
di∈Dtn
∣∣δTdi∣∣ ,
(26)
for some integer 1 ≤ tn ≤ n. Adopting the same notation pre-
ceding Theorem 4, we redefine Ij as Ij := I
(
Sj ⊥
m⊕
k=1
k 6=j
Sk
)
.
Accordingly, the sufficient condition provided in Theorem 4
can be simplified as
1
2
inf
δ∈Itm−1
‖δ‖=1
∑
di∈Dtm−1
∣∣δTdi∣∣> ‖VTmTm−1‖(‖αm‖+ n0m),
‖qTmPm‖
2‖qTmTm−1‖
 inf
δ∈Itm−1
‖δ‖=1
∑
di∈Dtm−1
∣∣δTdi∣∣

> ‖VTmPm‖
(
‖αm‖+ n0m
)
,
(27)
where tm−1 is defined similar to tn in (26). Define Ditm−1
as the projection of the columns of Dtm−1 on Itm−1 . The
infimum on the LHS of (27) is the permeance static for the
columns of Ditm−1 in Itm−1 . According to conditions (27), it
is evident that three factors are important for disjoining Sm
and {Si}m−1i=1 , namely,
1. The distribution of the data points in the subspaces {Si}m−1i=1
(especially the columns of Ditm−1 ) since it determines the
value of the permance statistic.
2. The coherency of qm with I
(Sm ⊥ m−1⊕
k=1
Sk
)
.
3. The distances between the subspaces {Si}m−1i=1 : if the
subspaces are too close to each other, the columns of Dtm−1
will have small projections on Itm−1 .
Proof of Lemma 1
Assume the conditions of Lemma 1 are satisfied and define
the vector g as the projection of c∗ onto S2. For contradiction,
assume that the columns of D2 corresponding to the non-zero
elements of gTD2 do not span S2. Let Do2 and Dp2 denote
the columns of D2 orthogonal to g and not orthogonal to g,
respectively. In addition, define So2 as the span of Do2 and Sp2
as the span of Dp2. The subspaces So2 and Sp2 lie within S2
and their individual dimension is less than r2. The subspace
Sp2 is not a subset of So2 because g is orthogonal to So2 but
not to Sp2 . Also, So2 cannot be a subset of Sp2 because the
dimension of Sp2 is less than r2. Hence, D2 can follow Data
model 1 with N ≥ 2, which leads to a contradiction.
Proof of Theorem 2
The main idea is to show that c2 is the optimal point of (3).
Thus, we want to show that
argmin
c∈(S2⊕S1)
qT c=1
‖cTD‖1 = argmin
c∈I(S2⊥S1)
qT c=1
‖cTD2‖1 (28)
Define g(δ) as
g(δ) = ‖(c2 − δ)TD‖1 − ‖cT2 D‖1 . (29)
Since (3) is convex, it suffices to check that g(δ) > 0 for every
sufficiently small non-zero perturbation δ such that
δTq = 0 , δ ∈ S1 ⊕ S2 . (30)
The conditions on δ are to ensure that c2−δ is a feasible point
of (3). If c2 is the optimal point of (OP) in (6), then the cost
function is increased when we move from the optimal point
along a feasible perturbation direction. Observe that c2 − δ2
is a feasible point of (6) if and only if the perturbation δ2
satisfies
δT2 q = 0 , δ2 ∈ I (S2 ⊥ S1) . (31)
Therefore, for any non-zero δ2 which satisfies (31)
‖(c2 − δ2)TD2‖1 − ‖cT2 D2‖1 > 0 . (32)
When δ2 → 0, we can rewrite (32) as
‖(c2 − δ2)TD2‖1 − ‖cT2 D2‖1
=
∑
di∈D2
[
(c2 − δ2)Tdi)2
]1/2 − ∑
di∈D2
∣∣cT2 di∣∣
=
∑
di∈D2
[
(cT2 di)
2−2(cT2 di)(δT2 di)+(δT2 di)2
]1/2−∑
di∈D2
∣∣cT2 di∣∣
=
∑
di∈D2
i∈L0
∣∣δT2 di∣∣+ ∑
di∈D2
i∈Lc0
∣∣cT2 di∣∣ [1− 2sgn(cT2 di)|cT2 di| (δT2 di)
+O(‖δ2‖2)
]1/2
−
∑
di∈D2
i∈Lc0
∣∣cT2 di∣∣
=
∑
di∈D2
i∈L0
∣∣δT2 di∣∣−∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) +O(‖δ2‖2) (33)
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where the last identity follows from the Taylor expansion of
the square root. Thus,∑
di∈D2
i∈L0
∣∣δT2 di∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) +O(‖δ2‖2) (34)
has to be greater than zero for small δ2 which satisfies (31).
Therefore,∑
di∈D2
i∈L0
∣∣δT2 di∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) ≥ 0 ∀ δ2 ∈ RM1
s.t. δT2 q = 0 , δ2 ∈ I(S2 ⊥ S1).
(35)
To simplify g(δ), we decompose δ into δ = δ1 + δI where
δ1 ∈ S1 and δI ∈ I (S2 ⊥ S1). The vectors c2 and δI lie in
I(S2 ⊥ S1) which is orthogonal to S1. Therefore, for the data
points in S1
‖(c2 − δ)TD1‖1 − ‖cT2 D1‖1 =
∑
di∈D1
∣∣δT1 di∣∣ . (36)
In addition, as δ → 0,
‖(c2 − δ)TD2‖1 − ‖cT2 D2‖1 =∑
di∈D2
i∈L0
∣∣δTdi∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di) δ
Tdi +O(‖δ2‖) . (37)
Therefore, according to (29), (36) and (37), it is enough to
show that
g(δ) =
∑
di∈D1
∣∣δT1 di∣∣+ ∑
di∈D2
i∈L0
∣∣δTdi∣∣
−
∑
di∈D2
i∈Lc0
sgn(cT2 di) δ
Tdi > 0 ,
(38)
for every δ 6= 0 which satisfies (30). According to (8), g(δ) is
equivalent to
g(δ) =
∑
di∈D1
∣∣δT1 di∣∣+ ∑
di∈D2
i∈L0
∣∣δTdi∣∣− δT1 α− δTI α (39)
To show that g(δ) is greater than zero, it suffices to ensure
that
1
2
∑
di∈D1
∣∣δT1 di∣∣− ∑
di∈D2
i∈L0
∣∣δT1 di∣∣ > δT1 α
1
2
∑
di∈D1
∣∣δT1 di∣∣ > δTI α− ∑
di∈D2
i∈L0
∣∣δTI di∣∣ (40)
For the first inequality of (40), it is enough to ensure that a
lower bound on the LHS is greater than an upper bound on
the RHS. Thus, it suffices to have
1
2
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣ > sup
δ∈S1
‖δ‖=1
∑
di∈D2
i∈L0
∣∣δT1 di∣∣+ sup
δ∈S1
‖δ‖=1
δTα (41)
The matrices V1 and V2 were defined as orthonormal bases
for S1 and S2, respectively. The vector α lies in S2. Therefore,
sup
δ∈S1
‖δ‖=1
δTα = ‖VT1 V2‖ ‖α‖ (42)
In addition, the first term of the RHS of (41) can be bounded
by ‖VT1 V2‖n0. Thus, the first inequality of (9) results from
the first inequality of (40).
Observe that the second inequality of (40) is homogeneous
in δ since
δT1 q = −δTI q. (43)
We scale δ such that δT1 q = −δTI q = 1. To ensure that the
second inequality of (40) is satisfied, it is enough to show that
1
2
inf
δ1∈S1
δT1 q=1
∑
di∈D1
∣∣δT1 di∣∣ >
sup
δI∈I(S2⊥S1)
δT
I
q=1
δTI α− ∑
di∈D2
i∈L0
∣∣δTI di∣∣
 (44)
Let us decompose δI into δI = δip + δiq where
δip = (I− q′(q′)T )δI , δiq = q′(q′)T δI (45)
and q
′
is defined as q
′
= P2P
T
2 q / ‖P2PT2 q‖ where P2 was
defined as an orthonormal basis for I (S2 ⊥ S1).
For the second inequality, it is enough to show that the LHS
of (44) is greater than
sup
δI∈I(S2⊥S1)
δT
I
q=1
δTipα+ δTiqα− ∑
di∈D2
i∈L0
∣∣δTipdi∣∣+ ∑
di∈D2
i∈L0
∣∣δTiqdi∣∣
 (46)
According to the definition of q
′
and δip,
δip ∈ I (S2 ⊥ S1) and δTipq = 0 . (47)
Therefore, according to (35), δTipα −
∑
di∈D2
i∈L0
∣∣δTipdi∣∣ ≤ 0 .
Thus, it suffices to show that the LHS of (44) is greater than
sup
δI∈I(S2⊥S1)
δT
I
q=1
δTiqα+ ∑
di∈D2
i∈L0
∣∣δTiqdi∣∣

=
1
‖qTP2‖
∣∣∣αTq′ ∣∣∣+ ∑
di∈D2
i∈L0
∣∣∣dTi q′ ∣∣∣

≤ ‖V
T
2 P2‖
‖qTP2‖ (‖α‖+ n0) .
(48)
In addition, the LHS of (44) can be simplified as
1
2
inf
δ1∈S1
δT1 q=1
∑
di∈D1
∣∣δT1 di∣∣ ≥ 12‖qTV1‖ infδ1∈S1‖δ1‖=1
∑
di∈D1
∣∣δT1 di∣∣ . (49)
According to (44), (48) and (49), the second inequality of
(9) guarantees that the second inequality of (40) is satisfied.
Thus, if (9) is satisfied, then (40) is satisfied.
Proof of Lemma 3
To prove Lemma 3, we need to find a lower bound on the
permeance statistic and an upper bound on ‖α‖2. The vector
α was defined as
α =
∑
di∈D2
sgn(cT2 di) di =
∑
(V2xi=di)∈D2
sgn(cT2 di) V2xi (50)
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where xi ∈ Rr2×1 is defined such that V2xi = di for
di ∈ D2. In Lemma 3, it is assumed that the data points in
the subspaces are distributed randomly and the data points are
normalized (i.e., the `2-norm of the data points is equal to one).
Therefore, the vectors {xi} can be modeled as i.i.d. random
vectors uniformly distributed on the unit sphere Sr2−1 in Rr2 .
Based on this observation, we make use of the following
lemmas from [8] and [39] to obtain (11).
Lemma 5. (Lower bound on the permeance statistic from [8])
Suppose that g1, ...,gn are i.i.d. random vectors uniformly
distributed on the unit sphere Sr−1 in Rr. When r = 1,
inf
‖δ‖=2
∑n
i=1
∣∣δTgi∣∣ = 1. When r ≥ 2, for all t ≥ 0,
inf
‖δ‖=2
n∑
i=1
∣∣δTgi∣∣ >√ 2
pi
n√
r
− 2√n− t
√
n
r − 1 (51)
with probability at least 1− exp(−t2/2) .
Lemma 6. If g1, ...,gn are i.i.d. random vectors uniformly
distributed on the unit sphere Sr−1 in Rr, then for all t > 1
P
(∥∥∥∥∥
n∑
i=1
higi
∥∥∥∥∥ ≥ ‖h‖t
)
≤ exp
(r
2
(t2 − log(t2)− 1)
)
.
(52)
REFERENCES
[1] K. Slavakis, G. Giannakis, and G. Mateos, “Modeling and optimization
for big data analytics:(statistical) learning tools for our era of data
deluge,” IEEE Signal Processing Magazine, vol. 31, no. 5, pp. 18–31,
2014.
[2] M. Rahmani and G. Atia, “Spatial random sampling: A structure-
preserving data sketching tool,” IEEE Signal Processing Letters, vol. 24,
no. 9, pp. 1398–1402, Sep. 2017.
[3] R. Basri and D. W. Jacobs, “Lambertian reflectance and linear sub-
spaces,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 25, no. 2, pp. 218–233, 2003.
[4] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma, “Robust face
recognition via sparse representation,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 31, no. 2, pp. 210–227, 2009.
[5] C. M. Bishop, Pattern recognition and machine learning. Springer,
2006.
[6] M. Rahmani and G. Atia, “Randomized robust subspace recovery and
outlier detection for high dimensional data matrices,” IEEE Transactions
on Signal Processing, vol. 65, no. 6, March 2017.
[7] T. Zhang and G. Lerman, “A novel m-estimator for robust PCA,” J. of
Machine Learning Research, vol. 15, no. 1, pp. 749–808, 2014.
[8] G. Lerman, M. B. McCoy, J. A. Tropp, and T. Zhang, “Robust
computation of linear models by convex relaxation,” Foundations of
Computational Mathematics, vol. 15, no. 2, pp. 363–410, 2015.
[9] R. Vidal, “Subspace clustering,” IEEE Signal Processing Magazine,
vol. 2, no. 28, pp. 52–68, 2011.
[10] E. Elhamifar and R. Vidal, “Sparse subspace clustering: Algorithm,
theory, and applications,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 35, no. 11, pp. 2765–2781, 2013.
[11] R. Heckel and H. Bo¨lcskei, “Robust subspace clustering via threshold-
ing,” arXiv preprint arXiv:1307.4891, 2013.
[12] M. Rahmani and G. Atia, “Innovation pursuit: A new approach to
the subspace clustering problem,” in Proceedings of the International
Conference on Machine Learning (ICML), 2017, pp. 2874–2882.
[13] G. Liu, Z. Lin, S. Yan, J. Sun, Y. Yu, and Y. Ma, “Robust recovery of
subspace structures by low-rank representation,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 35, no. 1, pp. 171–184,
2013.
[14] M. Soltanolkotabi, E. J. Candes et al., “A geometric analysis of subspace
clustering with outliers,” The Annals of Statistics, vol. 40, no. 4, pp.
2195–2238, 2012.
[15] R. Vidal, Y. Ma, and S. Sastry, “Generalized principal component
analysis (GPCA),” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 27, no. 12, pp. 1945–1959, 2005.
[16] T. Zhang, A. Szlam, and G. Lerman, “Median k-flats for hybrid linear
modeling with many outliers,” in IEEE 12th International Conference
on Computer Vision Workshops (ICCV Workshops), 2009, pp. 234–241.
[17] G. Chen and G. Lerman, “Spectral curvature clustering (SCC),” Inter-
national Journal of Computer Vision, vol. 81, no. 3, pp. 317–330, 2009.
[18] J. Ho, M.-H. Yang, J. Lim, K.-C. Lee, and D. Kriegman, “Clustering
appearances of objects under varying illumination conditions,” in IEEE
Conference on Computer Vision and Pattern Recognition, vol. 1, 2003,
pp. 1–11.
[19] B. McWilliams and G. Montana, “Subspace clustering of high-
dimensional data: a predictive approach,” Data Mining and Knowledge
Discovery, vol. 28, no. 3, pp. 736–772, 2014.
[20] H.-P. Kriegel, P. Kro¨ger, and A. Zimek, “Clustering high-dimensional
data: A survey on subspace clustering, pattern-based clustering, and
correlation clustering,” ACM Transactions on Knowledge Discovery from
Data (TKDD), vol. 3, no. 1, p. 1, 2009.
[21] A. Y. Yang, J. Wright, Y. Ma, and S. S. Sastry, “Unsupervised segmen-
tation of natural images via lossy data compression,” Computer Vision
and Image Understanding, vol. 110, no. 2, pp. 212–225, 2008.
[22] A. Y. Yang, S. R. Rao, and Y. Ma, “Robust statistical estimation and
segmentation of multiple subspaces,” in Computer Vision and Pattern
Recognition Workshop (CVPRW), 2006, pp. 99–99.
[23] P. S. Bradley and O. L. Mangasarian, “k-plane clustering,” Journal of
Global Optimization, vol. 16, no. 1, pp. 23–32, 2000.
[24] M. E. Tipping and C. M. Bishop, “Mixtures of probabilistic principal
component analyzers,” Neural computation, vol. 11, no. 2, pp. 443–482,
1999.
[25] Y. Sugaya and K. Kanatani, “Geometric structure of degeneracy for
multi-body motion segmentation,” in Statistical Methods in Video Pro-
cessing. Springer, 2004, pp. 13–25.
[26] M. A. Fischler and R. C. Bolles, “Random sample consensus: a paradigm
for model fitting with applications to image analysis and automated
cartography,” Communications of the ACM, vol. 24, no. 6, pp. 381–395,
1981.
[27] U. Von Luxburg, “A tutorial on spectral clustering,” Statistics and
computing, vol. 17, no. 4, pp. 395–416, 2007.
[28] E. L. Dyer, A. C. Sankaranarayanan, and R. G. Baraniuk, “Greedy
feature selection for subspace clustering,” The Journal of Machine
Learning Research, vol. 14, no. 1, pp. 2487–2517, 2013.
[29] H. Gao, F. Nie, X. Li, and H. Huang, “Multi-view subspace clustering,”
in Proceedings of the IEEE International Conference on Computer
Vision, 2015, pp. 4238–4246.
[30] M. Rahmani and G. K. Atia, “Subspace clustering via optimal direction
search,” IEEE Signal Processing Letters, vol. 24, no. 12, pp. 1793–1797,
2017.
[31] Y.-X. Wang, H. Xu, and C. Leng, “Provable subspace clustering: When
lrr meets ssc,” in Advances in Neural Information Processing Systems,
2013, pp. 64–72.
[32] D. Park, C. Caramanis, and S. Sanghavi, “Greedy subspace clustering,”
in Advances in Neural Inf. Processing Systems, 2014, pp. 2753–2761.
[33] Q. Qu, J. Sun, and J. Wright, “Finding a sparse vector in a subspace:
Linear sparsity using alternating directions,” in Advances in Neural
Information Processing Systems, 2014, pp. 3401–3409.
[34] D. A. Spielman, H. Wang, and J. Wright, “Exact recovery of sparsely-
used dictionaries,” in Proceedings of the Twenty-Third International
Joint Conference on Artificial Intelligence. AAAI Press, 2013, pp.
3087–3090.
[35] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed
optimization and statistical learning via the alternating direction method
of multipliers,” Foundations and Trends® in Machine Learning, vol. 3,
no. 1, pp. 1–122, 2011.
[36] M. Rahmani and G. Atia, “Coherence pursuit: Fast, simple, and robust
subspace recovery,” in Proceedings of the International Conference on
Machine Learning (ICML), Sydney, Australia, 2017, pp. 2864–2873.
[37] R. Tron and R. Vidal, “A benchmark for the comparison of 3-d motion
segmentation algorithms,” in IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), 2007, pp. 1–8.
[38] K.-C. Lee, J. Ho, and D. J. Kriegman, “Acquiring linear subspaces for
face recognition under variable lighting,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 27, no. 5, pp. 684–698, 2005.
[39] S. Foucart and H. Rauhut, A mathematical introduction to compressive
sensing. Springer, 2013.
