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Photovoltaic (PV) systems are one of the fastest growing technologies in the 
current era due to their clear, quiet and low-maintenance characteristics. However, 
compared to other alternatives, this on-demand source of energy suffers from a 
relatively low output efficiency. Due to the fact that PV systems need to be installed 
in outdoor spaces, one of the biggest challenges affecting their efficiency is the 
partial shading (PS) conditions. In any outdoor environment, all or some 
components of the PV system might be shadowed by trees, passing clouds, high 
building and so on, which result in non-uniform insolation conditions. Therefore, 
the fraction of the PV cells that receive uniform radiance still operate at optimum 
efficiency. As current flow through every cell in a series configuration is naturally 
constant, the shaded cells need to operate with a reverse bias voltage to supply the 
same current as the illuminated cells. This is often resolved by the inclusion of a 
bypass diode to a specific number of cells in the series circuit. The presence of a 
bypass diode for mitigating the negative effects of PS conditions will create 
multiple peak characteristics at the output of the PV array. 
 Conventional MPPT methods develop errors under certain circumstances. 
For example, they detect the local maximum power point (LMPP) instead of the 
global maximum power point (GMPP). Several artificial-intelligence (AI)-based 
methods have been used to modify the performance of conventional controllers. 
However, they either have not completely solved the PS problem or have resulted 
in more complicated or unreliable methodologies. The present study aims to 
design, develop and verify a new reliable and cost-effective method for 




In the first phase of this study, an analytical investigation into various 
MPPT controllers was carried out to determine the advantages and disadvantages 
of each method and identify the current research gap in this area. 
The outcomes of this investigation were used to design a new MPPT control 
technique called the DEPSO (differential evolution–particle swarm optimisation) 
method, which combines an evolutionary method and swarm intelligence. Not only 
is it able to track the GMPP under any PS conditions, but it has a simple structure 
and addresses problems associated with other MPPT techniques with respect to 
convergence ability, simplicity and accuracy. The proposed DEPSO–MPPT 
system is independent of the output shape of the PV array; less affected by the 
random values in the algorithm architecture compared with other metaheuristic 
approaches; able to converge towards GMPP starting from the initial iterations; 
and less computationally expensive. 
The output results of the presented DEPSO method show that although the 
overall performance of the proposed MPPT method represents an improvement, it 
requires more development to be used in high-speed applications.  
Therefore, to address these challenges, a new technique called radial 
movement optimisation (RMO) for an MPPT control unit was designed and 
developed for PV systems with more dynamic applications. The main advantages 
of the developed technique are its improved tracking speed and a significant 
reduction in output fluctuations during the tracking period. 
One of the key elements of this research is that it involved intensive 
experimental implementation to evaluate the performance of the proposed MPPT 
controller techniques alongside that of popular techniques described in the 
 
iii 
literature, and under real-world environmental conditions. Experimental 
verification is always challenging; however, to provide a fair evaluation of a new 
method it is essential to compare it with others under similar conditions while 
applied to a unique PV system. 
PV systems have a high cost of energy. It is therefore important, from an 
economic point of view, to develop a control approach that reduces the overall cost 
of the control units and maximises the power extracted from such systems. 
Accordingly, a distributed PV architecture is introduced in the last section of this 
thesis. The GMPP tracking for such systems is more challenging, as they develop 
a multidimensional search space from the controller perspective. Therefore, a 
control scheme with multiobjective problem-solving abilities is required to track 
the GMPP for a distributed PV configuration. In this thesis, the proposed RMO 
technique is developed and applied to different scales of distrbuted PV systems and 
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Chapter 1: Introduction 
 
Recently, the electrical power system has been subject to major transformation. 
Planners are faced with many challenges in the power generation and distribution 
sectors. Increased levels of energy demand, ongoing global warming, 
environmental degradation and drastic changes in users’ behaviours are some of 
these challenges. One of the most important challenges is utilisation and integration 
of renewable energy (RE) resources, such as wind and photovoltaic (PV) energy 
systems, into power system.  
Nowadays, the performance of various microgrid (MG) systems in the 
power generation and distribution sector have drawn the attention of researchers. 
The adoption of distributed generation systems and the effective use of RE via MG 
systems have been driven by several factors including the high cost of large power 
plants, long transmission lines and maintenance, high power loss, adverse effects 
on the environment and lack of reliance of outdated conventional systems [1-4]. 
RE-based MGs have been identified as one of the most viable solutions to 
overcoming some of the current issues in power system. Firstly, this is because RE 
MGs maximise the utilisation of green and sustainable RE resources in the main 
electrical grid. Furthermore, it facilitates the management of the islanded power 
generation system for locals and back up service centres. Finally, it supports the 
grid by injecting the power when required. The contribution of distributed energy 
resources and different types of loads allows RE–MGs to operate in both grid-
integrated and islanded modes. Moreover, employing sets of RE–MGs would lead 
to information exchange and support for different operating modes via current 
developments in the smart grid concept. In summary, the adoption of RE–MG has 
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several advantages: (1) utilisation of clean energy resources in the electrical power 
system network, (2) provision of more reliable and affordable electrification 
systems for remote rural areas, (3) provision of a better platform for implementing 
the smart grid approach, and (4) provision of a self-governing system for local 
loads during grid interruption periods. 
PV systems are one RE resource that have brought numerous advantages. PV 
systems are characterised by static, quiet and movement-free features, and thus are 
identified as the preferred system to incorporate into residential MGs. Therefore, 
there has been a significant increase in implementing building-integrated PV 
(BIPV) systems in recent years. The price of PV modules plummeted from $30/W 
to $3/W in 1980 [1] because of a sudden reduction in the price of PV materials. 
Several factors were responsible for this reduction, including the improvement in 
PV technology and a substantial increase in the efficiency and volume of PV 
production [2-4]. Lower prices led to an increase in applications, which resulted in 
further cost reductions[3, 5]. 
The direct cost of PV systems is the main challenge to their wider usage, 
but it is widely agreed that these systems, especially BIPV systems, bring 
numerous advantages to society. For instance, conventional electricity created by 
non-renewable sources is cheaper for private investors. However, due to carbon 
emissions during its production and transmission processes, it has higher costs for 
the social sector [6]. Solar energy has great potential to provide global electricity 
supplies. The benefits of BIPV systems can be investigated via two different 
approaches: the environmental and health benefits of decreasing carbon emissions, 
and the economic benefits this brings [4]. 
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A study conducted by Zahedi found that the contribution of PV systems in 
energy generation was 14,000 MW in 2010 and this number is expected to reach 
70,000 MW by 2020 [7]. Australia is well known for its rich energy resources [8]. 
The country had a solar power generation capacity of 115 MW in 2009, which 
contributed 0.1–0.2% of its total electricity production. Its climate is characterised 
by hot, dry and sunny summers, which is ideal for employing solar energy. 
Therefore, solar energy accounts for 20% of the RE target for electricity supply by 
2020 [9, 10]. 
Despite significant improvements in PV systems, such as cost reduction, cell 
efficiency increment, and enhancement in the structural integration of buildings, 
the low energy conversion efficiency of PV systems is a major drawback. Further, 
the surrounding environment, including the solar irradiance and the ambient 
temperature, affects the amount of energy generated by PV systems. Therefore, a 
control unit associated with maximum power point tracking (MPPT) should 
provide an appropriate duty cycle for DC–DC converter to obtain the maximum 
level of energy from the PV arrays.  
 
1.1 Motivation for the Study 
The increase in energy demand, global warming and environmental challenges, 
and the dramatic change in the consumption behaviour of users, are among the 
main challenges for planners in the power generation and distribution sectors. As 
such, the utilisation and integration of RE resources such as wind and PV 
generation systems, is among the most challenging issues. 
The performance of RE systems is one of the fast-developing areas related 
to significant changes in the power generation and distribution sectors. High 
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investment costs for construction of large power plants and long transmission lines, 
high power loss, environment-related challenges, and the high maintenance cost 
and aging of conventional systems are some of the main factors that have forced 
the current power system into adopting distributed generation and developing 
effective use of RE systems. 
With respect to the rise of PV integration projects in commercial and urban 
areas, efficiency improvement has been one of the on demand areas. The low 
energy conversion efficiency of PV systems remains a major impediment to the 
progress of PV utilisation despite strong improvements in utilisation-related 
factors, such as cost reduction, cell efficiency increment, and enhancement in the 
structural integration of buildings. The capacity of PV systems to transfer 
electricity is affected by low system efficiency. Low system efficiency also 
influences the payback period for energy savings and capital cost [4]. 
 In addition, the energy generation of PV systems significantly depends on 
surrounding environmental factors, such as solar irradiance and ambient 
temperature. Therefore, the control unit must be developed through a capable 
MPPT technique to harvest the maximum energy from the output terminal of the 
installed PV arrays, by providing an appropriate duty cycle to operate the 
embedded DC–DC converter. Boosting the MPPT capability is the most 
economical way of enhancing the efficiency of the overall PV system considering 
all relevant factors, such as material efficiency, integration and structural 
configuration. 
Many PV modules in a PV system are often connected in series and/or 
parallel to provide a system with the required voltage and feeding current capacity. 
Partial shading (PS) typically is inescapable because some parts of the array or the 
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PV system receive low solar irradiance due to shadows caused by clouds, trees, 
buildings and other neighbouring objects. PS significantly influences the efficiency 
of the output of PV systems depending on the system architecture, shading scheme 
and even the number of bypass diodes integrated into the PV modules. Although 
bypass diodes have been introduced to the PV arrays to increase the overall 
efficiency of the system, the modules embedded with such diodes pose another 
problem in the form of multi-peak curves under PS conditions. Moreover, most 
conventional MPPT methods develop errors under certain circumstances. For 
example, they detect the local maximum power point (LMPP) instead of the global 
maximum power point (GMPP). These methods also reduce the efficiency of PV 
systems even further; much research has been undertaken to improve these 
systems. The present study involves searching for the most reliable and cost-
effective method of diminishing the effect of the PS problem in maximum power 
point (MPP) detection. 
An improved MPPT method is needed to enable PV systems to be operated 
at their greatest capacity at all times. PV systems have a high cost of energy. It is 
therefore important, from an economic point of view, to maximise the power 
extracted from such systems. Due to the distributed nature of PV systems in 
residential environments, factors such as PS conditions become significant, so 
tracking the GMPP is crucial to ensure effective utilisation of these systems. 
1.2  Research Objectives and Contributions 
In accordance with a significant effect of the MPPT controller on overall PV 
system efficiency and cost, this research aims to develop solutions for the MPPT 
problem in PV systems under different environmental conditions. To this end a 
numerical study on the behaviour of PV systems has been developed that can be 
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used as a tool to investigate the characteristics of PV systems under different 
environmental conditions. A comprehensive analysis of different MPPT 
techniques in the literature is also undertaken to provide a thorough understanding 
of the research gaps in this area with respect to past research addressing the PS 
problem in PV systems. These analyses are used to develop a new technique, called 
differential evolution particle swarm optimisation (DEPSO), to address PS 
challenges in PV systems. 
The simulation and experimental results show that the proposed method 
has superior performance compared to the particle swarm optimisation (PSO) 
method, which has been one of the most popular methods used in literature. The 
performance of this algorithm has been extensively analysed and inspired the 
current study to further improve the efficiency, reliability and speed of the MPPT 
controller. Therefore, a novel MPPT technique, called radial movement 
optimisation (RMO), is developed to not only track the GMPP under PS conditions, 
but also to cause minimum disruptive fluctuation at the output of a PV system 
during its processing time. 
The performance of the proposed method is evaluated through extensive 
simulations and experimental verification. Finally, a more cost-effective PV 
system architecture is introduced in which the functionality of the proposed RMO 
method has been verified. It is worth mentioning that reliable and highly capable 
control techniques can improve the efficiency, accuracy and reliability of the 
overall PV system and will ultimately help to reduce the dependability of the local 
MG on the main electrical grid. According to the literature, improving the MPPT 
technique is the most cost-effective way to boost the efficiency of PV systems, as 
there is no hardware cost involved. 
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The specific contributions of this research are: 
 A detailed investigation of performance of conventional and newly 
developed MPPT techniques in the literature and assessment of the benefits 
and drawbacks of each method, particularly under PS conditions. 
 Design and development of a new accurate hybrid DEPSO technique, 
which is a combination of the PSO and differential evolution (DE) 
techniques for PV systems under PS conditions. The proposed technique 
addressed the problems of the standard PSO technique as it converges on 
the GMPP throughout the tracking period—independently from initial 
conditions—and needs no information about the output characteristics of 
the PV array. 
 Proposal and implementation of a novel and fast RMO technique for a PV 
system under different environmental conditions. The proposed RMO 
technique improves the performance of the developed DEPSO method in 
applications where the tracking speed and fluctuations during the 
processing time are critical. 
 Experimental investigation, implementation and comparison of the 
developed RMO with the DEPSO technique and popular methods in the 
literature. To achieve a reliable evaluation, an extensive experimental setup 
was designed, and four control techniques—RMO, DEPSO, standard PSO 
and conventional incremental conductance (InC)—were evaluated under a 
wide range of shading and suddenly changing conditions. 
 Expansion of the proposed RMO method to develop a distributed PV 
architecture in which system cost is significantly reduced, as only one pair 
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of sensors and a single controller can be used for controlling multiple DC–
DC converters. 
 
1.3 Thesis Outline 
In the rest of this chapter an introduction to solar energy and PV system is provided. 
In addition, the behaviour of PV systems under different environmental conditions 
is briefly presented and the disruptive effects of PS on the characteristics of a PV 
system—as the main challenge for the MPPT controller—are explained. 
The second chapter presents a review of the most popular MPPT techniques 
discussed in the literature. The chapter begins with a comprehensive review of 
conventional MPPT techniques, followed by an evaluation of the performance of 
the most popular artificial intelligence (AI)-based MPPT techniques. In the final 
stage of the chapter, a comprehensive comparison of all explained techniques is 
presented. 
In Chapter 3, a reliable DEPSO technique that combines swarm intelligence 
and evolutionary concepts is designed and applied for GMPP tracking of the PV 
systems. The proposed method is evaluated through both simulation and 
experimental verification. 
In Chapter 4, the performance and functionality of the MPPT controller is 
improved through proposing a new RMO technique to increase tracking speed and 
reduce output fluctuations. The performance of the method is verified for a PV 
system under several PS conditions. 
 In Chapter 5, an extensive experimental implementation is carried out to 
compare the performance of the proposed methods with other MPPT techniques. 
The actual mismatching conditions, such as PS, moving shadow, and sudden 
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environmental and load changes, were created to evaluate the performance of the 
four MPPT techniques. 
 In Chapter 6, the proposed RMO technique is modified and used to develop 
a low-cost distributed architecture for a PV system in which the control system cost 
is significantly reduced. The performance of the proposed technique for this low-
cost configuration structure is evaluated under several PS conditions. 
 Finally, in Chapter 7, the conclusions of this research and suggestions for 
future research directions are presented. 
 
1.4 Problem Statement 
Intensive increases in technology development cause massive demands of energy 
to enhance its growth. On the other hand, statistical results show that the use of 
conventional fossil energies is declining rapidly. Thus, in recent decades, diverse 
procedures for supply and demand, in addition to the high level of environmental 
pollution released by fossil energy, have made RE a hot topic for motivated 
researchers. Among RE strategies, PV systems have several fundamental 
advantages over others. As it uses semiconductor devices, solar energy has been 
identified as a static, movement-free and quiet alternative energy; consequently the 
overall system can be a long-term, low-maintenance cost system. Further, due to 
the infinite and clean energy source, there are no issues with sustainability [11-15]. 
In the following sections, the structure of PV systems and their characteristics 




1.4.1 Photovoltaic System Structure 
PV systems have a range of applications, from supplying small equipment to 
connecting electrically to the main distribution network. As shown in Figure 1-1, 
PV systems fall into different categories. In the relevant literature, two main 
classifications were identified for PV systems; stand-alone systems and grid-
connected systems [16]. 
A PV module consists of PV cells that are connected in parallel and in 
series. A PV cell is a semiconductor solar cell that is able to convert sunlight into 
electricity through a PV effect. The semiconductor solar cell is like a p–n junction 
and the sunlight that carries the photons will hit the surface of the PV module, 
which consists of the PV cells. Then, the energy from the photons is absorbed by 
the p-n junction and some of the energy is reflected or lost as heat. When the 
electrons in the p-n junction receive sufficient energy, they will move into the 
conduction band and combine with the holes in the other side of the semiconductor 
through the outside circuitry. Thus, electricity is generated through this process 
[17-19]. The construction of a PV cell is shown in Figure. 1-1. 
 
Figure 1-1. Structure of a Photovoltaic Cell [19] 
As a result of massive interest in solar energy generation, solar cell 
efficiency has increased significantly in recent years. In less than a decade, there 
has been a 10% increase in total efficiency of solar cells [20, 21]: in 2005, 
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crystalline silicone was used to make solar cells that were one of the most popular 
type of solar cells and had an efficiency of 14–17%. However according to [20, 
22], the maximum efficiencies achieved with silicon single bandgap PV cells is 
around 25%, which represents a breakthrough in improving the performance of 
solar systems. In 2013, the National Renewable Energy Laboratory showed that 
five-junction PV cells have an efficiency of more than 38%; and in 2014, the 
National Institute of Advanced Industrial Science and Technology tested 
multifunction GaInP/GaAs//GaInAsP/GaInAs PV cells, reporting that the 
efficiency rate of these types of PV cells is around 46% [20, 22]. 
 
1.4.2 Photovoltaic System Characteristics under Normal 
Conditions 
A PV cell consists of a p-n junction. Thus, when there is no illumination on the 
cell, the relationship between current and voltage is the same at the diode. Figure 
1-2 illustrates the currents associated with all other currents in a solar cell. Curve 
(a) illustrates the photocurrent of a PV cell, which is a steady current and depends 
on the amount of power incident on the cell. Curve (b) shows the dark current and 
is an exponential curve of the material [23]. To find the current–voltage (I–V) 
characteristic of a PV cell, the dark current is subtracted from the photocurrent. 





























Figure 1-2. Current in a Solar Cell 
 
Figure 1-3 illustrates a single-diode circuitry for a PV cell. The output of a 
PV system is influenced by the level of solar irradiance and air temperature. 
Therefore, to calculate MPP, the most recent values of these factors must be 
employed. Further, the mathematical model for a PV cell, wich is usually obtained 
from the data sheets of the manufacturers, change according to the short circuit 











Figure 1-3. Equivalent Circuit of a Photovoltaic Cell 
 
The power generated by a single solar cell is not enough to be used in any 
application. Therefore, in PV systems, cells should be connected either in series or 
in parallel, to enhance the overall performance of the system so that all the cells in 
the PV module are involved in generating the output. The generated output is 
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Equation (1.1) 
where: 
Ipv = output current 
Vpv = output voltage 
Iph = solar-generated current 
Io1= diode saturation 
A = diode ideality factor 
q = the electron charge constant = 1.602 × 10−19 C 
K = Boltzmann constant 
In Equation 1.1, the parallel resistance (Rp) generally has a high value and 
sometimes, due to the slight impression of Rp, its value is assumed to be infinity in 
PV module modelling. However, due to the effect of series resistance, RS, on output 
power, the RS value cannot be disregarded. Figure 1-4 shows the output of the 









Figure 1-4. Output Characteristics of the Photovoltaic Module under Normal 
Conditions: (a) Current–Voltage and (b) Power–Voltage Characteristics 
 
In Figure 1-5, Isc represents a short circuit current. Isc shows the maximum 
current flowing through the circuit when the anode and cathode are shorted. The 
maximum voltage is measured when the circuit is opened and there is no current 
in the circuit, as shown by Voc. The most efficient point is shown by Pmp. This 
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point indicates the operation at the MPP. At this point, the generated product of the 
operating voltage and current is at a maximum [24]. 
 
 
Figure 1-5. Current–Voltage Characteristic of PV cell 
 
Table 1-1. KC85T Photovoltaic Module Specifications 
Electrical characteristic KC85T 
Open circuit voltage 21.7 V 
Short circuit current 5.34 A 
Maximum power–voltage 17.4 V 
Maximum power current 5.02 A 
Maximum power 87 W 
Temperature coefficient of ISC 2.12 × 10
−3 A/°C 





1.4.3 Maximum Power Point Tracking Controller 
A PV array consists of series- and parallel-connected PV cells. The power available 
from the PV array is the sum of the power created by each single PV cell. PV arrays 
generate various level of power under different solar radiation intensities. As 
Figure 1.6 indicates, when a load is linked to the PV output, a load line can be 
imposed on the I–V curve. Multiplying the voltage by the current at the intersection 
point gives the power supplied to the load. Therefore, solar intensity plays a key 
role in the power supply through a PV array. To ensure that a PV array supplies 
maximum power, an MPPT algorithm is needed. Several studies have been 
conducted on MPPT algorithms. The following section outlines some of the most 
common ones.  
 





Generally, a DC–DC converter is connected between the PV array and load. 
To ensure that the load line cuts the I–V curve at the MPP, a microcontroller is 
employed to apply the MPPT algorithm, which alters the switching duty cycle of 
the DC–DC converter. When there is a constant load at the output of the converter 
and the switching duty cycle of the converter is changed, the load line or impedance 
that can be observed by the PV array also changes. Therefore, it is necessary to use 
a DC–DC converter to change the voltage of the PV array and increase its 
efficiency by performing at its maximum power point (MPP) [18, 25, 26]. 
 
1.4.4 Characteristics of a Photovoltaic System under Partial 
Shading 
The power generated from a single cell is not sufficient for any application; 
therefore several cells are connected in a series and parallel configuration to form 
a PV module. To increase the output power level of PV systems, these PV modules 
are also connected in series and parallel configurations to form a PV array. 
Therefore, the power generated from the entire PV array is the combination of 
power from all participating PV modules in a PV system. When they receive equal 
illumination levels, they contribute equally in power generation and will have 
similar PV characteristics at their output terminals. The characteristic of modules 
under uniform irradiance levels was discussed in the previous section. However, 
the behaviour of PV systems under non-uniform shading conditions differs from 
that under uniformly distributed illumination. Under any circumstances in which 
part of the PV system is affected by shadows, a non-uniform shading condition 
occurs. This is an unavoidable condition for PV systems, in particular those in 
residential areas where they are more often affected by unpredictable shadows 
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from buildings, passing clouds, trees or even flying birds. Under these conditions, 
the ability to generate power differs between shaded and unshaded fractions of the 
PV system. As shown in Figure 1-7, this non-uniformly distributed irradiance level, 
or PS condition, forces unshaded modules or sub-modules to operate in the reverse 
bias region to provide the same current as unshaded cells, because of the constant 
current flow through every module in a series configuration. Operation of a PV cell 
in the reverse bias region can cause a hotspot in a solar system, which damages the 
exposed cells in the reverse bias region and can ultimately cause an open circuit 
condition for the entire PV system. To avoid this disruptive consequence and 
overcome the hotspot phenomenon, bypass diodes have been introduced into the 
structure of PV modules. In general, each PV module is supported by at least one 
bypass diode that is parallel connected with the series-connected cells. In Figure 1-
7, three PV modules, each connected to a single bypass diode, experience PS. The 
associated characteristics of this system show how bypass diodes prevent PV cells 
from falling into the reverse bias region. 
 




Despite the significant benefits of adding bypass diodes to PV modules, 
they increase the complexity of extracting maximum power from the system. The 
characteristics of PV systems with and without bypass diodes are different. Under 
PS, where different fractions of PV systems receive different illumination levels, 
the diodes bypass the shaded modules while unshaded modules are generating 
current in the string. In fact, the bypass diodes create an alternative pathway for the 
current in the string when the amount of current is greater than that generated in a 
shaded module. Figure 1-8 shows an array including three modules, each 
connected to an individual bypass diode. Note that in many of the PV modules 
there is more than one bypass diode; therefore, each section of the string connected 
to a bypass diode should be treated separately when it comes to the analysis of PS. 
As shown in Figure 1-9, the output characteristics of PV arrays are different with 
and without bypass diodes. Under PS conditions, the PV system embedded with 
bypass diodes creates multiple peaks at the output characteristics. The peak with 
the highest power value is called the GMPP and lower values are the LMPP 
(LMPP). Having said that, the locations of the peak and the patterns of PS have an 
unpredictable nature, which makes it much more complicated for the control unit 
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Chapter 2: Literature Review 
 
2.1 Introduction 
Because of the low output rate of PV systems, extracting the maximum energy 
from the output terminal is an essential factor in an economical PV system. To 
achieve this, a capable MPPT method is required to provide an appropriate duty 
cycle signal for the connected DC–DC converter. Different techniques have been 
employed in the literature and tested in different system configurations and under 
various environmental conditions. Among these techniques, perturbation and 
observation (P&O), InC and hill climbing (HC) are the most common conventional 
techniques. However, these methods are not capable of tracking MPP under PS 
conditions. To address this, a range of approaches have been introduced in the 
literature, and can be classified into three main groups. The first is the modified 
form of conventional methods, where extra computation or control loops are added 
in the basic procedure of the algorithm. The second group is the application of AI 
methods, which are mostly based on the metaheuristic approach, and the third 
group is the combination of these two groups that utilises the advantages of both. 
This chapter provides a comprehensive literature review investigating the 
advantages and disadvantages of each method and analysing recent efforts in 
improving the efficiency of a PV system via its MPPT control unit. The findings 
of this section provide a benchmark and detect the research gaps in this rapidly 
growing field and develop a new approach to address the challenges related to 
current MPPT control units in PV systems. 
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2.2 Common Conventional Maximum Power Point 
Tracking Methods 
In this section, the main conventional P&O, InC and HC-based MPPT techniques 
are comprehensively explained and discussed. In the first section the step-by-step 
procedure for each method is presented, and this is followed by the state of the art 
of these methods with respect to mitigating the detrimental effects of PS 
conditions. Although the conventional methods are largely unable to fully address 
the PS challenges in the PV systems, there have been some efforts presented in the 
literature to modify the performance of these methods under shading conditions; 
these are covered in this section. 
 
2.2.1 Perturbation and Observation 
P&O is one of the most common conventional methods and has been used for MPP 
tracking techniques in several studies [27-29]. This iterative method measures the 
output characteristics of PV systems and changes the operating duty cycle of the 
DC–DC converter. First, the operating duty cycle and consequently operation 
voltage, is perturbed by a slight change (C), and the consequent power at the output 
of the PV is calculated to obtain the power changes (∆P) between the current and 
previous operating point. According to the statement presented in the following 
equation, if the variation in power as a result of this voltage perturbation is positive, 












If the power variation is negative, the operating voltage should be moved in the 
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Output Power (Ppv) corresponds to the measured values at t2
Calculate ∆Ppv as:
∆Ppv= Ppv (t2) – Ppv (t1)
Vref(t3)= Vpv(t2)+CVref(t3)= Vpv(t2)-C
 
Figure 2-1. Flowchart of the Perturbation and Observation Algorithm 
 
The main disadvantage of this method appears when there is a sudden 
change in the solar irradiance levels causing the operating point oscillates around 
MPP. In this circumstance, the next operating point takes the opposite direction, 
towards the actual MPP. As long as these sudden changes continue, the operating 
point moves away from the actual MPP [31]. 
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An improved version of the P&O technique was presented in [32-34]. The 
performance of the algorithm under sudden environmental changes was modified 
in [32, 33, 35] and the steady state osculation was improved in [34]. An improved 
P&O method was proposed in [36], in which the d-axis grid current component 
reflects the power grid side, and the signal error of a proportional integral (PI) outer 
voltage regulator is designed to reflect the change in power caused by the 
irradiation variation. In [32], the author used an optimised P&O MPPT in which 
the algorithm parameters are customised to the dynamic behaviour of the specific 
converter adopted. The behaviour of the proposed methods has been improved in 
terms of reducing the oscillation around MPP, as well as accuracy under rapid 
environmental changes. However, these methods were unable to track the MPP 
under PS conditions. 
The authors in [37] improved the performance of the normal P&O 
technique to be applied under PS conditions. In this study, the P&O algorithm was 
improved by tuning the duty cycle of a connected DC–DC convertor to find all 
apparent LMPPs and GMPPs between the lowest and highest duty cycles. The 
results were promising under both normal and PS conditions. However, the time 
required to identify all MPPs reduces the tracking speed of the technique. 
 
2.2.2 Hill Climbing 
HC is another common conventional MPPT technique that has been used in the 
literature [38-44]. In a similar procedure to the P&O technique, the voltage is 
regulated to follow the maximum output power. The only difference is that, instead 
of perturbing the operating voltage, the operating duty cycle is perturbed to track 
the maximum power operating point. 
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The duty cycle is simultaneously perturbed with a step size of Q until the 
maximum power is found. The difference between the current output power and 
the previously measured value is continuously calculated. If the current power 
value is higher than the previous one, the duty cycle will be perturbed in the same 
direction; otherwise the slope of the duty cycle movement will be inverse. The 















tD  Equation (2.2) 
The procedure and steps of the HC algorithm are presented in Figure 2-2. 
As shown in this figure, the algorithm continues operating until oscillating around 
MPP. In the case of zero difference between the current and previous output power, 
the output power and voltage will be measured again. 
The main advantage of the HC method is its simplicity in design and 
implementation. However, like P&O method, the HC technique is vulnerable when 
tracking under rapidly changing environmental conditions. In addition, as with 
other conventional methods, HC is not able to track the actual MPP under 
mismatching conditions when multiple peaks appear in the output power–voltage 
characteristic. 
The significance of the abovementioned drawbacks has prompted many 
studies employing modifications to the normal HC method. For instance, in [45], 
the author employed an adaptive HC-based MPPT method to track the MPP under 
rapidly shading conditions. In this method an automatic parameter tuning approach 
is used for controlling the switching mode and tuning the system under suddenly 
 
26 
changed conditions. However, the proposed technique is only capable of finding 














Figure 2-2. Flowchart of the Hill Climbing Algorithm 
 
In another study presented in [42], a duty cycle sweep method was proposed 
to enable HC capability during patrial shading conditions. In this method, the initial 




D  , Equation (2.3) 
in which Rm is a proportion of the Voc/Isc value and Rl is an estimated value. Then, 
it uses a large-size scan method to check around 90% of the search space to find 
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the MPP region. Finally, it employs the improved HC method to track the accurate 
value of MPP. In the improved HC method, the value of the step size is reduced to 
half to avoid oscillation around MPP. The method shows satisfactory performance 
under both normal and PS conditions. However, it is a system-dependent technique 
as it needs to scan around 90% of the output PV characteristic. 
 
2.2.3 Incremental Conductance 
InC is another common conventional method that has been frequently used in the 
literature [46-53]. This method is generally based on the derivation of the output 
PV relationship. Therefore, the MPP would be achieved when the derivation is zero 













 00  Equation (2.4) 
Therefore, by assuming dVpv ≈ ∆Vpv and dIpv ≈ ∆Ipv, the following equation 





































The procedure and steps involved in the InC–MPPT technique are 
described in the flowchart in Figure 2-3. The flowchart shows that the MPP is 
tracked by simultaneous comparison of InC (∆Vpv/∆Ipv) and instantaneous 








∆Ipv= Ipv (t) –Ipv(t- ∆t)
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Figure 2-3 Flowchart of the Incremental Conductance Algorithm 
 
Based on the location of the operating point in the output characteristic, the 
controller moves the operating point with a step size of C to approach MPP. 
Tracking speed of the controller is largely dependent on the value of the 
step size. A large step size value helps to track the MPP faster. However large step 
size result in an oscillation around the MPP. This problem has been solved in some 
research by designing a variable step size InC method. In that technique, a large 
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step size initially helps the controller to approach the approximate MPP region, and 
then the precise MPP can be tracked by a smaller step size. This method increases 
the accuracy of the controller and avoids oscillation around MPP [55, 56]. 
In comparison with the P&O method, the most remarkable advantage of the 
InC method is its fast and dynamic response under sudden and rapid changes in 
environmental conditions. However, the control circuitry is more complex 
compared to that in the P&O technique. 
In addition to the complexity of the system, the normal InC is only able to 
track the MPP under uniform insolation conditions. During PS conditions, the 
derivation of both LMPP and GMPP is equal to 0; therefore, there is a high 
possibility for the InC-based MPP tracker to be trapped in a LMPP [57]. Several 
studies have attempted to improve the performance of conventional InC to track 
the MPP during PS conditions. In [58] a two-stage InC method was proposed for a 
system under PS conditions. In the first step, the neighbouring region of the GMPP 
is found, and in the second step the algorithm switches to the normal InC and finds 
the accurate value of the GMPP. The method shows satisfactory results under 
certain PS conditions; however, it would not be able to reliably track GMPP under 
intensive PS conditions. 
Another study attempted to find the actual MPP of a grid-connected PV 
system under PS conditions by using a linear function [59]. The proposed 
algorithm detects the occurrence of PS conditions once some predefined conditions 
are satisfied, at which time the linear function is used to move the operating voltage 
close to the GMPP region. Then, a normal InC is used to track the GMPP in that 
region. The method was successfully verified under some PS conditions. In one 
recent study, T. Soon [60] introduced a modified InC algorithm based on a 
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multifaceted duty cycle control method that effectively utilises the periodic P–V 
characteristics of PS conditions. The method was tested under different PS 
conditions presented in [14] and its functionality was verified with both 
simulations and experimentally. However, it further increased the complexity and 
computational cost of the normal InC. 
 
2.2.4 Discussion and Comparison of Conventional Methods 
Selection of an appropriate MPPT technique depends on the system requirements, 
system complexity and PV configuration. MPPT techniques can be classified based 
on their performance in different PV systems. In this section, the abovementioned 
methods are categorised into tracking speed, design complexity, ability to track 
MPP under sudden environmental changes, and functionality under PS conditions. 
A comparison with respect to these criteria is presented in Table 2-1. The first 
factor, tracking speed, is one of the key factors in design of the MPPT technique, 
especially when a dynamic response is an important requirement. The oscillation 
around MPP is another factor that reduces the popularity of almost all conventional 
MPPT methods, as it significantly reduces the efficiency of the overall system. 
Implementation complexity is another important factor, which largely affects the 
computational cost and required devices in the experimental implementation. 
Finally, the performance of the MPPT under sudden changes and PS conditions is 
evaluated for all conventional methods and their modified forms. 
According to the comparison criteria, any modification in the procedure of 
conventional methods to improve on their detrimental features can reduce the 
strength of these methods. For instance, a simple procedure and low 
implementation complexity are common advantages in the normal form of all 
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conventional methods. However, when a modification is introduced to enable them 
to track MPP under PS conditions, extra calculations are needed to scan the 
majority of the search space and track the GMPP. Obviously the modification 
increases the reliability, accuracy and robustness of the system under any 
environmental condition; however, it significantly reduces the tracking speed and 
increases the structural complexity of the system. 
 
2.3 Common Artificial Intelligence-based Maximum 
Power Point Tracking Techniques 
Given the drawbacks of conventional MPPT methods, such as system 
independence, high oscillation around MPP, and deficiency under PS conditions, 
six common AI-based MPPT approaches are reviewed in this section. The concept, 
structure, sequential steps and state of the art of each method in tracking the MPP 
under PS conditions are presented. To better understand the pros and cons of these 
methods, recent studies assessing the performance of each method under different 
conditions are discussed and analysed. In addition, various hybrid methods that use 
one of the covered AI methods are discussed. 
A final evaluation is carried out to assess the complexity, ability to track 
GMPP under PS conditions, sensitivity to atmospheric changes, convergence 
speed, cost, system independence, efficiency, periodic training or coefficient 
tuning process, and oscillation around each method of MPP. The comparison is 
conducted mainly according to the concept of the method, as the validations 




Table 2-1. Comparison of Conventional Partial Shading Methods 
Method Complexity Oscillation Tracking speed Functionality under PS and rapid changes 
P&O Normal [27-30] Low High High Unable 
Modified in [35]  Average High Average Able to track MPP under rapid change but not PS  
Modified in [32, 36] Average Reduced Increased Able to track MPP only under rapid changes 
Modified in [37] High Low High Able to track MPP under both conditions 
HC Normal [38-40, 43, 44] Very low Average High Unable to track MPP in either conditions 
Modified in [45] Low Average Very fast Able to track MPP under rapid change, but not PS 
Modified in [42] High Average Slow Able to track MPP under both conditions 
InC Normal in [50, 54] Average High Very Fast Able to track MPP only under rapid change 
Modified in [55, 56] Average Ave Fast Able to track MPP only under rapid change 
Modified in [58, 59] High Low Average Able to track MPP under rapid change and some PS conditions 
Modified in [60] High Low Average–low Able to track MPP under both conditions 
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2.3.1 Artificial Neural Networks 
Artificial neural networks (ANNs) are one of the most reputed soft computing 
methods for modelling the operations of biological neural systems. Briefly, neural 
networks are collections of interconnected processing units called neurons, through 
which signals and information pass. An ANN can be considered a mathematical 
model of a brain-like system that functions as a parallel processing network. The 
system must undergo an extensive and careful training process to learn how to 
reflect input patterns in the actual system. Notably, an ANN system is normally 
trained to function in predetermined systems and conditions because ANN neurons 
are trained to process and respond based on the in–out pattern relationship of the 
system. Therefore, for any system change, the designed ANN should undergo a 
retraining process to avoid producing unreliable and inaccurate responses [10, 61]. 
An ANN does not require complex mathematical functions and physical 
models when managing a system. An ANN can create predictive functions from 
multidimensional data resources. Nowadays, ANN is used in a wide range of 
engineering applications, such as pattern identification, environmental factor 
forecasting, energy production estimation and electrical load prediction. An ANN 
system is favourable for complex and ill-defined problems, where fuzzy or 
incomplete information is involved and a decision is normally made based on 
intuition. However, such a system normally cannot handle problems that require 
high accuracy and precision [62]. 
The basic structure of an ANN comprises the following three layers: input, 
hidden and output. A schematic diagram of a multilayer feed forward structure is 
presented in Figure 2-4. As shown in this figure, the neurons in each layer are 
connected through synaptic weights of the other neurons in the previous layers. 
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Knowledge is usually stored as a set of connection weights (which presumably 
correspond to synapse efficacy in biological neural systems). Training is the 
process of modifying the connection weights methodically by using a suitable 
learning method. A network uses a learning mode, where an input is presented to 
the network along with the desired output, and the weights are adjusted for the 
network to attempt to produce the desired output. After training, the weights 









Figure 2-4 Schematic Diagram of the Multilayer Feed Forward Structure 
 
In ANN-based MPPT, the input variables are normally selected as PV 
system parameters, such as short circuit current, open circuit voltage, terminal 
voltage, output current; or environmental factors, which include irradiance level, 
module temperature and wind speed [63, 64]. These variables are received in the 
input layers and processed in the hidden layers, and provide the required signals in 
the output layer. Selection of the input variables and the number of nodes 




The capability and accuracy of ANN-based MPPT largely depend on the 
functionality of the algorithm in the hidden layers, and the training process. Several 
months or even years are required for training procedures to boost the functionality 
of ANN-based MPPT under various environmental conditions. To monitor MPP 
with high accuracy and precision, the associated weights of the neurons should be 
obtained through an intensive and comprehensive training process. During this 
process, neurons are weighted in accordance with the input–output relationship of 
the targeted PV system. Therefore, the trained ANN for this PV system, which has 
a particular specification, might not respond appropriately in other types of PV 
systems. The output variables are normally the signals by which the operation point 
approaches the MPP region. The most common output signal selected in the 
literature to provide control signals for a DC–DC controller is the duty cycle or 
voltage reference [10]. 
The performance of the ANN method in identifying solutions according to 
unknown parameters motivates researchers to employ this method when 
monitoring the MPP while considering environmental factors. Hiyama et al. [65] 
used the ANN approach in the MPP to track the system under normal conditions. 
In the method proposed by the authors, open circuit voltage is considered the input, 
whereas the required operating voltage serves as the output signal. The authors in 
[66] used a radial basis function network to predict the MPP of a PV system. 
According to the authors, in contrast to conventional MPPT methods, the proposed 
method can track MPP without searching around the optimal power point. In [67], 
the authors proposed the ANN peak power tracking of a PV that supplies a DC 
motor that drives two different load torques. In this study, a gradient descent 
algorithm was used to train the proposed ANN-based MPPT controller. Bahgat et 
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al. proposed an ANN-based MPP tracking approach, as presented in [68], which 
can transmit around 97% of the actual maximum generated power of the PV system 
under a uniform insulation level. In [69-72], the ANN method was used to track 
the MPP using a back-propagation neural network. In such systems, more nodes 
are used in the hidden layer, which may lead to more accurate results. However, a 
controller cannot respond properly to fast irradiance change conditions (FICCs) 
when using multiple nodes [10, 73]. 
The application of ANN-based MPPT under FICCs has been demonstrated 
in recent research [64, 74]. In [64], Liu et al. developed and proposed a neural 
network to obtain the parameters of an emulated MPP locus. According to the 
authors, the main advantages of the developed method are fast tracking speed, and 
high dynamic and static efficiency to track the MPP under FICCs. However, the 
proposed method cannot work under PS conditions. Laudani et al. [74] proposed 
an MPPT algorithm based on neural networks embedded in a low-cost 
microcontroller. The output results confirm the accurate performance of the 
proposed method under abrupt changes in environmental parameters. However, the 
validation results were limited to the simulation investigations. Some references 
used ANN to improve the performance of the P&O method by detecting the 
variation in environmental conditions [75-77]. However, the proposed methods 
cannot monitor the MPP if the PV system operates under PS conditions. This 
drawback is mainly due to the uncertain behaviour of the PV system under PS 
conditions and the dependency of the ANN training process on previous data. 
Given this problem, various researchers have utilised the advantageous 
characteristics of the ANN method to optimise or tune the parameters of other 
established MPPT methods. For instance, Punitha et al. [78] presented an ANN-
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based modified incremental conductance method as the main approach to monitor 
the MPP of a PV system under PS conditions. Their proposed method was 
validated by simulating a field-programmable gate array-based experimental 
verification. The performance of the algorithm was compared with that of P&O 
and fuzzy-based modified HC algorithms. The results showed the effectiveness of 
the proposed approach in tracking the MPP under PS conditions. However, the 
accuracy and precision of the output signal was still dependent on the ANN training 
process. Further, the back-propagation learning rule was used to adjust the network 
weights. Thus, the system may not function properly under abrupt climatological 
changes. Jinbag Xu et al. [79] employed a two-stage algorithm in which ANN uses 
the results of the traditional incremental conductance method as the training data. 
The system performed satisfactorily under normal conditions and FICCs. 
However, the system has not yet been tested under PS conditions. In addition, the 
validation was limited to the simulation results. Ramaprabha et al. [80] developed 
a method based on a genetic algorithm (GA)-optimised ANN to enable a controller 
to operate under PS conditions. This method was validated under several simulated 
PS conditions. However, the system cost increases when insulation and 
temperature data are used for the training process. A brief summary of studies 





Table 2-2. A Brief Summary of the Application of Artificial Neural 
Networks to Maximum Power Point Tracking in the Literature 
Reference Remarks 
[65-68] The standard ANN method is employed for the MPPT of the PV 
system under normal conditions, but the tracking fails under FICCs. 
[69-72] A back-propagation neural network is used to increase the accuracy 
of the system. 
[64, 74] The modified ANN is employed to track the MPP under FICCs. 
[75-77] The ANN method is employed to improve P&O functionality. 
[78] The ANN method is proposed to modify the incremental 
conductance method to track MPP under PS conditions.  
[79] A two-stage algorithm is employed. Satisfactory results are obtained 
under normal conditions and FICCs, but the verification fails under 
PS conditions. 
[80] An ANN method is developed to optimise the GA technique to track 
the MPP under PS conditions. 
 
2.3.2 Fuzzy Logic Control 
Fuzzy logic control (FLC) is one of the most commonly used techniques in a range 
of engineering challenges because of its multi-rule-based characteristics [81]. FLC 
follows a simple and clear procedure, because the exact mathematical modelling 
and technical quantities of a system are not required [82]. In this technique, the 
variables manage some non-numeric and linguistic actual values that range 
between completely true and completely false values, such as high, low, medium 
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and often [83]. In FLC optimisation, everything is defined according to the matter 
of degree; exact reasoning is replaced by approximate reasoning; a mathematical 















Figure 2-5 Fuzzy Logic Control Block Diagram 
 
The FLC technique comprises three steps: fuzzification, rule interference 
diagram and defuzzification. A block diagram of this technique is shown in Figure 
2-5. The input variables of a fuzzy logic controller depend strongly on the 
controller design, but these variables are generally known as error, e, and variation 
in error, ∆e. The definition of these input variables, given the fuzzification steps 
and the output signals received from the defuzzification step, is determined by the 
requirements of the targeted problem. The three main stages in the fuzzy logic 
process are as follows. 
The input values in this stage are fuzzified by some predefined membership 
functions. The main task of fuzzification is to convert crisp values to linguistic 
values via membership functions. Different membership functions exist, such as 
trapezoidal, Gaussian and triangular. However, the triangular membership is the 
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most popular, as shown in Figure 2-6, where NB, NS, Z, PS, and PB respectively 
represent negative big, negative small, zero error, positive small, and positive big 
[85, 86]. In general, the quantity of membership functions is more effective than 
the type and shape in terms of system speed and accuracy. More membership 
functions, which are recommended for more complex engineering problems, result 
in higher accuracy and longer processing time. In contrast, fewer designed 
membership functions result in faster processing time and higher possibility of 
diversity. 
 
NB NS Z PS PB
 
Figure 2-6. Membership Function of Fuzzy Logic Control 
 
This stage is designed to control the output variables according to an 
inference engine. The inference engine applies rules to the membership functions 
using a rule base table. Five rule-based inferences are shown in Table 2-3. The 
design of these rules is based on the ‘if–then’ concept and requires designer 
knowledge about the systems. Mamdani’s inference method is the most common 





Table 2-3. Rule Base Table of Fuzzy Logic Control 
∆E 
E 
NB NS Z PS PB 
NB ZE ZE NB NB NB 
NS ZE ZE NS NS NS 
Z NS ZE ZE ZE PS 
PS PS PS PD ZE ZE 
PB PB PB PB ZE ZE 
 
Membership functions are once again employed to convert output linguistic 
values into relevant crisp and numerical values. However, the range of the 
membership functions used in this section may vary based on designer knowledge. 
Several defuzzification techniques exist, such as centre of area and mean of 
maxima; the latter is more common in control applications [88]. 
In MPPT applications, the input variables of the fuzzification step in an 
FLC system can be calculated as follows: 
( ) ( ) ( 1)
( )
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Equation (2.7) 
where t is the sampling time; P(t) and V(t) are the power and voltage values 
respectively at the operating point; ∆e(t) defines the direction of the operating point 
in the next movement of the operation; and e(t) is the position of the operation 
point in the P–V locus with respect to the MPP. 
In the next section, the fuzzy rules are used to determine the MPP based on 
‘THEN Changes applied AND power increased THEN continue the direction’ to 
define the required change in duty cycle of a DC–DC converter. Finally, 
defuzzification converts the output of the rule base section into non-fuzzy values. 
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In MPPT applications, only the centroid method is used to define the proper duty 
cycle variation as the output of the MPPT controller based on a fuzzy logic scheme. 
Several studies reported in the literature have involved testing the fuzzy 
logic-based MPPT method in various PV systems and under different 
environmental conditions [89, 90]. In more recent studies, the authors in [91] 
introduced the fuzzy logic controller as MPPT, where dPpv/dIpv and its change [∆ 
(dPpv/dIpv)] are considered fuzzy controller inputs. The main problem with their 
proposed method is the inefficiency of the dynamic response under FICCs. Simon 
et al. [92] improved the dynamic response of the fuzzy controller through duty 
cycle and power variations (∆Dk and ∆Ppv) as inputs for the system. However, the 
accuracy of the system was still limited under varying irradiance and temperature 
conditions. Methods for improving the fuzzy logic controller for better dynamic 
characteristics and accuracy have been introduced by the authors in [88] and [93]. 
In [88], the authors selected three input variables, namely dPpv/dIpv, [∆(dPpv/dIpv)], 
and duty cycle variation (∆Dk), whereas temperature and irradiance values were 
the inputs in [93]. Both systems showed an accurate dynamic response under 
environmental parameter variations. In [94], the authors considered the 
instantaneous values of voltage and power at the output of the PV system as the 
input of the FLC system and verified the efficiency of the proposed method for a 
stand-alone PV water pumping system. C. Liu et al. [95] designed an FLC-based 
MPPT method according to an asymmetrical membership function concept. The 
final results showed improvements of 42.8% and 0.06% in transient time and 
higher MPPT tracking accuracy, respectively, compared with the symmetrical 
FLC-based MPPT approach. However, as in previous studies, the proposed 
methods have significant drawbacks [96]. First, they depend largely on the shape 
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of membership functions and rule base interference. Second, the designers of these 
methods require a comprehensive knowledge of the PV system operation: 
insufficient knowledge would usually cause an inefficient and slow system. 
To reduce the effects of the aforementioned drawbacks, some researchers 
have attempted to optimise or combine the normal fuzzy logic controller with other 
methods. In [97] and [98], the authors optimised the performance of the fuzzy logic 
controller through GA and PSO approaches, respectively. In [90], the authors 
improved the performance of the normal fuzzy logic controller as well as the fuzzy 
cognitive network. Such a system has different nodes that represent the operational 
and control variable of a PV system. Node interconnection weights are determined 
by using data to cover the PV system under different environmental conditions. 
When the system is trained, it can be mounted in any PV system. The method has 
a fast tracking speed under normal conditions. In [99-104], FLC, in combination 
with other methods, was used to increase the system independency of the MPPT 
unit. In [105], the authors used a single input fuzzy logic controller to reduce the 
complexity, hence achieving a faster and simpler implementation. The authors in 
[106] used an adaptive neuro-fuzzy solar cell model to estimate the function of the 
array junction current to improve the efficiency of array power and reduce the 
hardware setup. However, like methods presented in [90, 97-105], it cannot—or at 
least has not been verified to—track the MPP under PS conditions. 
Recently, several researchers have used the FLC approach to improve the 
performance of the MPPT controller under PS conditions. In [59], fuzzy logic was 
applied to define the perturbation size in a proposed P&O technique. In [89], a 
fuzzy logic controller was used to enhance the performance of the HC method by 
scanning and storing the MPP during the P&O procedure. The proposed methods 
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in both studies performed satisfactorily in determining the GMPP under certain PS 
conditions. The authors in [107] optimised a normal fuzzy logic controller by using 
the GA approach, which has been successfully tested under PS conditions. In [83], 
FLC with ANN was employed to track the GMPP. In this method, irradiance level 
and cell temperatures are the main inputs to train the ANN process to determine 
the MPP. However, this information cannot be acquired in some shading 
conditions and requires extensive computations, which makes the approach too 
complex for commercial use. In addition, this method requires extensive 
computations in the fuzzification, rule base and defuzzification stages. The 
highlights of studies employing FLC–MPPT are presented in Table 2-4. 
 
Table 2-4. A Brief Summary of the Application of Fuzzy Logic Control–
Maximum Power Point Tracking in the Literature 
Reference Remarks 
[88, 91-96] Standard FLC was used for MPPT application. These methods 
were significantly dependent on designer knowledge about the 
PV system and also the membership functions. In addition, the 
methods were unable to track MPP under PS conditions.  
[97-104] [90] Optimised FLC was employed. The methods were more 
independent and very quick, but were unable to operate under 
PS conditions.  
[89, 
107][54][83] 
Hybrid methods including FLC, and other methods such as 
P&O, ANN and GA, were designed and tested. The ability to 





2.3.3 Particle Swarm Optimisation 
PSO is a metaheuristic search tool that has received considerable attention in 
engineering applications. PSO was first introduced in 1995 by Kennedy and 
Ebrahat, inspired by the natural behaviour of birds flocking [108-110]. Briefly, the 
theory explores a specific area called the solution space, where each location has a 
possibility degree for the solution of problems. The PSO moves each particle 
throughout the solution space to determine the optimum solution, according to the 
individual and neighbouring particle experiences of the PSO during optimisation. 
Therefore, particles involved in the optimisation use the memory of the particles 
to modify the particle fitness by following the behaviour of the successful particles 
in the swarm. 
The PSO procedure begins with a random particle (initialisation), continues 
by searching for optimal solutions within the past iterations (movement), and then 
evaluates the particle quality according to the fitness function (evaluation) [111]. 
The main steps of the algorithm are as follows. 
In the first step, PSO defines the population size by randomly selecting 
participant particles during optimisation. The particles are selected from D-
dimensional solution space, where determination of D is based on the number of 
variables for optimisation. Given the unavailability of information about the 
system operation, the particles in the initialisation step are randomly selected and 
optimised through the following steps of the algorithm. 
The current position (Xi) of each particle is retained and a speed of (Vi) is 
applied to stochastically explore the search space and determine a better solution. 
The movements of the particles are in accordance with the best (Pbi) position and 
global best (Gb) position of the particles. In particular, Pbi is the best position 
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experienced by the ith particle among all previous iterations, whereas Gb is the best 
position experienced by the sum of all the particles from all iterations. 
During optimisation, the particles adopt the values of the objective 
function, and the Gb and Pbi of the particles are recorded. The basic PSO algorithm 
that defines the next position of the candidate solution is: 
   1 1 1 2 2k k k ki i bi i b iV w V r c P X r c G X            Equation (2.8) 
1k k k
i i iX X V
   , Equation (2.9) 
where I represents the optimisation vector variable, k is the number of iterations, 
Vik and Xi
k are the respective velocity and position of the ith variable within k 
iterations, w is the inertia weight factor, c1 is the cognitive coefficient of the 
individual particles, c2 is the social coefficient of all the particles, and r1 and r2 are 
random selected variables in the range [0, 1]. These random parameters mainly aim 
to maintain stochastic movement within the iterations. To maintain the search 
space in a certain area, the velocity values are set to the range of [0, Vmax]. 
In PSO, the parameters w, c1 and c2 are highly mutable. A slight change in 
the values of these parameters may affect the speed and accuracy of the algorithm. 
Optimisation may involve the local maximum through poor design of c2, and 
optimisation accuracy can be diminished by an inappropriate value of c1. Similarly, 
the influence of inertia weight on the speed and convergence of PSO is substantial: 
a large value for this parameter causes slower convergence, whereas a small value 
produces a narrower search space range. In conclusion, a shift in the values of 
inertia weight encourages the particles at the initial stages to diffuse before 
gradually limiting the search space in the final iterations. The behaviour of the 




Figure 2-7. Behaviour of Inertia Weight During all Iterations 
 
The fitness of the particles in the new location is evaluated and saved to 
improve the particle movements in successive iterations. The best self-experienced 
location (Pbi), which records the best position experienced by the ith particle up to 
the current iteration, is updated in each iteration. In addition, the variable (Gb) 
records the Gb-experienced location met by all contributed particles throughout 
past iterations and is compared with the Pbi in each iteration. The updated 
conditions of Gb and Pbi are presented in Equation (2.10) and Equation (2.11). 
These equations indicate that Gb is only recorded as Pbi if the following conditions 
are satisfied: 
k
bi iP X   If    
k
i iF X F P , Equation (2.10) 
b biG P   If    bi bF P F G . Equation (2.11) 
The particles continue to operate until the stopping conditions are met. This 
condition is designed based on the complexity of the system, required accuracy, 
and time limitation of the control process. A flowchart of the steps described for 
the PSO method is presented in Figure 2-8. 
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Figure 2-8. Flowchart of Particle Swarm Optimisation 
 
In the MPPT application, the search space depends on the configuration of 
the PV system. For example, if an MPPT controller is designed to control D (the 
number of converters), the search space would be D-dimensional, where each 
dimension represents a voltage value as a solution to the problem. The evaluation 
of the particles is based on the output power of the PV panel, which is denoted by 
F as the fitness evaluator. The location matrix of the particles as a solution to the 
MPPT problem in the D-dimensional search space is given by: 
 , , ,....., ,...... ,
k k k k k k k
i 1 2 3 i NN-1
X = X X X X X X 
 
, Equation (2.12) 
where 
k
iX  is the location of the ith particle at the kth iteration. In practice, the 
power generated fluctuates because of variations in insolation level and PS degree. 
Therefore, the algorithm should be initialised when Equation 2.13 is satisfied. If 








F X F X
P
F X
    Equation (2.13) 
The idea of using the PSO approach as a tool for tracking the MPP initially 
emerged to improve the efficiency of an MPPT controller under PS conditions. 
Tracking the GMPP by the PSO method makes the controller system independent, 
fast, and robust in PS conditions. The PSO-based MPPT approach has been 
presented in several studies [112-116]. 
A highly efficient PSO-based MPPT was employed by adding repulsive 
force to the PSO algorithm to track the MPP under climatological changes [112]. 
The study proves the reliability of the proposed technique under frequent 
environmental changes. The PSO approach was proposed to track the global 
maximum from the output characteristic of a modular PV system [113, 114]. The 
system cost has been significantly reduced as the number of sensors is reduced in 
the experimental implementations. However, using the standard PSO imposes 
several limitations on the control system because high velocity must be used for a 
particle whose position is too far from the position of the best particles (Gbest), 
which is defined as the best experienced position of all particles. In addition, the 
trajectory of the particles is limited by designed acceleration. Low acceleration 
results in a smooth trajectory for particles but slow convergence. In contrast, high 
acceleration may accelerate computation but may lead the particles towards infinity 
[117]. Further, a random coefficient in the cognitive and social parameters of the 
PSO component significantly affects the performance of the algorithm, which 
requires intensive knowledge for optimum parameter tuning. Low-valued random 
coefficients result in slight movement of the particles. Therefore more iterations 
are required to find the optimum values. On the other hand, large-valued random 
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coefficients increase the step size of particle movement, which can lead them out 
of the search space margin or trap them in the LMPPs. In addition, the initial 
location of the particles significantly affects the convergence quality and speed of 
the algorithm. 
Some studies have modified the standard PSO technique [118-120]. 
Chowdhury et al. [118] modified the perception radius and search direction of each 
agent in accordance with its performance improvement throughout algorithm 
iterations. In the adaptive perceptive PSO method, all agents should scan their own 
range of the search space. This modification significantly increases the accuracy 
of the algorithm in finding the global maximum. However, the additional 
dimensional search space leads to an assignment of a higher number of particles 
and consequently boosts the computational burden and complexity of 
implementation. Ishaque comprehensively studied the improvement of the PSO 
technique in [119] and [120]. In [66], steady state oscillation was reduced by using 
the PSO method in conjunction with the direct duty cycle method. In [120], a fast 
and accurate global tracking method was achieved by using a proposed 
deterministic PSO method. In this method, the convergence and accuracy of the 
PSO-based method to find the GMPP were enhanced by eliminating random 
numbers. However, such removal might reduce the reliability of the method under 
intensive mismatching condition, as the algorithm loses the main advantage 
associated with evolutionary algorithms and cannot track the GMPP in all PS 
patterns. In [121], a P&O method was employed to improve the convergence speed 
of PSO. In this method, the first P&O identified the nearest LMPP and then the 
PSO began searching for the GMPP. Use of this combination meant that search 
space exploration was reduced in early iterations. In [122] a hybrid method called 
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DEPSO was introduced as a combination of PSO and DE, and was used to reduce 
the effects of random coefficients, and enhance the system independency of the 
standard PSO method. The proposed technique showed satisfactory performance 
under PS conditions. However, the problem with this method was oscillation 
during the tracking period. Table 2-5 presents a brief summary of the studies that 
have applied PSO-MPPT in the literature. 
 
Table 2-5. A Brief Summary of the Application of Particle Swarm 
Optimisation–Maximum Power Point Tracking in the Literature 
Reference Remarks 
[112-115] Standard PSO was employed in the different PV system 
configurations and under various PS patterns. 
[118] Convergence and accuracy was improved by modifying the 
search direction of agents in a proposed adaptive perceptive 
PSO method. 
[119] Steady state oscillation was reduced by using the PSO in 
conjunction with the direct duty cycle method. 
[120] Deterministic PSO was used. Convergence speed and accuracy 
was improved. 
[121] A combination of P&O and PSO was used. Convergence speed 
was improved. 
 
2.3.4 Ant Colony Optimisation 
Ant colony optimisation (ACO) is a probabilistic algorithm used for global solution 
searching in a stochastic problem. The algorithm was first introduced by Dorigo 
 
52 
and Gambardella in 1997, based on the foraging behaviour of ants to find the best 
path towards food [123]. Shen et al. [124] and Dorigo et al. [125] modified the 
algorithm and presented it in the form of an optimisation method. Briefly, ACO 
mimics the social behaviour of ants searching for a food source. First, all 
individuals search for food. Once any of the ants finds food, it estimates the size of 
the food. If the food is too large, the ant carries a small portion to the nest. The ant 
secretes pheromones in its path as it moves towards the nest. This pheromone trail 
is used by other ants to find the food source. The density of the pheromones in the 
path is directly related to the number of the ants that travel the path. As more ants 
pass along this path, more pheromones are deposited [126]. Given that pheromones 
vaporise over time, the density of pheromones will be reduced if other ants do not 
travel the same path. Therefore, use of the shortest path is preferred by the ants. 
This exchange of information among team members allows the ants to find the 
shortest possible route from the nest to the food source. In general, the ACO trail 
will be selected and updated if it represents a good problem solution [127]. Figure 
2-9 illustrates the behaviour of ants while finding food. The figure is divided into 
six sections and shows the procedure of selecting the shortest trail between the nest 
and food source. 
 
 




Two ant colony schemes have been defined in the literature. The 
application of ACO in solving discrete optimisation problems has been discussed 
in [129, 130] and the continuous problem has been summarised in [131, 132]. In 
continuous ACO, the pheromone density (τt) is intensified around the best 
objective found during the algorithm operation. This density then leads the ants to 
converge on the best possible path obtained in the solution space. The location of 
the ant in the search space is defined as: 
1 ( 12,3,... )
k gbest
tx x x where t T   
 
Equation (2.14) 
in which T represents the predefined number of iterations, t represents the current 
iteration number, Xgbest represents the best objective location value that has been 
found by the algorithm up to the current iteration, and x  is the randomly selected 
vector in the area of [–α, α], which denotes the variation allowance of the ant from 
the best objective value (Xgbest). Following [133, 134], the length and direction of 
the variation is in accordance with the best objective value and can be defined by 
Equation 2.15 and Equation 2.16, respectively, after termination of T iteration. 
The direction of the ant is given by: 
1 0.1t t   
 
Equation (2.15) 
( ) ( ) 0 ( )
( 0.01)




if f x f x sign
x x x
if f x f x sign
    
   
   
 
Equation (2.16) 
The deposited pheromone then vaporises. A simulation of the vaporisation 
is given by Equation (2.17), and the pheromone increment around the best 
objective is presented in Equation (2.18): 
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10.1t t   
 
Equation (2.17) 
1 (0.01 ( ))
gbest
t t f x    
 
Equation (2.18) 
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Figure 2-10. Flowchart of the Ant Colony Optimisation Method 
 
2.3.5 Ant Colony Optimisation-based Maximum Power Point 
Tracking 
In the ACO-based MPPT technique, each location represents the voltage value of 
a PV array. In addition, the f(x) objective function is the output power of the PV 
array by which the fitness of each ant is evaluated according to its respective 
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voltage value. Assuming that N ants participate in the optimisation, the following 
equation shows the location matrix for the ants in the tth iteration: 
1 2, , ,i Nt t t tX X X X   
 
Equation (2.19) 
The variability in environmental conditions and shading patterns must be 
considered by using the optimisation procedure. Consequently, the condition 
presented in the following equation results in initialisation of the algorithm, once 
it has been satisfied: 




F X F X
P
F X
    Equation (2.20) 
ACO has recently been used to the problems in a range of RE sectors [128, 
131]. In [135], ACO was applied to find the GMPP from the output of a modular 
PV system. The method was tested under four predefined shading conditions and 
showed satisfactory results under these conditions. The proposed method is fast 
and has a low system cost. It has the ability to track the GMPP by using a single 
current sensor at the output of the PV system. In addition, unlike PSO, the 
convergence speed of ACO is independent of the initial conditions. However, 
verification was limited to simulations; the experimental feasibility of the system 
under real conditions was not demonstrated. In addition to the sole application of 
ACO for the MPPT problem, some researchers have used the advantages of the 
ACO approach to design hybridised methods in which ACO is employed to 
optimise the performance of the other methods. For instance, in [136], ACO was 
employed to optimise the parameters of an adaptive FLC-based MPPT controller 
to improve the dynamic response of the system, as well as reduce steady state 
errors. The satisfactory dynamic and steady state performance of the simulated PV 
system even under variable irradiance levels reflects the superiority of the proposed 
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control technique under any environmental conditions. In [137], ACO was used to 
design the FLC gains in an ant adaptive fuzzy logic MPPT technique. The proposed 
method achieved a good response even under extreme irradiance variation. 
However, the simulated results were verified based only on the performance of the 
system under uniform insolation levels. Highlights related to the ACO–MPPT 
technique in the literature are listed in Table 2-6. 
 
Table 2-6. A Brief Summary of Applications of Ant Colony Optimisation-
based Maximum Power Point Tracking in the Literature 
Reference Remarks 
[108] ACO method was applied for a modular PV system. Its capability 
under PS was verified using a single sensor.  
[109] ACO was employed to optimise FLC parameters. Steady state 
errors and dynamic response were improved compared with normal 
FLC. Its capability under PS conditions was verified. Its 
complexity was increased. 
[107][111]
[109][116] 
ACO was employed to FLC gains in a methods called AAF–MPPT 
method. Its tracking capability under FICC was verified. The 
complexity was increased. Its capability under PS was not verified. 
Experimental verifications were lacking. 
 
2.3.6 Genetic Algorithm 
GA is a metaheuristic optimisation method for finding solutions based on 
biological evolutionary behaviour. This method was introduced by Holland in 1975 
through the principle of survival of the fittest [138]. In general, GA models the 
candidates’ solutions (that is, chromosomes), in the problem search space through 
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fixed-length strings. A chromosome represents a constant population of genes that 
can be presented either as real or binary codes. In the algorithm procedure, the 
population of chromosomes evolves gradually over generations through 
competition [61]. This evolution is achieved through the application of the 
following genetic operators: selection, crossover and mutation. The evolution 
process helps the fittest chromosome to survive and be transferred from one 
generation to the next [61]. In other words, GA optimisation is an iterative method 
by which a population of chromosomes evolve and improve through generations 
affected by GA operators. In each generation, parents are selected from the existing 
population and used to generate children in the next generation. The objective 
function is the main evaluative factor for improving population fitness over time. 
The procedure and lifecycle of the population are shown in Figure 2-11, and the 
steps described below represent the implementation procedure of GA optimisation. 
 
 
Figure 2-11. Lifecycle of Population with Recombination and Mutation [61] 
 
The objective function is first defined as the main tool for ranking the 
candidate solutions’ fitness throughout the algorithm procedure. The selection and 
formation of an objective function is based on the requirements and complexity of 
the targeted system. Then, the first population of chromosomes is defined through 
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random selection. The convergence speed of the algorithm largely depends on the 
population size. Similar to any metaheuristic method, a large population is 
recommended for a complex optimisation problem; however, this dramatically 
reduces the convergence speed of the algorithm. 
 
The fitness values of the chromosomes in the initial population are 
evaluated by defining an objective function. Then, based on the fitness evaluation 
results, the chromosomes are included in the current population. In general, 
chromosomes with the highest fitness value will have the best chance of being 
considered for the next generation. 
Two selected chromosomes are combined in this step. The application 
depends on how the genes are coded on the chromosomes. A normal crossover 
technique can be used if the genes are in binary format. A random integer number 
that is smaller than the number of the genes on the chromosome, is used to split 
parent chromosomes and generate offspring, as shown in Equation 2.21 [61, 139, 
140]. If the chromosomes are coded with continuous numbers, and α is considered 
as the crossover rate, the offspring will be crossed as follows: 
  211 1 parentparentoffspring  
 




The mutation operator ensures the stochastic nature of the algorithm by 
maintaining the genetic diversity of the current generation into the next. The 
mutation operator provides chances for candidate solutions that cannot be obtained 
by using only the crossover operator application in the binary format. This operator 
randomly manipulates the chromosome with a specific rate known as the mutation 
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rate (β). For continuous-coded chromosomes, the mutation follows the statement 
below [141]: 
Offspring = ±β. Offspring + Offspring Equation (2.22) 
The algorithm continues to work until a stoppage condition is met. This 
condition can be set with regard to the requirement and complexity rate of the 
optimisation problem. The brief procedure for applying the GA algorithm is 
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GA optimisation has been used in a range of optimisation problems faced 
by the RE sector, such as MPPT. GA has a rapid convergence speed in different 
optimisation problems. In addition, the method shows satisfactory performance in 
reducing the chance of being trapped in the local optimum. However, it is not 
recommended for optimising very large or excessively complex problems. In the 
application of GA for MPPT system, the initial parent population is shown as: 
 Nt parentparentparentX ,.....2,1  Equation (2.23)  
where N is the population size and each parent represents an initial voltage value 
at which the algorithm begins the evaluation process. The objective function f(xi) 
is the power generated at the output of the PV system. The fitness values of each 
position are evaluated by the objective function and are used to evolve the 
population and improve its fitness through generations. In the MPPT application, 
the algorithm must be reinitialised because of sudden changes in the load, solar 
irradiance or PS patterns. The following conditions reinitialise the GA-based 
MPPT algorithm once they have been satisfied: 
( 1)V k V V   
 
Equation (2.24) 
( 1) ( )
( )







Among the AI methods described, GA has been applied the least frequently 
to the MPPT problem and few studies have used GA as the main MPPT method. 
In one such study [142], GA was applied to find the GMPP of a PV system under 
some simplified PS conditions. In [143], an MPPT controller was developed based 
on the GA approach, and the proposed method was verified through two different 
case studies, each presenting different PS patterns. However, verification in both 
studies was limited to simulation validations, and the feasibility of the method in a 
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practical environment has not been examined. In another study [84], the 
performance of the GA-based MPPT method was compared with conventional 
P&O and the incremental conductance method under two predefined PS 
conditions. However, as in previous work, verification was limited to simulations. 
In addition, mutation steps were omitted, which diminishes the stochastic 
characteristics of the designed GA. In [144], Daraban integrated the P&O method 
with GA, reduced the population size and decreased the number of iterations. Their 
proposed method showed a faster convergence and more accurate output, for a PV 
system under various PS patterns. It was compared with the normal GA approach 
presented in [139]. 
The GA method has been mostly used in hybrid methods to improve the 
performance of other MPPT techniques. For instance, in [145], GA was used to 
tune the parameters of a fuzzy logic controller used in MPP tracking under PS 
conditions. The performance of the fuzzy logic controller improved as parameters, 
such as rule base and membership functions, are tuned to their optimised values by 
using GA techniques. In another study [146], the GA method was used as a tool to 
train the ANN system. In this approach, the GA was used to define the neuron 
numbers in a multilayer perception neural network. Table 2-7 presents a brief 






Table 2-7. A Brief Summary of the Application of Genetic Algorithm-based 
Maximum Power Point Tracking in the Literature 
Reference Remarks 
[142, 143] GA approach is applied to address the MPPT problem. It 
performs well under some PS conditions. However, it lacks 
experimental verification.  
[139] GA performance is compared with the performance of 
conventional methods. It demonstrated tracking capability under 
PS conditions. However, it lacks experimental verification. 
[144] A modified GA method is integrated with a P&O approach. Its 
capability under PS condition is experimentally proven.  
[145] GA used to tune FLC parameters. Its performance is 
experimentally verified under uniform irradiance levels. 
However, its capability under PS conditions is not verified. 
[146] GA is used to train ANN parameters. Its performance under UIL 
is experimentally verified. However, its capability under PS 
conditions is not. 
 
2.3.7 Differential Evolution 
Another particle-based optimisation method is the DE algorithm, which is used in 
global optimisation applications. The algorithm involves a similar concept to GA 
and was first introduced by Storn and Price [147, 148]. Owing to its simplicity, DE 
is one of the most powerful population-based optimisers. The problem is optimised 
by creating new candidate solutions based on different formulae for each of the 
different techniques while maintaining the population size. In this algorithm, 
existing particles with the best fitness records remain in the population, while 
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others are replaced by new particles. The algorithm is suitable for problems with 
many local optimum solutions [149-151]. The algorithm proceeds according to the 
following four steps. 
The algorithm must be initialised by assigning the initial locations to the 
target vector. The parameters in the initialised vector are recommended to be 
selected randomly to enhance the stochastic nature of the method and cover the 
entire search space [152]. Assuming NP is total population size, Equation 2.26 
describes Xi,G as the target vector of the ith particle in the Gth iteration: 
 , ; 1, 2, 3, .. ..i Gx i NP
 
Equation (2.26) 
The ,i Gv , which is the mutant or donor vector of the ith particle in iteration 
G, is formed by mutating each particle of the target vector according to: 
   , 1 , 1, , 2, 3,i G i G r G i G r G r Gv x K x x F x x       
 
Equation (2.27) 
where r1, r2 and r3 are the random numbers in the range of (1, 2…NP), and nop 
denotes the number of particles. K and F are the scaling and combination factors, 
respectively, which are ranged in [0, 2]. 
The DE parameters, as in other metaheuristic methods, affect the 
performance of the system significantly. Parameter selection is an important 
responsibility for a designer, especially when the engineering problem is 
significantly critical, such as MPP tracking from the non-linear output of a partially 
shaded PV system. The most common parameter selection method is the rule of 
thumb suggested in [153]. 
After generations of mutant vectors in the mutation section, combining the 
target and mutant vectors generates the trial vectors through a non-uniform 
crossover operation as shown in Equation 2.28. The crossover enables the 
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algorithm to propose better solutions by shuffling the data from successful 
combinations. In this equation, },...,2,1{ Dj , jrnd  is a random value between 0 
and 1, and irn  is a random number chosen from the domain of j. The maximum 
dimension of the search space is denoted by D. CR is the so-called crossover 
constant in the range of [0, 1], which is used in the condition statement of the 
crossover section. If this value is greater than the random number, the value of the 
trial value follows the mutant value. If not, it follows the target value. In the DE-
based MPPT, the output power will be evaluated when the crossover sections are 
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In the final step, the selection operation defines the next movement of the 
particle towards the prospective region of the search space. The selection of the 
parent target vectors is independent of the fitness values. However, the children 
(offspring) produced in the mutation and crossover must be evaluated by the fitness 
function and compared with the parents. The selection operator compares the 
fitness values of obtained trial vectors with target vectors. The parents remain in 
the population if they have better fitness values than their children. If not, the 
selection operator will replace them with a trial vector that has better fitness. 
Figure 2-13 illustrates the process of obtaining a new proposal in the DE 
algorithm. Locations 1 and 2 in the search space denote two members whose 
difference vector is used to move a third population member (3). The location 
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obtained, denoted by (4), is subjected to crossover with the replacement candidate, 
denoted by (5), to generate a new proposal (6). Afterwards, if the proposal has a 
better fitness value than the candidate, the candidate is updated by the proposal. In 
the MPPT scheme, Ui,G represents the duty cycle value in the trial vectors; 
therefore, f(Ui,G) represents the output power at this duty cycle. The measured 
power for the duty cycles in the trial vectors is compared with duty cycles in the 
target vector. The result of this comparison will update the duty cycle at which the 
higher output power was achieved. Figure 2-14 provides a flowchart of the process. 
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Figure 2-14. Flowchart of Differential Evolution 
  
The DE method has been recently applied to different extents to solve 
control issues in RE systems, including the problem of GMPP tracking in PS 
conditions. In the DE-based MPP tracking method, the target vector is normally 
considered the duty cycle of the designed DC–DC converter. The DE approach in 
the MPPT problem was first presented in [154, 155], where a standard DE 
algorithm was used. However, the method was based on a static objective function 
in which the P–V curve must be predetermined, which makes the method 
impractical for real-time MPPT application [149]. The DE method was used in 
MPP tracking under PS conditions [150]. The search time was reduced by avoiding 
the additional measurement from the output of the converter setup. As mentioned 
in the crossover step, the value of the trial vector components might be the same 
as the target value depending on the crossover condition. Thus, the processing time 
was reduced by avoiding the measurement of the power for those duty cycles that 
remained the same after the crossover step. Moreover, the proposed DE method 
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was compared with the conventional HC method. The standard DE algorithm was 
modified to suit the nature of a dynamic tracking system. According to the 
literature, the proposed DE algorithm has the following significant features: 
a) simple and straightforward implementation 
b) the ability to search the global maximum point regardless of the initial 
parameter values 
c) fast convergence 
d) requires only a few control parameters. 
The final results proved that unlike the conventional method, the proposed 
DE technique has fast and reliable tracking performance under PS conditions 
without any oscillation at the output waveform. However, the performance of the 
method was verified only through simulations and practical experiments, without 
considering the response time and complexity of an actual experimental setup. In 
[156], a two-stage MPPT technique based on the combination of DE and ANN was 
proposed for a simulated PV system under PS conditions. In the first stage, the DE 
method is used to find the area in which the MPP existed. In the second stage, the 
ANN method is employed to track the exact MPP at the output Ipv–Ppv 
characteristics. The method’s performance was promising under different PS 
conditions. However, the use of a two-stage technique introduces further 
complications to the overall system. In addition, as in previous studies, the 
proposed method was evaluated under simulated conditions only. Highlights and 






Table 2-8. A Brief Summary of Applications of Differential Evolution–
Maximum Power Point Tracking in the Literature 
Reference Remarks 
[154] Standard DE was used for a static objective function. 
[150] A modified DE technique was employed for a PV system under 
PS. The processing time was reduced by avoiding extra 
measurements. 
[149] A modified DE technique was employed and compared by using a 
conventional HC method. The technique performs well under PS. 
However, experimental verification is lacking. 
[156] A two-stage method based on DE in the first stage and ANN in the 
second stage was proposed. The method performs well under PS. 
However, it is more complex and lacks experimental verification. 
 
2.3.8 Discussion and Comparison of AI-based Methods 
Published research in this field indicates the difficulty of evaluating and comparing 
the best MPPT approaches and techniques. In general, the final MPPT technique 
is selected based on the application requirements and preferences. Therefore, 
knowledge about the nature of the project and its limitations is an essential 
prerequisite. In addition, test benches, applications and environmental conditions 
used to verify the performance of designed MPPT techniques vary substantially. A 
fair comparison among methods should take these factors into account. Compared 
with conventional MPPT techniques, intelligent approaches commonly have lower 
oscillation around MPPT and higher reliability for sudden changes in irradiance 
levels. In addition, they mostly show better performance according to the most 
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significant criteria. However, their behaviour with regard to the main criteria—
efficiency, reliability under PS conditions, convergence speed, system 
independence and steady state oscillation—may differ. The performance of these 
techniques in accordance with the accredited literature was discussed and presented 
in Table 2-19 and Figures 2-16 to 2-20. In these figures, axes A, B, C, D, E and F 
refer to periodic tuning and parameter dependency; simplicity; efficiency; 
reliability under PS conditions; system independency; and convergence speed. 
According to the reviewed studies, the FLC and ANN methods in their 
original forms are incapable of tracking the global maximum points under PS 
conditions. However, they provide satisfactory results under normal conditions. 
The most significant advantage of the ANN method is its independence from 
detailed information of the PV system. However, its reliability is largely affected 
by the training process, which makes the system exclusive for each PV system. 
Therefore, the ANN method cannot operate with another PV system unless it 
undergoes a new training process. This problem may also occur when the 
characteristics of the array change due to aging or degradation. The main 
advantages of FLC are its system independence, ease of implementation and 
satisfactory performance under FICCs. However, the computational cost of the 
system for designing the fuzzification rule base and defuzzification process is high. 
Compared with other AI-based MPP techniques, FLC requires more perception 
and comprehension of the PV system to design the different FLC parameters, such 
as rules and membership functions. Therefore, this method can be considered more 
system dependent than the others. System independence, speed and decision 
making based on approximate values make FLC one of the most suitable 
techniques for complex engineering challenges. Thus, this method can be 
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considered as one of the most reliable options for finding the MPP in non-linear 
PV systems, under normal conditions but only some PS conditions. However, this 
technique highly depends on the designer’s knowledge in the different steps of the 
algorithms. Further, the method needs extensive computation in the fuzzification, 
rule base and defuzzification stages. 
All of the PSO-based methods, both original and modified, are suitable to 
operate under PS conditions. The benefits of the methods are mainly related to their 
heuristic behaviour for exploring the search space that comprise multiple MPPs. 
The main problems of the PSO method are its implementation complexity, poor 
dynamic response due to the interruption for measurement process, long tracking 
process as a result of undefined initial points, and significant dependency on the 
coefficient designs and initial conditions. The modified version of the PSO method 
solves the initialisation problems; however, it does not guarantee that the MPP 
under any PS conditions can be tracked, and the initial points are set close the 
GMPPs. Overall, PSO has a fast convergence speed, high sensitivity atmospheric 
change, low hardware implementation cost, and high efficiency with no oscillation 
around MPP. 
ACO can also track the MPP under both normal and PS conditions. 
However, unlike PSO, ACO is not dependent on the design of the initial location 
of the particles. In addition, it is capable of tracking MPP in a system with 
minimised sensors, which results in a more cost-effective system. However, this 
condition is theoretically common to all metaheuristic approaches, including PSO, 
DE and GA. In general, ACO comprises three factors: the positive feedback 
mechanism that increases the probability of detecting optimal solutions in initial 
iterations, the distributed computation to ensure that the algorithm is not involved 
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in the local optimum, and the greedy search that helps the algorithm find the 
optimal solution with higher convergence speed [135]. Overall, the most 
significant advantages of the ACO over other AI-based methods are system 
independence, high convergence speed and initial location independence of 
particles. However, these advantages might increase the computational burden due 
to the complex calculations required. In addition, due to the lack of research in this 
area, the reliability and robustness of the technique under different PS conditions 
have not been experimentally verified. 
The GA and DE techniques, which are based on similar concepts, can track 
the GMPP under PS conditions, because of their ability to solve multi-objective 
problems. Both algorithms are system independent, efficient, have no need for 
periodic tuning and show no oscillation around the MPP. Moreover, the advantages 
of the DE algorithm are its simplicity—due to the few required control 
parameters—, fast convergence speed and initial location independence. However, 
experimental verification of the use of either method purely under PS conditions is 
lacking. Unlike PSO and ACO, these methods do not remember the previous 
movements and locations that particles have experienced throughout the program. 
Therefore, the algorithm is more likely to be stuck in the local optimum. 
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Table 2-9. Comparison of Maximum Power Point Tracking Techniques 
Criterion ANN FLC PSO ACO DE GA 
Convergence speed Average Average Fast Fast Fast Fast 
System independency Poor Poor High High High High 
Ability to track under PS 
conditions 
Poor Poor High High Average–high Average–high 
Ability to track under 
normal condition 
High High High High High High 
Efficiency 
Poor in PS 
conditions 
Poor in PS 
conditions 
High in any 
conditions 
High in any 
conditions 
High in any 
conditions 
High in any 
conditions 
Algorithm complexity Simple Moderate Simple Simple Simple Complex 
Implementation cost and 
complexity 
High High Average–low Average–low Average–low Average–low 
Periodic tuning Yes Yes No No No No 
Dependency of the initial 
design 
High High Moderate Moderate Low Moderate 








Figure 2-15. Comparison of Ant Colony Optimisation and Conventional 









Figure 2-16. Comparison of Particle Swarm Optimisation and Conventional 










Figure 2-17. Comparison of Genetic Algorithm and Conventional Maximum 









Figure 2-18. Comparison of Differential Evolution and Conventional 









Figure 2-19. Comparison of Artificial Neural Network and Conventional 









Figure 2-20. Comparison of Fuzzy Logic Control and Conventional Maximum 
Power Point Tracking Methods 
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2.4 Summary and Discussion 
In view of the importance of control strategies in the overall efficiency of PV 
systems, this chapter focussed on different approaches used for tracking the MPP 
of PV systems. In the first part of the chapter the main conventional techniques of 
P&O, InC and HC were explained and their performance were discussed 
comprehensively. Given the drawbacks of these conventional methods, in the 
second part of the chapter the common new generation of MPPT techniques were 
explained and their results were compared according to the recent literature. The 
concept, structure, sequential steps and state of the art of each method of tracking 
the MPP under PS conditions were presented. In addition to the evaluation of each 
individual method presented in the literature, the chapter also covered the different 
hybrid methods that include one of the presented methods. 
In Section 2.2.4, the performances of the conventional methods presented 
were compered and a summary presented in Table 2-1. In addition, in Section 2.3.8 
a comprehensive graphical comparison was carried out to evaluate the performance 
of each AI method with respect to the average performance of conventional 
techniques. In this comparison, the main factors were considered: complexity; 
ability to track GMPP under PS conditions; sensitivity to atmospheric changes; 
convergence speed; cost; system independence; efficiency; periodic training or the 
coefficient tuning process; and oscillation around each method of MPP. This 
comparison was conducted mainly based on the concept of the method, as the 
validations reported in the studies were performed on different systems and under 
different conditions. The findings of this section were very helpful in identifying 
current challenges related to MPPT units in PV systems and motivating 
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development of a reliable technique to address these challenges and to fulfil the 




Chapter 3: Designing an Appropriate Global 
Maximum Power Point Tracking Method 
 
3.1 Introduction 
In light of the detrimental effects of PS, this section describes the development of 
a robust, fast and efficient global MPPT tracking technique for PV systems 
operating under different PS conditions. Further to the standard PSO problems 
explained in Chapter 2, several modifications have been made to the typical PSO 
technique to mitigate its drawbacks [118-120]. However, the advantages of 
standard PSO are somewhat diminished in some of the modified forms, or the 
complexity of the system is increased. For instance, Chowdhury et al. [118] 
modified the perception radius and search direction of each agent in accordance 
with its performance improvement throughout algorithm iterations. In this method, 
termed adaptive perceptive PSO (APPSO), all agents have to scan their own range 
of search space. This modification significantly increases the accuracy of the 
algorithm in finding the global maximum. However, in this method, the additional 
dimensional search space leads the designer to assign a higher number of particles, 
which boosts the computational burden and complexity of implementation. 
Ishaque et al. [120] tracked the global maximum accurately by proposing a 
deterministic PSO method. Experimental results revealed fast and accurate 
tracking under some PS conditions. However, due to the removal of random 
numbers in this method, the algorithm loses the main advantage of evolutionary 
algorithms and cannot track the global maximum in all PS patterns. In [121], Lian 
et al. employed P&O to improve the convergence speed of PSO. In the proposed 
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method, the P&O identifies the nearest LMPPs in the first step, and then the PSO 
begins searching the GMPP in the second step. As a result of using this 
combination, the search space exploration is reduced in early iterations. 
In this section, a hybrid evolutionary algorithm, DEPSO, as well as a 
combination of DE and PSO—which are both swarm-based techniques—were 
used to track the GMPP under different PS conditions. Using DEPSO in GMPP 
tracking systems provides several advantages: (1) as a result of the stochastic 
nature of both algorithms, the system is purely independent of the output shape of 
the PV array; (2) given the random values in the algorithm architecture, the 
metaheuristic approach of evolutionary algorithms is not avoided; (3) in contrast 
to the other modified forms of PSO, the algorithm continues to search the GMPP 
until a justifiable stopping condition is met; and (4) given the simple approach of 
the proposed hybrid technique, the computational burden of the algorithm is 
reduced; thus, the system can be experimentally implemented by using a low-cost 
microcontroller. 
In the first section of this chapter, the PV modelling procedure under PS 
conditions is presented. Then, a brief introduction of the DE and PSO methods is 
followed by a description of the implementation of the proposed DEPSO method 
in the MPP tracking system. Thereafter, the performance of the proposed method 
is tested under different PS conditions. Finally, the experimental results of applying 
the DEPSO method to an actual PV system are described. 
 
3.2 Photovoltaic System Modelling 
The first step in developing an appropriate control method in PV systems is to 
understand the model and simulate a PV system attached to the converter and 
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power grid. In general, PV systems present non-linear power–voltage (P–V) and 
current–voltage (I–V) characteristics that tightly depend on the received irradiance 
levels and ambient conditions. The mathematical model of the PV device is 
essential for studying the MPPT algorithms, conducting research on the dynamic 
performance of converters and simulating PV components using circuit simulators. 
Despite recent advances in PV cell technology, the effects of certain 
disruptive environmental factors that remarkably reduce the efficiency of PV 
arrays remain an inevitable hurdle. One such factor is PS, which causes the 
emergence of multiple peaks in the output power curve and has a huge influence 
on the efficiency of most conventional MPPT methods. Hence, a comprehensive 
study on the modelling and simulation of PV systems is necessary, so that 
designing of the possible MPPT schemes and the proper configurations for PV 
arrays may be simplified. 
With regard to the import of PV technology, there has been extensive 
research on the modelling and simulation of PV systems exposed to a multitude of 
temperatures and irradiance intensity levels. Villalva and Gazoli [11] presented the 
basic behaviour of PV devices at different irradiance levels and introduced a simple 
method to model and simulate a practical PV array. However, their work was 
limited to the behaviours of PV arrays under uniform irradiance levels. Although 
some researchers [157] have pursued their investigations to encompass PS, this 
research was, again, restricted to PV modules and basic configurations of PV 
arrays. Yuncong [158] and Kajihara [159] recommended some useful methods to 
model and simulate PV modules under PS. However, they did not consider the 
larger size and industrial PV systems. 
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Besides the size of the PV system and qualification of PS conditions, the 
connection and configuration of PV systems significantly affect the functionality 
of the whole system under PS conditions. In this regard, Petrone and Ramos [160] 
conducted a precise and comprehensive study in which a modelling method based 
on an optimised algorithm for fast computation of PV plant behaviour is presented. 
However, their approach is suited mainly to long-term evaluation and data 
collection on the energetic performance of a PV field under mismatching 
conditions. 
The above discussion suggests that, aside from the importance of 
understanding the effects of PS on the output of PV systems, there is an urgent 
need for an accurate and user-friendly method for modelling and simulation of PV 
systems [161]. Developing such a method to comprehensively cover different 
scales and configurations of PV systems is important in regards to the following 
aspects: 
1. It is an easy-to-use tool for researchers to predict the output characteristics 
of PV systems under both normal and PS conditions; 
2. It is a reliable and robust model for designers who intend to analyse the 
performance and efficiency of different configurations of PV systems 
before installation; 
3. It is the first step to study and define the effectiveness of MPPT methods 
applied in different configurations of a PV system under variable 
environmental conditions; 
4. It is an aid for users who intend to build the actual PV systems without 
going into intricate details such as semiconductor physics. 
 
82 
In the following sections, the mathematical analysis of the responses of a 
single module under uniform irradiance levels will be presented. Afterwards, in a 
more practical scheme by analysing the effects of PS on the output of a PV system, 
the modelling of the module and array under PS conditions will be discussed. 
 
3.2.1 Photovoltaic Cell Model 
The single-diode circuitry for a PV cell is represented in Figure 3-1. Normally, the 
output of PV systems corresponds directly to solar irradiance and temperature, so 











Figure 3-1 Equivalent Circuit of a Photovoltaic Array 
 
The mathematical model for PV also varies with the short circuit current 
(Isc) and the open circuit voltage (Voc), which are gleaned from the cell 
manufacturer’s data sheet. Using the general model, while applying Kirchhoff’s 
law to the common node of the current source, diode and resistances, the PV 
current can be derived from: 
        I  = II ophpv   Equation (3.1) 
in which Ipv is the output current to be fed through the load or network grid and Io 
represents the diode current, which will be discussed later. Iph refers to the solar-
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generated current; which, as mentioned beforehand, is affected by solar irradiance 
and temperature, and so can be calculated as: 





  T+KI= GI  Equation (3.2) 
where i K is the temperature coefficient, Tdif is the deviation of the operating 
temperature from the reference temperature (Tdif = Tk – Tr), and G and Gr are the 
operating and reference irradiances, respectively. Aside from obtaining the open 
circuit voltage from the PV cell data sheet, one may also measure it by determining 
the output voltage when the output current value is assumed to be zero. Meanwhile, 
the reverse saturation current (Irs) at a certain reference temperature can be 
calculated as follows: 










Equation (3.3)  
where A is the diode ideality factor; q is the constant known as the electron charge 
(q = 1.602 × 10-19 C); and Kb is the Boltzmann constant. As stated earlier, Id is the 





















II  Equation (3.4)  
In the meantime, the diode saturation current (Io1) fluctuates in accordance 
with particular environmental changes, and so can be determined according to: 


































II  Equation (3.5)  
In the above equation, the parameter Ego refers to the band gap energy for 
the silicon semiconductor, which should be between 1.1 and 1.2 eV. Finally, by 
substituting Equation 3.5 into Equation 3.1 and considering the slight current 
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through the parallel resistance, we have the following formula for the PV cell’s 
output current: 




























  Equation (3.6)  
where Rp is parallel resistance, which normally has a high resistance and is 
sometimes assumed to be infinity in the applicable PV module, due to its weak 
influence. On the other hand, the value and variation of series resistance (RS) 
cannot be ignored because of its effects on output power. It should be noted that 
the output current of the PV cell (Ipv) exists on both sides of the equation, meaning 
that Ipv cannot be expressed as a separate function from Vpv. Thus, the output 







































  Equation (3.7) 
  
 
3.2.2 Photovoltaic Module Model 
From a practical standpoint, the output power of a single solar cell is insufficient 
for any useful application. Thus, the overall capability of the PV system should be 
enhanced by connecting the cells in either series or in parallel. In this case, all of 
the Ns cells in the PV module would contribute to the output power, and calculation 








































   Equation (3.8) 
 
85 
The KC85T PV module is considered in this project. This module provides 
a power of 87 W at a terminal voltage and current of 17.4 V and 5.02 A. Table 1-
1 provides detailed information on the electrical parameters. The effects of 
different temperatures and irradiance levels on the output characteristics of this 





Figure 3-2. Output Characteristics of the KC85T Photovoltaic Module under 
Normal Conditions: (a) Current–Voltage; (b) Power–Voltage 
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Figure 3-3 shows k series-connected PV modules with allocated bypass 
diodes in the array. The characteristics of a PV system with bypass diodes are 
different from those without such diodes. Given that bypass diodes provide an 
alternate current path, the cells of a module do not have the same current under PS 
conditions. Therefore, the P–V curve reveals multiple maxima. Figure 3-4 
illustrates the difference in extractable MPP in the PV array with and without 
bypass diodes. However, the presence of multiple maxima in the P–V curve is an 
important issue, and most common MPPT techniques cannot determine the 
difference between local and global maxima. 
The bypass diode restricts the reverse voltage to less than the breakdown 
voltage of the PV cells, if the generated current (Iph) of the ith module is reduced 
to less than the current generated by the entire array. Therefore, the ith bypass diode 
shown in Figure 3-4 operates only when the following equation is satisfied: 
)(iphpvA II   Equation (3.9) 
On the basis of the measured solar-generated current of the PV module, 
these diodes can be mathematically modelled as one resistance. The following 
equation shows that a bypass diode is represented as high resistance (1010 Ω) when 















by  Equation (3.10) 
The number of bypass diodes allocated for each module changes depending 
on the usage requirements and manufacturer purposes. In the modelling and 
simulation stages, a module with more than one bypass diode can be divided into 
several sub-modules with one bypass diode. For instance, a module with two 
bypass diodes can be considered two sub-modules. Each sub-module behaves as 
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A partially shaded sub-module can be modelled by using two groups of 
series-connected PV cells connected inside the sub-module. Each group receives 
various levels of irradiance. Figure 3-5 shows the circuit model for a partially 
shaded sub-module given that no bypass diode is assumed for the cells inside a 
sub-module. The sub-module consists of r series-connected cells, wherein s shaded 
cells receive irradiance G1 and (r–s) shaded cells receive irradiance G2. Equation 
3.11 presents the PV parameters, and Equation 3.12 presents the output current and 
voltage. Subscripts 1 and 2 refer to the cell parameter receiving the irradiance of 
G1 and G2, respectively: 






































Figure 3-5 Circuit Diagram of Partially Shaded Sub-module 
 
A. Partially Shaded Array 
In the experiment, solar arrays with several PV modules are used to generate a high 
level of electrical output power. The output power of the array may lead to a 
complicated form under a PS situation. This section mathematically analyses the 
output characteristics of the PV array comprising several modules in an array (or 
PV module comprising several sub-modules connected to the bypass diodes) [162]. 
Assuming that two bypass diodes are presented for each PV module, to find the 









































































































































































 Equation (3.14) 
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1. determine the solar irradiance received by each module and determine the 
irradiance matrix 
2. calculate the Iph and Ns of each module by using Equation 3.11 and define 
the Iph and Ns matrixes with respect to their solar irradiances 
3. rearrange the Iph matrix from the highest value to the lowest value 
4. compute the output current of array (Ipha) by using Equation 3.13 where 
Iphm(i) is the output current of the ith module 
5. determine the output PV voltage (Vpva) according to Equation 3.14 where 
Vpvm(i) is the output voltage of the ith module. 
 
3.3 DC–DC Converter 
The DC–DC converter, which is used to implement impedance matching for the 
MPPT process, is one of the most important parts of the MPPT controller. 
Therefore, it needs to be carefully selected and designed in the implementation 
process. This section presents a brief comparison of different topologies, followed 
by an explanation of the reasons behind the selection of a particular type of DC–
DC converter in the implementation of the DEPSO-based MPPT controller. 
As discussed in Chapter 1, the main role of the DC–DC converter is to 
ensure that in a PV curve, the load line cuts through MPP under any circumstances. 
DC–DC converters are divided into two main categories: isolated and non-isolated. 
The structure of the isolated converters is more complex than that of the non-
isolated converters, because in isolated converters, there is a higher demand on the 
high-frequency transformer in the circuit. As a result, a non-isolated converter is 
identified as more suitable in the application of an MPPT controller. 
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Non-isolated DC–DC converters are many and varied, and include buck, 
boost, buck–boost and Cuk converters, along with single-ended primary-inductor 
converters (SEPIC). These converters are divided into three groups based on their 
setting up features for voltage input; stepping down of the voltage input; and 
stepping up or down of the voltage input. 
 
3.3.1 Buck Converter 
A buck converter is only able to step down the input voltage when the output 
voltage of the inverter is always lower than the input voltage. Equation 3.15 shows 






 Equation (3.15) 
and Equation 3.16 describes the relationship between the input current and output 
current for the buck converter: 
outin IDI   Equation (3.16) 
where 
Vin = input voltage of the converter 
Vout = output voltage of the converter 
Iin = input current of the converter 
Iout = output current of the converter 
D = switching duty cycle of the converter 






 Equation (3.17) 
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where Zin is the input impedance of the converter (has to be matched with the 
impedance at the MPP) and Zout is the output impedance of the converter. 






Z   Equation (3.18) 
 As indicated by Equation 3.17, when Zout is constant, Zin changes according 
to the change in the duty cycle of the converter. Thus, the DC–DC converter can 
be used to vary Zin until it is matched with the Zmpp. If Zin equals to Zmpp, the PV 
array is operating at the MPP. The variation in the duty cycle of the buck converter 
is within the range 0–1. Therefore, to ensure that the buck converter can be applied 
as a DC–DC converter, the following condition should be met: Zmpp > Zout. A study 
presented in [163] shows that this is due to the non-operational region that exists 
in the buck converter [18]. 
According to Equation 3.17, if the duty cycle < 1, then Zin > Zout. As a 
result, by changing the duty cycle of the buck converter from 0 to 1, Zin will never 
be smaller than Zout. Figure 3-6 illustrates the I-V curve of a PV module and 




Figure 3-6. Operational Region of a Buck Converter 
 
An MPPT controller with the indicated converter may fail in tracking the 
MPP located in that region, due to the non-operational region in the buck converter. 
This, along with the ability to only step down the voltage, are the disadvantages of 
the buck converter. 
When a PV array is connected to the grid, it would be better to use a DC–
DC converter that is able to step up the voltage of the PV array, because the 
required voltage level in the grid is higher than in the PV. However, it can be used 
as the converter to charge the battery, which has a voltage lower than the PV array. 
There are some advantages associated with buck–boost converters, such as the non-
inverted polarity of the output voltage, which simplifies the circuit as there is a 
common ground connection at the input and output terminals. In addition, as 




3.3.2 Boost Converter 
The boost converter steps up the input voltage when the output voltage is higher 
than the input voltage. Equation 3.19 shows the relationship between the input and 
output voltages for the boost converter. Equation 3.20 describes the relationship 
between the input and output of the boost converter: 








 Equation (3.20) 
 Equation 3.21 can be derived by dividing Equation 3.19 by Equation 3.20: 
  outin ZDZ 
2
1  Equation (3.21) 
 The boost converter has a duty cycle ranging from 0 to 1. Therefore, to 
employ the boost converter as a DC–DC converter, it is necessary to consider Zmpp 
< Zout. If the duty cycle is smaller than 1, Zin will never be larger than Zout. 




Figure 3-7. Operational Region of the Boost Converter 
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Due to the non-operational region in the boost converter, tracking the MPP 
is not feasible. However, the main advantage is stepping up the input voltage, 
which helps to generate a high voltage at the output of the converter. Thus, this 
converter is suitable for achieving a higher level of voltage. The circuit 
configuration in the boost converter is simpler than in the others and, as a result, 
the cost is lower. 
 
3.3.3 Buck–Boost Converter 
The buck–boost converter can step the voltage up or down, regardless of the 
difference between the input and output voltages. Equation 3.22 describes the 









 Equation (3.22) 
 Equation 3.23 indicates the relationship between the current input and current 








 Equation (3.23) 











 Equation (3.24) 
The variation of the duty cycle for the buck–boost converter ranges from 0 
to 1. Thus, Zmpp can be either smaller or larger than Zout. As shown in Figure 3-8, 




Figure 3-8. Operational Region of the Buck–Boost Converter 
 
The main advantage of using a buck–boost converter is the operational 
region, which covers the entire area of the I–V curve. Therefore, in many studies, 
the buck–boost converter was selected as a preferable tool. Equation 3.22 shows 
that the polarity of the output voltage is inverted. If the output voltage is inverted, 
the ground of the circuit connection at the output side of the buck–boost converter 
has to be isolated from the ground of the input side of the inverter. 
 
3.3.4 Cuk and Single-ended Primary-inductor Converters 
If the buck–boost converter is applied, the complexity in the circuit configuration 
in a PV system will be increased. Further, as shown in a study by Walker (2004), 
the efficiency of the buck–boost converter is lower than that of both buck and boost 
converters [18, 164]. Like the buck–boost converter, the Cuk and SEPIC converters 
can step the input voltage up or down. These converters do not have a non-
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operational region. Equation 3.25 shows the relationship between the input voltage 








 Equation (3.25) 
and Equation 3.26 shows the relationship between the input current and output 








 Equation (3.26) 
As is evident in Equation 3.26, the relationship between the input and 
output of the Cuk converter is similar to that of the buck–boost converter. 
Therefore it includes the inverted polarity output voltage. Despite the complex 
circuit configuration of the Cuk converter compared to that of the buck–boost 
converter, the Cuk converter has been a popular type of DC–DC converter in 
MPPT controllers. The advantages associated with using the Cuk converter is its 
high level of efficiency and better output for current characteristics, compared with 
the buck–boost converter. Equation 3.27 describes the relationship between the 









 Equation (3.27) 








 Equation (3.28) 
The SEPIC has certain advantages over other types of converters, such as 
the ability to step the input voltage either up or down, its non-inverted output 
voltage polarity and the ability to operate in all regions of the I–V curve. Further, 
as shown in the study of Walker (2004), the efficiency of SEPIC is higher than that 
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of the buck–boost converter. The major disadvantages of SEPIC are its high cost 
and complex circuit configuration, compared to other types of converters [18, 164]. 
The aforementioned comparison of DC–DC converters, makes it apparent 
that the Cuk converter and SEPIC outperform other types of DC–DC converter. 
Therefore, these two converters were selected in the implementation process of this 
study. The parameter design and component calculations for the converters were 
carried out based on the PV size and the scale of the experimental tests. 
 
3.4 Proposed Differential Evolution–Particle Swarm 
Optimisation Technique 
The proposed DEPSO technique is a hybrid method with a metaheuristic approach, 
which is the combination of the PSO and DE methods. The advantages of this 
method stem from using two metaheuristic methods: one from swarm intelligence 
and the other from evolution-based intelligence. The combination of these two 
techniques not only minimises the problems associated with each group, but also 
provides a platform to take advantage of the strengths of both. For instance, the 
PSO technique is known for its outperformance with regard to its searching ability 
over a wide range of search space, compared with other AI methods. However, one 
of the problems associated with the standard PSO technique is the huge detrimental 
effects of random coefficients on the convergence of the algorithm throughout the 
tracking process. Many researchers have tried to solve this problem with the 
standard PSO technique; however, such attempts have generally introduced other 
problems, such as higher complexity, oscillation around the MPPT or reduction in 
the overall reliability of the MPPT system. On the other hand, the DE technique, 
which has a similar approach as the GA technique, has demonstrated high 
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reliability in finding the optimum solution. However, because this method does not 
remember the previous best fitness of the particles throughout the processing time, 
it is most likely to converge towards the LMPP rather than the GMPP. Using the 
DE algorithm along with the standard PSO method helps to utilise the benefits and 
strengths of each method and modify the overall performance of the MPPT control 
unit. In fact, the selection of these two methods in the proposed hybrid technique 
is based on their complementary weaknesses and strengths. To outline the 
procedure for the DEPSO-based MPPT, a brief explanation about each of the 
combined methods—PSO and DE—is given before presenting the application of 
DEPSO to the MPPT problem. 
 
3.4.1 Particle Swarm Optimisation Algorithm 
PSO is a swarm-based evolutionary algorithm that investigates the search space 
and determines the components and settings required to optimise a special 
objective function [111]. The operation begins with a random selection, continues 
with a search for optimal solutions through earlier iterations, and evaluates the 
quality of the solutions through their fitness. The PSO algorithm is a suitable 
technique for deriving the global optimum. This algorithm is also simple in 
principle and has high tracking accuracy and a good convergence profile. 
The PSO algorithm hires a certain number of particles (N) to explore the D-
dimensional search space of the problem. At each iteration, every single particle 
represents a solution to the problem on the basis of the particle’s location in the 
search space Xi. The particles move stochastically using a velocity vector of Vi, a 
resultant of three vectors: the best location experienced by the particle (Pbi), the 
best location experienced by the entire swarm (Gb), and a portion of itself in the 
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last iteration. Figure 3-9 shows a simple representation of the movement of a 
particle in the search space. 
 
Figure 3-9. Simple Vector Diagram of the Motion Path of a Particle in the 
Particle Swarm Optimisation Algorithm 
 
Pbi and Gb must be updated at each iteration throughout the optimisation 
process. To do so, a fitness function should be defined to evaluate the location of 
each particle at each step. The mathematical form for obtaining the velocity and 































, Equation (3.30) 
In these equations, the subscript i represents the particle number; k denotes 
the iteration number; Vi
k and Xi
k are the velocity vector and location of the ith 
particle, respectively, at the kth iteration; r1 and r2 are random values chosen from 
a uniform distribution from 0 to 1; c1 and c2 are the cognitive and social 
coefficients, respectively; and w is the inertia weight, which decreases 





3.4.2 Differential Evolution Algorithm 
The DE algorithm is a particle-based global optimisation algorithm consisting of 
three main operation sections: mutation, crossover and selection [153]. Equation 












 Equation (3.31) 
Here, vi,G is the mutant vector and xi,G is the target vector of the ith particle at the 
Gth step; r1, r2 and r3 are random numbers in the range (1,2,…nop), where nop 
denotes the number of particles; and K and F are the scaling and combination 
factors, respectively. The crossover or recombination in the DE technique is a non-
uniform operation that generates trial vectors on the basis of components from the 
population. The DE algorithm uses a non-uniform crossover operation to generate 
trial vectors on the basis of the components of the population. The crossover 
enables the algorithm to propose better solutions by shuffling the data of the 
successful combinations. ui,G is the trial vector that is generated based on the two 
other vectors, namely the target vector (xi,G) and mutant vector (vi,G). The target 
vector is indeed used for the selection step, which is the last step in the algorithm. 
To be precise, the new target vector (xi,G+1) takes its members based on comparing 
the fitness values for the old target vector (xi,G) and the trial vector (ui,G). Equation 
3.32 shows the trial vector of the crossover and Figure 3-10 describes how the trial 





















Here, jϵ(1,2,……, D), CR is the crossover constant between 0 and 1, rnd j is 
a random value between 0 and 1, and rni is a random number chosen from the 
domain of j. The maximum dimension of the search space is denoted by D. Figure 
3-11 shows the process of obtaining a new trial vector in the DE algorithm for a 













































































Figure 3-11. The Process of Obtaining a New Trial Vector in the Differential 
Evolution Algorithm for a Two-dimensional Search Space 
 
The final operation is the selection operation, which directs the movement 
towards prospective areas in the search. The selection of the parents is independent 
of the fitness values; however, the children (offspring) produced by the mutation 
and crossover must be evaluated by the fitness function and compared with the 
parents. The parents stay in the population if their fitness values have no effect on 
the selection of parents or if they have larger fitness values than their children. The 
selection procedure can be expressed as follows: 
 , , ,
, 1
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 Equation (3.33) 
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3.4.3 Differential Evolution–Particle Swarm Optimisation 
Algorithm 
In the PSO algorithm, as the iteration proceeds, the diversity of particles decreases 
significantly [165]. This phenomenon increases the probability of being trapped in 
the local optima of the solution space. In contrast, the DE algorithm successfully 
explores the local optima of the search space by utilising differential information; 
however, this algorithm degrades its search quality in finding the global optima 
[166]. The DEPSO algorithm keeps individuals from being trapped in the local 
optima by combining the DE operator with the PSO algorithm, which diversifies 
the PSO technique [167]. Several applications of training, clustering and 
optimisation have been presented in the literature, and demonstrate that DEPSO 
outperforms both the PSO and DE algorithms in terms of solution quality and 
convergence speed [168]. Gb and Pbi are important components in the searching 
process of the PSO algorithm, in which every individual tries to improve its 
position towards reaching Gb as the best position found by the swarm. However, 
the detrimental weighted velocity of the individuals decreases the ability of the 
swarm to diversify after a certain iteration. The function of DE in DEPSO is to add 
diversity to the canonical PSO algorithm and to explore and exploit the search 
space intelligently while the individuals are kept from being stuck to the local 
optima [167]. Therefore, the PSO algorithm is applied at every odd iteration, and 
the DE mutation operator is implemented in even iterations. Figure 3-12 shows a 
simple flowchart of the process of implementing the DEPSO algorithm, where J 
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Figure 3-12. The Flowchart of the Proposed Differential Evolution–Particle 
Swarm Optimisation Method 
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3.4.4 Implementation of the Differential Evolution–Particle 
Swarm Optimisation Method 
The search space of the problem consists of a vector of different values for the 
terminal voltage of the PV panel. Equation 3.34 shows the location vector of the 
problem, a 1×N vector, where N denotes the number of particles hired. Each 
location represents a voltage value that is a potential solution to the MPPT problem. 
The particles are evaluated based on the output power of the PV panel with respect 
to the proposed terminal voltage: 
 kNkNkikkki XXXXXX ,,.......,,,......,, 121   Equation (3.34) 
In practice, during PS, instantaneous variations in the insolation level cause 
sharp fluctuations in the generated power. Therefore, the condition presented in 
Equation 3.35 must be satisfied to initialise the algorithm. The condition indicates 
the minimum allowed variation in the output power to run the algorithm and to find 









 Equation (3.35) 
where J(Xi) returns the output power of the PV panel, with respect to the location 
of the ith particle in the search space. Given that numerous PS conditions can arise 
and only some of them can be modelled, three challenging sets of conditions are 
selected in this study to test the proposed MPPT technique. The DEPSO-based 
MPPT method is tested and analysed through simulation and experiment. The 
parameter selection of the DEPSO algorithm is shown in Table 3-1 on the basis of 





Table 3-1. Two-parameter Selection for the Proposed Differential Evolution–
Particle Swarm Optimisation Algorithm 
C1 C2 W CR F K 
2 1.5 1.2 0.8 0.7 0.5 
 
 
3.5 Simulation Results 
Countless conditions for PS can occur. However, to test and describe the proposed 
technique, three challenging conditions were randomly selected and simulated. 
Figure 3-13 shows the circuitry diagram for the selected PV array, in which two 
modules are connected in a series arrangement. Double-bypass diodes are assumed 
for each PV module. Thus, each module can be divided into two sub-modules. By 
considering each sub-module as a separate module in the modelling and simulation 
process, the three selected PS conditions can be described as follows: (1) the entire 
Module 1 receives irradiance level G1 and the entire Module 2 receives irradiance 
level G2; (2) the entire Module 1 receives irradiance G1 = G2 and Module 2 
receives different irradiance levels, G3 and G4 (Sub-module 3 receives irradiance 
G3 and Sub-module 4 receives irradiance G4); (3) PS occurs inside both PV 
modules. Sub-modules 1 and 2 in Module 1 receive irradiance levels G1 and G2, 





































Figure 3-13. Circuit Diagram for the two Photovoltaic Modules Including four 
Selected Photovoltaic Sub-modules 
 
3.5.1 First Condition 
The performance of the proposed technique was tested under the first condition, in 
which the first PV module receives an equally distributed irradiance level of G1 = 
G2, while the second PV module receives G3 = G4 = 0.7G1. In this condition, PS 
occurs at the array level, not for the module. Figure 3-14 shows the output power 
characteristics of the PV array along with the simulation results from the proposed 
method. The presence of the LMPP before the GMPP does not prevent the 
proposed technique from tracking the correct MPP. The present conditions for this 
case exemplify a moderate level of PS where only two irradiance levels received 
by PV system. Given that there is only a single local peak in the output curve and 
there is a considerable difference in the power of the GMPP and LMPP, the actual 
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MPP can be obtained even by some of the modified conventional techniques. This 
is due to the fact that some of the conventional methods are modified in the way 
that they begin the search space from the middle, which attunes them to finding the 
GMPP under the aforementioned conditions. However, the result of the proposed 
MPP shows that it evaluates all ranges of search space to find all MPPs, regardless 
of their location in the search space. 
 
 
Figure 3-14. Simulation Results for Shading Pattern 1 
 
3.5.2 Second Condition 
For further verification, the system was tested under PS conditions at the module 
level. In this case, the first module receives an equally distributed irradiance level 
of G1 = G2, and the second module receives two irradiance levels of G3 = 0.9G1 
and G4 = 0.6G1. For simplicity, each sub-module can be considered as a separate 
module connected in series inside the array. The second case is similar to the first, 
with the main difference being that the GMPP occurs after two LMPPs and the 
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difference in power values between the global maximum and the nearest LMPP is 
smaller. Most conventional MPPT methods cannot find the actual GMPP in such 
conditions and are normally trapped in the first MPP, which is not obviously the 
real GMPP. Thus, the efficiency of the PV systems drops dramatically. Figure 3-
15 presents the simulation results for the proposed DEPSO technique applied to 
the second condition. According to the output locus, the LMPPs are initially 
evaluated and tracked prior to the GMPP. The actual maximum power of the 
system is found in a comparably short time even after two subsequent LMPPs. 
 
 
Figure 3-15. Simulation Results for Shading Pattern 2 
 
3.5.3 Third Condition 
This simulation aims to assess the accuracy of the PSO algorithm when the 
majority of the array falls under a shadow. In this condition, PS occurs in both 
modules; Sub-modules 1 to 4 inside the array receive different irradiance levels of 
G1, G2 = 0.6G1, G3 = 0.4G1, and G4 = 0.2G1. Of significance are the local 
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maximum presenting before and after the global maximum, and the minute 
difference between the derived GMPP and other corresponding values. Figure 3-
16 presents the system output power locus and its associated power characteristics. 
The simulated power locus proves that the controller accurately tracked the actual 
MPP, even though the difference between the GMPP and the nearest LMPP is less 
than 10 W. 
 
 


































Figure 3-17. (a) Block Diagram of the Experimental Setup Configuration; (b) 




3.6 Experimental Setup and Results 
Figure 3-17 shows the experimental configuration and the converter setup of the 
proposed MPPT technique in the laboratory. The experimental verification was 
implemented by using an Agilent modular PV simulator (E4360-A series) to create 
the output characteristics of the PV system. The Atmega328P microcontroller 
(Atmel Corporation) was used in this research. This microcontroller was equipped 
with a 10-bit ADC, which is suitable for this project. A gate drive with a signal 
frequency of 20 kHz was designed to switch the converter, which regulates the 
output voltage and tracks the MPP. The DC–DC converter was a buck–boost, 
SEPIC as shown in Figure 3-17(a). The SEPIC was able to step up or step down 
the input voltage, similar to the buck–boost converter. However, the output voltage 
of the former was not inverted, in contrast to the latter. The SEPIC was designed 
to operate in continuous conduction mode and was chosen on the basis of its wide 
range of operational region and independence with respect to level of irradiation, 
temperature and output load. Three different schemes of PS conditions were 
uploaded onto the Agilent PV simulator to test experimentally the proposed MPPT 
method under various weather conditions. The results from these conditions are 




Figure 3-18. Output Waveforms of Shading Pattern 1 
 
 
Figure 3-19. Zoomed Version of Figure 3-18 
 
Figures 3-18 and 3-19 show the experimental results of the system under 
the first condition. The entire tracking process takes around 4 s, and the MPP 
recognition of the GMPP occurs after 0.2 s from the beginning of tracking. As a 
system-independent method, the algorithm has no information about the output 
waveform of the PV array; thus, the proposed method continues searching until the 
stopping condition is met even when the GMPP is found in early iterations. As a 
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result, in case of any change in weather conditions or output load, the algorithm 
considers this change and recognises it during the running process. 
The output locus of the system for the second condition is provided in 
Figures 3-20 and 3-21, which show the tracking process of the proposed algorithm 
and other experimental results. At the initial iteration, a wide range of search space 
is covered. In contrast, at the final iterations, the algorithm is focussed on a narrow 
range of search space when the possibility of a global maximum is high. 
 
 
Figure 3-20. Output Waveforms of Shading Pattern 2 
 
 




To evaluate the system further, the third condition was uploaded onto the 
PV simulator to provide the PV curve, in which several LMPPs were presented 
along with the GMPP. Figures 3-22 and 3-23 indicate that the GMPP is found at 
t = 1.4 s, that is, at the initial iteration. The algorithm stores this point and continues 
to find any other possible point in other parts of the search space to ensure that the 
output result of the algorithm is the GMPP. 
 
Figure 3-22. Output Waveforms of Shading Pattern 3 
 
 




In addition to the defined conditions, the proposed algorithm was tested for 
different load levels when the system is operated under the third condition. Figure 
3-24 shows that when the controller finds the MPP, the system stabilises if no 
change happens. At t = 6.8 s, the load is changed to R = 10; thus, the controller 
begins to work. At t = 10 s, the MPP stops working by finalising all iterations and 
by tracking the MPP. At t = 12.2 s, the load is changed to R = 20, and the controller 
starts working until it finds the MPP at t = 15.8 s. Changing the output load does 
not prevent the algorithm from successfully capturing the proper MPP. 
 
 
Figure 3-24 Output Waveforms of Shading Pattern 3 with Changes in Load 
 
In accordance with the metaheuristic characteristic of the proposed 
technique, no information about the output curve is required. Thus, the algorithm 
was tested around 100 times under different PS conditions to prove the system’s 
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consistency and reliability. The output results are shown in Table 3-2. PM refers to 
the arithmetic mean value of the maximum (PMMAX) and (PMMIN) minimum 
measured power values among all 100 tests. The tracking power efficiency (PEE), 
which is used to evaluate the results, is the portion of this arithmetic mean value 
and actual global maximum power value tracked by the proposed algorithm under 





Table 3-2. Output Results of the Differential Evolution–Particle Swarm 














First 111.1 109.8 109 109.2 98.2 
Second 113.1 111.2 109.8 110.5 98.0 
Third 56.1 55.3 54.1 54.6 97.5 
 
In Table 3-3, the performance of the proposed method is evaluated against 
four other established MPPT methods reported in the literature. Compared with a 
conventional method, such as InC [50] and the fuzzy logic-based MPPT technique 
[94], the proposed method has higher efficiency and lower steady state oscillation. 
Further, the method is completely system independent and has the capability to 
track GMPP under any environmental conditions. In the FLC-based MPPT method 
[94], the computational cost of the system is high because of the design of the 
different steps of the method, such as the fuzzification rule base and defuzzification 
stages. Further, the FLC can be considered a system-dependent method because it 
requires greater perception and comprehension of the PV system on the part of the 
designer of the FLC parameters, such as rules and membership functions. In 
contrast, the proposed method finds the actual MPP in the output characteristic, 




Table 3-3. Comparison of the Proposed Technique with Other Maximum 
Power Point Tracking Methods 
Evaluated 
parameter 
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In comparison with the standard PSO discussed in [113, 114], the proposed 
method is accurate and reliable because it improves on the poor characteristics of 
PSO. The performance of standard PSO significantly depends on the random 
coefficients that are associated with the cognitive and social components of the 
method. The improper design of a random coefficient may significantly reduce the 
convergence speed of the algorithm or even lead the particles into the search space 
margins or LMPPs. In the proposed hybrid method, the detrimental effects of the 
random coefficients are reduced by using the DE algorithm in parallel with PSO. 
Compared with the modified versions of the PSO method used in the literature, the 
method proposed here is simple to implement and shows robust and reliable 
performance. In the deterministic PSO discussed in [120], the random coefficients 
of the PSO were removed to increase the convergence speed of the system. 
However, this approach will reduce the metaheuristic nature of the method, which 
is one of the main advantages of evolutionary algorithm techniques. Therefore, the 
deterministic PSO presents low reliability and cannot guarantee the tracking of the 
actual MPP under all PS conditions. All three initial locations of the particles are 
allocated and set in the deterministic PSO approach, whereas the initial location of 
the system is randomly set in the proposed method. According to the stochastic 
nature of solar irradiance, the approximate location of the MPP is not feasible and 
a reliable MPPT method must be capable of finding GMPP with no information 
about the output characteristics of the PV system. Therefore, setting the initial 
location for the particle may diminish the functionality of the MPPT technique 
under some PS conditions. Compared with APPSO, another modified PSO-based 
method, the DEPSO method has a simple implementation procedure and is 
independent from initial particle locations [118]. In the APPSO method, the 
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processing time and computational burden of the system increase because all 
agents need to scan their own range of search space and because of the additional 
dimensional search space in the algorithm. 
 
3.7 Summary and Discussion 
This chapter aimed to develop a reliable and system-independent technique to track 
the MPP of PV system under PS conditions. A hybrid method called DEPSO, a 
combination of PSO and DE, was employed to track the actual MPP in the output 
of the PV system. A sequential procedure of mathematical modelling was applied 
to model and simulate the behaviour of the PV system under PS conditions. The 
proposed MPPT method was verified through simulation and experiments under 
three PS conditions. These predefined conditions were designed to verify the 
reliability, speed and accuracy of the system. The proposed DEPSO technique 
distinguishes the GMPP from LMPPs during mismatching conditions. The main 
advantages of the proposed technique are: (1) the stochastic nature of the DEPSO 
algorithm makes for a purely system-independent MPPT technique; (2) the 
presence of random numbers helps the algorithm retain its metaheuristic approach 
and find the GMPP under any PS conditions; (3) the logical stoppage condition 
guarantees the reliability of the system to find the actual GMPP in a reasonably 
short time; and (4) the computational burden of the algorithm is reduced, and the 





Chapter 4: Towards a Faster and More 
Reliable GMPPT Technique 
 
4.1 Introduction 
Several studies have been conducted on soft computing methods such as ANNs 
and FLC [83, 89, 169, 170]. In some of these studies, a reliable and efficient FLC 
was proposed to track the MPP under normal conditions [170]. In other research 
[169], the performance of the HC method was improved via scanning and storing 
MPP in P&O procedures. Another study used a combination of FLC and ANN to 
track GMPP, with the cell temperature and irradiance level being used to train 
ANN for finding MPP [83]. These studies used different approaches to achieve 
satisfactory performance in finding the GMPP under normal and some PS 
conditions. The limitation of these approaches is that they are computationally 
heavy with respect to the fuzzification rule base and defuzzification procedures.  
To identify the best fitness for the MPP objective function, several 
evolution-based techniques can be used, such as GA, ACO, DE and PSO [112-115, 
135, 139, 154, 171]. Due to its capabilities in targeting stochastic functions, the 
PSO technique is used commonly in the literature. For instance, some studies have 
used the standard PSO technique to track the MPP at the output of a partially 
shaded PV system [113, 114]. In these studies, the reliability of the method was 
confirmed under PS conditions. However, these methods have several drawbacks, 
such as their fixed velocity values, high dependency on random coefficients, slow 
convergence and high computational cost due to the large memory needed to record 
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particle movement in microcontrollers. Some studies have attempted to tackle this 
issue by modifying the performance of the standard PSO.  
The majority of problems have not been entirely addressed. Even in 
modified versions, some drawbacks remain. For instance, in one study, a 
deterministic PSO method associated with removed random coefficients was used 
to decrease the metaheuristic aspect of the evolutionary algorithms [120]. In other 
research, PSO in the form of a hybrid technique was used with other techniques to 
increase accuracy and decrease the adverse effects of random coefficients [118, 
121, 122]. However, the combination of these methods would result in longer 
processing times and higher levels of complexity.  
In chapter 3, we designed a hybrid DEPSO method which was the 
combination of DE and PSO methods, and benefited from the advantages of both 
metaheuristics families. According to the final evaluation results, in comparison 
with the conventional methods, the DEPSO algorithm not only has capability of 
tracking GMPP under partial shading conditions, but also is more reliable and 
accurate and has no oscillation during the steady state operation. In addition, 
compared with the standard PSO technique the performance of the propose 
algorithm is improved in regards to the reliability, convergence and dependability 
on random coefficients. However, according to the final results, it can be implied 
that the tracking speed of the DEPSO-based MPPT is still low for the applications 
which need higher tracking speed and more dynamic performance. In addition, 
there were numerous disruptive fluctuations observed during the tracking period 
of DEPSO technique at the output of PV system. Although, unlike the standard 
PSO, the magnitude of these fluctuations is continuously reduced throughout the 
algorithm operation, these frequent disruptive fluctuations are still unacceptable 
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for some applications with higher stability requirements such as grid connected 
systems, data centres or electric vehicles 
The main objective of the following section is to outline RMO—a unique, 
simple and fast evolutionary method to track the GMPP at the output of a PV 
system under PS conditions, while the output fluctuations during the tracking 
period are minimised. The RMO method is highly efficient in optimisation in a 
continuous search space and, in contrast with conventional methods, it enables the 
MPPT control unit to track the GMPP under PS conditions. The main benefit of 
this technique is its higher level of efficiency under PS conditions with respect to 
its speed, simplicity and stability during both tracking steady state operations. For 
instance, the technique is faster than the PSO and DEPSO methods, is less reliant 
on random coefficients and requires less memory for processing. Therefore, a low-
cost controller can be employed. Further, the proposed technique creates less 
computational burden within the processing time, compared to the modified PSO 
or hybrid methods.  
4.2 Radial Movement Optimisation 
4.2.1 Theory 
RMO is a swarm-based stochastic optimisation technique [172]. It has several 
similarities with other evolutionary techniques, such as DE and PSO. The RMO 
technique begins by initialising the particles inside the problem search space, 
where each particle proposes a solution to the problem. The evaluation function is 
called the objective function and calculates the fitness value of all particles at each 
step. The generation of a resultant movement vector depends on the two best values 
and on a random vector for the particles. 
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Similar to the PSO and DE techniques, the particle location in the search 
space is demonstrated with a nop × nod matrix, where nop indicates the number of 
particles, and nod is the number of dimensions. The number of particles is selected 
by the user; however, the number of dimensions depends on the number of 












































The nop and nod are constant values during each trial and cannot vary. The 
different stages involved in the RMO technique are explained below. 
 
4.2.2 Initialisation 
The initial locations in the search space first are randomly assigned to the particle. 
These initial locations should be assigned in accordance with the boundaries of 
dimensional search space. The random assignment must cover all possible 
locations in the dimensional search space. An example is as follows: 














 Equation (4.2) 
where Xmax(j) and Xmin(j) represent the constraints of the jth dimension, defined at the 
start of the programming. The rand (0,1) is taken from a normal distribution, like 




4.2.3 Movement Vectors 
The particles from the centre are spread along the radii. The particles escape in 

























The coefficient k must be an integer. Trials on different cases showed that 
the best values for the k are within the range 2–5. However, these values still 
depend on other parameters. For the test cases, k was considered equal to 5. 
Normally, in such methods where particles are employed to search the solution 
space, an inertia weight is defined to consider the convergence issue. The inertia 
weight in RMO is shown with W and is reduced based on the number of 



















 Equation (4.4) 
In this study, Wmax was equal to 1, and Wmin to 0. Figure 4.1 illustrates 
how the particles escape from the centre. The centre is shown as red, and the 
particles, indicated by black dots, are shown as scattering out from the centre. The 






Figure 4-1. Scattering of the Particles along the Radii  
 
Unlike in PSO and DE, particles in RMO do not fly over the solution space. 
Thus, saving the current location of the particles for the next step is unnecessary. 
After scattering, the objective function is used to score the fitness of the particles 
and define the radial best (Rbest), which is the particle with the best fitness value. 
This location and its fitness value are saved in this step. Another best value is the 
global best (Gbest). These two parameters update the centre step by step based on 
the following equation: 
   oldoldoldnew CentreRbestCCentreGbestCCentreCentre  21  Equation (4.5) 
  
where C1 and C2 are the coefficient factors to be set for the optimiser before 
running the program. After the centre point is updated, the scattering of the 
particles begins again from the new centre. The value of Gbest must be compared 
with that of Rbest. If Rbest proposes a better solution than Gbest, then the location 
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of Gbest must be swapped with that of Rbest. The process continues until Gbest 
reaches a specified defined value or the generation number reaches its maximum 
value. Figure 4.2 provides a preview of the two tandem generations. The update 
vector updates the location of the centre based on the equation in the figure. 
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4.3 Radial Movement Optimisation-based Maximum 
Power Point Tracking 
In RMO-based MPPT, the search space refers to a vector consisting of the 
operational duty cycles of the converter, which results in different terminal 
voltages at the output of the PV system. The 1×N vector presented in Equation 4.6 
illustrates the location vector of the MPPT problem. In this equation, N denotes the 
number of participating particles and each location refers to a voltage value that is 
a potential solution to the MPPT objective function. The fitness of these particles 
is evaluated according to the output generated power of the PV system with respect 
to each terminal voltage: 
1 2 1, , ... ... , , ,......., ,
k k k k k k
i i N NX X X X X X     Equation (4.6) 
 
4.3.1 Choice of Radial Movement Optimisation Coefficients 
As discussed above, the RMO method uses two variable coefficients; C1 and C2. 
These coefficients have a direct influence on Gbest and Rbest. They bring a certain 
level of flexibility by determining the level of optimisation in applications. For 
large search spaces in particular, in non-linear circumstances, C1 is large. In this 
study, the test trials used a value in the range of 0.6–0.8. In fact, the quality of the 
optimisation decreases if the value exceeds 0.9, although the process might be 
faster. However, its value should not exceed the unit. 
The range of values for C2 is similar to that for C1. According to the results 
of the current trials for MPPT applications, larger values for C2 are preferred. In 
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the study reported here, the values for C1 and C2 were 0.7 and 0.8. Higher values 
of C1 and C2 can lead to faster solutions. However, for an unknown function, low 
values are preferable. The length of up vectors would increase if the values for C1 
and C2 exceeded 1. This slows the convergence and reduces the ability of the 
algorithm to find the global optimum point [172]. 
To demonstrate the procedure of the RMO technique in the MPPT 
application, a simplified illustration of the particles’ movements during two 
consecutive iterations is provided in Figure 4-4. In this figure the locations of the 












Figure 4-4. Movements of the Particles in the Radial Movement Optimisation-




In practice, during PS, instantaneous variations in the insolation level cause 
sharp fluctuations in the generated power. Therefore, the condition presented in 
Equation 4.7 must be satisfied to initialise the algorithm. The condition indicates 
the minimum allowed variation in the output power to run the algorithm and to find 







)(-)( 1  Equation (4.7) 
where F(Xi) returns the output power of the PV panel, with respect to the location 
of the ith particle in the search space. Given that PS is an environmental 
phenomenon, it is stochastic in nature; therefore there are innumerable PS 
conditions possible. Here, three challenging PS conditions were selected for the 
purpose of evaluating the proposed MPPT technique. The first condition 
considered is a common one, where two peaks appear on the system’s output P–V 
curve. In the second condition, PS causes multiple peaks with similar output power 
values, making it challenging to determine the GMPP. This condition was used to 
evaluate the accuracy of the proposed MPPT technique. The third condition is 
where the GMPP is among multiple local maxima. These three conditions were 
chosen on the assumption that they cover a large proportion of PS conditions, and 
therefore provide a solid foundation for evaluating the proposed MPPT technique. 
 
4.4 Preliminary Results and Evaluations 
The performance of the proposed MPPT controller based on the RMO method was 
evaluated under three different PS conditions. Accuracy, speed, reliability, power 
loss and oscillation during the tracking period were the main factors monitored in 
the evaluation and validation processes. Note that performance of the proposed 
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method was not compared directly with that of any of the conventional methods, 
because the method is an evolutionary optimisation technique capable of detecting 
the global candidate solution in the search space. As such, the purpose of this study 
was to not only evaluate the reliability of this method under PS conditions, but also 
to assess the quality of tracking achieved. The results of the proposed method were 
compared with those of the widely used PSO technique. To evaluate the 
performance of the MPPT method according to the real condition limitations, and 
to ensure the converter reaches a steady state prior to another MPPT cycle 
beginning, a sampling time of 50 ms was chosen and the parameters of the KC85T 
PV module were considered in the simulation results. 
 
4.4.1 Testing Conditions 
As the PS condition is a stochastic phenomenon, innumerable conditions and 
scenarios may occur. Thus, the testing scenarios chosen in this study cover a range 
of shading scenarios from moderate to acute, to allow evaluation of the 
performance of the proposed algorithm under a range of realistic conditions. Figure 
4-5 illustrates the circuit topology of the PV array, including two PV modules. 
Given the double-bypass diode in each module, the three scenarios considered in 
this study were as follows: (1) the entire Module 1 receives an irradiance level of 
1000 W/m2 (G1 = G2 = 1000 W/m2) and the entire Module 2 receives an irradiance 
level of 350 W/m2 (G3 = G4 = 350 W/m2); (2) the entire Module 1 receives an 
irradiance level of 1000 W/m2 (G1 = G2 = 1000 W/m2) and Module 2 receives 
irradiance levels of 700 W/m2 and 500 W/m2 (G3 = 700, G4 = 500 W/m2); and (3) 
Module 1 receives irradiance levels of G1 = 1200 W/m2, G2 = 700 W/m2 and 
Module 2 receives irradiance levels of 700 W/m2 and 500 W/m2 (G3 = 500, G4 = 
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300 W/m2). The RMO technique was applied to all of these conditions to evaluate 



































Figure 4-5. Circuitry Diagram for the Selected Photovoltaic Array [122] 
 
4.4.1.1 First Scenario 
Figure 4.6 shows the output characteristic of the PV system along with the 
performance of the proposed and PSO methods under the first PS scenario. The 
GMPP in this condition can be tracked not only by soft computing methods but 
also by conventional methods that use the HC approach in their tracking system. 
However, most of these methods suffer from slow convergence time or low 
efficiency. As shown, the proposed RMO algorithm tracks the actual MPP within 
around half the tracking time of the PSO algorithm. The trajectory of the power 
shows that unlike conventional methods, the tracking process begins from random 




Figure 4-6. The Output Results of the Proposed Method and the Particle 
Swarm Optimisation Method under Shading Condition in the First Scenario 
 
4.4.1.2 Second Scenario 
Verification of the RMO method under the second scenario is presented in Figure 
4.7. Under these conditions, the output characteristic of the PV system has three 
peaks with minor differences among their respective power values. The middle 
peak’s power value is around 150.5 W, while the peaks either side of the actual 
GMPP have power values of 149.3 and 148.2 W. Therefore, this scenario creates 
a shading condition in which the difference between the GMPP and LMPPs is less 
than 1.5%. The purpose of testing the proposed method under these conditions was 
to check if it is able to track the GMPP when the fitness values of local solutions 
are very close to those of the global solution. The figure demonstrates that both the 
proposed algorithm and PSO accurately tracked the actual MPP at the output of the 
PV system. However, the proposed RMO technique tracked the GMPP in a much 




Figure 4-7. The Output Results of the Proposed Method and Particle Swarm 
Optimisation Method under Shading Conditions in the Second Scenario 
 
4.4.1.3 Third Scenario 
To evaluate the performance of the proposed technique under extreme PS 
conditions, the RMO-based MPPT was tested under the third scenario. In this 
scenario, the global maximum occurs among multiple local maxima. Most 
conventional MPPT techniques are able to track the actual MPP if it occurs prior 
to the LMPP. However, all of these techniques become stuck in the LMPP if the 
GMPP occurs after them. Figure 4.8 shows how the proposed RMO method 




Figure 4-8. The Output Results of the Proposed Method and Particle Swarm 
Optimisation Method under Shading Conditions in the Third Scenario 
 
4.4.1.4 Convergence Speed, Power Loss and Computational Cost 
When comparing soft computing methods, their reliability under PS conditions is 
not normally a main comparison criterion. Rather, other factors such as 
convergence speed, simplicity, output stability and computational burden are 
evaluated. One of the distinct advantages of the proposed RMO method is its higher 
speed, because the particles scatter around a centre with a radiance of Rbest, which 
is updated during each iteration. This procedure does not allow particles to search 
the unnecessary part of the search space or diverge from the search space. In fact, 
during the early iterations when the radiance of the sphere is larger, the area of the 
GMPP is determined, and in the final iterations, the exact GMPP is tracked. Figure 
4-12 illustrates convergence of the proposed RMO technique and PSO technique 
for all three scenarios. 
Another important outcome resulting from the application of the RMO 
technique for MPPT is the reduction in power loss during both the tracking and 
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steady state periods. Many of the conventional or hybrid methods result in 
relatively high power loss. The main reason for this is that most of them are based 
on InC or HC theories, resulting in constant oscillations at the output of the PV 
system even when the area of the GMPP is successfully identified. As the 
efficiency of the PV system is a critical factor, these oscillations around the MPP 
can cause significant power loss, which can further reduce the efficiency of the 
entire PV system. Another effect of these oscillations is voltage instability caused 
by constant changes in duty cycles. According to the input–output correlation of 
DC–DC converters, any slight change in the duty cycle changes the output voltage 
level of the converter regardless of the type of converter used in the system. 
Even methods based on AI approaches have large oscillations during the 
tracking period. The reason for this is that in many swarm-based methods, particles 
explore all parts of the search space during the running time until the GMPP is 
found; in evolution-based optimisation, the evolution process lasts until the final 
generations to find and track the GMPP. Many researchers have attempted to 
overcome this problem by either reducing the random coefficient values or by 
setting the initial locations for the particles. However, these measures only have a 
minor effect on the oscillations of the output power and reduce the reliability of the 
control strategy when intensive PS happens. Therefore, if the PV system is subject 
to rapidly varying PS conditions, which is very common in residential MGs, a 
considerable amount of power loss, as well as poor voltage stability, will occur. 
In RMO-based MPPT, these problems have been addressed. One of the 
main reasons is that in the procedure of this method, particles scatter in the 
spherical search space along the radii of Rbest, which is updated throughout the 
iteration process. Figures 4-9, 4-10 and 4-11 show the difference between the PSO 
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and RMO-based MPPT methods in terms of convergence speed and output power 
oscillations when the PV system is operating under the three scenarios. As these 
figures show, the GMPP is tracked in less than half of the time than PSO can track 
this point. In addition, in PSO-based MPPT, because of the role of random 
coefficients, particles may move out of the search space, as shown in Figures 4-9–
4-11. 
Notably, the PSO algorithm applied in this study for the purpose of 
comparison has been adjusted such that the velocity and particle movement are 




Figure 4-9. The Output Voltage Fluctuation of the Photovoltaic System 
Controlled by the Radial Movement Optimisation v. Particle Swarm 
Optimisation Methods under Three Shading Conditions 
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Figure 4-9 shows the voltage variation during the tracking and steady state 
periods at the output of the PV system for the three scenarios for both the RMO- 
and PSO-based MPPTs. Clearly, both methods produce no oscillation around the 
MPP during the steady state period. However, compared with the PSO method, the 
RMO technique reduces voltage variation during the tracking period. To evaluate 
the dynamic performance of the proposed method, it was also tested under varying 
load and shading conditions. As shown in Figure 4-10(a), once the system had 
stabilised after tracking the GMPP, the shading condition was abruptly changed 
from the third to the second scenario where the difference between GMPP and 
LMPPs was less than 1.5%. The objective of this was to represent varying shading 
conditions. In the other test, for which results are shown in Figure 4.10(b), after the 
GMPP had been tracked, the load was halved from R = 20 to R = 10 Ω at t = 7.8 s. 
The load was again changed to R = 20 Ω at t = 15.4 s to represent load variation. 
In both situations, the controller detected the changes using Equation 4.10 and 
began tracking the GMPP under the new conditions. As shown in Figures 4.9(a) 
and (b) both methods are capable of dynamically tracking the GMPP under varying 
load and shading conditions; however, the introduced DEPSO method is much 
faster than the PSO method, resulting in a smoother and more stable power output 
under changing conditions. 
The comparison of the proposed RMO method with conventional methods, 
which are less efficient and reliable under PS conditions, is not discussed here. 








Figure 4-10. Dynamic Performance of the Proposed Method v. Particle Swarm 
Optimisation under (a) Shading Condition Changes and (b) Load Changes 
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In addition to the high convergence speed and reduced oscillation during 
the tracking period, less memory is needed for the proposed RMO technique to 
find the global solution in the search space. Among the common criticisms of soft 
computation-based MPPT, and particularly the PSO method, is high computational 
burden and the need to use a large amount of memory. The reason for this is that 
the best position of each particle and the best global position of all particles should 
be remembered. However, in the proposed RMO technique the system only needs 
remember the global best position of all particles, thereby requiring far less 




Figure 4-11. Convergence of the Proposed Radial Movement Optimisation 




4.5 Summary and Discussion 
This chapter aimed to address the challenges observed in DEPSO and PSO 
technique presented in the earlier section of this thesis. Therefore this chapter 
proposed a fast, reliable, and system-independent technique for tracking the MPP 
of the PV system under partial shading conditions. A new fast, simple, and efficient 
method called RMO is used to track the actual MPP at the output of the PV system. 
The proposed MPPT method is verified by testing the technique under three partial 
shading conditions. These predefined conditions are designed to verify the 
stability, speed, and accuracy of the system. The proposed RMO technique can 
differentiate the GMPP from local MPPs during mismatching conditions. The main 
advantages of the proposed technique over the other evolutionary methods are 
higher efficiency under partial shading conditions, higher speed, simplicity, lower 
computational cost, and higher output stability. Compared with the PSO method, 
which has been extensively presented in the literature, the proposed method is 
faster, less dependent on random coefficients, and needs less memory for 
processing. As such, the computational burden of the algorithm is reduced, and the 
technique can be easily implemented on a low-cost microcontroller. This chapter 
represents the first application of RMO for MPPT and the experimental 
implementation on the physical system, and the analytical comparison of the 






Chapter 5: Experimental Comparison of the 
Proposed Method with Other Techniques 
 
5.1 Introduction 
A comprehensive experimental implementation was carried out to verify the 
performance of the proposed RMO–MPPT controller under various PS conditions. 
The experimental setup was employed to compare the performance of the proposed 
RMO method with the previous DEPSO method, the standard PSO method and 
conventional InC. In this chapter, the different components of the experimental test 
bench are first explained in detail. Then, the selected testing PS and moving 
shadows conditions are described. Finally, the output experimental results of all 
MPPT methods are presented and discussed. 
 
5.2 Experimental Test Bench 
To verify the performance of the proposed RMO–MPPT controller, a test bench 
including the following main items was needed: 
 a powerful PV simulator to create the PS conditions and sudden 
environmental changes 
 a reliable DC–DC converter, associated with a powerful insulated-gate 
bipolar transistor (IGBT) switch with high-frequency signals 
 an appropriate microcontroller to provide the output pulse width 




5.2.1 Photovoltaic Simulator 
Figure 5-1 shows the MPPT systems prepared in collaboration with the Department 
of Electrical Engineering at the University of Malaya. In the testing setup used in 
the experiment, a Chroma 6200 PV simulator was used to provide different PV 
characteristics for the testing scenarios. The Chroma 6200 was a programmable 
DC voltage source capable of providing power up to 5 KW. A wide range of PV 
modules form different brands was programmed into this PV simulator and their 
output characteristics could be simulated in the Chroma Soft Panel software 
(http://www.chromaate.com/product/62000P_series_ 
Programmable_DC_Power_Supply.htm). All shading and environmental 
conditions were first designed in the software and then programmed into the 
simulator through a USB cable to invoke the actual I–V curve as the input power 
of the system. In this experiment, KC85T was used in the majority of simulations. 
 
 





5.2.2 The DC–DC Converter and Associated Axillary Circuit 
The PV simulator was connected to the DC–DC converter associated with the 
required axillary and measurement circuit. There are numerous types of DC–DC 
converters, and each was selected based on the requirements of the application. 
Several studies have been conducted to evaluate and compare different types of 
DC–DC converters in MPPT control applications. Based on these arguments and 
comparisons, a SEPIC was selected as the DC–DC converter in the experimental 
implementations, for the following reasons: 
1. Like buck–boost and Cuk converters, a SEPIC has the ability to step up and 
step down the output voltages. 
2. A SEPIC does not have a non-operational region (as discussed in Chapter 
3) and is able to operate in all regions of the I–V curve. 
The output voltage of the converter is non-inverted, which means the input–
output polarities of the converter are equal and the ground on both sides can be 
shared. 
The operation of the converter in MPPT applications is continuous, which 
means the current flow in the input inductor (L1) is never zero. As shown in Figure 
5-2, when the switch is closed, diode D1 is an open circuit, L1 is the charge input 
source, L2 is charged by Cs and the output load is supplied by Cout. The voltage 
across this input inductor while the switch is closed is defined as: 
inL VDV 1  Equation (5.1) 
On the other hand, while the switch is open, capacitors Cs and Cout are 
charging, inductors L1 and L2 are discharging and the voltage across the input 
inductor is defined by: 
  inL VDV  11  Equation (5.2) 
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As the total charged and discharged voltage of the input inductor during 
these two periods is zero, Equations 5.1 and 5.2 will result in: 
inavgL VDV 1  Equation (5.3) 












Figure 5-2. Operation Modes of the Single-ended Primary-inductor Converter 
when the Switch is (a) Closed and (b) Open [18] 
 
5.2.3 Component Selection 
Correct selection and design of components of a DC–DC converter is one of the 
key steps in experimental implementation of the MPPT control system. In this 
section, the main component selection and parameter design of the DC–DC 
converter are presented. 
A. Inductor selection 
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When the converter is operating in different switching modes, the current 
in the input inductor ripples and can be calculated as below: 
%40(max)  inL II  Equation (5.5) 
The short circuit current in the selected PV module (KC85T) is 5.34 A. The 
maximum input current is set to 10 A in order to allow the ripple range of the 
current within the transient time. Therefore using Equation 5.5, the maximum 
inductor ripple will be 4 A.  













Setting the switching frequency, fsw, to 20 kHz and the minimum voltage, 
Vin(min), to 10 V, the calculated inductor value will be 100 µH. 
B. Switch selection 
In the proposed system, the metal oxide semiconductor field effect 
transistor (MOSFET) was selected as the main switch for the converter due to its 
ability to operate with high frequency and higher efficiency compared to an IGBT 
switch. The maximum voltage across the switch is one of the important parameters 
that need to be considered in selecting an appropriate switch for the system. The 
operating voltage of the KC85T PV module selected in this study is ~17 V and 
seven modules were series connected in the system. Therefore, Vmax in the 




C. Coupling capacitor selection 
The selection of this capacitor was mainly based on the maximum ripple 
across it while the converter operates in different modes. To calculate the ripple 








 max  
Equation (5.7) 
where Iout was 5.02 and the maximum duty cycle was 0.85. Therefore, if 1000 µF 
is selected for the coupling capacitor, a voltage ripple of around 0.2 V will be 
calculated. 
D. Input and output capacitor selection 
Input and output capacitors are needed to minimise voltage fluctuation at 
the output of the DC–DC converters. Higher values for the capacitors will result in 
a smaller ripple in the input and output voltages. However, system cost will 
increase as capacitor values increase. In this system, the input and two 330 µF 
capacitors were selected for the input and output capacitors. 
E. Diode selection 
The main role of the output diode in the SEPIC is to handle peak current 
and reverse voltage. According to the circuit diagram for the converter, the diode 
peak current is equal to the main switch peak current and the reverse voltage is the 
sum of the minimum input voltage and the maximum output voltage. 
As explained above, in experimental verifications presented in this chapter, 
the PV array consisted of seven series-connected KC85T PV modules selected and 
programed in the Chrome 6200 PV simulator, which created the actual I–V curve 
with a range of 10–120 V. The selected components used in the SEPIC converter 




Table 5-1. Specifications of the Proposed Single-ended Primary-inductor 
Converter 
Feature Rating 
Input voltage, Vin 50–150 V 
Output voltage, Vout 200 V 
Maximum input current, Iin-max 5.4 A 
Power 180 W 
Switching frequency 20 kHz 
 
Table 5-2. List of Components Used in the Proposed Single-ended Primary-
inductor Converter 
Components Value and rating 
IGBT International rectifier 
IRG4PC40WPBF 600 V, 40 A 
Toroidal inductor Bourns JW Miller 5721-RC, 250 µH, 
8A  
Input and output capacitor, Cin and 
Cout 
Panasonic EETHC2G331DA, 330 µF 
Coupling capacitor, Cs Panasonic EETEE2G181JJ, 180 µF 
Diode Vishay VS-30EPH03PBF, 30A, 300 
V 
Power resistor TE Connectivity CGS-HSC30010RJ, 




 The block diagram and experimental setup of the prepared MPPT system 
are shown in Figures 5-3 and 5-4. As shown in these figures, the Chroma PV 
simulator provided the input power for the designed SEPIC DC–DC converter, 
which was connected to the load. The operating voltage and current were measured 
and transferred to the controller through the connected voltage and current 
transducers: LEM 25-P and LEM LA 25-NP respectively. The measured operating 
voltage and current were sent to an Atmega 328P microcontroller, which was 
embedded with a 10-bit analogue-to-digital converter. The measured signals were 
used in the MPP tracking process in the microcontroller, which was compiled with 
the proposed MPPT method. During the tracking period, and once it was 
completed, the required PWM signal was sent to the IGBT switch in the converter 
through the associated gate drive circuit. A gate drive with a signal frequency of 
20 kHz was designed to switch the converter, which regulated the output voltage 
and tracked the MPP. The gate drive circuit ensured the PWM signal was noise 





































Figure 5-4. Experimental Setup for the Proposed Maximum Power Point 
Tracking Controller 
 
5.3 Experimental Testing Scenarios 
In accordance with the strong capability of the Chroma 6200 PV simulator, several 
PS scenarios were created to cover a wide range of PS conditions, from the minor 
to the most crucial ones. To create these scenarios, an array consisting of six 
KC85T PV series-connected modules was designed in the Chroma Soft Panel 
software. Figure 5-5 shows the Chroma Soft Panel desktop on which the PS 
conditions were designed and then compiled into the PV simulator. The details of 
different shading scenarios are explained in the following sections. To verify the 
performance of the proposed method under any PS conditions, different 
mismatching conditions, such as different PS conditions, moving shadows, rapidly 
changing irradiance levels and sudden changes in output loads, were created in the 
experimental implementation of this study. 
 In the rest of this chapter, the design of the PS conditions is first explained, 
and then the performance of the proposed MPPT technique is evaluated and 
compared with the other techniques under different mismatching conditions. To 
fairly compare and reveal the performance of the proposed MPPT techniques, all 
parameters, including number of particles, stopping conditions, number of 





Figure 5-5. Chroma Soft Panel Desktop on which the Partial Shading 
Conditions were Designed 
5.3.1 Shading Scenario 1 
Figure 5-6 depicts the initial PS condition where the PV modules in the array 
receive solar irradiance of G1 = 800 W/m2, G2 = 600 W/m2, G3 = 500 W/m2, G4 
= 300 W/m2, G5 = 150 W/m2 and G6 = 0 W/m2, which resulted in a P–V 
characteristic with five MPPs as shown in Figure 5-7. The performance of the 
proposed RMO, DEPSO, standard PSO and conventional InC methods, are shown 
in Figures 5-8–5-11. 
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Figure 5-6. Solar Irradiance Pattern under Shading Scenario 1 
 




Figure 5-8. Output Performance of the Incremental Conductance -based 
Maximum Power Point Tracking Controller under Shading Scenario 1 
 
 
Figure 5-9. Output Performance of the Particle Swarm Optimisation-based 




Figure 5-10. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under Shading Scenario 1 
 
Figure 5-11. Output Performance of the Radial Movement Optimisation-based 
Maximum Power Point Tracking Controller under Shading Scenario 1 
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In the first experiment, the conventional InC method was compiled into the 
controller and its performance evaluated under the first PS condition. As shown in 
Figure 5-8, the operating point stays in the first peak from the right and tracks the 
LMPP instead of GMPP. The figure shows that the overall efficiency of the PV 
system is significantly reduced, as the power of 100 W is tracked instead of the 
GMPP, which is around 150 W. In addition, although there was no significant 
fluctuation during the tracking period, the constant oscillation remains at the output 
of the system even in the steady state operation mode. This is mainly due to the 
fact that, in the InC method, once an MPP is found, the operating point keeps 
oscillating around MPP until the output characteristic changes. 
The popular standard PSO was tested under this condition also. As shown 
in Figure 5-9, this method successfully tracks the GMPP under the first shading 
scenario; however, there is a cost—the long tracking period (around 4 s) and high 
fluctuation at the output of the PV system. As shown in Figure 5-10, the DEPSO 
method has considerably mitigated these problems—n particular, the massive 
fluctuations at the output characteristic. However, its performance is not very 
satisfactory and the tracking period remains lengthy. 
Figure 5-11 shows how the proposed RMO-based technique tracks the 
GMPP at the output of the PV system under first shading scenario. As shown in 
this figure, the entire tracking process takes around 1.2 s, which is very fast 
compared with the other MPPT techniques. It is also clear that the output 





5.3.2 Shading Scenario 2 
The second shading scenario represents environmental conditions in which the six 
modules in the designed PV array received solar irradiance of G1 = 500 W/m2, G2 
= 300 W/m2, G3 = 150 W/m2, G4 = 0 W/m2, G5 = 1000 W/m2 and G6 = 1000 
W/m2. Figure 5-12 shows that under these PS conditions, four peaks appear at the 
output PV characteristic in which the GMPP occurs as the last peak where the 
power is ~78.2 W. Under this circumstance the SEPIC operates with a duty cycle 
close to 1. 
 
 
Figure 5-12. Photovoltaic Characteristics under Shading Scenario 2 
 
The output performance of the conventional InC method is shown in Figure 
5-13. As expected, this technique tracks the first peak at the output characteristic, 
which occurs in the initial part of duty cycle search space. As explained before, the 
main reason is that many of the conventional methods are based on HC approach 
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where the MPPT starts exploring the search space from a predefined duty cycle 
and continues exploring until the first MPP is found. On the other hand, it is 
obvious that the higher level in operating output power results in greater magnitude 
of steady state oscillations. 
 
 
Figure 5-13. Output Performance of the Incremental Conductance-based 
Maximum Power Point Tracking Controller under Scenario 2 
 
The output results of the standard PSO and DEPSO methods are also shown 
in Figure 5-14 and Figure 5-15. As shown in these figures, both algorithms have 
successfully tracked the GMPP at the output characteristic of PV system. However, 
less oscillations are presented at output terminal when the DEPSO MPPT operates. 
In addition, the convergence speed of DEPSO method is significantly faster than 
standard PSO method. In order to illustrate the significant improvement of MPPT 
system, Figure 5-16 shows the performance of proposed RMO-based MPPT 
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technique under the second shading scenarios. It is very clear that the tracking 




Figure 5-14. Output Performance of the Particle Swarm Optimisation-based 





Figure 5-15. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under Scenario 2 
 
Figure 5-16. Output Performance of the Radial Movement Optimisation-based 
Maximum Power Point Tracking Controller under Scenario 2 
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5.3.3 Shading Scenario 3 
The experimental implementation was also carried out under shading conditions in 
which GMPP occurs as the first peak among the four peaks appearing at the output 
of the PV system. In this scenario, the six modules shown in Figure 5-6 received 
solar irradiance of G1 = 1000 W/m2, G2 = 1000 W/m2, G3 = 1000 W/m2, G4 = 
1000 W/m2, G5 = 600 W/m2 and G6 = 500 W/m2. The output P–V characteristics 
of the PV system under these conditions is shown in Figure 5-17 and the output 
performances of the different MPPT controllers are shown in Figures 5-18–5-21. 
 
 





Figure 5-18. Output Performance of the Incremental Conductance -based 
Maximum Power Point Tracking Controller under Scenario 3. 
 
 
Figure 5-19. Output Performance of the Particle Swarm Optimisation-based 
Maximum Power Point Tracking Controller under Scenario 3 
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As shown in Figure 5-19 the conventional InC–MPPT techniques 
successfully tracks the GMPP in a short time. However, note that the main reason 
for this success is that the GMPP appears as the first peak at the output of PV 
system. As mentioned earlier, conventional methods begin exploring the search 
space with a HC approach until they reach the first MPP. If this first point is the 
LMPP, the algorithm stops in that, however if the first point is GMPP, it means the 
algorithm has found the actual GMPP by chance. This is the main reason of low 
efficiency in PV systems when the conventional MPPT techniques are used. 
 
 
Figure 5-20. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under Scenario 3 
 
On the other hand, the performance of the other MPPT methods presented 
in this thesis confirms that the metaheuristic approach will search the whole range 
of search space before finalising the output signals that determine the steady state 
operating point of the converter. This means that regardless of the position of 
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GMPP at the output characteristics of the PV system, a reliable and system-
independent method needs to evaluate the search space within the initial iterations. 
However, the manner by which the algorithm explores the search space defines the 
superiority of one method over the others. In fact, finding the GMPP under PS 
conditions is a criterion that was met by almost all metaheuristic-based MPPT 
systems tested here. However, factors such as convergence speed, output 
fluctuation, complexity and total tracking time are the factors according to which 
the new generation of MPPT control techniques need to be compared. 
In this regard, it is clear that the DEPSO-based MPPT control method 
outperforms the standard PSO method, as the levels of fluctuation were 
significantly reduced and the particles began converging towards the GMPP after 
the initial explorations. However, the output results of the RMO technique showed 
that this MPPT control scheme performs better than the other two MPPT methods 
with respect to convergence speed, output fluctuations and total tracking time. 
Figure 5-21 shows that the RMO–MPPT controller tracks the GMPP in as little as 
1.4 s, which is significantly less than the tracking time for the DEPSO and PSO 
methods. It also shows that both the quantity and magnitude of fluctuations during 





Figure 5-21. Output Performance of the Radial Movement Optimisation-based 
Maximum Power Point Tracking Controller under Scenario 3 
 
5.3.4 Shading Scenario 4 
To evaluate the tracking precision of the participating MPPT, the fourth scenario 
was designed using Chroma Soft Panel desktop software. In this scenario, the six 
modules of the selected PV array received solar irradiance of G1 = 1000 W/m2, G2 
= 1000 W/m2, G3 = 1000 W/m2, G4 = 1000 W/m2, G5 = 800 W/m2 and G6 = 600 
W/m2. Under these PS conditions, a characteristic with three peaks appeared at the 
output of the PV system. As shown in Figure 5-22, when the middle peak with 
power level of P = 402.6 W is the actual GMPP, the nearest LMPP has a power 
value of P = 395 W, which creates a condition in which there is a very small 





Figure 5-22. Output Power–Voltage Characteristics under Shading Scenario 4 
 
In the first experiment, the performance of the conventional InC method 
was tested under Scenario 4, with results as shown in Figure 5-23. As expected, 
due to the simple P&O approach of this method, the first peak from the left is 
tracked as the final MPP of the system. It is worth mentioning that as half of the 
PV modules receive full solar irradiance levels, the overall generation of power 
under this condition is higher than the power levels of the PV system under 
previous shading scenarios. Therefore, the magnitude of steady state oscillation—
one of the disadvantages of the InC-based MPPT technique—is higher in the output 
power of the PV system under this condition compared with previous shading 
conditions. As shown in Figure 5-23, the magnitude of these oscillations is as large 











Figure 5-23. Output Performance of the Incremental Conductance-based 





Figure 5-24. Output Performance of the Particle Swarm Optimisation-based 
Maximum Power Point Tracking Controller under Scenario 4 
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The standard PSO was also tested under this condition. As shown in Figure 
5-24, apart from the slow convergence, there are many disruptive fluctuations at 
the output of the PV system, which has a significant negative effect on the overall 
stability of the PV system. The tracing fluctuation under this condition is even more 
crucial, because the difference between the GMPP and the LMPP is negligible, and 
the PSO algorithm is not able to track the actual GMPP until the final stages of the 
algorithm. Figure 5-25 illustrates that using the DEPSO MPPT technique 
significantly mitigates these problems by reducing the number of fluctuations as 
well as having a shorter tracking time. According to the final results of this 
technique, after 2.5 s, the particles start converging around the GMPP, whereas 
with PSO-based MPPT method the particles continue exploring until the final 
stages of the tracking period, which is around 4 s in total. However, the 
performance of the proposed DEPSO method in terms of both fluctuation and 
convergence speed is not still satisfactory. Examination of the output results for 
the RMO method (see Figure 5-26) indicates a significant improvement of the 
performance of the PV system during the tracking period when the RMO–MPPT 
technique is used in the system. The output performance shows that the RMO 
method begins converging after around 0.5 s and then accurately tracks the GMPP 
from the LMPPs in less than 1.1 s, when the PV system is operating under the 
fourth shading scenario. The performance of the RMO technique under this 
condition also shows that regardless of the shading pattern at the P–V 
characteristic, the PV system shows lower fluctuations during both steady state and 






Figure 5-25. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under Scenario 4 
 
Figure 5-26. Output Performance of the Radial Movement Optimisation-based 










5.4 Moving Shadows 
The positive effect of employing a fast and reliable MPPT technique on the overall 
performance of the PV system is more significant when the system is evaluated 
under rapidly changing conditions. Under these conditions, a reliable MPPT 
technique has to be employed: first, to accurately track the GMPP under any 
shading conditions; second, to have a fast processing time to track the actual GMPP 
under sudden environmental changes; and third, to perform the tracking process 
with minimal disruptive oscillations. Moving shadows are one of the most common 
rapidly changing environmental conditions, causing substantial disruptions to the 
stability and efficiency of the PV system. Due to the limitations of experimental 
test benches, these conditions are normally too complex to be created in 
experimental situations. However, the powerful experimental test bench setup used 
in the current study allowed such conditions to be created and used for evaluative 
analysis of the proposed MPPT technique. 
 To create the scenarios, an array consisting of six KC85T PV series-
connected modules was designed using the Chroma Soft Panel software. A moving 
shadow was created in such a way that each of the modules received different 
irradiance levels in accordance with the location of the shadow on top of the solar 
array. After each movement, a new PS scenario was created. In total, the designed 
PV array experienced seven shading patterns in the space of around 1 min. 
To illustrate the different steps of experimental verification used in this 
study, the overall PV array with modules receiving different irradiance levels is 
shown in Figure 5-27. As shown in the figure, under this scenario the modules 
initially received solar irradiance of 333, 444, 555, 666 and 555 W/m2, from left to 
right. Once the shadow began moving, either to the left or to the right, the 
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remaining module/modules received full illumination, which was 1000 W/m2. In 
the following sections, two moving shadow scenarios are designed and used to 
highlight the significant benefits of the RMO-based MPPT controller compared 
with other techniques in the presence of rapidly moving shadows. In the first test, 
the shadow begins leaving the array from the left side and in the second test the 
shadow leaves the array from the right. The main reason for designing the tests in 
this way was to evaluate the speed, accuracy and quality of the tracking of all 
participating MPPT techniques in this study. 
 
5.4.1 Left-moving Shadow 
The first rapidly changing condition was a situation in which the whole PV system 
was shaded and the six participating modules in the PV system received six 
different irradiance levels in the initial step. The shadow then began passing the 
PV system from the left side of the array. The exact details of the irradiance levels 
received by the modules and all of the output PV characteristics under these 
conditions are shown in Figure 5-27. 
 In all, seven shading patterns were applied. These patterns changed rapidly 
in the space of 1 min during the test. According to the initialisation conditions 
designed for all of the participating techniques, the MPPT system began the 
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Figure 5-27. Solar Irradiance Levels Received by the Photovoltaic Array under 
a Left-moving Shadow 
  
Figure 5-28 shows the output power, voltage and current characteristics of 
the PV system when the InC-based MPPT is used. As shown in the results, the 
MPPT system smoothly changes the operating point when the shading patterns 
transition from one to another. However, it is clear that there is a considerable 
power loss in the system and the overall efficiency of the InC–MPPT system is 
very low. For instance, under the first four shading conditions, the actual maximum 
power values were 150, 153.6, 178 and 267 W, whereas the operating points 
tracked by InC-based MPPT had power values of around 100 W. Thus, there is an 
approximate 30–70 % power loss in the system when the InC method is selected 
for MPP tracking under PS conditions. The results also show a periodic oscillation 
at the output of the PV system when controlled by the InC-based MPPT technique. 
The magnitude of these oscillations increases as the level of irradiance, and 





Figure 5-28. Output Performance of the Incremental Conductance-based 
Maximum Power Point Tracking Controller under a Left-moving Shadow 
 
 
 The performance of the standard PSO was also evaluated under these 
rapidly changing conditions. As shown in Figure 5-29, the final results prove the 
ability of this metaheuristic approach to track the GMPP under any shading 
conditions. However, the results also show that there are many disruptive 
fluctuations during the tracking period, which significantly harms the overall 
stability of the PV system. The main reason for this frequent fluctuation is related 
to the problem of standard PSO, which suffers from slow convergence of the 
particles when several global and local solutions exist in a stochastic search space 
for the given objective functions. 
As explained in Chapter 4, the problems associated with standard PSO 
methods were modified and addressed in the proposed DEPSO method. 
Nonetheless, the output experimental results presented in Figure 5-30 show that 
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although the magnitude and frequency of the fluctuations at the output of the PV 
system have been reduced, the problem still exists for the DEPSO-based MPPT 
technique. In addition to the problem of fluctuations, the tracking speed for these 
techniques—in particular the PSO technique—is too long, which will be even more 
problematic when the PV system experiences more rapidly changing conditions. 
These conditions are very common in the application of PV systems in more 
dynamic systems such as electric vehicles, robotics or even for residential PV 
systems, which are in very densely populated and busy areas. As shown in the 
output results, compared with PSO methods, the convergence speed in the DEPSO 
method is substantially higher and the particles begin converging after the initial 
iterations. However, the overall tracking process is still lengthy. 
 
 
Figure 5-29. Output Performance of the Particle Swarm Optimisation-based 




Figure 5-30. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under a Left-moving Shadow 
  
To tackle these issues, the proposed RMO method was evaluated under the 
first shadow moving condition. As shown in Figure 5-31, with respect to the main 
criteria for a reliable MPPT system, the RMO technique accurately tracks the 
GMPP in all shading conditions, without any steady state oscillation at the output 
of PV system. In addition, the results show that the tracking speed of the MPPT 
system is substantially lower, which results in smoother and more dynamic 
performance under rapidly changing conditions. During the majority of the 
changes in shading, the RMO-based MPPT tracks the actual GMPP in around 1 s. 
Further, both the magnitude and quantity of the output fluctuations during the 
tracking periods are substantially reduced when RMO is used. Apart from the few 
first fluctuations at the output curves, the RMO technique quickly converged 
towards GMPP in a short space of time. It is important to note that due to the nature 
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of system-independent methods, and because of the unpredictable behaviour of PS 
conditions, the system has no information about the output characteristics. 
Therefore, the initial fluctuations at the output of the PV system are unavoidable 
because the search space and the fitness of the initial particles have to be evaluated 
in the first iterations. The strength of the soft computing and metaheuristic 
approaches are normally evaluated with regard to convergence speed. This would 
determine how quickly the participating particles converge towards global fitness 
after the initial exploration of the search space. 
 
 
Figure 5-31. Output Performance of the Radial Movement Optimisation-based 





5.4.2 Right-moving Shadow 
In the second rapidly changing PS condition, the shadow designed in the Chroma 
Soft Panel software leaves the selected PV array from the right side of the system. 
As the shadow leaves the system, the remaining PV modules receive full 
irradiance. The irradiance levels for each PV module and the output power–voltage 
characteristics of the PV system under this scenario are shown in Figure 5-32. The 
performance of the all tested MPPT techniques was similar to their performance 
under the previous rapidly shading scenarios. Therefore, to avoid unnecessary 
repetition, the following sections present only a brief explanation of the 
performance of the different techniques. 
The output results from different MPPT techniques are shown in Figures 5-
33–5-36, indicating the performances of InC, PSO, DEPSO and RMO, 
respectively. Similar to the previous shading scenarios, the overall efficiency of 
the InC–MPPT system is low, as the LMPP is tracked instead of GMPP in many 
of the shading conditions. The performance of the PSO technique shows some 
problems, including the long tracking times and fluctuations at the output of the 
PV system. Although these problems were partly mitigated in the DEPSO-based 
MPPT, the output results show that there is a possibility for improvement in the 
performance of the MPPT system. Finally, evaluation of the RMO-based MPPT 
under these conditions shows that the overall performance of the PV system with 
this method is substantially better, as the tracking speed of the system is increased 
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Figure 5-32. Solar Irradiance Levels Received by the Photovoltaic Array under 
a Left-moving Shadow 
 
 
Figure 5-33. Output Performance of the Incremental Conductance-based 









Figure 5-34. Output Performance of the Particle Swarm Optimisation-based 




Figure 5-35. Output Performance of the DEPSO-based Maximum Power Point 






Figure 5-36. Output Performance of the Radial Movement Optimisation-based 
Maximum Power Point Tracking Controller under a Left-moving Shadow 
 
5.5 Ramp Normal 
Another common type of rapidly changing environmental conditions is the ramp 
change, which occurs when the overall irradiance level changes uniformly in the 
surroundings of a PV system. This condition frequently occurs in the real world. 
Therefore, many studies were conducted on the MPPT system under these 
conditions. Using the Chroma Soft Panel software, a condition was designed in 
which the overall solar irradiance increases from 100 W/m2 to 1000 W/m2 within 
1 min. The output results shown in Figures 5-38–5-41 show that tracking time in 
the PSO-based MPPT system exceeds the time taken for solar irradiance to change 
from one to another level. This means that before the MPPT converges towards 
GMPP, the irradiance level changes and the algorithm is reinitialised. Therefore, 
significant fluctuations are present at the output of the PV system, as shown in 
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Figure 5-39. Such fluctuations certainly disrupt the reliability and stability of the 
overall PV system. Figure 5-40 suggests that these problems have been solved to 
some extent in the DEPSO-based MPPT system. Although the convergence speed 
of this method is faster than the pace of change in irradiance levels, the problem of 
fluctuations remains. As shown in Figure 5-41, the RMO-based MPPT not only 
converges towards GMPP in a very short period of time (less than 1 s in the 
majority of the tests), but also cause less fluctuation at the output of the PV system, 
compared to the standard PSO and DEPSO methods. Apart from a few initial 
fluctuations, which are unavoidable and are due to the initial exploration of the 
search space, the RMO–MPPT controller converges very promptly towards 
GMPP. It is noteworthy that in many of the applications, such as PV to grid 
integration, the time limitation for stability of the system is 2 s. This means the 
RMO technique can meet the requirements of many PV applications, as its total 
tracking period is < 1.5 s. In addition, by changing the stopping condition in the 
MPPT control system, the tracking period can be reduced. In this project the 
completion of a predefined iteration number is selected as the stopping condition. 
Such a condition requires more time to finalise the output signal of the MPPT 
controller. In some cases, other stopping conditions, such as a predefined small 
error or the repletion in the results of multiple iterations in the algorithm, can result 





Figure 5-37. The Uniformly Changing Irradiance Levels Created in the 
Chroma Photovoltaic Simulator 
 
 
Figure 5-38. Output Performance of the Incremental Conductance-based 




Figure 5-39. Output Performance of the Radial Movement Optimisation-based 
Maximum Power Point Tracking Controller under Ramp Irradiance Changes 
 
 
Figure 5-40. Output Performance of the Particle Swarm Optimisation-based 




Figure 5-41. Output Performance of the DEPSO-based Maximum Power Point 
Tracking Controller under Ramp Irradiance Changes 
 
5.6 Load Changes 
In addition to the aforementioned changing irradiance conditions, load variation is 
another prevalent situation affecting the systems. Hence, the load-varying 
condition was included in experimental verifications to evaluate the dynamic 
ability of the proposed technique. In this test, the MPPT techniques were tested for 
different load levels when the system was operated under PS Scenario 1. Figure 5-
42 shows that when the controller finds the MPP, the system stabilises if no change 
happens. At t = 5.6 s, the load is changed to R = 10 Ω; thus, the controller begins 
to work. At t = 6.8 s, the MPP stops working by finalising all iterations and by 
tracking the MPP. At t = 9.6 s, the load is changed to R = 20 Ω, and the controller 
starts working until it finds the MPP at t = 10.8 s. Changing the output load does 





Figure 5-42. The Output Performance of Radial Movement Optimisation-based 
Maximum Power Point Tracking under a Sudden Change in Output Load 
 
5.7 Summary and Discussion 
The main aims of this chapter were first to evaluate the performance of the 
proposed RMO techniques that were presented and introduced in Chapter 4 in the 
real world environment; and second, to carry out a fair comparison among MPPT 
methods, including the two methods proposed in this thesis: the standard PSO 
method and the conventional InC method. This comparison revealed the 
importance of GMPP tracking ability under PS conditions; the advantages of a 
metaheuristic approach over conventional MPPT techniques; the limitations of 
standard PSO in terms of output fluctuations in tracking time; and the 
improvements to standard PSO in the proposed DEPSO method. These issues and 
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the superiority of the proposed RMO method over other MPPT techniques were 
addressed and thoroughly discussed. 
An extensive experimental implementation was carried out to reach the 
abovementioned conclusions. First, the parameters and components of DC–DC 
converters and related axillary circuits, such as sensors and gate drive circuits, were 
designed and assembled to provide the required test bench for experimental 
verifications. Then, different PS and rapidly changing conditions were designed 
using a Chroma PV simulator device to cover a wide range of mismatching 
conditions that occur in PV system surroundings. Different MPPT techniques were 
then compiled into the controller and tested under various shading and rapidly 
changing scenarios. Finally, the results were compared and discussed to highlight 
the advantages and disadvantages of each method. In these experiments, the main 
purpose was to provide a fair comparison between the presented techniques. 
Therefore, all parameters—such as the number of iterations or generations in the 
metaheuristic techniques, the number of participating particles and the stopping 
conditions—were designed to be held constant among experiments. 
It is noteworthy that in some of the recent literature describing the use of 
PSO, the tracking times reported are shorter than those presented here. However, 
tracking time is strongly affected by parameters like stopping conditions. In the 
current study, a predefined iteration number was considered as the stopping 
condition for all algorithms. This type of stopping condition is very reliable, but it 
might increase the processing time of the algorithm. Therefore, a different stopping 
condition might have shortened tracking times in this study. Nonetheless, the 
effects of tracking time apply to all the presented techniques. In fact, if a new 
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stopping condition reduced the total tracking period of the standard PSO technique, 








One of the greatest challenges with PV systems is cost. The investment cost is the 
first problem to be solved for residential clients despite significant reductions in 
PV module prices in recent years. The control system price has a major effect on 
the overall PV system price, in addition to the PV module material and installation 
cost. The control system also has a large effect on the performance and efficiency 
of the system. As mentioned in previous chapters, the power absorbed by the PV 
system depends on the capability and reliability of the control strategy. An 
unreliable control strategy may result in the loss of around 50% of the potential PV 
energy generated under PS conditions or sudden environmental changes. 
Therefore, the time taken to pay off the system controlled by an improper technique 
and devices can be very drawn out, which affects the economic prospects of a 
project. Thus, the designed control strategy can alter both investment and running 
costs. The investment cost is affected by the type of controller, sensors and other 
associated axillary circuits. Moreover, the running cost is affected by the efficiency 
and reliability of the designed MPPT technique. 
To reduce both investment and running costs of a PV system, the 
configuration and MPPT control system technique should be designed 
appropriately. The system architecture or configuration has a large influence on the 
initial cost of the PV control system and consequently the overall PV system cost. 
One of the problems plaguing large series-parallel-configured PV systems is the 
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expensive control system, which is mostly related to the large number of voltage 
and current sensors used in the system. Therefore, any reduction in the number of 
sensors used in the control circuit will reduce the total control cost of the PV 
system. However, it should be remembered that the architecture by which PV 
modules are configured in an array will directly alter the output characteristics of 
PV system measured by the control system. Therefore, any change in the system 
configuration should be compatible with the capability and appropriateness of the 
MPPT control technique. 
This chapter presents the distributed PV and architecture in which total cost 
of the control system is reduced as the number of sensors used in the control circuit 
is reduced. Then, to demonstrate the necessity for a reliable control technique for 
the PV architecture introduced, the characteristics of the PV system are assessed 
in detail. Finally, the proposed RMO is used to track the MPP at the output 
characteristic of the proposed PV system and the results are assessed when the 
system experiences different PS conditions. 
 
6.2 Distributed Photovoltaic Configuration 
In view of the role of the control system and MPPT algorithm in the investment 
cost and cashback period of a BIPV system, the present study involved the design 
of a reliable control strategy integrated with a powerful MPPT technique to 
increase the efficiency and reduce the investment price of the system. To apply the 
proper control strategy, the characteristic of the PV system observed by the control 
system first need to be determined. As explained previously, this characteristic is 
largely affected by the system architecture by which the modules are configured in 
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the PV system. Therefore, in this section common PV configuration are assessed 
and a system architecture is introduced in which the number of sensors is reduced. 
Due to the low power rating of a single PV module, they are normally 
connected in series, parallel of series parallel configuration. In fact, a combination 
of series and parallel connections is the most common form in the majority of PV 
applications; with series or parallel configurations alone, the load current or voltage 
requirements cannot be met by the PV generation unit. In the presence of multiple 
arrays in the series parallel connection, two general architectures can be considered 
with respect to the control system: 
1. The decentralised architecture in which the PV system is divided into 
multiple subsystems, each connected to individual converters and 
controlled by a set of sensors and controllers. The block diagram for this 
system architecture is shown in Figure 6-1(a). 
2. The centralised PV system in which multiple subsystems are connected to 
a single converter and controlled by a centralised controller. The circuit 
diagram for the centralised architecture is shown in Figure 6-1(b). 
Each of these architectures has advantages and disadvantages. In the former 
scheme, PS problems can be dealt with more appropriately and the proportion of 
power loss due to this mismatching condition can be reduced. However, this 
architecture results in a more complex and expensive PV system, as a separate 
control system is required for each PV subsystem. Therefore, the ultimate cost of 
the control system is substantially increased. In the latter option, the whole series 
of parallel-connected PV modules is connected to a single DC–DC converter and 
controlled by a single controller. In this architecture, avoiding additional 
controllers and sensors means the system costs are substantially reduced. However, 
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this scheme greatly reduces the efficiency of the control unit under PS conditions. 



































































Figure 6-1. Photovoltaic System Configuration: (a) Decentralised Architecture 
Controlled by Multiple Controllers; (b) Centralised Architecture Controlled by 
Centralised Controllers 
 
In this chapter, the objective is to use the distributed PV architecture in 
which each PV subset is connected to one DC–DC converter but controlled by a 
centralised controller. The architecture in fact is a combination of both centralised 
and decentralised configurations. This structure not only allows for a reduction in 
the detrimental effects of PS conditions, but also adds no additional cost to the 
system, as one pair of sensors and a centralised controller tracks the MPP at the 
output of the PV system. However, the characteristics of the PV system seen from 
the control system are multidimensional; therefore, a very sophisticated MPPT 
 
196 
controller must be employed in this PV structure. It is obvious that the conventional 
MPPT techniques are unable to find the MPP because of the intensive 
mathematical computation in their procedures. 
Figure 6-2 shows the block diagram for the distributed PV system 
considered in this chapter. As shown in the figure, control system complexity is 
significantly reduced, the number of components required in the MPP tracking unit 




























Figure 6-2. Proposed Configuration of the Photovoltaic System 
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6.3 Implementation of the Proposed Distributed Radial 
Movement Optimisation–Maximum Power Point 
Tracking Technique 
To fulfil the main aim of this chapter, the RMO-based MPPT technique was further 
tested to track the GMPP for a PV system with distributed configuration. The 
significance of using the RMO method for MPPT controller is more apparent when 
the controller needs to track the GMPP in a multidimensional search space. In fact, 
the MPPT problem in the distributed configuration of PV system forms a multi-
objective problem that requires a powerful method like RMO to find the best 
solution. 
Movement of the particles is the main difference between RMO and other 
techniques. In the RMO technique, which is based on MPPT, the search around the 
centre point is updated at every single step. As discussed for PV systems, the search 
space is N-dimensional, which requires an MPPT controller that can search such 
space and find the actual GMPP. In a three-dimensional search space, the particles 
are spread along the radii of a sphere with various velocities. There exists an 
objective function that evaluates the location of each particle at each step and 
returns the respective objective value. After evaluation by the objective function, 
the location of the best particle is obtained. The tracking capabilities of this 
technique are enhanced through radial movement and updating of the particles at 
each step. 
One of the major shortcomings with the existing MPPT control technique 
is the computation time needed during searching. This is even the case for normal 
PV systems with centralised configurations. The majority of these methods are 
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appropriate only with respect to small- to medium-size search space issues and they 
would create a high cost in computation, particularly for larger size issues. For 
instance, the RMO technique requires less memory but offers better and denser 
searching around the target point. One of the main differences between RMO and 
PSO methods is that in the former, the location and velocity of all particles are not 
transferred through iterations [172]. Rather, the particles begin to move from a new 
updated point at every single iteration. As a result, less memory is required in this 
technique. Further, presence of a global best vector in the updated process prevents 
the algorithm from being kept in a local optimum. 
This point should be considered because the MPPT controller for the 
system shown in Figure 6-2 needs to find GMPP in an N-dimensional search space. 
In fact, the PV characteristic in the presented system forms a multidimensional 
search space seen from the control system perspective. As the number of subsets 
increases, the number of dimensions increases as well. Therefore, the dimension 
of search space presented in the following equation is updated based on the number 











































The following equation shows how the initial location of particle i is 
defined in a PV system consisting of four PV sets: 
        1min1max1min1, 1,0 XXrandXX i   
        2min2max2min2, 1,0 XXrandXX i   
        3min3max3min3, 1,0 XXrandXX i   




To graphically explain the procedure for the RMO-based MPPT technique 
in a distributed PV configuration, Figure 6-3 shows the movement of the particles 
in spherical space, at the output of a PV system consisting of two PV subsets 
controlled by a single MPP tracking unit. This figure shows the movement of the 
particles around the centre point in two consecutive iterations. 
 
 
Figure 6-3. Movements of the Particles in the Radial Movement Optimisation-
based Maximum Power Point Tracking Technique 
 
6.4 Results and Discussion 
In the following sections, the performance of the RMO-based MPPT technique is 
evaluated for a PV system under certain PS scenarios, which will be explained in 
detail. For simplicity, the evaluation begins with a smaller PV system that results 
in a three-dimensional output P–V characteristic, and then continues with larger 




6.4.1 Scenario 1 
This scenario refers to a condition in which the PV system includes two subsets, 
each with four PV modules. The circuit diagram for this configuration is shown in 
Figure 6-4. In this scenario the PV modules receive solar irradiance of G1 = 1100 
W/m2, G2 = 500 W/m2, G3 = 300 W/m2 and G4 = 100 W/m2. As explained above, 
the P–V relationship of this PV system will form a three-dimensional 
characteristic. Assuming a similar PS pattern for both subsets, the relationship 
between the modules’ voltage and the generating power for this PV architecture is 
shown in Figure 6-5. As can be seen, the consequent characteristic has a similar 
shape to the Rastrigin function, which is one of the most famous functions for 
evaluating the strength of soft computing methods. This characteristic will allow 
precise evaluation of the reliability, accuracy and convergence speed of the 




100 300 500 1100
DC
DC














Figure 6-4. Photovoltaic System Configuration and Shading Patterns of Each 
Module under Testing Scenario 1 
 
The proposed RMO–MPPT technique was applied to track the GMPP 
under this scenario, and the performance results are shown in Figure 6-6. As shown 
in the figure, the two separate duty cycles were sent to the connected converters. It 
is clear that, regardless of the shape of the PS pattern, the RMO-based MPPT tracks 
the GMPP in ~2 s, which proves to be the fast tracking speed for the proposed 
technique. The results show that the proposed method is capable of operating a 





Figure 6-5. Three-dimensional Power–Voltage Characteristics of a Distributed 




Figure 6-6. The Output Performance of the Radial Movement Optimisation-
based Maximum Power Point Tracking Technique under Shading Scenario 1 
 
6.4.2 Scenario 2 
The second shading scenario refers to a situation where the shading patterns of two 
subsets are different. Under this condition, the modules in the first subset receive 
solar irradiance of G1 = 1100 W/m2, G2 = 500 W/m2, G3 = 300 W/m2 and G4 = 
100 W/m2, and the modules in the second subset receive G1 = 1000 W/m2, G2 = 
G3 = 500 W/m2 and G4 = 400 W/m2, as shown in Figure 6-7. This arrangement 
creates four peaks at the output of PV Subset 1 and three peaks at the output of PV 
Subset 2. The consequent characteristics of the PV system are shown in Figure 6-
8. The performance results of the proposed RMO technique are shown in Figure 6-
9. It is clear that the proposed MPPT method exhibits satisfactory performance 
under this condition. After the initial explorations throughout the search space, the 
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GMPP is successfully tracked at around t = 2.5 s, which demonstrates the fast 
tracking speed of the method. It is also shown that there is no steady state 



















Figure 6-7. Photovoltaic System Configuration and Shading Patterns for Each 





Figure 6-8. Three-dimensional Power–Voltage Characteristics of the 
Distributed Photovoltaic System under Testing Scenario 2 
 
Figure 6-9. The Output Performance of the Radial Movement Optimisation-




6.4.3 Scenario 3 
The partially shaded PV system with distributed configuration creates one of the 
more intensive PV characteristics, which is a suitable bench mark to evaluate the 
performance of the MPPT technique. Scenario 3 was created to evaluate the 
accuracy of the proposed RMO-based MPPT technique when there is a very minor 
difference between the values of GMPP and the other peaks at the characteristics 
of a partially shaded, distributed PV system. As shown in Figure 6-10, under this 
condition, modules in the first subset receive irradiance levels of G1 = 1000 W/m2, 
G2 = G3 = 500 W/m2 and G4 = 400 W/m2 and the modules in the second subset 
receive irradiance levels of G1 = 1100 W/m2, G2 = 500 W/m2, G3 = 300 W/m2 and 
G4 = 100 W/m2. The characteristics of the PV system from this arrangement are 
shown in Figure 6-11. It can be seen that there is a very slight difference between 
the GMPP and the surrounding peaks. The difference between the power values of 
GMPP and the largest LMPP is less than 0.5%, making it more difficult for the 





















Figure 6-10. Photovoltaic System Configuration and Shading Patterns of Each 
Module under Testing Scenario 3 
 
The proposed RMO-based MPPT technique were applied for a PV system under 
this shading pattern and the results are shown in Figure 6-12. The results show that 
the MPPT controller explores a large range of search space within the initial 
iterations. The duty cycle variation shows that at ~t = 1 s, the operating point 
oscillates within a small portion of search space, and the operating power gradually 
approaches the maximum power and tracks the actual GMPP at t = 2.2 s, which is 
a short tracking period for the simulated PS conditions. It is also apparent that, once 
the output signal is finalised, there is no oscillation at the output of the system, 
which is significant for the stability of the overall system. In the next series of 
experiments the proposed methods were tested on a larger-scale PV system with a 




Figure 6-11. Three-dimensional Power–Voltage Characteristics of a 
Distributed Photovoltaic System under Testing Scenario 3 
 
Figure 6-12. The Output Performance of the Radial Movement Optimisation-
based Maximum Power Point Tracking Technique under Shading Scenario 3 
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6.4.4 N-dimensional Photovoltaic Configuration 
The positive effect of this architecture on the overall system cost is more apparent 
when the number of PV subsets is increased and the centralised MPPT controller 
needs to control multiple DC–DC converters simultaneously. In this case, the 
reduction in the number of sensors used in the distributed architecture compared 
with that for a decentralised controller is larger; therefore, the overall cost savings 
are greater. For instance, a PV system with five subsystems needs five sets of 
sensors and controllers. In a distributed architecture system, however, the number 
of required sensors and controllers is reduced to one, which has a larger effect on 
reducing the total system cost, compared with a PV system consisting of two PV 
subsystems. 
 
6.4.4.1 Scenario 4 
In this section of the study, a scenario was created in which a PV system consisting 
of four subsets configured in the distributed architecture and all subsets receive 
similar shading condition. The modules in each subsets received irradiance levels 
of G1 = 1000 W/m2, G2 = 800 W/m2, G3 = 400 W/m2 and G4 = 100 W/m2 as 
shown in Figure 6-13. The PV system architecture to create this scenario is shown 
in Figure 6-13. The created search PV characteristics have five dimensions from 
the controller perspective, so the controller needs to search a four-dimensional duty 
cycle search space to find the GMPP. It is not possible to show the characteristics 
under these circumstances; instead the shading pattern for each PV subset are 
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Figure 6-13. Photovoltaic System Configuration and Shading Patterns of Each 
Module under Testing Scenario 5 
 
The output results for the proposed RMO-based MPPT technique applied 
under this condition are presented in Figure 6-14. It can be implied from the graphs 
that the MPPT controllers explores the search space in a metaheuristic fashion and 
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finds the GMPP at t = 4.8 s. Note that the selected sampling time is considered as 
50 ms, which can be reduced in practice when a powerful controller is applied. The 
exploration trajectory for each duty cycle is different as the centralised controller 
searches the four-dimensional search space to track the GMPP that maximises the 
output of all the DC–DC converters. As mentioned earlier, the PS patterns for all 
subsets in the PV system under this shading scenario are similar. Therefore, after 
the initial explorations, the final duty cycles reach identical values. 
 
 
Figure 6-14. The Output Performance of the Radial Movement Optimisation-




6.4.4.2 Scenario 5 
This scenario also refers to a situation in which the selected PV system consists of 
four subsets. However, in contrast with previous scenarios, the shading patterns for 
the four subsets are not identical. Therefore, the final output signals are not 
identical. Under this scenario, the modules in Subset 1 and Subset 2 receive 
irradiance levels of G1 = G2 = 700 W/m2 and G3 = G4 = 100 W/m2. The modules 
in Subset 3 and Subset 4 receive irradiance levels of G1 = G2 = G3 = 500 W/m2 
and G4 = 1000 W/m2. Due to the large scale of this system and large number of 
dimensions, it is not possible to visualise the PV characteristics seen from the 
control unit to illustrate where the GMPP exactly is. Rather, the shading patterns 
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Figure 6-15. Photovoltaic System Configuration and Shading Patterns of Each 
Module under Testing Scenario 5 
 
The output performance of the proposed RMO–MPPT technique is shown 
in Figure 6-16. It is apparent that the duty cycles representing the maximum power 
for each PV subset depends on the PS pattern. Having said that, Subsets 1 and 2 
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receive similar irradiance levels and their operating points converge towards 
similar duty cycle values: D1 = D2 = 0.69. A similar scenario occurs for the other 
two PV subsets; their final duty cycles are D1 = D2 = 0.38, as shown in Figure 6-
16. Note that the size of the search space increases substantially as the number of 
subsets increases. Under the current and previous scenarios, the search space has 
40 million points, in which the proposed MPPT technique must find the unique 
GMPP. It is obvious that tracking a GMPP in such a large search space requires a 
very powerful MPPT technique. The performance results of the proposed method 
showed that it is suitable to be employed as an MPPT controller for a PV system 





Figure 6-16. The Output Performance of the Radial Movement Optimisation-
based Maximum Power Point Tracking Technique under Shading Scenario 5 
 
6.5 Summary and discussion 
The aim of this chapter was to decrease the cost of PV system control unit through 
establishing a distributed PV architecture. To address this objective, first, various PV 
architectures were analysed and the features of the output were illustrated. It was shown 
that the cost of the distributed PV configuration is lower than decentralised PV systems, 
mainly due to the reduction in the number of the sensors and PV controllers. 
Furthermore, the adverse effects of shading is significantly lessened in comparison with 
the centralized configuration.  However, the results indicate that PV system demonstrate 
multidimensional characteristic at the output of PV system. Therefore, a strong MPPT 
technique is needed to track the correct MPP at the output of distributed PV architecture. 
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 In the following chapter, the RMO technique was employed to track the GMPP at the 
output of a distributed PV system. To address this objective, various scenarios were 
generated based on the scale of the PV system or the partial shading patterns. In the end, 
five different scenarios were created in the results and simulation section. In the first three 
scenarios, the distributed PV system consisted of two subsets and in the last two scenarios 
the distributed PV system composed of two subsets, each had four PV modules. Various 
partial shading conditions were created within these five scenarios and RMO method was 
used to identify the GMPP at the output PV system under each condition. The output 
results demonstrate that the RMO method is capable of differentiating the GMPP from the 
surrounding LMPPs, even in a very complex and large search space. Although the 
multidimensional search space has larger number number of candidate solutions, the 
tracking time of the developed technique was short which resulted in lower level of 














Chapter 7: Conclusions and Future Work 
 
In this thesis, the MPPT control unit in PV systems was discussed. One of the key 
problems in PV systems is their low energy efficiency and high investment costs. 
Therefore, many studies have focussed on solving this issue. These studies have 
followed several paths, including increasing the efficiency of single solar cells—
which lies in the material and chemical sciences—or using a mechanical tracking 
system in the structure of the PV system to track solar irradiance throughout the 
day. However, these strategies mostly require huge investment costs. One of the 
most effective and feasible ways to increase efficiency and utilise the highest 
capacity of a PV system is to design a fast and sophisticated control unit that can 
track the GMPP under any environmental conditions in the PV system’s 
surroundings. This strategy is the most cost-effective way to improve the overall 
performance of PV systems, as there is no implementation cost involved.  
As presented in the initial stages of this thesis, the importance of the MPPT 
control unit is highlighted for PV system operation under PS conditions. It is very 
common for PV systems to be fully or partially shaded by different obstacles in 
their surroundings. This phenomenon is even more common for BIPV systems 
installed in very dense areas. As explained in Section 1.4, the behaviour of a PV 
system under PS conditions differs from its behaviour under fully illuminated or 
uniformly shaded conditions. Under PS conditions, multiple peaks appear at the 
output P–V characteristics of the PV system, which makes it difficult for the MPPT 
controller to differentiate the GMPP from LMPPs. 
In Chapter 2, an extensive literature review was presented on the 
performance of different MPPT techniques, along with the pros and cons and the 
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state of the art of each method in solving the PS problem. As discussed in that 
chapter, conventional MPPT methods like P&O, InC and HC are unable to track 
the actual MPP at the output of PV systems under PS. The main reason for this 
deficiency is that these methods are operating based on the HC concept, which 
means that they will be stopped when the first peak appears at the output 
characteristic of the PV system. Because of the inability of conventional methods 
in tracking the MPP under mismatching conditions, AI methods have been recently 
applied to improve the functionality of MPPT control units under these conditions. 
The comprehensive analytical comparison presented in the last section of Chapter 
2 showed that the PSO technique outperforms all other AI-based MPPT techniques 
including ANN, FLC, PSO, DE and ACO as reported in the literature. However, 
there are serious problems with PSO, such as its high dependency on initial 
conditions, the negative effects of random coefficients and slow algorithm 
convergence.  
In accordance with the presented analytical study about PS phenomenon 
and the investigation of problems associated with methods presented in the 
literature, the main aim of the research presented in this thesis was to improve the 
performance of the MPPT control unit while addressing the challenge of PS 
conditions. Therefore, in Chapter 3, the design and development of a new hybrid 
DEPSO technique for the MPPT control system was presented. This technique 
combines DE and PSO in a system-dependent algorithm that reduces the negative 
effects of random coefficients. Therefore, it addresses the problems associated with 
the standard PSO and DE techniques, and benefits from the advantages of both 
algorithms. The performance of the proposed technique was analysed under several 
shading scenarios in simulations and experimental verifications, as presented in the 
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final stages of Chapter three. The final results demonstrated that the proposed 
DEPSO method has the ability to track the GMPP under any PS condition, and 
converges towards GMPP throughout the tracking period.  
Despite the satisfactory performance of the proposed DEPSO method in 
comparison with conventional methods and the PSO technique, it was evident that 
the tracking speed of the method is still too low for some applications, in particular 
those with high-speed operation. In addition, although the algorithm steadily 
converges towards the GMPP during the tracking period, numerous disruptive 
oscillations are presented at the output of the PV system within the tracking time. 
Therefore, Chapter 4 proposed a new method—RMO-based MPPT—by which 
tracking speed was significantly reduced. High tracking speed is an essential 
criterion for MPPT controllers in applications where shading patterns around the 
PV system change abruptly. In addition, as the proposed RMO algorithm searches 
different ranges of search space at each iteration, the number and magnitude of 
oscillations at the output of the PV system are reduced, which significantly 
improves the stability of the overall PV system. 
One of the major challenges in MPPT-related research was raised in the 
verification stages of the studies here. In general, in power electronic fields there 
are many uncertainties that need to be considered for a system in the real-world 
environment. Therefore, for a small- or medium-scale system, in addition to 
comprehensive verification through simulations, extensive experimental 
verification is required. In addition, because the MPPT control methods developed 
in the literature were designed and tested for different systems and applications, a 
clear understanding of the contribution of a new approach requires that the system 
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is compared with other recent methods when all are applied to the same PV system 
and under similar testing conditions.  
In view of the above discussion and to show the benefits of the proposed 
method, a sophisticated test bench was created to compare the performance of the 
developed techniques with two popular methods used in the literature. The 
experimental implementation steps, including the DC–DC converter, sensor and 
axillary circuit designs, component selection and testing conditions, were covered 
in Chapter 5. In that chapter the performance of the proposed RMO and DEPSO 
techniques was investigated and compared with the performance of the standard 
PSO and InC methods, which respectively represent common conventional and 
new MPPT generation methods.  
In Chapter 5, different mismatching conditions, such as PS conditions, 
moving shadows, sudden uniform change in irradiance levels and sudden change 
in load conditions, were created using a powerful solar PV simulator. All 
participant methods were evaluated under these conditions and their results were 
compared against main criteria relating to accuracy, convergence capability 
towards the GMPP, convergence speed, output fluctuations during the tracking 
period and steady state oscillations. The final results showed that, under similar 
conditions, the RMO and DEPSO methods outperform the InC and PSO methods 
with respect to the majority of parameters being compared. It was also shown that 
the proposed RMO technique has a significantly faster tracking speed compared 
with the three other participating methods, which makes this technique suitable for 
applications where environmental changes are abrupt. In addition to the higher 
speed, the final results showed that output fluctuations of the PV system associated 
with RMO-based MPPT are much lower than for other methods. The superiority 
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of the RMO technique over others was highlighted when all methods were applied 
to a PV system under moving shadows or sudden environmental changes, where 
tracking speed is more critical factor. The output results showed that the 
performance of the RMO technique is substantially better than other MPPT 
techniques under these conditions. 
In addition to low efficiency, high investment cost is another large hurdle 
in the development of PV systems. The problem with system costs will be more 
apparent in larger-scale PV systems. One way to reduce the cost of a large system 
is to reduce control system costs. In Chapter 6 of this thesis, different PV system 
architectures were explained and a distributed architecture for PV systems was 
proposed in which the number of sensors and controllers is greatly reduced. This 
architecture is highly suitable for large-scale PV systems where several PV arrays 
are involved. The main challenge in this system architecture is the 
multidimensional PV characteristics seen from the controller perspective. In fact, 
the MPPT controller in a PV system with distributed architecture needs to explore 
a multidimensional search space to find the GMPP at the output of the PV system. 
Therefore, the employed MPPT technique should be sufficiently robust to find the 
actual GMPP with the highest accuracy and within a short tracking time. In Chapter 
6, the RMO–MPPT technique was developed into the proposed distributed PV 
architecture. The system was evaluated under several testing conditions and the 
results showed that the proposed MPPT controller is able to track the GMPP of the 
distributed PV system under PS conditions. The outcome of the study was that the 
proposed MPPT control system can help to reduce the overall cost of a PV system. 
Future work should experimentally test and verify the presented distributed 
architecture under different conditions. To achieve this, an experimental 
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implementation for large-scale PV systems should be carried out. The experimental 
test bench needs to have several PV simulators and multiple converters, which 
requires adequate research funding. Once the experimental implementation has 
been done, the prepared large-scale PV system can be used in the next stage of this 
research, which relates to the design of a new efficient energy management strategy 
for islanded PV MGs. In this system, the main objective is to reduce both the 
investment and running costs of the MG system. The investment cost will be 
reduced by reducing the cost of the PV system, which is the main generation unit; 
the running cost of the system will be reduced by designing a sophisticated control 
system for all generation and consumption units, and an energy management 
strategy in which power distribution among the components is optimised with 
respect to certain restrictions in the MG. To develop an optimal power flow in the 
MG, an accurate forecasting system is essential to predict the generated power of 
the PV system and the power consumption of the loads in the MG. Numerous 
reliable load forecasting systems have been developed in recent years. However, 
PV output furcating systems still suffer from a lack of attention and slow 
development progress. Due to high uncertainty in environmental conditions, the 
output generation of a PV system is difficult to predict. Therefore, many 
forecasting systems that are appropriate for parameters such as load behaviour, are 
not suitable for PV output prediction. To design an efficient energy management 
strategy for PV MGs, we are in the finalisation stage of designing an accurate PV 
power forecasting system that will be embedded into the energy management 
system in the PV MG. This forecasting system was designed based on a new hybrid 





[1] N. Sharma, Varun, and Siddhartha, "Stochastic techniques used for 
optimization in solar systems: A review," Renewable and Sustainable 
Energy Reviews, vol. 16, pp. 1399-1411, 4// 2012. 
[2] M. Tominaga and B. Eng, "Opportunities for Thin Film Photovoltaics in 
Building Integrated Photovoltaics (BIPV) with a Focus on Australia," 
Murdoch University, 2009. 
[3] G. Bizzarri, M. Gillott, and V. Belpoliti, "The potential of semitransparent 
photovoltaic devices for architectural integration: The development of 
device performance and improvement of the indoor environmental quality 
and comfort through case-study application," Sustainable Cities and 
Society, vol. 1, pp. 178-185, 10// 2011. 
[4] R. J. Yang and P. X. W. Zou, "Building integrated photovoltaics (BIPV): 
costs, benefits, risks, barriers and improvement strategy," International 
Journal of Construction Management, vol. 16, pp. 39-53, 2016/01/02 2016. 
[5] G. P. Hammond, H. A. Harajli, C. I. Jones, and A. B. Winnett, "Whole 
systems appraisal of a UK Building Integrated Photovoltaic (BIPV) system: 
Energy, environmental, and economic evaluations," Energy Policy, vol. 40, 
pp. 219-230, 1// 2012. 
[6] L. Byrnes, C. Brown, J. Foster, and L. D. Wagner, "Australian renewable 
energy policy: Barriers and challenges," Renewable Energy, vol. 60, pp. 
711-721, 2013. 
[7] A. Zahedi, "Solar photovoltaic (PV) energy; latest developments in the 
building integrated and hybrid PV systems," Renewable Energy, vol. 31, 
pp. 711-718, 4// 2006. 
 
224 
[8] A. Zahedi, "Australian renewable energy progress," Renewable and 
Sustainable Energy Reviews, vol. 14, pp. 2208-2213, 10// 2010. 
[9] K. H. Solangi, M. R. Islam, R. Saidur, N. A. Rahim, and H. Fayaz, "A 
review on global solar energy policy," Renewable and Sustainable Energy 
Reviews, vol. 15, pp. 2149-2163, 5// 2011. 
[10] Z. Salam, J. Ahmed, and B. S. Merugu, "The application of soft computing 
methods for MPPT of PV system: A technological and status review," 
Applied Energy, vol. 107, pp. 135-148, 2013. 
[11] M. G. Villalva and J. R. Gazoli, "Comprehensive approach to modeling and 
simulation of photovoltaic arrays," Power Electronics, IEEE Transactions 
on, vol. 24, pp. 1198-1208, 2009. 
[12] M. E. Ropp and S. Gonzalez, "Development of a MATLAB/simulink 
model of a single-phase grid-connected photovoltaic system," Energy 
Conversion, IEEE Transactions on, vol. 24, pp. 195-202, 2009. 
[13] O. Wasynezuk, "Dynamic behavior of a class of photovoltaic power 
systems," Power Apparatus and Systems, IEEE Transactions on, pp. 3031-
3037, 1983. 
[14] H. Patel and V. Agarwal, "Maximum Power Point Tracking Scheme for PV 
Systems Operating Under Partially Shaded Conditions," Industrial 
Electronics, IEEE Transactions on, vol. 55, pp. 1689-1698, 2008. 
[15] E. V. Paraskevadaki and S. A. Papathanassiou, "Evaluation of MPP 
Voltage and Power of mc-Si PV Modules in Partial Shading Conditions," 
Energy Conversion, IEEE Transactions on, pp. 1-10, 2011. 
 
225 
[16] M. A. Green, K. Emery, D. L. King, S. Igari, and W. Warta, "Short 
communication: Solar cell efficiency tables (version 25)," Progress in 
Photovoltaics: Research and Applications, vol. 13, pp. 49-54, 2005. 
[17] A. Axelevitch and G. Golan, "Improvement of PV Cell Efficiency by 
Rectifying Antenna," Energy Procedia, vol. 38, pp. 404-409, 2013. 
[18] T. K. SOON, "Transformerless Photovoltaic Inverter with Mppt Controller 
for Photovoltaic Array under Partial Shading Condition," Doctor of 
Philosophy, Faculty of Engineering, University of Malaya, 2014. 
[19] M. D. Archer and M. A. Green, Clean electricity from photovoltaics vol. 4: 
World Scientific, 2014. 
[20] S. Lyden, "A Simulated Annealing Global Maximum Power Point 
Tracking Method for Photovoltaic Systems Experiencing Non-Uniform 
Environmental Conditions," Doctor of Philosophy, University of 
Tasmania, 2015. 
[21] A. McEvoy, L. Castaner, and T. Markvart, Solar cells: materials, 
manufacture and operation: Academic Press, 2012. 
[22] M. A. Green, K. Emery, Y. Hishikawa, W. Warta, and E. D. Dunlop, "Solar 
cell efficiency tables (Version 45)," Progress in photovoltaics: research 
and applications, vol. 23, pp. 1-9, 2015. 
[23] M. A. Green, "Photovoltaics: Coming of age," 1990, pp. 1-8 vol. 1. 
[24] H. Sai, H. Yugami, Y. Akiyama, Y. Kanamori, and K. Hane, "Spectral 
control of thermal emission by periodic microstructured surfaces in the 
near-infrared region," JOSA A, vol. 18, pp. 1471-1476, 2001. 
 
226 
[25] M. Sokolov and D. Shmilovitz, "A Modified MPPT Scheme for 
Accelerated Convergence," IEEE Transactions on Energy Conversion, vol. 
23, pp. 1105-1107, 2008. 
[26] S. Patel and W. Shireen, "Fast converging digital MPPT control for 
photovoltaic (PV) applications," in Power and Energy Society General 
Meeting, 2011 IEEE, 2011, pp. 1-6. 
[27] C. Hua, J. Lin, and C. Shen, "Implementation of a DSP-controlled 
photovoltaic system with peak power tracking," Industrial Electronics, 
IEEE Transactions on, vol. 45, pp. 99-107, 1998. 
[28] H. Al-Atrash, I. Batarseh, and K. Rustom, "Statistical modeling of DSP-
based hill-climbing MPPT algorithms in noisy environments," in Applied 
Power Electronics Conference and Exposition, 2005. APEC 2005. 
Twentieth Annual IEEE, 2005, pp. 1773-1777. 
[29] Y. H. Lim and D. Hamill, "Simple maximum power point tracker for 
photovoltaic arrays," Electronics letters, vol. 36, pp. 997-999, 2000. 
[30] V. Salas, E. Olías, A. Barrado, and A. Lázaro, "Review of the maximum 
power point tracking algorithms for stand-alone photovoltaic systems," 
Solar Energy Materials and Solar Cells, vol. 90, pp. 1555-1578, 7/6/ 2006. 
[31] K. H. Hussein, I. Muta, T. Hoshino, and M. Osakada, "Maximum 
photovoltaic power tracking: an algorithm for rapidly changing 
atmospheric conditions," Generation, Transmission and Distribution, IEE 
Proceedings-, vol. 142, pp. 59-64, 1995. 
[32] N. Femia, G. Petrone, G. Spagnuolo, and M. Vitelli, "Optimization of 
perturb and observe maximum power point tracking method," Power 
Electronics, IEEE Transactions on, vol. 20, pp. 963-973, 2005. 
 
227 
[33] X. Liu and L. A. Lopes, "An improved perturbation and observation 
maximum power point tracking algorithm for PV arrays," in Power 
Electronics Specialists Conference, 2004. PESC 04. 2004 IEEE 35th 
Annual, 2004, pp. 2005-2010. 
[34] W. Xiao and W. G. Dunford, "A modified adaptive hill climbing MPPT 
method for photovoltaic power systems," in Power Electronics Specialists 
Conference, 2004. PESC 04. 2004 IEEE 35th Annual, 2004, pp. 1957-1963. 
[35] C. Hua and J. Lin, "An on-line MPPT algorithm for rapidly changing 
illuminations of solar arrays," Renewable energy, vol. 28, pp. 1129-1142, 
2003. 
[36] R. Kadri, J.-P. Gaubert, and G. Champenois, "An improved maximum 
power point tracking for photovoltaic grid-connected inverter based on 
voltage-oriented control," Industrial Electronics, IEEE Transactions on, 
vol. 58, pp. 66-75, 2011. 
[37] E. Koutroulis and F. Blaabjerg, "A new technique for tracking the global 
maximum power point of PV arrays operating under partial-shading 
conditions," Photovoltaics, IEEE Journal of, vol. 2, pp. 184-190, 2012. 
[38] S. A. Abuzed, M. P. Foster, and D. A. Stone, "Variable PWM step-size for 
modified Hill climbing MPPT PV converter," in Power Electronics, 
Machines and Drives (PEMD 2014), 7th IET International Conference on, 
2014, pp. 1-6. 
[39] A. Ahmed, R. Li, and J. Bumby, "Perturbation parameters design for hill 
climbing MPPT techniques," in Industrial Electronics (ISIE), 2012 IEEE 
International Symposium on, 2012, pp. 1819-1824. 
 
228 
[40] M. A. Elgendy, B. Zahawi, and D. J. Atkinson, "Dynamic behaviour of hill-
climbing MPPT algorithms at low perturbation rates," in Renewable Power 
Generation (RPG 2011), IET Conference on, 2011, pp. 1-6. 
[41] L. Fangrui, K. Yong, Z. Yu, and D. Shanxu, "Comparison of P&#x00026;O 
and hill climbing MPPT methods for grid-connected PV converter," in 
Industrial Electronics and Applications, 2008. ICIEA 2008. 3rd IEEE 
Conference on, 2008, pp. 804-807. 
[42] L. Ma, Y. Sun, Y. Lin, Z. Bai, L. Tong, and J. Song, "A high performance 
MPPT control method," in Materials for Renewable Energy & 
Environment (ICMREE), 2011 International Conference on, 2011, pp. 195-
199. 
[43] T. Shimizu, O. Hashimoto, and G. Kimura, "A novel high-performance 
utility-interactive photovoltaic inverter system," Power Electronics, IEEE 
Transactions on, vol. 18, pp. 704-711, 2003. 
[44] R. Kumar, "Dependence of hill climbing MPPT algorithm on ADC and 
Digital filter parameters," in Power Electronics (IICPE), 2012 IEEE 5th 
India International Conference on, 2012, pp. 1-4. 
[45] X. Weidong and W. G. Dunford, "A modified adaptive hill climbing MPPT 
method for photovoltaic power systems," in Power Electronics Specialists 
Conference, 2004. PESC 04. 2004 IEEE 35th Annual, 2004, pp. 1957-1963 
Vol.3. 
[46] W. Wenkai, N. Pongratananukul, Q. Weihong, K. Rustom, T. Kasparis, and 
I. Batarseh, "DSP-based multiple peak power tracking for expandable 
power system," in Applied Power Electronics Conference and Exposition, 
2003. APEC '03. Eighteenth Annual IEEE, 2003, pp. 525-530 vol.1. 
 
229 
[47] R. Faraji, A. Rouholamini, H. R. Naji, R. Fadaeinedjad, and M. R. 
Chavoshian, "FPGA-based real time incremental conductance maximum 
power point tracking controller for photovoltaic systems," Power 
Electronics, IET, vol. 7, pp. 1294-1304, 2014. 
[48] D. P. Hohm and M. E. Ropp, "Comparative study of maximum power point 
tracking algorithms using an experimental, programmable, maximum 
power point tracking test bed," in Photovoltaic Specialists Conference, 
2000. Conference Record of the Twenty-Eighth IEEE, 2000, pp. 1699-
1702. 
[49] G. J. Kish, J. J. Lee, and P. W. Lehn, "Modelling and control of 
photovoltaic panels utilising the incremental conductance method for 
maximum power point tracking," Renewable Power Generation, IET, vol. 
6, pp. 259-266, 2012. 
[50] A. Safari and S. Mekhilef, "Simulation and Hardware Implementation of 
Incremental Conductance MPPT With Direct Control Method Using Cuk 
Converter," Industrial Electronics, IEEE Transactions on, vol. 58, pp. 
1154-1161, 2011. 
[51] K. Yeong-Chan, L. Tsorng-Juu, and C. Jiann-Fuh, "Novel maximum-
power-point-tracking controller for photovoltaic energy conversion 
system," Industrial Electronics, IEEE Transactions on, vol. 48, pp. 594-
601, 2001. 
[52] G. J. Yu, Y. S. Jung, J. Y. Choi, I. Choy, J. H. Song, and G. S. Kim, "A 
novel two-mode MPPT control algorithm based on comparative study of 
existing algorithms," in Photovoltaic Specialists Conference, 2002. 
Conference Record of the Twenty-Ninth IEEE, 2002, pp. 1531-1534. 
 
230 
[53] C. Urayai and G. A. Amaratunga, "Single-sensor maximum power point 
tracking algorithms," Renewable Power Generation, IET, vol. 7, pp. 82-88, 
2013. 
[54] T. Esram and P. L. Chapman, "Comparison of photovoltaic array maximum 
power point tracking techniques," IEEE TRANSACTIONS ON ENERGY 
CONVERSION EC, vol. 22, p. 439, 2007. 
[55] M. Qiang, S. Mingwei, L. Liying, and J. M. Guerrero, "A Novel Improved 
Variable Step-Size Incremental-Resistance MPPT Method for PV 
Systems," Industrial Electronics, IEEE Transactions on, vol. 58, pp. 2427-
2434, 2011. 
[56] E. M. Ahmed and M. Shoyama, "Stability study of variable step size 
incremental conductance/impedance MPPT for PV systems," in Power 
Electronics and ECCE Asia (ICPE & ECCE), 2011 IEEE 8th International 
Conference on, 2011, pp. 386-392. 
[57] K. Ishaque and Z. Salam, "A review of maximum power point tracking 
techniques of PV system for uniform insolation and partial shading 
condition," Renewable and Sustainable Energy Reviews, vol. 19, pp. 475-
488, 2013. 
[58] K. Kobayashi, I. Takano, and Y. Sawada, "A study of a two stage maximum 
power point tracking control of a photovoltaic system under partially 
shaded insolation conditions," Solar energy materials and solar cells, vol. 
90, pp. 2975-2988, 2006. 
[59] J. Young-Hyok, J. Doo-Yong, K. Jun-Gu, K. Jae-Hyung, L. Tae-Won, and 
W. Chung-Yuen, "A Real Maximum Power Point Tracking Method for 
Mismatching Compensation in PV Array Under Partially Shaded 
 
231 
Conditions," Power Electronics, IEEE Transactions on, vol. 26, pp. 1001-
1009, 2011. 
[60] T. Kok Soon and S. Mekhilef, "Modified Incremental Conductance 
Algorithm for Photovoltaic System Under Partial Shading Conditions and 
Load Variation," Industrial Electronics, IEEE Transactions on, vol. 61, pp. 
5384-5392, 2014. 
[61] A. Mellit and S. A. Kalogirou, "Artificial intelligence techniques for 
photovoltaic applications: A review," Progress in Energy and Combustion 
Science, vol. 34, pp. 574-632, 2008. 
[62] S. A. Kalogirou, "Artificial intelligence for the modeling and control of 
combustion processes: a review," Progress in Energy and Combustion 
Science, vol. 29, pp. 515-566, 2003. 
[63] L. Hong-Hee, P. Le Minh, D. Phan Quoc, V. Nguyen Truong Dan, and K. 
Le Dinh, "The new maximum power point tracking algorithm using ANN-
based solar PV systems," in TENCON 2010 - 2010 IEEE Region 10 
Conference, 2010, pp. 2179-2184. 
[64] Y.-H. Liu, C.-L. Liu, J.-W. Huang, and J.-H. Chen, "Neural-network-based 
maximum power point tracking methods for photovoltaic systems 
operating under fast changing environments," Solar Energy, vol. 89, pp. 
42-53, 3// 2013. 
[65] T. Hiyama, S. Kouzuma, T. Imakubo, and T. Ortmeyer, "Evaluation of 
neural network based real time maximum power tracking controller for PV 




[66] A. Al-Amoudi and L. Zhang, "Application of radial basis function networks 
for solar-array modelling and maximum power-point prediction," in 
Generation, Transmission and Distribution, IEE Proceedings-, 2000, pp. 
310-316. 
[67] M. Veerachary and N. Yadaiah, "ANN based peak power tracking for PV 
supplied DC motors," Solar Energy, vol. 69, pp. 343-350, 2000. 
[68] A. Bahgat, N. Helwa, G. Ahmad, and E. El Shenawy, "Maximum power 
point traking controller for PV systems using neural networks," Renewable 
Energy, vol. 30, pp. 1257-1268, 2005. 
[69] A. Z. Alabedin, E. El-Saadany, and M. Salama, "Maximum power point 
tracking for Photovoltaic systems using fuzzy logic and artificial neural 
networks," in Power and Energy Society General Meeting, 2011 IEEE, 
2011, pp. 1-9. 
[70] M. A. Islam and M. A. Kabir, "Neural network based maximum power 
point tracking of photovoltaic arrays," in TENCON 2011 - 2011 IEEE 
Region 10 Conference, 2011, pp. 79-82. 
[71] L. Jie and C. Ziran, "Research on the MPPT algorithms of photovoltaic 
system based on PV neural network," in Control and Decision Conference 
(CCDC), 2011 Chinese, 2011, pp. 1851-1854. 
[72] M. Veerachary, T. Senjyu, and K. Uezato, "Neural-network-based 
maximum-power-point tracking of coupled-inductor interleaved-boost-
converter-supplied PV system using fuzzy controller," Industrial 
Electronics, IEEE Transactions on, vol. 50, pp. 749-758, 2003. 
[73] A. Mellit and S. A. Kalogirou, "MPPT-based artificial intelligence 
techniques for photovoltaic systems and its implementation into field 
 
233 
programmable gate array chips: Review of current status and future 
perspectives," Energy, vol. 70, pp. 1-21, 6/1/ 2014. 
[74] A. Laudani, F. R. Fulginei, A. Salvini, G. M. Lozito, and F. Mancilla-
David, "Implementation of a neural MPPT algorithm on a low-cost 8-bit 
microcontroller," in Power Electronics, Electrical Drives, Automation and 
Motion (SPEEDAM), 2014 International Symposium on, 2014, pp. 977-
981. 
[75] B. Amrouche, M. Belhamel, and A. Guessoum, "„Maximum Power Point 
Tracking Acceleration by using Modified P&O Method for Photovoltaic 
Systems‟," in Second International Congress on Environment and 
Renewable Energies, Mahdia, Tunisia, 2006, pp. 6-8. 
[76] F. A. O. Aashoor and F. V. P. Robinson, "A variable step size perturb and 
observe algorithm for photovoltaic maximum power point tracking," in 
Universities Power Engineering Conference (UPEC), 2012 47th 
International, 2012, pp. 1-6. 
[77] N. Femia, G. Petrone, G. Spagnuolo, and M. Vitelli, "Optimizing duty-
cycle perturbation of P&O MPPT technique," in Power Electronics 
Specialists Conference, 2004. PESC 04. 2004 IEEE 35th Annual, 2004, pp. 
1939-1944 Vol.3. 
[78] K. Punitha, D. Devaraj, and S. Sakthivel, "Artificial neural network based 
modified incremental conductance algorithm for maximum power point 
tracking in photovoltaic system under partial shading conditions," Energy, 
vol. 62, pp. 330-340, 12/1/ 2013. 
[79] J. Xu, A. Shen, C. Yang, W. Rao, and X. Yang, "ANN based on IncCond 
algorithm for MPP tracker," in bio-inspired computing: theories and 
 
234 
applications (BIC-TA), 2011 sixth international conference on, 2011, pp. 
129-134. 
[80] R. Ramaprabha, V. Gothandaraman, K. Kanimozhi, R. Divya, and B. L. 
Mathur, "Maximum power point tracking using GA-optimized artificial 
neural network for Solar PV system," in Electrical Energy Systems 
(ICEES), 2011 1st International Conference on, 2011, pp. 264-268. 
[81] K. Ishaque, S. S. Abdullah, S. M. Ayob, and Z. Salam, "Single Input Fuzzy 
Logic Controller for Unmanned Underwater Vehicle," Journal of 
Intelligent and Robotic Systems, vol. 59, pp. 87-100, 2010/07/01 2010. 
[82] C. Chian-Song, "T-S Fuzzy Maximum Power Point Tracking Control of 
Solar Power Generation Systems," Energy Conversion, IEEE Transactions 
on, vol. 25, pp. 1123-1132, 2010. 
[83] Syafaruddin, E. Karatepe, and T. Hiyama, "Artificial neural network-polar 
coordinated fuzzy controller based maximum power point tracking control 
under partially shaded conditions," Renewable Power Generation, IET, vol. 
3, pp. 239-253, 2009. 
[84] R. Fullér, "Neural fuzzy systems," 1995. 
[85] T. J. Ross, Fuzzy logic with engineering applications: John Wiley & Sons, 
2009. 
[86] S. Sivanandam, S. Sumathi, and S. Deepa, Introduction to fuzzy logic using 
MATLAB vol. 1: Springer, 2007. 
[87] R. Rahmani, M. Seyedmahmoudian, S. Mekhilef, and R. Yusof, 
"Implementation of fuzzy logic maximum power point tracking controller 
for photovoltaic system," American Journal of Applied Sciences, vol. 10, 
p. 209, 2013. 
 
235 
[88] M. Masoum and M. Sarvi, "A new fuzzy-based maximum power point 
tracker for photovoltaic applications," Iranian Journal of Electrical & 
Electronic Engineering, vol. 1, pp. 28-35, 2005. 
[89] B. N. Alajmi, K. H. Ahmed, S. J. Finney, and B. W. Williams, "A 
Maximum Power Point Tracking Technique for Partially Shaded 
Photovoltaic Systems in Microgrids," Industrial Electronics, IEEE 
Transactions on, vol. 60, pp. 1596-1606, 2013. 
[90] T. L. Kottas, Y. S. Boutalis, and A. D. Karlis, "New maximum power point 
tracker for PV arrays using fuzzy controller in close cooperation with fuzzy 
cognitive networks," Energy Conversion, IEEE Transactions on, vol. 21, 
pp. 793-803, 2006. 
[91] W. Chung-Yuen, K. Duk-Heon, K. Sei-Chan, K. Won-Sam, and K. Hack-
Sung, "A new maximum power point tracker of photovoltaic arrays using 
fuzzy controller," in Power Electronics Specialists Conference, PESC '94 
Record., 25th Annual IEEE, 1994, pp. 396-403 vol.1. 
[92] M. G. Simoes, N. N. Franceschetti, and M. Friedhofer, "A fuzzy logic based 
photovoltaic peak power tracking control," in Industrial Electronics, 1998. 
Proceedings. ISIE '98. IEEE International Symposium on, 1998, pp. 300-
305 vol.1. 
[93] C. Ben Salah and M. Ouali, "Comparison of fuzzy logic and neural network 
in maximum power point tracker for PV systems," Electric Power Systems 
Research, vol. 81, pp. 43-50, 1// 2011. 
[94] M. M. Algazar, H. Al-monier, H. A. El-halim, and M. E. E. K. Salem, 
"Maximum power point tracking using fuzzy logic control," International 
Journal of Electrical Power & Energy Systems, vol. 39, pp. 21-28, 7// 2012. 
 
236 
[95] C.-L. Liu, J.-H. Chen, Y.-H. Liu, and Z.-Z. Yang, "An Asymmetrical 
Fuzzy-Logic-Control-Based MPPT Algorithm for Photovoltaic Systems," 
Energies, vol. 7, pp. 2177-2193, 2014. 
[96] M. Adly and A. H. Besheer, "A meta-heuristics search algorithm as a 
solution for energy transfer maximization in stand-alone photovoltaic 
systems," International Journal of Electrical Power & Energy Systems, 
vol. 51, pp. 243-254, 10// 2013. 
[97] C. Larbes, S. M. Aït Cheikh, T. Obeidi, and A. Zerguerras, "Genetic 
algorithms optimized fuzzy logic control for the maximum power point 
tracking in photovoltaic system," Renewable Energy, vol. 34, pp. 2093-
2100, 10// 2009. 
[98] L. K. Letting, J. L. Munda, and A. Hamam, "Particle swarm optimized TS 
fuzzy logic controller for maximum power point tracking in a photovoltaic 
system," in IPEC, 2010 Conference Proceedings, 2010, pp. 89-94. 
[99] T. Radjai, L. Rahmani, S. Mekhilef, and J. P. Gaubert, "Implementation of 
a modified incremental conductance MPPT algorithm with direct control 
based on a fuzzy duty cycle change estimator using dSPACE," Solar 
Energy, vol. 110, pp. 325-337, 2014. 
[100] A. Messai, A. Mellit, A. Guessoum, and S. A. Kalogirou, "Maximum 
power point tracking using a GA optimized fuzzy logic controller and its 
FPGA implementation," Solar Energy, vol. 85, pp. 265-277, 2011. 
[101] A. Al Nabulsi and R. Dhaouadi, "Efficiency optimization of a dsp-based 
standalone PV system using fuzzy logic and dual-MPPT control," IEEE 
Transactions on Industrial Informatics, vol. 8, pp. 573-584, 2012. 
 
237 
[102] O. Guenounou, B. Dahhou, and F. Chabour, "Adaptive fuzzy controller 
based MPPT for photovoltaic systems," Energy Conversion and 
Management, vol. 78, pp. 843-850, 2014. 
[103] C. L. Liu, J. H. Chen, Y. H. Liu, and Z. Z. Yang, "An asymmetrical fuzzy-
logic-control-based MPPT algorithm for photovoltaic systems," Energies, 
vol. 7, pp. 2177-2193, 2014. 
[104] R. Rajesh and M. C. Mabel, "Efficiency analysis of a multi-fuzzy logic 
controller for the determination of operating points in a PV system," Solar 
Energy, vol. 99, pp. 77-87, 2014. 
[105] M. Farhat, O. Barambones, and L. Sbita, "Efficiency optimization of a 
DSP-based standalone PV system using a stable single input fuzzy logic 
controller," Renewable and Sustainable Energy Reviews, vol. 49, pp. 907-
920, 9// 2015. 
[106] A. Chikh and A. Chandra, "An Optimal Maximum Power Point Tracking 
Algorithm for PV Systems With Climatic Parameters Estimation," 
Sustainable Energy, IEEE Transactions on, vol. 6, pp. 644-652, 2015. 
[107] R. Ramaprabha, M. Balaji, and B. L. Mathur, "Maximum power point 
tracking of partially shaded solar PV system using modified Fibonacci 
search method with fuzzy controller," International Journal of Electrical 
Power & Energy Systems, vol. 43, pp. 754-765, 12// 2012. 
[108] R. C. Eberhart and J. Kennedy, "A new optimizer using particle swarm 
theory," in Proceedings of the sixth international symposium on micro 
machine and human science, 1995, pp. 39-43. 
[109] R. C. Eberhart, Y. Shi, and J. Kennedy, Swarm intelligence: Elsevier, 2001. 
 
238 
[110] K. James and E. Russell, "Particle swarm optimization," in Proceedings of 
1995 IEEE International Conference on Neural Networks, 1995, pp. 1942-
1948. 
[111] J. H. Seo, C. H. Im, C. G. Heo, J. K. Kim, H. K. Jung, and C. G. Lee, 
"Multimodal function optimization based on particle swarm optimization," 
Magnetics, IEEE Transactions on, vol. 42, pp. 1095-1098, 2006. 
[112] V. Phimmasone, T. Endo, Y. Kondo, and M. Miyatake, "Improvement of 
the Maximum Power Point Tracker for photovoltaic generators with 
Particle Swarm Optimization technique by adding repulsive force among 
agents," in Electrical Machines and Systems, 2009. ICEMS 2009. 
International Conference on, 2009, pp. 1-6. 
[113] M. Miyatake, M. Veerachary, F. Toriumi, N. Fujii, and H. Ko, "Maximum 
Power Point Tracking of Multiple Photovoltaic Arrays: A PSO Approach," 
Aerospace and Electronic Systems, IEEE Transactions on, vol. 47, pp. 367-
380, 2011. 
[114] L. Yi-Hwa, H. Shyh-Ching, H. Jia-Wei, and L. Wen-Cheng, "A Particle 
Swarm Optimization-Based Maximum Power Point Tracking Algorithm 
for PV Systems Operating Under Partially Shaded Conditions," Energy 
Conversion, IEEE Transactions on, vol. 27, pp. 1027-1035, 2012. 
[115] M. Seyedmahmoudian, S. Mekhilef, R. Rahmani, R. Yusof, and A. Asghar 
Shojaei, "Maximum power point tracking of partial shaded photovoltaic 
array using an evolutionary algorithm: A particle swarm optimization 




[116] N. A. Kamarzaman and C. W. Tan, "A comprehensive review of maximum 
power point tracking algorithms for photovoltaic systems," Renewable and 
Sustainable Energy Reviews, vol. 37, pp. 585-598, 9// 2014. 
[117] B. Kaewkamnerdpong and P. J. Bentley, "Perceptive particle swarm 
optimisation: an investigation," in Swarm Intelligence Symposium, 2005. 
SIS 2005. Proceedings 2005 IEEE, 2005, pp. 169-176. 
[118] S. Roy Chowdhury and H. Saha, "Maximum power point tracking of 
partially shaded solar photovoltaic arrays," Solar Energy Materials and 
Solar Cells, vol. 94, pp. 1441-1447, 2010. 
[119] K. Ishaque, Z. Salam, M. Amjad, and S. Mekhilef, "An Improved Particle 
Swarm Optimization (PSO)&#x2013;Based MPPT for PV With Reduced 
Steady-State Oscillation," Power Electronics, IEEE Transactions on, vol. 
27, pp. 3627-3638, 2012. 
[120] K. Ishaque and Z. Salam, "A Deterministic Particle Swarm Optimization 
Maximum Power Point Tracker for Photovoltaic System Under Partial 
Shading Condition," Industrial Electronics, IEEE Transactions on, vol. 60, 
pp. 3195-3206, 2013. 
[121] K. L. Lian, J. H. Jhang, and I. S. Tian, "A Maximum Power Point Tracking 
Method Based on Perturb-and-Observe Combined With Particle Swarm 
Optimization," Photovoltaics, IEEE Journal of, vol. 4, pp. 626-633, 2014. 
[122] M. Seyedmahmoudian, R. Rahmani, S. Mekhilef, A. Maung Than Oo, A. 
Stojcevski, S. Tey Kok, et al., "Simulation and Hardware Implementation 
of New Maximum Power Point Tracking Technique for Partially Shaded 
PV System Using Hybrid DEPSO Method," Sustainable Energy, IEEE 
Transactions on, vol. 6, pp. 850-862, 2015. 
 
240 
[123] M. Dorigo and L. M. Gambardella, "Ant colony system: a cooperative 
learning approach to the traveling salesman problem," Evolutionary 
Computation, IEEE Transactions on, vol. 1, pp. 53-66, 1997. 
[124] Q. Shen, J.-H. Jiang, J.-c. Tao, G.-l. Shen, and R.-Q. Yu, "Modified ant 
colony optimization algorithm for variable selection in QSAR modeling: 
QSAR studies of cyclooxygenase inhibitors," Journal of chemical 
information and modeling, vol. 45, pp. 1024-1029, 2005. 
[125] M. Dorigo, M. Birattari, and T. Stutzle, "Ant colony optimization," 
Computational Intelligence Magazine, IEEE, vol. 1, pp. 28-39, 2006. 
[126] K. Socha and M. Dorigo, "Ant colony optimization for continuous 
domains," European journal of operational research, vol. 185, pp. 1155-
1173, 2008. 
[127] M. Dorigo, V. Maniezzo, and A. Colorni, "Ant system: optimization by a 
colony of cooperating agents," Systems, Man, and Cybernetics, Part B: 
Cybernetics, IEEE Transactions on, vol. 26, pp. 29-41, 1996. 
[128] R. Rahmani, R. Yusof, M. Seyedmahmoudian, and S. Mekhilef, "Hybrid 
technique of ant colony and particle swarm optimization for short term 
wind energy forecasting," Journal of Wind Engineering and Industrial 
Aerodynamics, vol. 123, pp. 163-170, 2013. 
[129] M. Dorigo, G. Caro, and L. Gambardella, "Ant algorithms for discrete 
optimization," Artificial life, vol. 5, pp. 137-172, 1999. 
[130] D. Corne, M. Dorigo, F. Glover, D. Dasgupta, P. Moscato, R. Poli, et al., 
New ideas in optimization: McGraw-Hill Ltd., UK, 1999. 
[131] L. Yu, K. Liu, and K. Li, "Ant colony optimization in continuous problem," 
Frontiers of Mechanical Engineering in China, vol. 2, pp. 459-462, 2007. 
 
241 
[132] L. Chen, J. Shen, L. Qin, and H. Chen, "An improved ant colony algorithm 
in continuous optimization," Journal of Systems Science and Systems 
Engineering, vol. 12, pp. 224-235, 2003. 
[133] M. S. Kıran and M. Gündüz, "A recombination-based hybridization of 
particle swarm optimization and artificial bee colony algorithm for 
continuous optimization problems," Applied Soft Computing, vol. 13, pp. 
2188-2203, 2013. 
[134] M. D. Toksari, "Ant colony optimization for finding the global minimum," 
Applied Mathematics and Computation, vol. 176, pp. 308-316, 2006. 
[135] L. L. Jiang, D. L. Maskell, and J. C. Patra, "A novel ant colony 
optimization-based maximum power point tracking for photovoltaic 
systems under partially shaded conditions," Energy and Buildings, vol. 58, 
pp. 227-236, 2013. 
[136] A. Besheer and M. Adly, "Ant colony system based PI maximum power 
point tracking for stand alone photovoltaic system," in Industrial 
Technology (ICIT), 2012 IEEE International Conference on, 2012, pp. 693-
698. 
[137] M. Adly and A. H. Besheer, "A meta-heuristics search algorithm as a 
solution for energy transfer maximization in stand-alone photovoltaic 
systems," International Journal of Electrical Power & Energy Systems, 
vol. 51, pp. 243-254, 10// 2013. 
[138] J. H. Holland, Adaptation in natural and artificial systems: An introductory 
analysis with applications to biology, control, and artificial intelligence: U 
Michigan Press, 1975. 
 
242 
[139] Y. Shaiek, M. Ben Smida, A. Sakly, and M. F. Mimouni, "Comparison 
between conventional methods and GA approach for maximum power 
point tracking of shaded solar PV generators," Solar Energy, vol. 90, pp. 
107-122, 2013. 
[140] S. Daraban, D. Petreus, and C. Morel, "A novel global MPPT based on 
genetic algorithms for photovoltaic systems under the influence of partial 
shading," in Industrial Electronics Society, IECON 2013-39th Annual 
Conference of the IEEE, 2013, pp. 1490-1495. 
[141] D. E. Goldberg and J. H. Holland, "Genetic algorithms and machine 
learning," Machine learning, vol. 3, pp. 95-99, 1988. 
[142] M. B. Ramaprabha R, "Genetic algorithm based maximum power point 
tracking for partially shaded solar photovoltaic array " IntJResRevInfSci 
(IJRRIS) 03/ 2012. 
[143] H. R. Mohajeri, M. P. Moghaddam, M. Shahparasti, and M. Mohamadian, 
"Development a new algorithm for maximum power point tracking of 
partially shaded photovoltaic arrays," in Electrical Engineering (ICEE), 
2012 20th Iranian Conference on, 2012, pp. 489-494. 
[144] S. Daraban, D. Petreus, and C. Morel, "A novel MPPT (maximum power 
point tracking) algorithm based on a modified genetic algorithm specialized 
on tracking the global maximum power point in photovoltaic systems 
affected by partial shading," Energy, 2014. 
[145] A. Messai, A. Mellit, A. Guessoum, and S. Kalogirou, "Maximum power 
point tracking using a GA optimized fuzzy logic controller and its FPGA 
implementation," Solar energy, vol. 85, pp. 265-277, 2011. 
 
243 
[146] A. A. Kulaksız and R. Akkaya, "A genetic algorithm optimized ANN-based 
MPPT algorithm for a stand-alone PV system with induction motor drive," 
Solar Energy, vol. 86, pp. 2366-2375, 9// 2012. 
[147] R. Storn and K. Price, "Differential Evolution – A Simple and Efficient 
Heuristic for global Optimization over Continuous Spaces," Journal of 
Global Optimization, vol. 11, pp. 341-359, 1997/12/01 1997. 
[148] R. Storn and K. Price, Differential evolution-a simple and efficient adaptive 
scheme for global optimization over continuous spaces: ICSI Berkeley, 
1995. 
[149] T. Mohammad Faridun Naim, M. A. Shahrin, S. Zainal, and S. Mohd Sazli, 
"Evolutionary based maximum power point tracking technique using 
differential evolution algorithm," 2013. 
[150] K. S. Tey, S. Mekhilef, H.-T. Yang, and M.-K. Chuang, "A Differential 
Evolution Based MPPT Method for Photovoltaic Modules under Partial 
Shading Conditions," International Journal of Photoenergy, vol. 2014, 
2014. 
[151] S. Okdem, "A simple and global optimization algorithm for engineering 
problems: differential evolution algorithm," Turk J Elec Engin, vol. 12, 
2004. 
[152] K. V. Price, "Differential evolution: a fast and simple numerical optimizer," 
in Fuzzy Information Processing Society, 1996. NAFIPS., Berkeley, CA , 
USA, 1996, pp. 524-527. 
[153] K. V. Price, R. M. Storn, and J. A. Lampinen, Differential evolution: a 
practical approach to global optimization. New York: Springer-Verlag 
New York Inc, 2005. 
 
244 
[154] H. Taheri, Z. Salam, and K. Ishaque, "A novel maximum power point 
tracking control of photovoltaic system under partial and rapidly 
fluctuating shadow conditions using differential evolution," in Industrial 
Electronics & Applications (ISIEA), 2010 IEEE Symposium on, 2010, pp. 
82-87. 
[155] M. F. N. Tajuddin, S. M. Ayob, and Z. Salam, "Tracking of maximum 
power point in partial shading condition using differential evolution (DE)," 
in Power and Energy (PECon), 2012 IEEE International Conference on, 
2012, pp. 384-389. 
[156] M. Sheraz and M. A. Abido, "An efficient MPPT controller using 
differential evolution and neural network," in Power and Energy (PECon), 
2012 IEEE International Conference on, 2012, pp. 378-383. 
[157] G. Liu and S. K. Nguang, "A general modeling method that simulates 
photovoltaic arrays for environmental and electrical variability," in 
Information and Automation (ICIA), 2010 IEEE International Conference 
on, 2010, pp. 195-200. 
[158] Y. Jiang, J. A. A. Qahouq, and M. Orabi, "Matlab/Pspice hybrid simulation 
modeling of solar PV cell/module," in Applied Power Electronics 
Conference and Exposition (APEC), 2011 Twenty-Sixth Annual IEEE, 
2011, pp. 1244-1250. 
[159] A. Kajihara and T. Harakawa, "Model of photovoltaic cell circuits under 
partial shading," in Industrial Technology, 2005. ICIT 2005. IEEE 
International Conference on, 2005, pp. 866-870. 
 
245 
[160] G. Petrone and C. Ramos-Paja, "Modeling of photovoltaic fields in 
mismatched conditions for energy yield evaluations," Electric Power 
Systems Research, vol. 81, pp. 1003-1013, 2011. 
[161] Y. J. Wang and P. C. Hsu, "Analytical modelling of partial shading and 
different orientation of photovoltaic modules," Renewable Power 
Generation, IET, vol. 4, pp. 272-282, 2010. 
[162] M. Seyedmahmoudian, S. Mekhilef, R. Rahmani, R. Yusof, and E. T. 
Renani, "Analytical modeling of partially shaded photovoltaic systems," 
Energies, vol. 6, pp. 128-144, 2013. 
[163] G. R. Walker and P. C. Sernia, "Cascaded DC-DC converter connection of 
photovoltaic modules," Power Electronics, IEEE Transactions on, vol. 19, 
pp. 1130-1139, 2004. 
[164] M. Taghvaee, M. Radzi, S. Moosavain, H. Hizam, and M. H. Marhaban, 
"A current and future study on non-isolated DC–DC converters for 
photovoltaic applications," Renewable and sustainable energy reviews, vol. 
17, pp. 216-227, 2013. 
[165] H. Zhi-Feng, G. Guang-Han, and H. Han, "A Particle Swarm Optimization 
Algorithm with Differential Evolution," in Machine Learning and 
Cybernetics, 2007 International Conference on, 2007, pp. 1031-1035. 
[166] R. Storn and K. Price, "Differential evolution–a simple and efficient 
heuristic for global optimization over continuous spaces," Journal of global 
optimization, vol. 11, pp. 341-359, 1997. 
[167] Z. Wen-Jun and X. Xiao-Feng, "DEPSO: hybrid particle swarm with 
differential evolution operator," in Systems, Man and Cybernetics, 2003. 
IEEE International Conference on, 2003, pp. 3816-3821 vol.4. 
 
246 
[168] X. Rui, X. Jie, and D. C. Wunsch, "A Comparison Study of Validity Indices 
on Swarm-Intelligence-Based Clustering," Systems, Man, and Cybernetics, 
Part B: Cybernetics, IEEE Transactions on, vol. 42, pp. 1243-1256, 2012. 
[169] B. N. Alajmi, K. H. Ahmed, S. J. Finney, and B. W. Williams, "Fuzzy-
Logic-Control Approach of a Modified Hill-Climbing Method for 
Maximum Power Point in Microgrid Standalone Photovoltaic System," 
Power Electronics, IEEE Transactions on, vol. 26, pp. 1022-1030, 2011. 
[170] C. Cecati, F. Ciancetta, and P. Siano, "A Multilevel Inverter for 
Photovoltaic Systems With Fuzzy Logic Control," Industrial Electronics, 
IEEE Transactions on, vol. 57, pp. 4115-4125, 2010. 
[171] K.-H. Chao and C.-J. Li, "An intelligent maximum power point tracking 
method based on extension theory for PV systems," Expert Systems with 
Applications, vol. 37, pp. 1050-1055, 2010. 
[172] R. Rahmani and R. Yusof, "A new simple, fast and efficient algorithm for 
global optimization over continuous search-space problems: Radial 
Movement Optimization," Applied Mathematics and Computation, vol. 
248, pp. 287-300, 12/1/ 2014. 
 
