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Abstract - Electronic commerce (EC) has become an 
important support for business activities. Through the 
WWW, EC provides an efficient platform for interchanging 
the information between business and business (B2B), 
customers and customers (C2C); and customers and business 
(C2B). However, how to make use of huge amount of 
transaction data and identify potential customers on the 
internet remains a challenge for an EC company. We review 
the recent studies on recommender systems and present an 
overview. We also propose a conceptual model to improve 
the performance. 
 
Keywords - Electronic Commerce, Recommender 
System, Collaborative Filtering, Content-Based Filtering,  
 
 
I.  INTRODUCTION 
 
With the rapid development of the Electronic 
Commerce (EC) over the internet, tons of applications 
have been proposed to exploit the business affairs. In the 
field of EC, Recommender systems are especially 
important because of the frequent processes of interacting 
with consumers so that the business can make a great 
fortune. Recommender systems are technologies that 
assist businesses to implement one-to-one marketing 
strategies. They are used for EC to suggest products to 
their customers with necessary information so that by 
promoting right products to the customers, the company’s 
profit can be increased by more satisfactory buyers. 
Basically, a well established recommender system can add 
values to the EC company in several ways: [1], [2], [3] 
1) It could introduce a web browser into a buyer by 
making a recommendation for him/ her.  
2) Recommender system enhances cross-sell by 
suggesting additional products for the customers, which is 
a value-added process.  
3) It is helpful to obtain the customer’s loyalty.  
To achieve these goals, the questions of “which are 
the top sales on a web site?”, “what are the features of the 
customers”, and “what is the trend of the purchasing 
behavior?” needed to be analyzed and answered. Usually, 
the recommender systems take advantage of a particular 
set of AI techniques [4]. When analyzing how an agent 
assesses a user, the key issue is the user profile. When 
users surf on the net, they provide a great deal of 
information about themselves. These data streams can be 
used to explain each individual’s behavior, interests and 
preferences. Miquel Montaner et al.[5] have identified a 
very clear structure of how to generate and maintain the 
users’ profiles before exploiting them to make some 
decisions.  
In our study, we summarize the related issues into 
three aspects of Customer’s input profiles, the 
recommendation methods, and the resultant outputs and 
discuss in the following sections. In Sections II and III, we 
shall introduce the usual forms of customer’s input 
profiles or recommender outputs respectively. In Section 
IV, the existing recommendation methods are reviewed. In 
Section V, we would incorporate these I/O, and methods 
into a clear and detail work. Additionally, we would also 
propose a conceptual model hoped to bridge together the 
three parts of a recommender system in Section V. 
Finally, a conclusion of this paper would be drawn in 
Section VI. 
 
 
II. CUSTOMER’S INPUT PROFILES 
 
In Sections II, III and IV, we would introduce the 
taxonomy of the recommender system based on [4], and 
extended by incorporating [5] and [6]. The input sources 
can be divided into two types [4]:  
1. Targeted customer (The customer for whom we are 
making recommendations) 
2. Community (General inputs regarding the 
community of other customers). 
The two types of inputs allow the recommender 
system to make recommendations for different purposes. 
For a targeted customer, the individual profiles are input 
to the recommender agent to provide personalized 
recommendations; whereas the input profiles of the 
community are fed into the recommender system as 
reflection of opinions from multiple individuals as a 
whole. Therefore these two types would be applied in 
different degrees of personalization. We can also interpret 
the customer’s input profiles from the awareness of the 
customer who has interacted with the system. If the 
consumer has performed actions under unawareness of the 
recommender system, then the input profiles like this type 
are named implicit input (e.g., some links the customer 
has clicked). On the contrary, explicit input means the 
customers are aware of that they are receiving 
recommendations from recommenders, therefore their 
actions over the net are specially for being recommended  
(e.g., the ratings of products by the customer for 
personalized recommendation).  
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For the input profiles, we can identify the customer’s 
preferences from the specific items, item attributes, 
ratings, and keywords or even purchase history, in which 
the customer has shown his interests. Therefore, these 
input profiles should be kept in some formats that are easy 
to be maintained or exploited. The usual techniques used 
to maintain the customer profiles are the History-based 
model [5] and Vector space model [7], [8]. A History-
based model keeps a list of purchases, the navigation 
history over the net or the content of e-mail boxes as a 
user profile. In the Vector space model, items are 
represented with a vector of features or attributes, usually 
words or concepts, with an associated value. 
 
 
III. OUTPUT AS A RECOMMENDATION 
 
Usually, the output turns out to be a suggestion with 
the information of item type, quantity and look [4]. The 
simplest form of a suggestion is the recommendation of a 
single item. A single item would increase the chance that 
the customer will seriously consider the item as a desired 
one. More commonly, recommender systems provide a 
recommendation list left ordered or unordered for a 
customer. Some advertising strategies can also be 
embedded in the recommendation with the display of 
multiple items, which could help enhance cross-selling 
and up-selling. By comparison with multiple items and 
recommendation list, multiple items may include products 
that are not really related to the users since they are 
generated for the purpose of promotion. In contrast, a 
recommendation list shows a set of products that are 
satisfying to the users in certain degree. Note that the 
different output types could be only produced by specific 
recommendation methods (e.g., the Association-rule 
Based Recommendation would probably yield multiple 
items), which would be specified in Section IV in detail. 
 
 
IV. RECOMMENDATION METHODS 
 
In this section we provide an overview of the specific 
processes used in actual E-commerce recommender 
systems. Note that each system may actually use a 
combination of these methods. Each category discussed 
here represents a relevant set of algorithms and 
approaches. We present two families to identify and 
classify the current methods. In Family I, we discuss 
recommendation methods from the viewpoint of 
“function” [4]. As for Family II, they are based on the 
viewpoint of “recommendation taxonomy” [9].  
1) Family I: For the methods illustrated in Family I, 
which is from viewpoint of “function, they can be used in 
explicit ways on how this methods work, and what 
information we shall gather to perform them. A 
Demographic Filtering (DF) approach uses descriptions 
of people to learn the relationship between a single item 
and the type of people who like it. Personal data about the 
user in stereotypical descriptions is required so that the 
user is classified by these demographic data. This kind of 
method would lead to the same recommendation if the 
users are with the similar personal data. A Content-Based 
Filtering (CB) approach finds the possible items favored 
by the user based on the taste he has shown. Customer’s 
input profiles for this method are created using features or 
attributes extracted from these items. The input profiles 
are then used to find items likely to be of interest. A 
Collaborative Filtering (CF) technique matches people 
with similar interests and then makes recommendations on 
this basis. Recommendations are then extracted from the 
statistical analysis of patterns or explicit ratings given by 
different users or implicit behavior of users in the system. 
Sarwar et al. first described the method of Association 
Rule-based Recommendation (ARB) [10]. It applies the 
association rules approach that mines relational rules 
between items in large databases. For association rules 
approach, which is first introduced by Agrawal et at. [11], 
has been used to find the pattern of the possibility of 
buying another specific product when a product is 
purchased by a consumer. In such a recommending 
environment, many kinds of rules are developed to be 
implemented such that different purchasing behaviors by 
customers can be treated.  
 2) Family II: For the methods illustrated in Family II, 
which is from viewpoint of “recommendation taxonomy”, 
they provide general concepts on the types of the 
recommenders. When personalization is unnecessary, 
recommender can provide statistical summaries which 
include within-community popularity measures and 
aggregate or summary ratings. This kind of recommender 
application is called Statistical summarization. When a 
recommender system recommends products to customers 
based on syntactic properties of the products, it is called 
Attribute-Based Recommendation. Attribute-Based 
Recommendation requires many efforts from the customer 
by entering his desired syntactic product properties. In this 
sense, customers need explicitly express what he likes in 
attributes to receive recommendations. As to Item-to-Item 
Correlation Recommendation, the system recommends 
products to customers based on a set of products in which 
the customers have shown interest. People-to-People 
Correlation Recommendation functions as the same way 
with Collaborative Filtering, which recommends products 
to a customer based on the correlation between that 
customer and other customers who have expressed similar 
preferences. 
 
 
V. SUMMARY & THE PROPOSED MODEL 
 
Fig. 2 and Table I summarize the categories and their 
relations introduced in Sections II, III and IV.  Note that 
the structure shown in Fig.2 is not full-connected so that 
some inputs are limited to some recommendation methods 
and some outputs can be achieved by certain methods.  
It can be noted that so far there is no complete 
mathematical model for the entire recommender system, 
yet it is also realized that through quantitative 
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measurement, the performance of the system can be better 
controlled and evaluated. Therefore, due to its importance 
in practice, we propose a mathematical model and present 
its basic structure in Fig. 1.  The basic idea is the bipartite 
groupings of users and products with their defined 
attributes respectively. The relationship in between is 
formed by a relational matrix. Based on this structure, we 
develop a mathematical model that can be used 
conceptually to recommend as indicated in (1).  
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where jx means the decision on which product is 
recommend to the customer j. jc and js are the 
corresponding profits and prices for products respectively. 
1 2( , ,..., )
T
Jb b b=b , [0,1]jb ∈ , j = 1,2,….J, represent the 
satisfactory level defined by customer. jb is used to 
determined the acceptable levels of preferences with 
respect to customer j. And 1 2( , ,..., )
T
Jbu bu bu=bu , j = 
1,2,….J, to be the budgets of customers. ja are the 
similarity measures of customers and products. Therefore, 
(1) reveals the concept of the recommendation process 
that the recommender tries to satisfy the customer’s 
preferences and budget as well as maximize the profits of 
the EC company. Let’s specify more clearly. The 
recommender system can be divided into three parts: 1. 
User end, 2. Product end, 3. Relation matrix (Weight 
matrix). Customers are classified by customer attributes 
(Age, Gender). The products are indexed by product 
attributes, says , =1,...,ka k K . We classify the products in 
different combinations of attributes so that each product 
group’s characteristic can be easily identified. The relation 
matrix connects two parts of the users and products. 
Whether a product group is significant to a user group is 
based on the relational matrix. Therefore, our proposed 
model can be exploited by incorporating other methods. 
For example, the idea of Content-Based Filtering can be 
used to find the similarities between customer groups and 
products, thus the relational matrix could be constructed. 
It can be also constructed by a Collaborative Filtering 
method by examining the customer’s purchase history or 
ratings with relation to the products. Thus our model can 
be flexible to different modifications. 
 
 
 
 
 
Fig. 1. The structure of the proposed model 
 
 
A. The Numerical Example 
 
 We take j = 1(one customer is considered) to be an 
illustrative example of the model. The original 
recommending model is represented as follows: 
 
Maximize  
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1 1 1 1 1
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1 1
301 321
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s.t. 
1 1 1 1 1
151 171 191 211 251
1 1 1 1 1
252 253 281 282 291
1 1
301 321 1
0.02 0.13 0.02 0.17 0.22
0.22 0.23 0.11 0.1 0.05
0.04 0.12
x x x x x
x x x x x
x x b
+ + + + +
+ + + + +
+ ≥
 
 
TABLE I 
INCORPORATION OF FAMILY I & II [4], [5] 
Family I 
 
 
 
Family II  
DF CB CF ARB 
Statistical  
summarizati
on 
√   √ 
Attribute-
Based √    
Item-to-Item 
Correlation  √   
People-to-
People 
Correlation 
  √ √ 
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Set ( 1 1,b bu ) = (0.15, 1500), and eliminate variables 
(products) with coefficients (similarities) lower than 0.15, 
we have the revised recommending model as: 
  
Maximize 
 
1 1 1 1
211 251 252 2530.2(450 399 850 850 )x x x x+ + +  
 
s.t. 
1 1 1 1
211 251 252 2530.17 0.22 0.22 0.23 0.15x x x x+ + + ≥  
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B. Comments and Results  
 
Note that in the above example, we propose the 
original recommending model and the revised one after  
the satisfactory level is assigned. The relationship between 
the customer to the products is comprised in the original 
model ja . As we have mentioned, the relationship can be 
derived from any approach. In particular, for the first 
constraint of the revised model, it would be ignored when 
solving the problem since it is a redundant constraint. 
Thus, the problem has the optimal solution 
of 1211x and
1
253x . Therefore, from our recommending 
model, we would propose these two products to the 
customer. 
 
 
VI. CONCLUSION 
 
In this paper, we review the recent studies of the 
recommender systems. We discuss the recommender 
system from three parts: customer’s input profiles, the 
recommendation methods, and the resultant output. By 
examining the recent studies, we found that not a 
complete system is proposed to connect these three parts 
together. Therefore, we propose a conceptual vision of the 
applied mathematical model including the basic decision 
factors such as profits of business, customers’ satisfaction 
Fig. 2. Structure of I/O, methods [4] 
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and budget. From our experiment, this model could 
improve the recommendation process according to 
different application purposes and obtain the necessary 
evaluation information. Full scaled implementation needs 
further developed which is our undergoing study. 
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