Abstract. The present paper shows how to construct a maximum matching in a bipartite graph with n vertices and m edges in a number of computation steps proportional to (m + n)x/.
In one interpretation, the rows of the array represent boys, and the columns represent girls. Cell i,j is occupied if boy and girl j are compatible, and we wish to match a maximum number of compatible couples.
An alternate statement of the problem is obtained by representing the rows and columns of the array as the vertices of a bipartite graph. The vertices corresponding to row and column j are joined by an edge if and only if cell i,j is occupied. We then seek a maximum matching; i.e., a maximum number of edges, no two of which meet at a common vertex. This problem has a wide variety of applications ([3] , 4], [5] ). These include the determination of chain decompositions in partially ordered sets, of coset representatives in groups, of systems of distinct representatives, and of blocktriangular decompositions of sparse matrices. The problem also occurs as a subroutine in the solution of the Hitchcock transportation problem, and in the determination of whether one given tree is isomorphic to a subtree of another.
In view of this variety of applications, the computational complexity of the problem of finding a maximum matching in a bipartite graph is of interest. The best previous methods ( [1] , [3] , [4] , [5] ) seem to require O(mn) steps, where m is the number of edges, and n the number of vertices. The present method requires only O((m + n)x/) steps.
We hope to extend our results to the nonbipartite case (cf. [2] This way of describing the construction of a maximum matching suggests that we should not regard successive augmentation steps as independent computations, but should concentrate instead on the efficient implementation of an entire phase (i.e., the execution of Step in Algorithm A). The next section shows the advantage of this approach in the case where G is a bipartite graph.
COROLLARY 1 (Berge
A set is maximal with a given property if it has the property and is not properly contained in any set that has the property.
3. The bipartite case. The graph G (V, E) is bipartite if the set of vertices V can be partitioned into two sets, X and Y, such that each edge of G joins a vertex in X with a vertex in Y. An element of X will be called a boy, and an element of Y, a girl. Let M be a matching in a bipartite graph G. We discuss the implementation of Step of Algorithm A, in which a maximal vertex-disjoint set of shortest augmenting paths relative to M is found. First we assign directions to the edges of G in such a way that augmenting paths relative to M become directed paths. This is done by directing each edge in E M so that it runs from a girl to a boy, and each edge in M so that it runs from a boy to a girl. The resulting directed graph is G (V, E), where E= {(y,x)l{x,y}E-M,xS,yeY} U {(x,y)l{x,y}eM,xS,yY}.
Next we extract a subgraph ( of (, with the property that the directed paths of ( running from a free girl to a free boy correspond one-to-one to the shortest augmenting paths in G relative to M. This is done as follows. An example of a graph ( is given in Fig. 3 . The following properties of ( are immediate.
(i) The vertices at even levels (Lo, L2, are boys, and those at odd levels are girls.
(ii) If (u, v) e/, then for some i, u e L + and v e Li.
(iii) ( is acyclic. 
