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Abstract
In this paper we apply a concentration technique to improve the convergence rates for a moving least-
square learning algorithm for regression. The concentration technique allows us to obtain a sharper bound
for the sample error.
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1. Introduction
As a useful local approximation tool, the moving least-square (MLS) method is widely applied
in statistics, numerical analysis, approximation theory and some other fields. It was applied
in [10] to the regression problem in learning theory. There the sample error for the learning
algorithm was estimated by means of a covering number argument. This paper improves the
sample error estimate by using a concentration inequality.
The regression setting usually takes a compact subset X of Rn as an input space and Y = R
as an output space. The regression problem is modelled with a Borel probability measure ρ on
Z := X × Y . Denote as ρ(·|x) the conditional distribution at x ∈ X . The regression function is
defined as
fρ(x) =
∫
Y
y dρ(y|x), x ∈ X,
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which minimizes the following generalization error:
E( f ) =
∫
Z
( f (x)− y)2dρ, ∀ f : X → Y. (1.1)
The target of the regression problem is to learn an approximation fz of fρ from a sample
z = {(xi , yi )}mi=1 ∈ Zm by using an algorithm. The performance of the algorithm can be
measured via the excess generalization error ‖ fz − fρ‖2L2ρX = E( fz) − E( fρ) where ρX is the
marginal distribution of ρ on X .
In this paper, we study a moving least-square algorithm for learning the regression function
fρ . It defines the approximation fz from a random sample z as
fz(x) = fz,σ,x (x), x ∈ X,
in a pointwise way as follows:
fz,σ,x = arg min
f ∈H

1
m
m−
i=1
Φ
 x
σ
,
xi
σ

( f (xi )− yi )2

, (1.2)
where σ > 0 is a window width, H is a hypothesis space of functions on X , and Φ is a MSL
weight function, satisfying the following conditions.
Definition 1. We assume that the hypothesis space H is a d˜-dimensional subspace of C(X)
consisting of Lipschitz functions on X . A function Φ : Rn × Rn → R+ is called an MSL
weight function if it satisfies
(i)

Rn Φ(x, t) dt = 1 for each x ∈ Rn ,
(ii) there exist some q > n + 1, cq , c˜q > 0 such that
Φ(x, t) ≥ cq ∀|x − t | ≤ 1 (1.3)
and
|Φ(x, t)| ≤ c˜q
(1+ |x − t |)q ∀x, t ∈ R
n . (1.4)
Remark 1. Since H is finite dimensional, the equivalence between ‖ f ‖C(X) and the Lipschitz
norm ‖ f ‖Lip = ‖ f ‖C(X) + supx≠t | f (x)− f (t)||x−t | on H tells us that
| f (x)− f (t)| ≤ CH,0‖ f ‖C(X)|x − t |, ∀ f ∈ H, x, t ∈ X, (1.5)
with a constant CH,0 ≥ 1. Condition (1.4) shows that the weight function Φ has some decay
property which was given in [15,12].
We shall conduct analysis for the error ‖ fz − fρ‖2L2ρX . For our error analysis, we assume
throughout the paper that the sample z is drawn independently according to the measure ρ,
|y| ≤ M almost surely, and ρX has a density function bounded by a constant cρ .
We shall also impose [10] a regularity condition for the measure ρX and a norming condition
for the hypothesis space H.
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Definition 2. We say that a probability measure ρX on X satisfies the condition Lτ with exponent
τ > 0 if there are constants r0 > 0 and cτ > 0 such that
ρX (B(x, r)) ≥ cτ r τ , ∀0 < r ≤ r0, x ∈ X, (1.6)
where B(x, r) = {u ∈ X : |u − x | ≤ r} for r > 0.
The hypothesis spaceH is said to satisfy a norming condition with exponents ζ > 0 and d ∈ N
if there exist some constants σ0 > 0 and cH > 0 such that for every x ∈ X and 0 < σ ≤ σ0, we
can find points {ui }di=1 ⊂ B(x, σ ) satisfying |ui − u j | ≥ 2cHσ for i ≠ j and
d−
i=1
| f (ui )|2
1/2
≥ cHσ ζ‖ f ‖C(X), ∀ f ∈ H. (1.7)
For when the above two conditions are satisfied and fρ ∈ H, it was proved in [10] that for
any 0 < ε < 1/4 and
σ = m− ε2ζ+max{τ,τζ } ,
with confidence 1− δ, we have
‖ fz − fρ‖L2ρX ≤ Cε(log(4/δ) log m)
1
4 mε−
1
4 ,
where Cε is a constant independent of m or δ, provided that the sample size m satisfies the
following condition for some constant C∗1 :
m ≥ C∗1 + 4(d + log(4/δ))2 + σ−(2ζ+max{τ,τζ })/ε0 and m1/2−2ε ≥ C∗1 log m. (1.8)
The main contribution of this paper is to improve the above bound from O(mε− 14 ) to O(mε− 12 )
by applying concentration techniques [1] which often lead to sharp error estimates [8,11,7,2].
The following error estimates for the MLS learning algorithm will follow from Theorem 2 in
Section 3 with constants C1 and C2 given by (3.2) explicitly (depending on H and τ, r0, ζ , but
not on δ,m or ε).
Theorem 1. Assume condition Lτ with exponent τ > 0 for ρX and the norming condition with
exponents ζ > 0 and d ∈ N for H. Suppose 0 < ε < 1/4 and σ = m− ε4ζ+2 max{τ,τζ } . If fρ ∈ H,
then there exist constants C1 and C2 independent of δ, m and ε such that for 0 < δ < 1 and m
satisfying
m ≥ C1(log(2/δ)+ log m)2 + σ−(4ζ+2 max{τ,τζ })/ε0 (1.9)
we have with confidence 1− δ,
‖ fz − fρ‖L2ρX ≤ C2

log(2/δ)mε−
1
2 .
2. Improving the sample error via the concentration inequality
Our improvement on error estimates for the MLS learning algorithm focuses on the
sample error in the error decomposition conducted in [10] which we describe briefly here for
completeness.
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For x ∈ X and f : X → R, we define the moving generalization error
Ex ( f ) =
∫
Z
Φ
 x
σ
,
u
σ

( f (u)− y)2 dρ(u, y) (2.1)
and a target function fH in a pointwise way by
fH(x) = fH,σ,x (x), x ∈ X, (2.2)
and
fH,σ,x = arg min
f ∈H
Ex ( f ), x ∈ X.
We call the quantity ‖ fz − fH‖L2ρX the sample error. Note that when fρ ∈ H, the total error‖ fz − fρ‖L2ρX is reduced to the sample error ‖ fz − fH‖L2ρX .
The sample error square ‖ fz − fH‖2L2ρX can be bounded by estimating

X Ex ( fz,σ,x ) − Ex
( fH,σ,x )dρX (x) as in the following lemma [10, Theorem 4], which can be regarded as an integral
form of the excess generalization error E( fz)− E( fρ) in the literature [9,4].
Lemma 1. If ρX satisfies condition Lτ with exponent τ > 0 andH satisfies a norming condition
with exponent ζ > 0 and d ∈ N, then
‖ fz − fH‖2L2ρX ≤
CHσ−2ζ−τ max{ζ,1} ∫
X
Ex ( fz,σ,x )− Ex ( fH,σ,x )dρX (x), (2.3)
where CH is a constant independent of z, m or σ (given in [10]).
Now we can adapt the integral in (2.3) to a form fitting concentration techniques. To this end, we
define the moving empirical error as
Ez,x ( f ) = 1m
m−
i=1
Φ
 x
σ
,
xi
σ

( f (xi )− yi )2. (2.4)
For each x ∈ X , the quantity Ex ( fz,σ,x )− Ex ( fH,σ,x ) equals
Ex ( fz,σ,x )− Ez,x ( fz,σ,x )+ Ez,x ( fz,σ,x )− Ez,x ( fH,σ,x )+ Ez,x ( fH,σ,x )− Ex ( fH,σ,x ).
Since fz,σ,x minimizes Ez,x ( f ) in H, Ez,x ( fz,σ,x )− Ez,x ( fH,σ,x ) ≤ 0. Thus we have∫
X
Ex ( fz,σ,x )− Ex ( fH,σ,x )dρX (x) ≤
∫
X
Ex ( fz,σ,x )− Ez,x ( fz,σ,x )
+ Ez,x ( fH,σ,x )− Ex ( fH,σ,x )dρX (x). (2.5)
The above bound involves Ex ( f ) − Ez,x ( f ) which can be expressed as Eg f − 1m
∑m
i=1 g f (zi )
with g f (u, y) = Φ( xσ , uσ )( f (u) − y)2. This observation leads us to improve the bound in [10]
for (2.5) by applying the following concentration inequality [11, Proposition 6]. ByN2(F , ε) we
denote the ℓ2-empirical covering number supℓ∈N supz∈Zℓ N ({( f (zi ))ℓi=1 : f ∈ F}, ε, ‖ · ‖Rℓ)
where for a subset S of a metric space with metric ϱ, N (S, ε, ϱ) denotes its covering number,
the minimal number of balls of radius ε whose union covers S. See [13,14].
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Lemma 2. Let F be a class of measurable functions on Z. Assume that there are constants
B, c > 0 and α ∈ [0, 1] such that ‖ f ‖∞ ≤ B and E f 2 ≤ c(E f )α for every f ∈ F . If for some
a > 0 and s ∈ (0, 2),
logN2(F , ε) ≤ aε−s, ∀ε > 0, (2.6)
then there exists a constant c′s depending only on s such that for any t > 0, with probability at
least 1− e−t , it holds that
E f − 1
m
m−
i=1
f (zi ) ≤ 12η
1−α(E f )α + c′sη + 2

ct
m
 1
2−α + 18Bt
m
, ∀ f ∈ F , (2.7)
where
η := max

c
2−s
4−2α+sα
 a
m
 2
4−2α+sα
, B
2−s
2+s
 a
m
 2
2+s

.
In our sample error estimates, we apply Lemma 2 to the set GR of functions with variables
(u, y) on (Z , ρ) defined by
GR =

g f =
∫
X
Φ
 x
σ
,
u
σ

(( f (u)− y)2 − ( fH,σ,x (u)− y)2)dρX (x) : f ∈ BR

, (2.8)
where for R > 0,
BR = { f ∈ H : ‖ f ‖C(X) ≤ R}.
Proposition 1. Let R ≥ supx∈X ‖ fH,σ,x‖C(X) > 0 and 0 < s < 1. Then for any δ ∈ (0, 1), we
have with confidence 1− δ/2,∫
X
Ex ( f )− Ex ( fH,σ,x )dρX (x)

−
∫
X
Ez,x ( f )− Ez,x ( fH,σ,x )dρX (x)

≤ 1
2
∫
X
Ex ( f )− Ex ( fH,σ,x )dρX (x)

+ C∗σ n log(2/δ)m− 22+s max{R2, M2},
∀ f ∈ BR
where C∗ = 32πn/2cρ c˜q
(q−n)Γ (n/2) (c
′
s d˜/s + 11).
Proof. Consider the set GR of functions on Z . For each f ∈ BR , we have
Eg f =
∫
Z
g f (u, y)dρ
=
∫
Z
∫
X
Φ
 x
σ
,
u
σ

(( f (u)− y)2 − ( fH,σ,x (u)− y)2)dρX (x)dρ(u, y)
=
∫
X
∫
Z
Φ
 x
σ
,
u
σ

( f (u)− y)2dρ −
∫
Z
Φ
 x
σ
,
u
σ

( fH,σ,x (u)− y)2dρ

dρX (x)
=
∫
X
Ex ( f )− Ex ( fH,σ,x )dρX (x)
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and
1
m
m−
i=1
g f (zi ) =
∫
X
1
m
m−
i=1
Φ
 x
σ
,
xi
σ

(( f (xi )− yi )2 − ( fH,σ,x (xi )− yi )2)dρX (x)
=
∫
X
Ez,x ( f )− Ez,x ( fH,σ,x )dρX (x).
Hence

X Ex ( f ) − Ex ( fH,σ,x )dρX (x) −

X Ez,x ( f ) − Ez,x ( fH,σ,x )dρX (x) = Eg f − 1m∑m
i=1 g f (zi ). Now we check conditions in Lemma 2. For f ∈ BR , | f (u)| ≤ R. By one
assumption, |y| ≤ M . With condition (1.4) on Φ and the bound cρ of the density function of
ρX , we see that for any f ∈ BR and (u, y) ∈ Z ,
|g f (u, y)| =
∫
X
Φ
 x
σ
,
u
σ

(( f (u)− y)2 − ( fH,σ,x (u)− y)2)dρX (x)

≤
∫
X
Φ
 x
σ
,
u
σ

2(R + M)2dρX (x) ≤ 2(R + M)2c˜qcρ
∫
Rn
σ n
(1+ |u|)q du
≤ 4π
n/2cρ c˜qσ n
(q − n)Γ (n/2) (R + M)
2 := B.
By the Schwarz inequality, we see that
|g f (u, y)|2 =
∫
X
Φ
 x
σ
,
u
σ

( f (u)− fH,σ,x (u))( f (u)+ fH,σ,x (u)− 2y)dρX (x)
2
≤
∫
X
Φ
 x
σ
,
u
σ

( f (u)− fH,σ,x (u))2(2R + 2M)2dρX (x)
∫
X
Φ
 x
σ
,
u
σ

dρX (x).
Hence
E(g2f ) ≤ 2B
∫
X
∫
X
Φ
 x
σ
,
u
σ

( f (u)− fH,σ,x (u))2dρX (u)

dρX (x).
A special property of the moving generalization error is given as Eq. (2.5) in [10]:
Ex ( f )− Ex ( fH,σ,x ) =
∫
X
Φ
 x
σ
,
u
σ

( f (u)− fH,σ,x (u))2dρX (u) ∀ f ∈ H.
Applying this property, we see that for f ∈ BR ,
E(g2f ) ≤ 2B
∫
X
Ex ( f )− Ex ( fH,σ,x )dρX (x) = 2BEg f .
To check the covering number condition (2.6), we notice that for f1, f2 ∈ BR and (u, y) ∈ Z ,
|g f1(u, y)− g f2(u, y)| =
∫
X
Φ
 x
σ
,
u
σ

[( f1(u)− y)2 − ( f2(u)− y)2]dρX (x)

≤ 4π
n/2cρ c˜qσ n
(q − n)Γ (n/2) (R + M)| f1(u)− f2(u)|.
Since N2(GR, ε) ≤ N (GR, ε, ‖ · ‖C(Z)), we know that
N2(GR, ε) ≤ N

BR,
ε(q − n)Γ (n/2)
4πn/2cρ c˜qσ n(R + M) , ‖ · ‖C(X)

≤ N

B1,
ε(R + M)
RB
, ‖ · ‖C(X)

.
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By a classical result on covering numbers of finite-dimensional Banach spaces (see [3, Theorem
5.3]), we know that
N

B1,
ε(R + M)
RB
, ‖ · ‖C(X)
 
≤

2RB
ε(R + M) + 1
d˜
, for 0 < ε <
RB
R + M ,
= 1, for ε ≥ RB
R + M .
It follows that for 0 < ε < RBR+M ,
logN2(GR, ε) ≤ d˜ log

2RB
ε(R + M) + 1

≤ d˜
s

2RB
ε(R + M)
s
= d˜
s

2RB
R + M
s
ε−s .
For ε ≥ RBR+M , we have
logN2(GR, ε) ≤ logN

B1,
ε(R + M)
RB
, ‖ · ‖C(X)

= 0.
So (2.6) holds with a = d˜s ( 2RBR+M )s .
Now we can apply Lemma 2 with B = 4πn/2cρ c˜qσ n
(q−n)Γ (n/2) (R + M)2, α = 1, c = 2B and a = d˜s
( 2RBR+M )
s . We know that for any δ ∈ (0, 1), with confidence 1− δ/2, it holds that
Eg f − 1m
m−
i=1
g f (zi ) ≤ 12Eg f + c
′
sη +
22B log(2/δ)
m
, ∀g f ∈ GR .
Here η is given by
η = (2B) 2−s2+s
 a
m
 2
2+s = 2

d˜
s
 2
2+s
B

R
R + M
 2s
2+s
m−
2
2+s ,
which implies that
c′sη +
22B log(2/δ)
m
≤ C∗σ n log(2/δ)m− 22+s max{R2, M2}.
This verifies the desired bound. 
For our analysis we need the following bounds for fH,σ,x and fz,σ,x from [10, Lemma 4,
Theorem 3].
Lemma 3. Assume that ρX satisfies condition Lτ with exponent τ > 0 and H satisfies the
norming condition with exponent ζ > 0 and d ∈ N. Then for some constant CH,ρX independent
of σ we have
‖ fH,σ,x‖C(X) ≤ CH,ρX σ−ζ−
τ
2 max{ζ,1}, ∀x ∈ X, 0 < σ ≤ min{σ0, 1}.
There also exist constants σH,ζ > 0 and Aτ,ζ , C ′H,ρX > 0 such that for any 0 < σ ≤ σH,ζ and
0 < δ < 1, we have with confidence 1− δ,
‖ fz,σ,x‖C(X) ≤ C ′H,ρX σ−ζ−
τ
2 max{ζ,1}, ∀x ∈ X,
provided that
m ≥ −Aτ,ζ log(δσ )σ−2τ max{ζ,1}. (2.9)
Now we can bound the sample error ‖ fz − fH‖L2ρX .
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Proposition 2. Assume that H satisfies the norming condition with exponents ζ > 0 and d ∈ N,
and ρX satisfies the condition Lτ with exponent τ > 0. Suppose 0 < s < 1, σ = m−γ with
γ > 0 and 0 < δ < 1. If m satisfies
m1−2γ τ max{ζ,1} ≥ Aτ,ζ (log(2/δ)+ γ log m), (2.10)
then with confidence 1− δ, we have
‖ fz − fH‖2L2ρX ≤ CH,ρX ,M log(2/δ)m
4γ (ζ+ τ2 max{1,ζ })− 22+s−nγ ,
where
CH,ρX ,M := 2C∗CH(max{C ′H,ρX ,CH,ρX , M})2.
Proof. Take
R = max{C ′H,ρX ,CH,ρX , M}mγ (ζ+
τ
2 max{1,ζ }).
First, the restriction in (2.10) tells us that (2.9) holds. So by Lemma 3, there exists a subset Z1 of
Zm with measure at least 1− δ/2 such that
‖ fz,σ,x‖C(X) ≤ C ′H,ρX mγ (ζ+
τ
2 max{1,ζ }) ≤ R, ∀x ∈ X, z ∈ Z1.
That is, fz,σ,x ∈ BR for any x ∈ X, z ∈ Z1.
Next we apply Lemma 3 and find that fH,σ,x ∈ BR for any x ∈ X .
Since R ≥ M , Proposition 1 tells us that there exists another subset Z2 of Zm with measure
at least 1− δ/2 such that∫
X
Ex ( fz,σ,x )− Ez,x ( fz,σ,x )+ Ez,x ( fH,σ,x )− Ex ( fH,σ,x )dρX (x)
≤ 1
2
∫
X
Ex ( fz,σ,x )− Ex ( fH,σ,x )dρX (x)+ C∗R2 log(2/δ)m−( 22+s+nγ ) ∀z ∈ Z2.
Finally with (2.3) and (2.5), we conclude that for z ∈ Z1 ∩ Z2, it holds that
‖ fz − fH‖2L2ρX ≤ 2C
∗CH(max{C ′H,ρX ,CH,ρX , M})2 log(2/δ)m4γ (ζ+ τ2 max{1,ζ })− 22+s−nγ .
Since the measure of Z1 ∩ Z2 is at least 1− δ, our conclusion follows. 
3. Convergence rates for the sample error
When the power index γ in σ = m−γ is small enough, Proposition 2 leads to the following
convergence rate for the sample error.
Theorem 2. Assume condition Lτ with exponent τ > 0 for ρX and the norming condition with
exponents ζ > 0 and d ∈ N for H. Suppose 0 < ε < 1/4 and σ = m− ε4ζ+2 max{τ,τζ } . Then for
0 < δ < 1 and m satisfying (1.9), we have with confidence 1− δ,
‖ fz − fH‖L2ρX ≤ C2

log(2/δ)mε−
1
2 . (3.1)
Here the constants C1 and C2 are given by
C1 = A2τ,ζ

1+ 1
4ζ + 2 max{τ, τζ }
2
, C2 =

CH,ρX ,M . (3.2)
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Proof. Take γ = ε/[4ζ + 2 max{τ, τζ }] > 0 and s = 2ε1−ε in Proposition 2. Then
2γ τ max{ζ, 1} < ε < 1/4 and m1−2γ τ max{ζ,1} ≥ m1−ε.
Since m satisfies (1.9) with C1 = A2τ,ζ (1+ 14ζ+2 max{τ,τζ } )2, it holds that
m1−ε ≥ m 12 ≥ Aτ,ζ

1+ 1
4ζ + 2 max{τ, τζ }

(log(2/δ)+ log m). (3.3)
Then (2.10) holds true. By Proposition 2, we see that with confidence 1− δ,
‖ fz − fH‖L2ρX ≤

CH,ρX ,M

log(2/δ)mε−
1
2 .
This proves Theorem 2. 
4. Further discussion
In this paper we applied a concentration technique to improve the error bounds given in [10].
To estimate the total error, we need information on the approximation error ‖ fH − fρ‖L2ρX .
Here we assume that fρ ∈ H, which eliminates the approximation error. It would be interesting
to bound the approximation error when fρ ∉ H. One way to achieve this is to introduce a
regularization term in algorithm (1.2). This will be discussed elsewhere.
In our analysis, we only consider the case of i.i.d. samples. In some applications, one might
have samples obtained from non-i.i.d. sampling processes such as weakly dependent or non-
identical processes [6,5]. In some situations, bounding the functions fz,σ,x may be easier due to
some restrictions on the sampling points. This would be an interesting topic for further study.
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