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Consider a set-indexed partial sum process {~.j~,, Yj, n/> 1} where { Y,, n/> 1} are identically 
distributed random variables and {J,, n >/1} is a nondecreasing sequence of finite sets of positive 
integers with j(n) =- Card( J , )~ oo. A strong law of the form ~J~Jn YJ/bj<,)~, 0 almost certainly is 
established where {b,, n t> 1} are constants with b, /n -~ oo. As special cases, new results are obtained 
for exchangeable and stationary sequences. The result for stationary sequences strengthens a weak 
law proved by Mailer [9] in that the convergence is shown to be almost certain. 
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I. Introduction 
Throughout this paper, all random variables under consideration are assumed to 
be defined on a common probability space (O, ~, P). Consider a sequence of 
identically distributed random variables {Y,, n >i 1}. Let {b,, n >i 1} be constants 
with b,/n~oo and let {J., n>~ 1} be a nondecreasing sequence of finite sets of 
positive integers with 1 <~j(n)=-Card(./,)~ oo.Herein, the main result, Theorem 1, 
furnishes conditions for the set-indexed partial sum process {~J~Jn YJ, n/> 1} to obey 
a strong law of large numbers (SLLN) with norming constants {bj~,~, n i> 1}, that 
is, for ~j~j. Yj/bj<,)~ 0almost certainly (a.c.). It is not assumed that the summands 
{ Y., n >I 1} are integrable. Indeed, Theorem 1 is a nontrivial result only when the 
{ Y,, n >/1} are not integrable. 
Theorem 1 yields, as special cases, new results for exchangeable and stationary 
sequences. More specifically, for an exchangeable sequence {X,, n >I 1} and a real 
symmetric Borel function 4' on R"  where m I> 2, Theorem 2 establishes the SLLN 
(13). For a stationary sequence {Y,, n >I 1}, the SLLN (16) is proved in Theorem 3 
thereby strengthening a result of Mailer [9] which asserts that the weak law of large 
numbers ~j= 1 YJ/b. P-~ 0 obtains. 
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2. The main result 
Before stating and proving Theorem 1, the main result of this paper, a remark 
on its method of proof is in order. The proof is based on a modification of a 
technique which was initially due to Fristedt [5] and which was used by him to 
establish a SLLN for sums of independent, identically distributed (i.i.d.) random 
variables. This technique was independently obtained by Rosalsky [12] in a some- 
what more general form and he used it to prove a SLLN for sums of pairwise i.i.d. 
random variables. 
Theorem 1. Let { II,, n >I 1} be identically distributed random variables. Let { J,, n >t 1} 
be a nondecreasing sequence of finite sets of positive integers with 1 <~ j( n ) =- Card(J,) -> 
oo. Suppose there exists a g-algebra ~ c ~ such that 
Ej ,.g(lYjl)_,E{g(iy, l)lua} a.c. (1) 
j (n)  
for every strictly increasing function g mapping [0, oo] onto itself for which g([ Y~[) ~ ~.  
Let {b,, n/> 1} be positive constants and suppose that 
- -+oo,  - -=0 inf (2) 
n n \j>~n 
and 
oo  
y p{lY l>b.}<oo. (3) 
Then the SLLN 
~'J~J" YJ + 0 a.c. (4) 
bj(n) 
obtains. 
Proof. The theorem will first be proved assuming 
b'l'oo. (51 
n 
Set c0=0, c. = b./n, n~ > 1, and let c(t) be the continuous extension of {c., n~>0} 
defined by linear interpolation between integers, that is, 
c( t )=(c .+ l -c . ) ( t -n )+c ,  forn<~t<~n+l, n>~O. 
Let b(t)= tc(t) for t~>0 and let b -~ denote the inverse function of b. 
Define, for N >I 1, 
~ tc(N), O<~t<<-N, 
b(N)(t) = [tc(t) = b(t), t> N. 
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It will now be verified that each b~N)(-) is superadditive, that is, 
b~N~(tl+t2) >~b~N~(tl)+b~N)(t2) for all tl, t2>~0. 
If tl + I2 ~< N, then 
b¢ N)( tl + t2) = ( tl + t2)c( N)  = b¢ N)( tl) + b( N)( t2), 
and if tl + t2 > N, then 
b~N)(tl + t2) = (tl + tE)C(tl + t2) t> tic(max{t1, N}) + t2c(max{t2, N}) 
= bCN)(tl) + b~N~(t2). 
It then follows that each of the inverse functions b~-l~( •) is subadditive, that is, 
b~(y~+y2)<~b-(~(y~)+b-(l)(y2) for all y~,y2>~O. (6) 
Now for all N~ > 1, since b¢N~(t)>~ b(t) for t~>0, 
Ir ' l  I ( ]y , l<bN)+b- , ( ]y , l ) i ( l y ,  l> b,, ) )(1Y,I) - c(N---) 
<~ b-l([ Y,]) ~ ~,  (7) 
by (3). Thus, recalling (5), 
lim b -  (IYal)=0 a.c. 
and then by the Lebesgue dominated convergence theorem for conditional expecta- 
tions (see, e.g., Chow and Teicher [2, p. 204]) 
lim I)l }=O a.c. (8) 
N--*oo 
Next, define 
WN= N >~ 1. 
P 
Let e, 8 be arbitrary numbers in (0, 1). Since WN ~ 0 by (8), there exists an integer 
N ( e, 8 ) such that 
P{A~,~}>~ 1-8  where A~,8=--[IWN(,,~I<~e/2]. (9) 
Now, since b(N(~,~(t)/t is nondecreasing in t, 
b(N(~,~))(en) b(~(~,~))(n) 
<~ , n >~ l , 
En n 
or  
eb~N(~,8~(n) >-- b(N~,~))(en), n/> 1. (10) 
280 A. Rosalsky / Strong law with applications 
Then, noting that b. = b(N(..~))(n) for all large n and employing (10), (9), and (6), 
it follows that 
L bj(n) 
J . 
J . 
{; ,)) 1 -< P b(N(,,a)) +IWN(,,~) j (n) i.o.(n) + J . 
j (n) 
<~ PIlimt ,-,cosup ~J~n b(-~(~,~))([ Yj[) > j ( n )  WN(~,~)} +8 
=8 
by (7) and (1). Since 8 is arbitrary, 
p lZj  o e i.o.(n)} =0, 
[ bj(,) 
and since e is also arbitrary, the conclusion (4) obtains. 
The theorem will now be proved for a general sequence of positive constants 
satisfying (2). By (2), for some constant 1 < K < co and all n I> 1, 
b---e <~ K inf ~ (11) 
n j~n j 
Set b" = Kn infix, bJj, n 1> 1. Now y~oo p{i y~[ > b'} < oo by (3) and b" >1 b., n/> 1, 
and since b'/nToo , by the portion of the theorem already proved applied to the 
sequence {b', n I> 1}, 
r,I I j-o r,I ~< +0 a.c. []  
Kbj(.) b~(.) 
Remarks 1. Some remarks concerning the hypotheses to Theorem 1 follow. 
(i) I f  the positive constants {b., n >1 1} satisfy the second half of (2) and (3) and 
if YI ~ -~1, then necessarily the first half of (2) holds. 
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Proof. Since Y1 ~ LP~, ~oo=~ p{] y~[ > Cn} = oo for all C < oo which, in conjunction 
with (3), yields lim sup,_,oo b, /n=oo.  Then, in view of (11), b,/n-->oo. [] 
(ii) Suppose the positive constants {b., n >i 1} satisfy 
0 n E ~= (12) 
j=n 
and for some constant K < oo the condition that b, <- Kb s whenever 1 <~ i <~j. Then (2) 
holds. 
Proof. Note that, for n i> 1, 
2n 2n+1 
b2. b2n+l 
2. 1 2.+1 1 
<~2 ~ +3 Y. 
j=.+l b2. j=n+2 b2.+1 
2. K 2.+~ K 
<~ 2 j=~+l ffj + 3 j_~+2 ff j
oo 1 
<_SK s=.E 
by (12) and hence b. /n  ~ oo. To establish the second half of (2), note that by (12), 
oO ~i=,, 1/bi <~ Cn/b .  for some constant 0 < C < ~ and all n/> 1. Then, for n t> 3, 
j j+  j<K(2n-3)  2 ( j -n+l )  
sup <~ max sup + sup 
j~ .  -bjj n<~j<~2.--3 b s j>~2n-2 bj b. j~2.--2 b; 
2Kn+ sup (2 ~ ~ ) 2Kn °o K 
<~ b,, j~2 . - -2  i= .  - -  b. +-2 i=.~--bi 
n 
<~ 2K(1+'C)  ~-~. 
Thus, sup j~, j /b j  = O(n /b , )  which is equivalent o the second half of (2). [] 
3. Special  cases of  Theorem 1 
By choosing the {II,, n I> 1} of Theorem 1 to have a particular dependence 
structure, the condition (1) can be automatic thereby yielding new results as special 
cases. The first such result establishes the SLLN (13) wherein {Y,, n~ > 1} is an 
exchangeable sequence and 4~ is a real symmetric function. The proof rests on a 
version of the SLLN for U-statistics of exchangeable random variables. 
Theorem 2. Let {X,, n/> 1} be an exchangeable sequence of  random variables and let 
{b,, n 1> 1} be positive constants atisfying (2). Let m >>- 2 be a f ixed integer and let dp 
be a real symmetric Borel function on R m. I f  
oO 
E 
-=1  
P{I~b(XI,. . . ,  X~)]> b,} < oo, 
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then 
E I~<i l<- -  "< i ra~n ~(X i l  , * " " ~ X i  m ) 
b.  n. G,O 
-> 0 a.c. (13) 
Proof. For n/> 1, let ~, denote the (r-algebra generated by random variables of the 
form h(X l , . . . ,  X,+j) where j~>0 is arbitrary and h is a Borel function on R "+j 
which is unchanged if its first n arguments are permuted in any order. Then 
~3,~('-]~=1 ~, - -~.  Let g be any strictly increasing function mapping [0,0o] onto 
itself satisfying g( lch(X] , . . . ,Xm) l )e~l .  Note that g(l(hl) is a symmetric aorel 
function on R m. Define a sequence of U-statistics 
Z,~-,,<...<,m~, g( lr(x, , , . . . ,  x,..)]) u ,= ( : )  , ,~>m, 
and note that, for n >i m, U, is a symmetric function of XI, . . . ,  2(, and hence is 
~3,-measurable. Then (see Billingsley [1, pp. 424-425, 419]) 
u. = E{U. l~.} -  E,~,,<...<,,,,~. t {g(14,(X,,,..., x,.,)l)l 
(:) 
=E{g(14~(x,, . . . ,x,~)l) l~o}-,E{g([6(x,, . . . ,xm)l) l~} a.c. (14) 
For n I> m, let J,, = {1, . . . ,  (2,)} and let j~  1 ~ i 1 <" " " < i m ~ n be a one-to-one 
correspondence b tween J, and the set of all size m combinations of the integers 
{1, . . . ,  n}. In view of (14), the conclusion (13) follows directly from Theorem 1. [] 
Theorem 3(i) below is essentially a result which was established by Rosalsky [12] 
and is an extension of Theorem 2 of Feller [4] to pairwise i.i.d, random variables. 
Apropos of Theorem 3(ii), consider a stationary sequence of random variables 
n 
{Y. ,  n~ 1} with partial sums S. =Yg=] YJ, n~> 1. Kesten [7] shows that S,, cannot 
approach +00 at a rate slower than linearly when S. /n  ~ 0 in the sense that for any 
numerical sequence 0< b,--> 0o (no matter how slowly) 
p{[~ 0] [ l im in fS ,> S. 01 } -> 0 or lim sup - -  < 
and, consequently, if 
s. 
- - -~0 a.c., 
n 
then 
~ lira sup - -  = 0, S,, -~ -00 = 0 
t. n--,c~ /1 
l im inf S, < 0o a.c., lim sup S, > -0o a.c. 
rl ---~ oo M--~ OO 
(15) 
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and 
,-,oo 0 <~ lim sup S,  a.c. lim inf ~" ~< ,,.-,~ b , 
In Theorem 3(ii), conditions are given for IS, I to grow slower than a sequence 
{b,, n/> 1} which approaches oo at a rate faster than linearly. If S,/n converges a.c., 
the conclusion (16) is, of course, immediate. According to the pointwise ergodic 
theorem for stationary sequences (see, e.g., Stout [14, p. 181]), a sufficient condition 
for S, /n  to converge a.c. is that Y1 ~ L#~. Consequently, Theorem 3(ii) is of greatest 
interest when Y~.  (See Remark l(i).) It should be remarked, however, that 
according to an example of Tanny [15], (15) can hold for a stationary sequence 
even when Y1 ~ ~1. 
A somewhat weaker version of Theorem 3(ii) was proved by Maller [9] for 
stationary sequences. Maller's result asserts that if 0 < b,/nToo and if (3) holds, then 
Theorem 3. Let { b,, n >! 1} be positive constants atisfying (2) and let { Y,, n >t 1} be 
random variables uch that either 
(i) { Y~, n t> 1} is a sequence of pairwise i.i.d, random variables, or 
(ii) { Y,, n/> 1} is a stationary sequence of random variables. 
I f  (3) holds, then 
11 
Zj=, Yj__>O a.c. (16) 
b. 
Proof. Let J, = {1, . . . ,  n}, n >i 1. Under case (i), let ~= {~, O} and let g be any 
Borel function for which g(I Y I) £e,. Then by the Etemadi [3] SLLN for sums of 
pairwise i.i.d, random variables 
n g(I Yjl) Eg(IY l)= a .c .  
n 
and (16) follows directly from Theorem 1. 
Under case (ii), let (g denote the o-algebra of invariant events for the stationary 
sequence {I Y,], n/> 1}. Let g be any strictly increasing function mapping [0, oo] onto 
itself satisfying g(IYll)  and let ~g denote the invariant tr-algebra for the 
stationary sequence {g(IYol), n/> 1). Then by the pointwise ergodic theorem for 
stationary sequences 
 j lg(lYjl)_ E{g([yll)l g} a.c. (17) 
n 
It will now be shown that (gg = (g. Let G" [0, oo]~ [0, ~]~ be defined by 
G( (xl, x2, . . . ) )  = (g(x]), g(x: ) , . . . ) .  
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Then G-a : [0, oo]°°--> [0, ~]~ is given by 
G-i((x, ,  x2, . . . ) )  = (g-i(Xl), g- i(x2),. . .) .  
It is easy to see (use, e.g., Theorem 1.4.1 of Chow and Teicher [2, p. 13]) that both 
G and G -~ are ~°°-measurable functions. Now, if A E ~,  there exists a set Bo E ~ 
such that for all n I> 1, setting B = Bo[0, oo] °°, 
A = [(g(I Y,, I), g(I Y,+,I),...) e Bo]  
=[o(( I  Y,I, I Y,+,l,...))~ B] 
= [(I Y,I, I Y,+,I,---)z G-'(B)]. 
Since G is ~-measurab le ,  G-I(B) E g3 ~ whence A E ~. Conversely, if A E ~3, there 
exists a set Bo E ~3 ~ such that for all n >I 1, setting B = Bo[0, ~]~, 
A 
m 
Since G -1 is 
Thus ~ = 
[(I Y,,I, I Y,,+,l, • • .) ~ ~o] 
[(I rn l ,  I Y ,+, I ,  • - -) ~ B:] 
[G((IY, I, IY,+,I,...))~ G(B)] (since G is one-to-one) 
[(g(111. I), g(I Y,,+,I),...) ~ G(B) ] .  
~-measurab le ,  G(B) = (G-I)- I (B) E ~ and so AE ~g. 
~3 and hence, recalling (17), 
Yj"--, g(I Yjl) 
-> t~{g( IY ,  I)l<-.¢) a.c. 
n 
and (16) again follows directly from Theorem 1. [] 
Remarks 2. (i) Theorem 3 should be compared with the following result of 
Martikainen and Petrov [10]. 
Theorem 4. Let { Y., n >t 1} be identically distributed random variables and let { bn, n 
1} be positive constants atisfying 
j=n~ ~ . (18) 
n 
I f  (3) holds, then Y~j=I Ys/bn ->0 a.c. [] 
According to Remark l(ii), (18) implies (2). The sequence b, = n log(n + 1), n t> 1, 
satisfies (2) but not (18). 
(ii) Theorem 3(ii) applies also to exchangeable sequences of random variables 
since every exchangeable sequence is stationary (see, e.g., Kingman [8]). 
(iii) A remark concerning the sharpness of Theorem 3(ii) is in order. Without 
imposing additional conditions on the stationary sequence, it is, in general, not 
possible for (16) to obtain when lim inf._,oo b,/n <~ as is shown by the following 
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simple example: Let Y be a nondegenerate random variable and let Y~ = Y, n >/1. 
Then { Y., n/> 1} is a stationary sequence and, for b, > 0, 
n b,, 
~j=~ Yj_ n Y~0 a.c. if[ ----)oo. (19) 
b, b, n 
However, it is clear from (19) that (16) can, in fact, hold in the absence of (3). 
(iv) I fa  stationary sequence { Y., n t> 1} ~ Zfp for some p > 2, then (16) can indeed 
hold for some choice of b, = o(n). More specifically, Stout [14, p. 211] showed that 
if { Y,, n i> 1} is a stationary sequence with EY~ = 0 and 
YJl 
< oo for some p > 2, (20) sup n p/2 
then 
n 
Y~=l Y~ ~0 a.c. 
nl/2(log n)l/P(log log n) 2/p 
This result is somewhat stronger than some obtained by Serfling [13] and 
Petrov [11]. Stout [14, p. 213] also gave some sufficient conditions for (20). 
(v) Let { Y, ,  n >I 1} be a stationary sequence with Y1 ~ ~p for some 1 ~< p < 2. If 
the { Y, ,  n >i 1} are independent, hen by the Marcinkiewicz-Zygmund SLLN (see, 
e.g., Chow and Teicher [2, p. 122]) 
Zj'--1 (Yj -EYj)_)  0 a.c. (21) 
nl/p 
Now if {Y,, n/> 1} is a stationary ergodic sequence, then (21) holds with p = 1 by 
the pointwise rgodic theorem. However, Jain, Jogdeo and Stout [6] give an example 
of a uniformly bounded stationary ergodic sequence {Y,, n 1> 1} such that 
limsup ( l°gl°g n)2[~jn=l  (Y J -EYJ ) I>0 a.c. 
I'1 --> OO n 
and, consequently, for all 0 < c~ < 1, 
IEj%, ( Yj- EYj)I 
lim sup n ~ 
n --~. OO 
: OO a .c .  
showing, in particular, that (21) can fail if 1 <p <2. 
The next theorem is essentially a result of Fristedt [5]. 
Theorem 5. Let { Y, ,  n >i 1} be i.i.d, random variables and let {b,, n I> 1} be a non- 
decreasing and convex sequence of  positive constants with 
lim sup b~ = 0o. (22) 
n~OO n 
11 
I f  (3) holds, then ~,j=, YJb,,-->O a.c. 
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Proof. In view of Theorem 3, it only needs to be shown that (2) holds. By the 
convexity hypothesis, for n I> 2, 
(b,,-i + b,,+l 
>-- b,, 
2 
or, equivalently, 
b.+l -b , ,>~b.-b, ,_ l  . 
Thus, for all n/> 2, 
n( (b , , -b l ) - (b , , _ l -b l ) )>~(n  - 1) (b , , -b ._ l )  
n 
>i ~ (b j -b~_ , )=b. -b ,  
j=2 
implying 
b,, - bl b.-1 -- bl 
n n -1  
Thus, (b, , -b l ) /n '~ and so, via (22), 
l im inf b_. = lim inf b. - b____~ = lim sup b. - b____~ 
n- -*~ ~ n~ r l  n ~  n 
bn 
= lim sup - -  = co. 
Therefore b,,/ n ~ ~ and 
b2= (1+o(1))  b" -  bl = (1+o(1) )  inf b j -b ,  
n l'l j~n j 
<~(1 +o(1) )  inf bj --o 
J~"  j 
[] 
Example. This example exhibits a sequence of positive constants {b., n >>-1} which 
satisfies (2) but which is not convex. Define b. = nc., n I> 1, where 0< c.1'oo is such 
that 
c. = c.+1 for infinitely many values of n. (23) 
Clearly O<b,, /ntoo and (2) holds. Assume {b., n I> 1} is convex. Now whenever 
n/> 2 satisfies c. = c.+1, then via convexity (n - 1)c._1 + (n + 1)c.+~ I> 2nc. and so 
(n - 1)c._~ >I (n - 1)c.. Thus c._1 = c. implying via repeating the argument hat 
cl = c2 . . . . .  c.. Thus, in view of (23), c. = c~ for all n >I 1 and this contradicts the 
fact that c.Too. [] 
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