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The temperature dependence of the magnetic penetration depth λ has been widely used to investigate the
momentum space structure of the superconducting energy gap, in-particular whether it has nodes or not. Here
we show that the magnetic field dependence of λ is strongly enhanced in low-Tc unconventional superconductors
and that λ(T,H) can be used to distinguish nodal pairing states from those where there is a small residual gap,
which in the presence of small amounts of disorder are difficult to differentiate using λ(T ) alone. We show data
for CeCoIn5 and LaFePO which are consistent with a nodal gap and for KFe2As2 where the non-linear response
is dominated by a small but finite gap.
Determination of the symmetry and momentum (k) de-
pendent structure of the superconducting energy gap ∆ is of
fundamental importance as this is closely linked to the k-
dependence of the pairing interaction [1]. Measurements of
the magnetic penetration depth λ have proved extremely use-
ful as its temperature dependence is directly related to the en-
ergy dependence of the quasiparticle density of states N(E)
which in turn is related to ∆(k) [2]. For example, a line node
in ∆(k) on a quasi-two-dimensional Fermi surface causes
N(E) to vary linearly with energy and λ to vary linearly with
T , whereas if ∆(k) is finite for all k then λ(T ) will vary ex-
ponentially for T  minimum gap [3].
One problem with interpreting λ(T ) to determine ∆(k)
however is the effect of impurities. Impurities produce gapless
excitations for a range of k around a node and λ(T ) ∼ T 2 be-
low a characteristic temperature, T ∗ [4]. In practice, it can be
difficult to distinguish the case where there is a small density
of impurities in a nodal superconductor from the case where
there is a small but finite energy gap, especially if it is not
possible to cool the sample to sufficiently low T . This dis-
tinction is important, because a node is strong evidence that
∆(k) changes sign on one or more Fermi surface sheet, even
though λ(T ) is not directly a phase sensitive probe. An ad-
ditional complication can come from normal state paramag-
netism which can cause upturns or flattening of λ(T ) at low
temperature [5].
In this Letter, we show how the field dependence of λ(T ),
or non-linear Meissner effect, can be used to distinguish be-
tween the cases of a small but finite ∆(k) and a node in
the presence of residual impurities or paramagnetic upturns.
We show data for three candidate nodal superconductors;
CeCoIn5, LaFePO and KFe2As2, which show very similar
behavior of λ(T ) in zero field but marked differences in the
finite field (non-linear) response λ(T,H). The results suggest
that CeCoIn5 and LaFePO have true nodes whereas for the
non-linear response of KFe2As2 is dominated by a small but
finite gap.
The non-linear Meissner effect has been investigated theo-
retically [7–9] in the context of providing a probe of the pu-
tative d-wave gap structure of cuprate superconductors. The
effect arises from the Doppler shift of the quasiparticle ener-
gies in a field, δε ∝ vs ·vf where vs is the superflow velocity
of the screening currents. Close to a node in ∆(k) this shifts
the quasiparticle states below the Fermi level and hence they
become occupied, producing backflow jets which reduce the
effective superfluid density. In a nodal superconductor in the
clean limit, it is predicted that λ is a linear function of H at
T = 0, with a field scale H0 which is of order the thermo-
dynamic critical field Hc (i.e., ∆λ(H)/λ(0) = H/H0). At
finite temperature, or in the presence of impurities, the field
dependence of λ is reduced for H < H∗. Detailed calcula-
tions of the effect of field on λ(T ) are shown in Fig. 1 for
different gap structures and impurity contents.
Despite considerable experimental efforts the predicted fi-
nite field effect on λ was not convincingly seen in cuprates
[10, 11]. Although λ was found to increase with H in
YBa2Cu3O6+x (Y123), the effect had only a very weak
temperature and angle dependence and so was likely to be
of extrinsic origin. Attempts to observe the effect through
transverse torque measurements were also unsuccessful [12].
Analogous non-linear intermodulation effects in agreement
with the theory, however, have been reported in Y123 [13, 14].
One reason for the non-observation of ∆λ(B) in cuprates is
that the size of the effect is predicted to be very small. As mea-
surements need to be conducted within the Meissner phase,
the applied field needs to be kept belowHc1. So the maximum
change in ∆λ(H) ' λHc1/Hc which, using the usual BCS
expressions, is approximately proportional to T−1c (< 0.5 nm
for Y123 [10, 11]). Additionally, for cuprates, zero energy
surface Andreev bound states (ABS) can give a contribution
to ∆λ(T,H) which decreases with field [15, 16], thus mask-
ing the bulk non-linear response. Hence, low-Tc, multi-band
materials without zero energy ABS, such as those measured
here with Tc in the range 2 K to 6 K, are much better suited to
test the non-linear theory than optimally doped cuprates.
CeCoIn5 has been extensively studied using many probes
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2FIG. 1. Calculated temperature dependence of the normalized su-
perfluid density λ2(0)/λ2(T,H); note 1 − λ2(0)/λ2(T,H) '
2∆λ(T,H)/λ(0) for small ∆λ(T,H). (a) d-wave, no impurities,
(b) strongly anisotropic but with small finite gap, no impurities, (c)
d-wave, small amount of impurities (T ∗/Tc ' 0.1), (d) d-wave,
large amount of impurities. The finite field results in all cases have
been shifted vertically down so that they coincide with the H = 0
results at T/Tc = 0.2 for comparison with our experimental results.
Unshifted results and details of the calculations are given in the SI
[6].
including specific heat, thermal conductivity κ(T ) [17, 18]
and λ(T ) [19–21] with the results consistent with d-wave su-
perconductivity with line nodes. For LaFePO, λ(T ) [22, 23]
and κ(T ) [24, 25] measurements indicate line nodes but with
theory suggesting it to be of A2g (s-wave) symmetry [26].
KFe2As2 is more controversial. Although λ(T ) has a strong,
quasi-linear dependence consistent with gap nodes [27], spe-
cific heat measurements [28] show evidence for very small
gaps which maybe difficult to distinguish from true nodes.
κ(T ) measurements have been argued to show universal be-
havior consistent with d-wave order [29], although this has
been disputed [30]. Studies of λ(T ) and the effect of electron
irradiation on the doped series Ba1−xKxFe2As2, in combina-
tion with theoretical work, suggest that Ba1−xKxFe2As2 has
a highly anisotropic gap which may change sign on some parts
of the Fermi surface as x→ 1 [31].
Our measurements of λ(T,H) were performed using a tun-
nel diode oscillator technique [10]. The sample is attached to a
sapphire cold finger and inserted into a small, copper solenoid
which forms part of a tank circuit that is resonated at 14 MHz
using the tunnel diode circuit. A small dc field is applied par-
allel to the RF field using a superconducting solenoid. The
sapphire cold finger is cooled down to a minimum tempera-
ture of 50 mK using a dilution refrigerator. The RF field is
estimated to be a few µT and the Earth’s field is shielded us-
ing a mu-metal can.
Samples of KFe2As2 were grown by a self flux technique
and are similar to those used in a previous heat capacity study
[28]. We found that the measured λ(T ) was very sensitive to
the surface quality and exposing them to air even for a short
time changed λ(T ) markedly, producing a fully gapped re-
sponse [32]. Hence, the samples were cleaved on all six sides
in an argon glove box and covered with degassed grease at all
times when outside of this. The CeCoIn5 samples were grown
in an In flux. These were less sensitive to air but nevertheless
were also cleaved and covered with grease. The LaFePO sam-
ples were grown in a Sn flux and are not air sensitive so were
not cleaved.
The temperature dependence of the in-plane λ for samples
of all three materials, in zero applied dc field, is shown in Fig.
2. All three materials show a predominately linear tempera-
ture dependence to λ for T  Tc but below some lower tem-
perature T ∗ the temperature dependence flattens off consider-
ably. As discussed above, the linear behavior is characteristic
of a nodal or very small energy gap whereas the behavior be-
low T ∗ could be interpreted either in terms of an effect of
impurities or a small residual gap. The results for KFe2As2
and LaFePO are similar to those reported previously [22, 27]
but here are extended to lower temperature. For CeCoIn5
FIG. 2. Temperature dependence of in-plane λ relative to its value at
the lowest temperature ∆λ(T ) for CeCoIn5, LaFePO and KFe2As2.
For each material ∆λ(T ) is normalized by its value at T/Tc = 0.3.
The data for CeCoIn5, and LaFePO have been shifted by±0.15 along
the λ axis for clarity. The inset shows the RF susceptibility over
the full temperature range to emphasise the superconducting transi-
tions. Here χ was set to zero just above Tc and normalized to −1 at
the lowest temperature. The mid-points of the transition are 2.1 K,
3.2 K and 5.9 K for CeCoIn5, KFe2As2 and LaFePO respectively.
For KFe2As2 and CeCoIn5 the RF field is parallel to the ab plane,
and for LaFePO the RF field is parallel to the c axis.
3we found significant sample dependence in λ(T ), with some
other samples showing a much less linear response tending
towards λ(T ) ∼ T 2 [6]. We attribute these differences to im-
purity effects although a separate determination of the sample
quality was not performed. As there was no significant differ-
ence in Tc, any impurity effect must be only at the surface and
would not be detected by measuring the residual resistance for
example. Previous measurements [19–21] have shown λ(T )
following a power law with different exponents between 1 and
2. It is possible that these differences are also caused by sur-
face impurity effects.
The samples were first cooled to base temperature (∼
50 mK) in zero field before applying the dc field in order to
minimize any effect of vortices entering the sample and con-
tributing to λ(T ). The samples were then warmed to 0.3 K
(0.6 K for LaFePO) and cooled back to base temperature sev-
eral times to average the data and remove any thermal drift.
In Fig. 3 we show the effect of dc field on λ(T ) for all three
materials. In each case, we set the zero for ∆λ(T ) to be the
lowest temperature (∼ 50 mK) for the zero field measurement.
The measurements in finite field are then shifted in λ so that
they coincide with the zero field measurements at T = 0.3 K
(or T = 0.6 K for LaFePO). This process is necessary be-
cause applying dc field causes shifts in frequency of the reso-
nant circuit which are not due to the sample and are difficult
to subtract reliably. For example, the response of the RF coil
is found to be hysteretic in the applied dc field. By fixing the
field and sweeping the temperature only, background effects
are avoided. For CeCoIn5 and KFe2As2 the measurements
were performed with H parallel to the ab-plane of the mate-
rial. As the samples are thin platelets [6], this minimizes de-
magnetizing effects which can be very strong especially close
to the corners of such samples when H is parallel to c, which
is the shortest dimension. The measured response ∆λ(T ) is
predominately the in-plane response but will also contain a
small contribution from the out-of-plane λ(T ) in the H‖ab
geometry. However, as the samples are thin and neither mate-
rial is very strongly anisotropic this out-of-plane contribution
is much smaller (a few percent) than the in-plane one. For
LaFePO, we used the H‖c geometry because of the sample
geometry and larger anisotropy of λ(T ).
It is clear that the response of the materials is quite different.
For CeCoIn5 and LaFePO, the normalised ∆λ increases with
H and this increase becomes progressively stronger as tem-
perature is lowered towards zero. By contrast, for KFe2As2,
the effect of H is opposite with ∆λ decreasing with H , and
again the effect becoming stronger at lower temperature.
For both CeCoIn5 and LaFePO we find that ∆λ at the base
temperature varies approximately linearly with H up to some
critical field H∗c (see Fig. 4), in excellent agreement with the-
ory for the response of a clean, nodal superconductor. The
magnitude of ∆λ(H) is in broad agreement with estimates [6]
using the material parameters for LaFePO, although a more
quantitative analysis requires more detailed theoretical mod-
elling including multiband effects. Above H∗c , ∆λ changes
much less. It is likely thatH∗c is the field where flux first starts
FIG. 3. Effect of magnetic field on the temperature dependence of
∆λ. The finite field data have been shifted along the λ axis to
coincide with the zero field result at T = 0.3 K for CeCoIn5 and
KFe2As2 and T = 0.6 K for LaFePO. All field values are the exper-
imental values. Demagnetising effects increase the effective field for
LaFePO by ∼ 5.5, but are negligible for the other samples.
to penetrate the material (Hp), so above this field the surface
shielding dc currents no longer increase with increasing H .
H∗c is close to direct dc measurements of the Hp [6]. For less
pure samples of CeCoIn5, as indicated by T dependence of λ
(larger T ∗), the response to field is much weaker [6], which
is again as expected from theory as the gapless impurities cre-
ated by strong disorder weaken the effect of the field induced
energy shift of the quasiparticles close to the nodes (see Fig.
1(d)).
4FIG. 4. Field dependence of ∆λ at the lowest temperatures (65 mk,
65 mk and 55 mk for CeCoIn5, LaFePO and KFe2As2 respectively).
The lines are linear fits to the data, saturating at H∗c . For LaFePO
∆λ has been multiplied by 2 for clarity and H multiplied by 5.5 to
correct for the demagnetizing factor.
The different behavior of KFe2As2 can be understood if the
non-linear response is dominated by a small but finite energy
gap. The effect of the field is to decrease the energy of the
countermoving quasiparticles. Close to the momentum where
∆(k) is minimum, this shift will move the minimum closer
to zero, making the gap smaller, and hence at sufficiently low
temperature and for weak fields ∆λ(T ) will have a stronger
T -dependence compared to zero field (see Fig. 1 (b)) (see also
[6]). In a multiband material like KFe2As2, there may be both
nodal and small-finite gapped sheets of Fermi surface [28],
and the measured response would be the sum of the superfluid
density from all sheets, so we cannot rule out of a small contri-
bution from a nodal sheet with sufficient impurity scattering to
reduce its linear contribution to λ(T, 0). However, our results
show that the non-linear response is dominated by a sheet(s)
with a small but finite gap which rules out there being nodes
on all sheets.
Looking in more detail at the ∆λ(T,H) response for
CeCoIn5, there is an unexpected behavior at the higher fields.
Although ∆λ(H) increases linearly withH at the lowest tem-
perature, the fact that this leads to a minimum in ∆λ(T ) for
µ0H = 3 mT at T ' 150 mK (Fig. 3) is unexpected in the ex-
isting theoretical models. For the single band d-wave model
λ always increases monotonically both as a function ofH and
T . One possibility is that paramagnetic impurities might con-
tribute to the response. In the simple case where the paramag-
netism follows a Curie law then this can lead to an upturn in
∆λ(T ) ∝ T−1 [5] which would be expected to be virtually in-
dependent of fields in the range applied here (µ0µeH  kBT ,
where µe is the effective moment of the impurity). Subtract-
ing a field independent paramagnetic term from all the data
results in ∆λ(T ) becoming much more linear in zero field and
∆λ(T ) increasing monotonically with T for all H [6]. How-
ever, measurements of the dc susceptibility at fields aboveHc2
showed that the bulk paramagnetism was too weak to account
for this. It is possible that stronger paramagnetism from de-
fects exists close the surface only and so would be picked up in
the measurements of λ but not the bulk measurements. Fur-
ther measurements are required to confirm this or establish
whether the upturn is an intrinsic effect, perhaps linked to the
strongly-correlated nature of CeCoIn5.
In summary, we have shown how the field dependence of
the magnetic penetration depth can be used to distinguish be-
tween nodal and small finite gap structures at least in the sin-
gle band-case. Magnetic field causes the former case to be-
come less temperature dependent at low temperature (T 
Tc), whereas an increased temperature dependence is found
for the latter case. The results confirm that both CeCoIn5 and
LaFePO have a sign changing nodal gap structure, whereas
for KFe2As2 the response is dominated by a small but finite
gap. It is likely this effect will be useful to distinguish other
candidate nodal superconductors from cases where there is a
small but finite gap.
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Sample Dimensions
All three compounds, CeCoIn5, LaFePO and KFe2As2
have a tetragonal structure and the single crystal samples in
this study took the form of thin platelets, with the shortest di-
mension (lz) corresponding to the c axis and the larger dimen-
sions (lx and ly) corresponding to the a-b plane. The dimen-
sions of all samples are listed in table S1, where the prefixes
‘C’, ‘L’ and ‘K’ refer to CeCoIn5, LaFePO and KFe2As2 re-
spectively.
Sample lx (µm) ly (µm) lz (µm)
C1 200 310 5
C2 140 105 45
C2 175 420 10
L1 270 274 31
K2 715 405 50
TABLE S1. The dimensions of the samples used in this study.
Determination of Field of First Flux Penetration
For KFe2As2 and LaFePO, the lower critical field Hc1, or
more precisely the field of first flux penetration Hp, was de-
termined in the same samples used for the λ(T,H) study.
The samples were suspended above a micro-Hall probe array,
cooled to base temperature and then a dc field was applied as
described in Ref. [1]. For KFe2As2 B was parallel to the ab-
plane and for LaFePO H‖c as in the λ(T,H) study. At low
field the local field measured by the Hall probe is linear in H
corresponding to the field leaking around the sides of the sam-
ple. AtHp there is a sharp rise inB as seen in the inset to Fig.
S1. This field, which is equal to Hc1 in the absence of any
surface barriers is plotted in Figs. S1 and S2. Hc1(T ) is found
to have a linear temperature dependence, mirroring that found
for 1/λ(T )2. For LaFePO the field has been corrected for de-
magnetising factors using the method of Brandt [1, 2]. As the
fields are small, sweeps were made in positive and negative
fields to correct for the Earth’s field.
For CeCoIn5, a different method was used because of the
FIG. S1. The temperature dependence of the lower critical field Hc1
of KFe2As2 with the field oriented in-plane (H//ab). The inset
shows an example response of a Hall sensor located beneath the edge
of the sample. Hc1 is the field at which the measured flux density be-
gins to increase.
unavailability of apparatus. Instead Hc1 was measured using
a commercial SQUID magnetometer. The magnetic moment
was measured as a function of field and the point wherem(H)
departs from linearity identified as Hc1 (see insert to Fig. S3).
The data only extend down to T = 1.7 K and so were extrap-
olated to lower temperature using the standard empirical for-
mulaHc1(T ) = Hc1(0)(1−(T/Tc)2). Although this extrapo-
lation is only appropriate for conventional fully gapped super-
conductors, a linear extrapolation as suggested by the linear T
dependence of 1/λ2(T ) would give a higher value of Hc1(0),
so the extrapolation in Fig. S3 (Hc1(0) = 5.9±0.1 mT) should
be viewed as a lower limit.
Response of Additional Samples of CeCoIn5
As described in the main text, we found that λ(T,H) for
CeCoIn5 was somewhat sample dependent. In Fig. S4 we
show ∆λ(T ) for two additional samples. In the top panel of
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2FIG. S2. The temperature dependence of the lower critical field Hc1
of LaFePO with the field oriented parallel to the c-axis (H‖c).
FIG. S3. The temperature dependence of the lower critical field Hc1
of CeCoIn5 with the field oriented in-plane (H‖ab), determined from
measurements of bulk magnetisation using a SQUID magnetometer.
The inset shows an example measurement for positive field, where
Hc1 is taken as the field at which the susceptibility χ deviates from
−1 (as indicated by the dashed line).
the figure the data, ∆λ(T ) is plotted on a linear scale, showing
that their response is considerably less linear than that shown
for sample C1 in the main text. The other two panels of Fig.
S4 show the same data plotted versus T 1.5 or T 2. Sample
C2 follows the T 1.5 power law best whereas C3 is closest to
T 2. Alternatively, fitting the data to the dirty d-wave form
∆λ(T ) ∼ T 2/(T + T ∗) yields T ∗ < 0.2 K, 0.7 K and > 2 K
for samples C1-3 respectively. Hence sample C1 is by far the
cleanest of the three, C2 is intermediate and C3 is in the dirty
limit.
The response of ∆λ(T ) to dc field for the two additional
samples is shown in Fig. S5. Sample C2 has a similar
but smaller in magnitude response to C1 (main text Fig. 2),
FIG. S4. The zero field temperature dependence of ∆λ for two addi-
tional samples of CeCoIn5, C2 and C3. The data are plotted against
(a) T , (b) (T/Tc)1.5 and (c) (T/Tc)2, over approximately the same
range of temperature of 0 to ∼ 1.0 K.
whereas sample C3 has almost no response. This is in line
with theory as impurities will produce gapless excitations
around the nodes which reduce both the temperature and field
dependence of λ compared to the clean case [3, 4].
3FIG. S5. Effect of magnetic field on the temperature dependence of
∆λ for two additional samples of CeCoIn5, C2 and C3. The finite
field data have been shifted along the λ axis to coincide with the zero
field result at T = 0.3 K.
Possible paramagnetic contribution to ∆λ(T ) for CeCoIn5
FIG. S6. ∆λ(T,B) for CeCoIn5 sample C1 (as in Fig. 2) with a
paramagnetic contribution subtracted.
As discussed in the main text, the flattening out of λ(T ) in
zero field for sample C1 of CeCoIn5 could be caused either
by impurities or a positive contribution from paramagnetism
of the normal state. In materials with a strong paramagnetic
normal state there is contribution to ∆λ(T ) of the form [5]
∆λ(T ) = ∆λL(T ) +
χN (T )λ(0)
2
(S1)
where χN (T ) is the normal state susceptibility. So if χN (T )
has a Curie form then there will be a 1/T contribution to
∆λ(T ) from the paramagnetism of the normal state.
In Fig. S6 we show the same data for CeCoIn5 shown in
Fig. 2 of the main text with a field independent contribution
∆λ(T ) = Aλ/T subtracted (Aλ = 0.25 nm K). With this
correction λ(T ) in zero dc field remains linear in T down to
the lowest temperatures consistent with a very low impurity
level (T ∗). The upturn evident in the highest field data in Fig.
2 is also almost removed. In reality the paramagnetic term
could have a more complicated temperature dependence, for
example a Curie-Weiss form is more likely that a pure Curie
(1/T ) form [6].
FIG. S7. Normal state magnetic susceptibility (in SI units) of one of
our samples of CeCoIn5 measured at µ0H = 7 T. The line is a fit to
the Curie-Weiss form, with parameters as indicated.
We measured a sample from the same batch as that in Fig. 2,
in a SQUID magnetometer using a field of 7 T which is suffi-
ciently large to suppress superconductivity. The results shown
in Fig. S7 show that the susceptibility follows the Curie-Weiss
form with a large Weiss temperature (θ ' 31 K). Substitut-
ing this into Eq. S1, with λ(0) = 190 nm (appropriate for
CeCoIn5 [7]) gives a change in λ between T = 0.05 K and
T = 0.3 K of ∆λ = 3 × 10−4 nm, which is 4 orders of mag-
nitude too small to explain the change corresponding to Aλ
above. So it is not likely that the Aλ/T term above comes
from bulk normal state paramagnetism. We cannot however
rule out a surface or extrinsic contribution (for example from
contaminants on this particular sample) giving a field inde-
pendent background.
4Calculations of field dependence of λ(T )
For our calculations of the field dependence of λ(T )
we consider a two-dimensional, circular Fermi surface with
isotropic Fermi velocity vF . The gap structure is taken as ei-
ther the classic d-wave form
∆(φ, T ) = ∆0(T ) cos(2φ) (S2)
or a similar form but with a finite gap
∆(φ, T ) = ∆0(T )(| cos(2φ)|+ η). (S3)
Note that λ(T,H) is only sensitive to the absolute magnitude
of ∆(φ), not its sign. The second, finite gap form could repre-
sent a mixed order parameter d+ is but is also representative
of other strongly anisotropic forms where ∆ does not change
sign. φ is the azimuthal angle. The temperature dependence
of the gap is taken to be the weak-coupling d-wave form in
both cases, which is approximated by
∆0(t) = ∆0(0) tanh
[
pi
∆0(0)
√
4
3
(
1
t
− 1
)]
(S4)
where ∆0(0) = 2.14 and t = T/Tc.
To calculate λ(t,H) we used the following expression
[3, 4] for the non-linear quasiparticle current jqp in the x-
direction (φ = 0) created by the applied field, integrated over
the Fermi surface
jqp = A
∫ pi
−pi
dφR
∑
n
(σ(φ)− iωn) cos(φ)√
(ωn + iσ(φ, t))2 + |∆(φ)|2
(S5)
where ωn = (2n+ 1)pit are the Matsubara frequencies,
σ(φ) = αH cos(φ− φ0) (S6)
is the quasiparticle energy shift produced by the field H in-
duced superflow and R denotes the real part of the sum. The
limits of the sum over n are±∞ but practically we set a maxi-
mum frequency |ω0| = 100 (in units of Tc). Convergence was
checked by varying |ω0| up to 2 orders of magnitude higher
and checking the H and T dependent results were insensitive.
The direction of the field is set by φ0. A is a constant related
to the normal state parameters which determine the absolute
value of λ(0), and α = µ0vFλ(0)e/(kBTc) is the constant of
proportionality between the field and energy shift (normalised
to kBTc).
The temperature and field dependence of the normalised su-
perfluid density is then calculated from
λ2(0)
λ2(t,H)
= C
jqp
H
, (S7)
where C is a constant determined by ensuring
λ2(0)/λ2(t,H) = 1 as (t,H) → 0. This represents an
approximation which is exact in the linear-response limit,
and gives the correct slope dlog λ/dt = ln 2/(∆0/Tc) as
(t,H) → 0 [4] for the d-wave gap (Eq. S2). To get the exact
result for finite H , the non-linear London equations should
be solved, combining the result for qqp with Maxwell’s
equations, in the appropriate geometry. However, it was
shown in Refs. [3, 4] that in the usual semi-infinite plane
geometry this only changes the field scale by a factor 3/2
without otherwise changing the field or temperature de-
pendence of λ. Our approach mirrors that of Xu et al. [4]
who solved the non-linear London equations analytically for
the pure, zero temperature field dependence of λ, but for
finite temperature/scattering they calculated numerically the
current-field relation and scaled this to the pure, T = 0 result
to get the non-linear response of λ. Our finite H results for
λ(H) are consistent with those of Stojkovic´ and Valls [3]
who did solve the non-linear London equations at finite T .
The results for the two different gap forms, d-wave gap (Eq.
S2) and (d + is)-gap [Eq. S3 with η = 0.2] in the pure limit
(Γ = 0) are shown in Fig. S8 (a) and (b). The magnetic fields
in the calculations are scaled according to
µ0H0 =
3∆0(0)
eλ(0)vF
(S8)
which takes into account the above factor 3/2. In the main
text we subtract a constant from each curve at finite H so that
∆λ(t) coincides with the H = 0 result at t = 0.2 for easy
FIG. S8. Calculated temperature dependence of the normalized su-
perfluid density λ2(0)/λ2(t,H) for the fields indicated (in units of
H0). (a) d-wave gap (Eq. S2), no impurities, (b) (d+ is)-gap (Eq. S3
with η = 0.2), no impurities, (c) d-gap with impurities, Γ = 0.005,
(d) d-gap with impurities, Γ = 0.1. No adjustments to the vertical
scale were made in this figure.
5comparison with the experimental data.
To include the effect of impurities, the Matsubara frequen-
cies ωn are replaced with their renormalised values
ω˜n = ωn + Γ
N(ω˜n, t)
c2 +N2(ω˜n, t)
(S9)
where
N(ω, t) =
1
pi
∫ pi/2
−pi/2
ωdφ√
ω2 + ∆2(φ, t)
(S10)
is the quasiparticle density of states, c is the cotangent of the
scattering phase shift and Γ = (1 + c2)ΓN , where ΓN is the
normal state scattering rate [4]. Equations (S9) and (S10)
are solved iteratively until convergence is reached for each
Matsubara frequency, i.e., N(ωn, t) is first calculated with the
unrenormalised ωn, then ω˜n is calculated from Eq. (S9) and
this is used to calculate N(ω˜n, t). This is repeated until ω˜n
has converged. The reduction of the superfluid density with
increasing ΓN calculated by this procedure as (t,H) → 0
is in excellent agreement with the results of Deepwell et al.
[8] for both the unitary and Born limits. Our calculations of
λ(T,H,Γ) are in good agreement with the results of Refs. [4]
for the unitary limit (c = 0) case considered there.
Results are shown in Fig. S8 (c) and (d) for the d-wave gap
function and two different values of Γ to illustrate small and
large amounts of impurity scattering in the unitary limit re-
spectively. These are the unshifted versions of the same cal-
culations in Fig. 1 of the main text.
Whether the shifted ∆λ(T,H) (as in main text Fig. 1) in-
creases or decreases with H at the lowest temperatures for the
case of a finite gap (η > 0) depends on the size of the field
with respect to the size of the finite gap and also the temper-
ature at which the data are shifted to coincide. An alternative
way to view the results is to analyse the derivative dλ/dT , or to
calculate the local exponent n. For the latter, we assume that
the data obey a power-law, λ(T ) = λ(0) + ATn, and then
calculate n = d ln(λ(T)−λ(0))/d ln T. A similar analysis is
sometimes performed on the experimental data to help decide
between nodal and non-nodal forms (e.g., see Ref. [9]).
The result of doing this for a very small gap, η = 0.05, is
shown in Fig. S9. For zero field, n at low temperature tends
to a high value indicative of an exponential T dependence of
λ as expected from the model. For H/H0 = 0.02, n has de-
creased to ∼ 1.5 at t = 0.03, consistent with a much stronger
(almost linear) T dependence of λ. For larger fields, n tends
to 2 at the lowest temperatures which is the same as expected
for the nodal case with impurities. The derivative dλ−2/dT
shows consistent behavior, increasing from zero for zero field
(exponential behavior) to a maximum for H/H0 ' 0.02 and
then reduces monotonically for higher fields. For this gapped
case, the temperature dependence at the lowest temperature
is always enhanced by field at the lowest temperatures with
the maximum enhancement occurring for a particular range
of small applied field. For the nodal case (η = 0) (right panels
Fig. S9), the low temperature exponent is close to 1 at zero
field, and then increases monotonically to 2 at higher fields.
FIG. S9. Exponent analysis of the calculated superfluid density: Left
panels for the small gap case (η = 0.05) and right panels for the
pure-d-wave case (η = 0). Top panels: λ2(0)/λ2(t,H) for the
fields indicated. Middle panels: the derivative dλ2(0)/λ2(t,H)/dt.
Bottom panels: the exponent n = d ln(λ(t)− λ(0))/d ln t
Estimation of size of ∆λ(B) for LaFePO and CeCoIn5
In general, for a single band d-wave superconductor, H0 is
given by [4]
µ0H0 =
3µ∆∆0
2eλ(0)vF
(S11)
where now, the angular slope of the gap at the node µ∆ =
1
∆0
d∆
dφ node
is allowed to vary (µ∆ = 2 for the d-wave model
in Eq. S2).
A fit to the linear section of ∆λ(B) (Fig. 3, main text) to
∆λ = αB (S12)
gives α = 0.38 nm/mT and 5.1 nm/mT for LaFePO and
CeCoIn5 respectively. As α = λ(0)/H0 and taking λ(0) =
240 nm for LaFePO [10] and λ(0) = 190 nm for CeCoIn5 [7]
this gives µ0H0 = 630 mT for LaFePO and µ0H0 = 36 mT
for CeCoIn5.
Density function theory calculations of LaFePO show that
there is considerable variation in vF on the different sheets
and within each sheet of Fermi surface. The location of
the node is presently unknown. vF ranges from 60 km/s to
500 km/s with an average value of 280 km/s (calculated from
the DFT calculations described in Ref. [11, 12]). de Haas
van-Alphen measurements [11, 12] show the effective mass
is enhanced by a factor 2 compared to DFT and so vF is re-
duced by this factor. Taking the lower renormalized value of
6vF = 30 km/s gives µ0H0 = 460 mT which is close to the
experimental value although the average value would give H0
approximately a factor 10 lower. For CeCoIn5, the orbitally
averaged vF derived from de Haas-van Alphen effect data [13]
ranges from 11 km/s to 50 km/s. With Tc = 2.1 K and again
assuming a single band d-wave gap, this gives µ0H0 in the
range 120 to 550 mT.
Anisotropy in vF can substantially affect the non-linear de-
pendence of λ on H as the non-linear energy shift depends
on the value of vF at the node, but λ(0) is a weighted aver-
age over the whole Fermi surface [4]. In materials, such as
CeCoIn5, where there are very strong mass renormalisations,
there are additional complications regarding how these renor-
malisations affect the temperature dependent superconducting
properties [14]. Further theoretical work on multiband and
strongly interacting superconductors is required before quan-
titative conclusions can be drawn.
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