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BAYESIAN REGRESSION AND C R E D I B I L I T Y  THEORY 
W i l l i a m  S .  J e w e l 1  
N o v e m b e r  1 9 7 5  
R e s e a r c h  M e m o r a n d a  are i n f o r m a l  p u b l i c a t i o n s  
r e l a t i n g  t o  ongo ing  or  projected areas of 
research a t  I I A S A .  T h e  v i e w s  expressed are 
those of t h e  author ,  and do n o t  n e c e s s a r i l y  
r e f l e c t  t hose  of I I A S A .  

A b s t r a c t  
The development of  a Bayesian t heo ry  of r e g r e s s i o n  
r e q u i r e s  s p e c i a l  d i s t r i b u t i o n a l  assumpt ions  and r a t h e r  
compl ica ted  c a l c u l a t i o n s .  I n  t h i s  pape r ,  g e n e r a l  formulae 
f o r  p r e d i c t i n g  t h e  mean va lues  of t h e  r e g r e s s i o n  c o e f f i -  
c i e n t s  and t h e  mean outcomes of f u t u r e  exper iments  a r e  
developed u s ing  t h e  methods of c r e d i b i l i t y  t h e o r y ,  a  l i n -  
e a r i z e d  Bayesian a n a l y s i s  o r i g i n a l l y  used i n  a c t u a r i a l  
problems. No s p e c i a l  d i s t r i b u t i o n a l  assumptions on p r i o r  
o r  e r r o r  d i s t r i b u t i o n s  a r e  needed, and h e t e r o s c e d a s t i c  
e r r o r s  i n  bo th  t h e  dependent and independent  v a r i a b l e s  a r e  
pe rmi t t ed .  The f i r s t  group of formulae ho ld  f o r  a r b i t r a r y  
des ign  m a t r i c e s  and d imens iona l i t y  of i n p u t ,  s i n c e ,  a s  
common i n  Bayesian methods, t h e r e  a r e  none of t h e  u s u a l  
problems of i d e n t i f i a b i l i t y .  However, i n  t h e  even t  t h a t  
t h e  des ign  m a t r i x  ha s  f u l l  r ank ,  t h e  c r e d i b i l i t y  r e s u l t s  
a r e  e q u i v a l e n t  t o  a  l i n e a r  mixture  of  t h e  p r i o r  mean pre-  
d i c t i o n  and t h e  c l a s s i c a l  ( g e n e r a l i z e d )  l e a s t - s q u a r e s  
r e g r e s s i o n  p r e d i c t o r ;  t h u s ,  t h e  c r e d i b i l i t y  r e s u l t  p rov ides  
a  b r i d g e  between f u l l  Bayesian methods and c l a s s i c a l  
e s t i m a t o r s .  One can a l s o  f i n d  e a s i l y  t h e  p r e p o s t e r i o r  co- 
va r i ance  m a t r i x  f o r  t h e  c r e d i b i l i t y  e s t i m a t o r s ,  and it i s  
shown t h a t  p r i o r  in format ion  and t h e  r e s u l t s  from p r i o r  
exper iments  can be cascaded i n  a  p a r t i c u l a r l y  i n t u i t i v e  
manner. Many s p e c i a l  a p p l i c a t i o n s  of  t h e  c r e d i b i l i t y  
formulae a r e  p o s s i b l e  because of t h e  g e n e r a l i t y  of  t h e  
assumptions.  

Bayesian  Regress ion  and C r e d i b i l i t y  Theory 
Wil l iam S.  Jewel1  
I n t r o d u c t i o n  
Regress ion  t h e o r y  p l a y s  a  fundamental  r o l e  i n  s t a t i s t i c a l  
model -bui ld ing ,  parameter  e s t i m a t i o n ,  and f o r e c a s t i n g .  I n  
r e c e n t  y e a r s ,  t h e  need t o  i n c o r p o r a t e  p r i o r  i n f o r m a t i o n  i n t o  
t h e s e  models h a s  s t i m u l a t e d  t h e  development of  Bayes ian  methods 
o f  r e g r e s s i o n  a n a l y s i s ,  p a r t i c u l a r l y  i n  t h e  f i e l d  of  economet- 
r ics [8 ,20 ,21 ,22 ,24 ,32] .  However, t h e  r e s u l t i n g  formulae  are 
u s u a l l y  complex, and r e q u i r e  q u i t e  s t r i n g e n t  a s sumpt ions  on 
t h e  e r r o r  l i k e l i h o o d s  and on t h e  p r i o r  d i s t r i b u t i o n s  o f  param- 
e t e r s .  
C r e d i b i l i t y  t h e o r y ,  which w a s  developed f o r  a v a r i e t y  o f  
s imple  p r e d i c t i v e  problems i n  i n s u r a n c e  [4 ,5 ,12 ,13 ,14 ,15 ,17 l ,  
i s  a l i n e a r i z e d  Bayes ian  method f o r  f o r e c a s t i n g  mean v a l u e s  
which c i rcumvents  many o f  t h e  d i f f i c u l t i e s  of  a f u l l  Bayes ian  
a n a l y s i s ;  f u r t h e r m o r e ,  i n  many cases o f  p r a c t i c a l  i n t e r e s t ,  
t h e  s i m p l i f i e d  formulae  a r e  a l s o  e x a c t .  I n  t h i s  p a p e r ,  which 
w a s  s t i m u l a t e d  by t h e  i n i t i a l  work o f  Hachemeister  and Tay lo r  
[10 ,25] ,  w e  a p p l y  c r e d i b i l i t y  i d e a s  t o  t h e  f u l l  r a n g e  o f  
Bayes ian  r e g r e s s i o n  models.  
1. Classical Multi~le Rearession 
In the classical model of linear normal multiple regression 
[8,23], we assume that an nxl random vector of observable 
- 
output variables, y, satisfies the linear model 
where X is a known nxk matrix of observations on k independent 
variables, called the data or design matrix, B is a kxl vector 
of unknown regression coefficients, and ii is an nxl random 
vector of unobservable error variables. If we assume that ii 
is multinormally distributed, with zero mean and known co- 
variance matrix C, 
then it is well known that the ordinary least-squares estimator 
of B from the n observations = y, with design matrix X and 
covariance matrix C, is given by 
In particular, if one makes the assumption that C is 
diagonal, with common terms, then (1.3) has the simpler form 
A -1 
f3 = (X'X) X'y , and the common error variance need not be 
known. Many other classical results are available based upon 
the normality assumption (see, e. g., [8,22,23] ) . 
. * 
We define the (possibly non-square and unsymmetric) covar- 
iance matrix, 
for any two conformable random vectors or scalars and q ,  and 
write W{?;e} =Y{?} ,  which is usually called the covariance 
matrix. 
2 .  Bayesian M u l t i p l e  Regress ion 
For a  f u l l  Bayesian a n a l y s i s ,  it  i s  conven ien t  t o  r e p l a c e  
(1.1) by an e q u i v a l e n t  model i n  which t h e  expec ted  va lue s  o f  
t h e  o u t p u t s  a r e  l i n e a r  f u n c t i o n s  of t h e  known i n p u t s ,  v i z .  
Here 8 deno t e s  an unknown parameter  which c o n t r o l s  a l l  t h e  
parameters  of  t h e  c o n d i t i o n a l  d e n s i t y ,  o r  ZikeZihood, of  y ,  
given 8 ,  denoted by p ( y ( 8 ) .  The condi t ionaZ covar iance  of y ,  
given  8,  w i l l  be t aken  a s  an  a r b i t r a r y  symmetric nxn m a t r i x  
Given t h e  f i x e d ,  b u t  unknown, pa ramete r s  [ B ( 8  ) , I  ( 8 ) , . . . ] , 
w e  assume i n  Bayesian a n a l y s i s  t h a t  a  p r i o r  d e n s i t y ,  p ( 8 ) ,  o r  
what i s  t h e  same t h i n g ,  a  j o i n t  p r i o r  d e n s i t y ,  p ( ~ , I , . . . ) ,  i s  
a v a i l a b l e .  Then, a  p r i o r i  ( i . e .  p r i o r  t o  d a t a ) ,  w e  d e f i n e  
t h e  f i r s t  two moments o f  t h e  v e c t o r  of  r e g r e s s i o n  c o e f f i c i e n t s  
a s  
and t h e  p r i o r  expec ted  v a l u e  of  t h e  cova r i ance  m a t r i x  a s  
From t h e s e  d e f i n i t i o n s ,  we can a l s o  o b t a i n  t h e  p r i o r  f i r s t  two 
moments o f  t h e  o u t p u t  v a r i a b l e s ,  g iven X. From ( 2 . 2 ) ,  t h e  mean 
and covar iance  of  t h e  c o n d i t i o n a l  mean ou tpu t  a r e  
and 
- - - - - - -  - 
* 
W e  u s e  t h e  convent ion t h a t  a  m u l t i p l e  c o n d i t i o n a l  expec ta -  
t i o n  
means t h e  e x p e c t a t i o n  of  f  f i r s t  w i t h  r e s p e c t  t o  p ( a ( b , c ) ,  
fo l lowed by e x p e c t a t i o n  w i t h  r e s p e c t  t o  p ( b l c ) ,  t h en  u s i n g  p ( c ) .  
Arguments may be  m u l t i p l e ,  and o t h e r  o p e r a t o r s ,  such a s  'Yand  W, 
may be used.  I f  t h e  o r d e r  i s  unimpor tan t ,  and o n l y d ? o p e r a t o r s  
a r e  used ,  t h e  above i s ,  of cou r se ,  81f(2iIf5,E))  
From t h e  covar iance of t h e  mean and t h e  mean covar iance ,  we 
o b t a i n  t h e  t o t a l  covar iance  ( 1 . 2 )  of t h e  ou tpu t  v a r i a b l e s  
p r i o r  t o  d a t a  a s  
Y I P )  = C = E + D = E + X A X '  . (2 .7)  
I f  mult inormal and r e l a t e d  d e n s i t i e s  a r e  used f o r  p ( y ( 0 )  and 
p ( 0 )  , t h e s e  a r e  t h e  on ly  moments of i n t e r e s t .  
Now, suppose an nl-dimensional experiment i s  run wi th  
des ign  ma t r ix  X1, r e s u l t i n g  i n  a v e c t o r  of  o u t p u t s ,  = yl: 
w e  denote  t h i s  by ( n l , X 1 , ~ l ) .  Using t h e  l i k e l i h o o d  
p(yllO) = p(yl lO,Xl) ,  and t h e  p r i o r  on t h e  parameters ,  p ( 0 ) ,  
we o b t a i n  t h e  posterior ( t o  t h e  d a t a )  density p(OIyl)  p ( 0 I y l I x l )  
i n  t h e  u sua l  way: 
where, f o r  convenience,  w e  suppress  t h e  known design m a t r i x ,  
X1 '
From (2.8) , t h e  updated e s t i m a t e s  of t h e  parameters  0 ( 5 )  , 
l(1) , . . . , are, i n  p r i n c i p l e ,  a v a i l a b l e .  For example, t h e  ex- 
pec ted  va lue  of t h e  v e c t o r  of  r e g r e s s i o n  c o e f f i c i e n t s  p o s t e r i o r  
t o  t h e  d a t a  i s  
and t h e  predictive density f o r  a f u t u r e  experiment (n2,X2,y2) , 
wi th  t h e  same parameters ,  b u t  independent o u t p u t s ,  i s  
Because of  t h e  d i f f i c u l t y  of c a r r y i n g  o u t  (2 .8) - (2 .10)  
f o r  a r b i t r a r y  p r i o r s  and l i k e l i h o o d s ,  most of t h e  Bayesian 
r e g r e s s i o n  l i t e r a t u r e  makes t h e  fo l lowing  a d d i t i o n a l  assump- 
t i o n s  : 
(1). The l i k e l i h o o d ,  p ( y ]  0 )  = p ( y J  0 ,x )  , i s  mul t inormal  f o r  
any exper iment  (.n,XLy)--thus on ly  t h e  pa ramete r s  
B = (-81 and C = C ( 0 )  a r e  i nvo lved ,  and ( 2 . 8 )  can be  
r e s t a t e d  i n  terms of p  (.$ , C j  ; 
( 2 )  E i t h e r  t h e  Ando-Kaufmann [ 1 ] Normal-Wishart n a t u r a l -  
c o n j u g a t e  p r i o r  p ( $ , C )  is  used t o  s i m p l i f y  t h e  up- 
d a t i n g  i n  ( 2 . 8 ) ;  
( 3 )  O r ,  $ and 2 a r e  assumed independen t ,  p(f3,C) = p ( B ) p ( C ) ,  
and s imple  marginal  d e n s i t i e s  a r e  chosen,  t y p i c a l l y  
mul t inormal  o r  non- informat ive  ( d i f f u s e 1  f o r  B ,  ana 
i n v e r s e  Wishar t  o r  non- informat ive  f o r  1. 
There a r e  d i f f i c u l t i e s  w i t h  a l l  of  t h e s e  assumpt ions .  
For example, t h e  Ando-Kaufmann p r i o r  i s  w e l l  known t o  be  " t h i n " .  i 
t h a t  i s ,  n o t  a l l  p o s s i b l e  hyperparameters  i n  p ( $ , C )  can be  
s p e c i f i e d  independen t ly .  And a n a l y s t s  a r e  d i v i d e d  ove r  t h e  
use  of non- informat ive  p r i o r s ,  a l t hough  i n  some c a s e s  t h e y  
fo l low from i n v a r i a n c e  o r  l i m i t i n g  arguments ( [32] , p. 226) . 
Also,  computa t ions  made under t h e s e  assumpt ions  a r e  d i s -  
t i n c t l y  u n t i d y ,  i n v o l v i ~ ~ g  much complet ion  of  t h e  s q u a r e ,  m a t r i x  
ma n ipu l a t i on ,  and mul t id imens iona l  i n t e g r a t i o n ,  p a r t i c u l a r l y  
i f  t h e  f u l l  p o s t e r i o r  parameter  d e n s i t y ,  p ( $ , C l y l ) ,  and i t s  
marg ina l s  a r e  d e s i r e d ,  o r  i f  t h e  p r e d i c t i v e  d e n s l t y  (2.10) i s  
sought  [ 21 ,30 ,32 ] .  The on ly  n o n - t r i v i a l  r e l a x a t i o n s  of t h e  
n o rma l i t y  assumpt ion of  which w e  a r e  aware a r e  t h e  nnmer ica l  
t r i a l s  o f  Box and T iao  ( [ 3 ] ,  Chapter  3 )  w i t h  t h e  e x p o n e n t i a l  
power d i s t r i b u t i o n .  
I n  t h e  s e q u e l ,  w e  propose  t o  f o l l o w a  more modest c o u r s e ,  
by c o n c e n t r a t i n g  on (2 .9 )  and t h e  r e l a t e d  problem of  p r e d i c t i n g  
t h e  mean outcome o f  a  f u t u r e  exper iment ,  by u s ing  t h e  l i n e a r -  
i z e d  i d e a s  o f  c r e d i b i l i t y  t heo ry .  T h i s  a lmost  d i s t r i b u t i o n - f r e e  
approach w i l l  g r e a t l y  s i m p l i f y  t h e  r e s u l t i n g  formulae ,  and 
w i l l  p rov ide  an i n t u i t i v e l y  appea l i ng  b r i d g e  between c l a s s i c a l  
and Bayesian r e g r e s s i o n  t e chn iques .  And we s h a l l  s e e  t h a t  
i n  many c a s e s  o f  p r a c t i c a l  i n t e r e s t ,  t h e  l i n e a r i z e d  c r e d i b i l i t y  
formulae a r e  a l s o  e x a c t  Bayesian.  
F i r s t  w e  rev iew t h e  b a s i c  concep t s  of  c r e d i b i l i t y  t h e o r y -  
3. Credibility Theory 
Credibility theory is essentially linear least-squares 
applied to condltional distributions. Suppose that a p-di- 
mensional random vector, is to be forecast from a single 
sample of an r-dimensional random vector, ? = y, in the sense 
of finding a p-dimensional vector forecast function, f(y), 
which minimizes the sum of the expected squared errors for 
each component 
It is known that the integrable functions fy which minimize 
(3.1) at value HO form the conditional mean vector, 
In many cases the exact conditional mean is difficult to cal- 
culate, and an approximate forecast vector, f, is acceptable. 
By completing the square, we find 
so that any f can ~ l s o  be evaluated in terms of its fit to the 
conditional mean f (y). 
A convenient choice of an approximate forecast vector is 
a linear function of the observables, 
where the p (r + 1) coefficients {zi ,} , henceforth called 
credibility coefficients, are adjusted so as to minimize (3.1) 
or (3.3). It is well known that the optimal values of these 
coefficients are then given by rp normal equations of the form 
with the {ziO} determined so as to make the forecast (3.4) 
unbiased : 
Let z0 be the p-vector [ziO]', and Z the pxr matrix 
z 1 0 ; then the optimal conditions (3.5) (3.6) can be written 
as 
and 
so that the optimal linear forecast (3.4) is 
and all attention can be focussed on finding the credibility 
matrix, Z, from (3.7). The minimal value of H is then easily 
shown to be 
Notice that each component in (3.1) is, in fact, minimized 
independently; we use matrix notation only for convenience. 
In Bayesian problems, the joint distribution of and y 
is parametrized by a parameter 9 which is not known. There- 
fore the optimal Z must be determined a priori, using measure 
P(w,y) =&P(w,ylG). Thus, the covariances in (3.7) will, in 
general, consist of two terms similar to (2.7). One also 
looks for special forms of$f{~) which will simplify the com- 
putation of Z in (3.7) [16]. 
In the insurance models which gave rise to credibility 
theory, there is an underlying sequence of p-dimensional 
- - 
random vectors {~1,12,...~t,xt+l,...}, which are independent 
and identically distributed, given a fixed, but unknown, 
"risk parameter,"e . The problem is to predict B{ft+llx1tx2t ... xtIt 
called the "experience-rated fair premium". Using the above 
analysis, it is easy to show that the optimal linearized ap- 
proximation to the conditional mean is 
where I is the pxp unit matrix, and Zx is the pxp optimal credi- 
P 
bility matrix, given by 
where Ex and Dx are the pxp matrix components of the covariance 
of a typical 2 ,  defined in a manner similar to (2.4) and (2.6) 
[I31 
The original credibility formula was developed heuristically 
by American actuaries in-the '20s for a one-dimensional version 
of ( 3 . 1 )  in which Zx gives the weight, or "credibility," to be 
attached to the "experience" sample mean, (CxU/t) , as opposed 
to the "manual fair premium" 8{2). In the one-dimensional case, 
0 - < Zx, - < 1, and approaches unity as the "weight of evidence", 
t, becomes large In the general (but nondegenerate) model, 
Zx consists of p2 rational functions of t, not restricted to 
[0,1] ; however, Zx + I as t + a, showing that ultimately the P 
sample mean of the ith component is "fully credible" for pre- 
dicting the ith component of the next observation. 
Although credibility theory was originally developed as an 
approximation theory for mean forecasts, it can also be used 
as an approximation theory for higher moments, or even for 
distributions [4,5,11] . 
Moreover, and perhaps more importantly, it also turns out 
to be an exact theory for forecasting the mean, when the likeli- 
hood is a member of the exponential family in which the sample 
mean is a sufficient statistic, and when a natural conjugate 
prior is chosen. For further details, see [12,13,14]. 
4. Credibility A ~ ~ l i e d  To Rearession 
We now apply the above theory to three related Bayesian 
estimation problems, assuming that data from an (nl,X1,yl) 
experiment is available: 
(1) the estimation of the mean regression parameters 
posterior to the data; 
(2) the prediction of the mean response in a future 
experiment (n 2 tX2 ,Y2) ; 
(3) the estimation of the mean error variables in (1.1) . 
We shall show, with minor exceptions, that the three credibi- 
lity estimates are equivalent, and related to the classical 
estimator (1.3). 
4,l Estimation of Regression Parameters 
Suppose we wish to estimate B{B(B) IylI with credibility 
theory (XI is still fixed and known). Then in Section 3 we 
take B = f3(5), k = r, and p = pl, giving &{GI = b, = Xlbt 
and, from (2.71, 
- 
where Ell = 82L1(0) is the nlxnl matrix of expected covari- 
ances of yl during the experiment. 
From (3.7), the kxnl credibility matrix 
gives a linear, unbiased estimate of the posterior parameter 
vector 
Notice that no assumptions have been made about the distribu- 
tions p (y 1 0) and p (0) (except for the existence of the 
indicated moments), nor about the independence of the compo- 
nents of Pl, given 0. However, -1 must exist for the inverse 
in (4.1) to be well defined, if no special assumptions are 
made about X1 (see Section 4.3) . 
4.2 Prediction of Mean Response in FutureExperiments 
Now suppose we have in mind a well-defined future experi- 
ment (n2,X2,y2) , and the problem is to estimate i{P2 lyl} = 
B { ~ ~ ~ ~ ~ , X ~ , X ~ )  by credibility theory. There are two possible 
cases, depending on whether 
are zero or not, i.e., whether knowledge of the parameter 
decouples the results of past and future experiments or not. 
4.2.1 No Covariance Between Experiments 
In most classical regression models, there is no covari- 
ance between past and future observations, given 0, either by 
assumption, or because there is a sufficient interval between 
the two experiments, even if, say, the error process has serial 
correlation. 
For an exact Bayesian analysis, we have from (2.1) and 
(2.9): 
which shows the close relation between the two problems. 
Similarly, because of the linearity of a credibility 
forecast, it follows that 
where Z is the n2 x n  credibility matrix 
Y2 1 
In other words, when there is no covariance between experiments, 
estimation of the regression coefficients by credibility is 
equivalent to estimation of future response. 
4.2.2 Covariance Between Experiments 
In the general case in which C21(0) f 0, infrequently 
considered in the literature, the complete Bayesian analysis 
is more complicated, and one needs to replace the assumption 
8 I X  ;el = X2B(0) by an equivalent assumption about 2 2 
B{F~IY~,X~,X~,~}. This could be of arbitrary form, but if it 
is to be in agreement with the classical multinormal results, 
then we must choose the usual regression of y2 on yl (see, e.g. 
[231) : 
In an exact updating through (2.8), difficulty would arise 
from the possible covariance of the terms Z21(0) and Cii(8) 
with each other, and with B(8). However, if these terms have 
small covariances compared with those of B(0), then one could 
with small error replace these terms by their expected values, 
and use the approximation 
to give an exact Bayesian updating: 
In the credibility approximation, the formula in Section 
4.2.1 is replaced by 
so that the new credibility matrix is 
-1 z = (X AX' + E ~ ~ )  (Ell + xlAxi) 
Y2 2 1 I 
and, after some algebra, we find 
which is of the same form as (4.8). So, to the degree to which 
(4.7) may replace (4.6) , we again have a simple relation be- 
tween credibility estimates for the parameters and forecasts 
for future observations. 
4.3 Relationship to Classical Regression Estimation 
In classical regression, emphasis is placed upon having 
sufficient observations to fully identify all of the regression 
parameters, i.e., n > k, and X1 has full rank k; the neces- 1 - 
sity for this can be seen from the classical estimator (1.3). 
On the other hand, in the Bayesian credibility model, 
it can be seen from (4.1) - (4.2) that the finiteness of b, 
and A is sufficient to guarantee the existence of an 
- 
estimator for B;  one sample will revise the prior estimate of 
b, even if X does not have full rank! In fact, if nl is small, 1 
-1 the calculation of (Ell+XIAXi) is particularly simple. 
However, to relate our results to classical theory, we 
shall henceforth assume that nl - > k, and rank(X1) = k, and 
use the following result which Bodewig ([2] pp. 39, 218) at- 
tributes to H. Hemes, and which is also given by Tocher [291 
(see also Lindley and Smith (191, pp. 6 and 34 for two later 
attributes) . 
Theorem. If a and B are n x k matrices, then 
whenever either of the indicated inverses exists. 
The fact that the determinants of the two terms in paren- 
thesis are identical shows that the existence of one inverse 
implies the existence of the other. 
-1 we If we apply this to Cll, with a = X1 and 8 '  = AXiEll, 
get 
Defining the two kx k matrices 
we obtain finally 
ZB = z E X'E -I . Z X  = z  1 1 1 1 1  ' B 1 1 '  
and (4.2) and (4.5) become 
with a k-dimensional vector estimator for 8 of 
-1 This rearrangement requires rank(cl ) = k. 
(4.17) is, from an aesthetic viewpoint, extremely satis- 
fying, for it shows the familiar credibility mixing between 
the prior mean parameter vector, b, and a sample statistic, 
8(Y1) , in a manner similar to the multidimensional credibility 
formula (3.11), and extensions of it to other sample statistics 
[12][13]. Only a small credibility matrix, zl, need be cal- 
culated from (4.15), and its size depends only on the number 
of parameters to be estimated, not the number of data points. 
-1 Of course, one must calculate Ell, but this is needed in any 
regression problem, and is often assumed to be of diagonal 
form. There is an obvious parallel between (4.15) and (3.12) . 
There remains to explain the relation between the 
estimator ^B (yl) in (4.19) , and the classical estimator B1 (Y1) 1 
in (1.3), for, as we know, the latter should be used with the 
total covariance Cll = Ell + XIAX;. However, a simple cal- 
culation will show that the second term is annihilated in the 
least-squares form, so that 
and it is a matter of indifference how the estimator is 
calculated. 
4.4 Estimation of Error Variables 
After a regression model has been calibrated, it is often 
useful to verify the assumptions of the model by examining the 
residual vector, yl - Xlfs(yltX1) 
One can also think of estimating the true value of the 
error variables, u , in (1.1) by using Bayesian analysis [33] . 
Using the credibility approach, we first find B{iil} = 0, 
- 
6 W l 1  = Ell, and then find the mean estimate, 
which is exactly the vector of residuals! This might have 
been expected from first principles. 
Perhaps it is worth pointing out that [6, Appendix 31 
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5. Es t ima t ion  E r r o r  Covar iances - -L imi tha  Cases 
I t  i s  of  i n t e r e s t  t o  compute t h e  improvement i n  e s t i m a t i o n  
t o  be expec ted  from t h e  c r e d i b i l i t y  formulae .  
For t h e  r e g r e s s i o n  paramete rs ,  l e t  t h e  e s t i m a t i o n  e r r o r  
covar iance  m a t r i x  be 
because t h e  e s t i m a t o r  i s  unbiased ,  a  p r i o r i .  
By e lementa ry  c a l c u l a t i o n s  based on S e c t i o n s  3 . 1  and 4 ,  
w e  f i n d  t h a t  t h e  minimal " p r e p o s t e r i o r "  va lue  i s  t h e  ana log  
o f  t h e  t e r m  i n  squa re  b r a c k e t s  i n  (3.10) : 
Remember t h a t  o n l y  t h e  d i agona l  terms o f  a r e  ( i ndependen t ly )  
minimized i n  u s i n g  (3 .1)  , H = trm. 
For  t h e  p r e d i c t i o n  o f  mean f u t u r e  response ,  we f i n d  i n  
t h e  no-covariance c a s e  of  S e c t i o n  4.2.1: 
The r e s u l t  w i t h  cova r i ance  between exper iments  i s  s i m i l a r ,  
w i th  a d d i t i o n a l  t e rms  i nvo lv ing  E21. 
The p r e p o s t e r i o r  e s t i m a t e  o f  t h e  covar iance  ma t r i x  o f  t h e  
r e s i d u a l  v e c t o r  (4.21) is  
Without an  i n i t i a l  exper iment ,  t h e  va lue  o f  zl would b e  
ze ro ,  and from (4 .17)  (4.18) (4 .21)  w e  would have t o  u se  t h e  
means, b ,  X2b and y l ,  a s  p r e d i c t o r s ,  and (5.21 (5.3) (5.4) would 
be  e q u a l  t o  t h e  a p p r o p r i a t e  t o t a l  p r i o r  cova r i ance  m a t r i c e s ,  
A, E22 + X2AX;, and 0, respectively. 
Similarly, if the first experiment is performed under 
poor observational conditions, then the diagonal elements of 
Ell will be much larger than those of XIAxi. We see directly 
that zl would be zero, and there would be a vote of "no con- 
fidence" in the estimator El (yl) , and b, X2b, and yl would 
again be the minimum-variance predictors for B(B), y2, and ul, 
respectively. 
However, conversely, if the diagonal elements of A are 
very large compared to those of this means that our prior 
knowledge is very imprecise compared to the error conditions 
-1 
of the experiment; A + O  is the credibility equivalent of the 
"diffuse prior" assumptions often made in Bayesian analysis. 
In this case, we see that 1 ;  "full credibility" is attached 
to the classical estimator B1(yl), and the prior mean, b, is 
given zero weight. There remain only the irreducible error 
covariances in estimating B (8 ) , E22 + X 2 1 2  E XI in predicting 
and XlelXi in estimating 
Also, if we consider experiments with increasing nl, then, 
under certain natural conditions, such as: 
(1) The elements of Ell are bounded, for all nl; 
(2) The design matrix, XI, "fills out" a finite range 
of the x-axis in a stable manner, as n increases; 1 
it is easy to show that the elements of E, in (4.14) are 
bounded by a function which diminishes as 'n;', that is, zl 
approaches Ik as n increases (see, e.g., [18]). In practical 1 
terms, this means that an increasing number of initial sample 
points can reduce the preposterior covariance in estimating 
the regression parameter (5.2) as close to zero as desired; 
however, there will always be an irreducible covariance E22 
in making forecasts (5.3) . The covariance matrix OU (XI) in 
(5.4) continues to grow in dimension, and depends in a com- 
plicated manner upon the actual structure of X1. 
6. Random Design M a t r i c e s  
I n  many a p p l i c a t i o n s ,  X1 and/or  X2 must b e  c o n s i d e r e d  a s  
random, e i t h e r  a s  a  r e s u l t  o f  a n  u n c o n t r o l l a b l e  i n p u t ,  b e c a u s e  
t h e  e f f e c t i v e  i n p u t  canno t  b e  p r e c i s e l y  o b s e r v e d ,  o r  because  
o f  d e l i b e r a t e  randomizat ion .  There  a r e  many s p e c i a l  c a s e s  i n  
t h e  l i t e r a t u r e ,  (see, e . g . , [ 7 , 3 2 ] ) ;  we s h a l l  d e r i v e  g e n e r a l  
c r e d i b i l i t y  r e s u l t s ,  and i n d i c a t e  o n l y  a  few of t h e  p o s s i b l e  
s p e c i a l i z a t i o n s .  S p e c i a l  a t t e n t i o n  must be p a i d  t o  whether  
X I ,  X 2 ,  o r  b o t h  a r e  random v a r i a b l e s ,  s o  th roughou t  t h i s  s e c t i o n  
w e  s h a l l  i n d i c a t e  t h e  s t a t u s  of  a l l  i n p u t s  and o u t p u t s  e x p l i c -  
i t l y .  W e  s t a r t  w i t h  two s i m p l e r  c a s e s .  
6 . 1  X2 Random and Independent  of  F ixed I n i t i a l  Experiment  
I f  t h e  f u t u r e  d e s i g n  m a t r i x  X2 i s  random, b u t  independen t  
o f  t h e  f i x e d  i n i t i a l  exper iment  (nlrX1,yl),  t h e n  t h e  problem 
o f  e s t i m a t i n g  t h e  r e g r e s s i o n  p a r a m e t e r s  i s  unchanged from 
S e c t i o n  4 . 1 .  
However, t o  p r e d i c t  t h e  mean r e s p o n s e  o f  t h e  second ex- 
per iment ,  w e  must now c a l c u l a t e  a c r e d i b i l i t y  approx imat ion  t o  
8{F2 I Y ~ , x ~ ~  = 88{F2  1 Y l , ~ l , ? 2 1 .  Assuming, f o r  s i m p l i c i t y ,  
u n o b s e r v a t i o n a l l y  u n r e l a t e d  exper iments ,  C21(8) = 0, w e  have 
from ( 2 . 1 )  and S e c t i o n  4 . 2 . l . ,  
and 
S i n c e W I F  I X  l = E~~ + X I A X i  and &{F1IX1l = Xlb s t i l l ,  t h e  1 1  
o n l y  e f f e c t  i n  t h i s  c a s e  h a s  been t o  modify t h e  f i r s t  t e r m ,  
x2Ax;, i n  t h e  d e f i n i t i o n  o f  Z i n  ( 4 . 5 )  t o  t h e  form i n  ( 6 . 2 )  
Y2 
and t o  change t h e  z0 term i n  ( 4 . 4 )  . 
An i m p o r t a n t  s p e c i a l  case is:  
Assumption I .  Any random X i s  s t a t i s t i c a l l y  
independent  o f  8 .  ( 6 . 3 )  
I n  t h i s  case, w e  see d i r e c t l y  t h a t  8{F21 = d { f 2 1 b  and 
EK{F2;F11X1l = o { ? ~ ~ A x ; ,  t h a t  i s ,  a l l  t h e  r e s u l t s  o f  S e c t i o n  
4.2.1 apply with X2 replaced by its expected value! 
6.2 Estimation of Regression Parameters when X is Random 1 
If X1 is random, then-to estimate B(9) we must use the joint 
density p (yl,X1 1 9) and generalize (4.2) . For the mean outcome 
of the initial experiment, 
but the covariance of yl now has three terms: 
where 
shows explicitly the possible dependence of the conditional 
observational covariance both on the design X1 and on 9. 
(For consistency, we shall assume in the next section that 
neither (6.4) nor (6.6) can, however, depend upon the future 
values (y2,X2) .) 
Since B(8) is constant, given 8, there is still only one 
term in 
This form and the first two terms in (6.5) are easily seen to 
be the generalizations of AX: and Ell + xlAXi, respectively, 
as used in Section 4.1. 
However, the last term in (6.5) is new, call it U. It 
has components 
and thus contains information about the conditional covariances 
between independent variables. 
In many models, such as "errors-in-the-variables," or 
"target inputs" [7], successive inputs are independent, or 
have independent errors around fixed means, expressable as: 
Assumption 11. Rows of any random X are 
(6.9) 
In this case, it follows that U is diagonal. Additionally, we 
point out that in many regression designs, the first column 
of X is non-random (consisting entirely of lrs), so that the 
surnrn&tions in (6.8) would begin with i = 2 and j = 2. 
If Assumption I is taken also to apply to il, 
and the main effect on the credibility estimate (4.1), apart 
from replacing X1 by its mean value, and defining a more gen- 
eral average covariance E 11' is to add a diagonal matrix U to 
the covariance of P I ,  with terms 
This will change Z in an obvious manner, and we see that B 
the estimator to be used in (4.17) becomes 
with the new interpretation of Ell from (6.10), and a new 
used to define zl in (4.15). 
6.3 General Case 
In the general case when all inputs and outputs are random, 
we must work with the joint density p (y1,Xlty2,X2 I 0) , and be 
extremely careful about the assumptions of dependence and in- 
dependence which are appropriate to the model under consider- 
ation. Different models may lead to different conditional 
decompositions of this joint density. 
Usually the regression parameters are estimated after the 
initial experiment, so that the results of Section 6.2 apply. 
If both experiments are performed, then the total data may be 
pooled, and the same results apply with obvious modification 
(see Section 7). 
Therefore the central problem of interest in credibility 
theory will be to predict B{~21~l}t for which we need: 
8{?l}t 8{F2}, (y{?,} and %'{92;p1}. (6.4) and (6.5) still apply 
because the data-gathering experiment is prior to the one for 
which the prediction is made. However, to compute 8{F2}, we 
need an assumption such as (4.7) to specify a form for 
6{p2 1 y1 ,xl, x2 , 0 1. Given this, we then uncondition in any 
convenient way, say 
using any other simplifications, such as Assumption I, which 
apply. Further reduction will need a careful analysis of the 
experimental conditions; for example . 
Assumptions I11 (a) (b) or (c) . The choice of the 
- 
future design, x2, given 0, depends only on (6.15) 
(a) the past input, X1; or (b) the past output, yl; 
or (c) on both (X ,yll_; 1- 
III(a) might obtain if (X1,X2) were part of the same pre- 
determined experimental design, or if errors in the indepen- 
dent variables were serially correlated; 111(b) might be 
correct if the future input values depended-upon the previous 
outputs, or perhaps on some estimator of 8 (91 , such as (4.21 , 
as generalized in Section 6.2. 
For the RHS of (3.7) , repeated application of the prin- 
ciple of conditional covariance leads to 
where the arguments of L21(X2,X1,8) show that the covariance 
of observational errors between F2 and can now depend upon 
both inputs; one possible term in (6.16) is missing because 
we still assume I X  ,X 8) = X1f3(8). Further simplification 1 2 1' 
depends upon using forms such as (4.7), and clarifying the ex- 
% - .-d 
perimental relationships between 8, XI, and X2. 
7. Prior ~nformation and Prior Experiments 
The distinction between prior information, in the usual 
Bayesian sense, and the information obtained as the result of 
a prior experiment is not clear-cut. Suppose we have given 
prior information (b,A) about 8(8), and the matrix of observa- 
tion error covariances E for any (n,X). A first experiment 
(nl,X1,yl) then provides a further estimate of B ( 0 )  , which 
supplements our knowledge prior to the performance of a second 
experiment (n2,X2,y2); thus, there is total prior information 
( ~ , A ; E ~ ~ ; ~ ~ , x ~ , ~ ~ )  as input to the second stage. On the other 
hand, we know that the estimation of B(8) after two experiments 
can be regarded as a combined single experiment, and it is 
interesting to examine further the relationship between these 
two viewpoints. 
To estimate I {  B ( 6  1 yl ,Xl; y2, x2}, we form the enlarged 
versions of (2.1) (2 -2) : 
where we have assumed the two experiments are observationally 
independent, and the design matrices are fixed. Then, following 
the analysis of Section 4.1, we find an enlarged ZB-type 
k x (n + n ) credibility matrix, Z1 , 2, 1 2  for the combined experi- 
ment , 
which is then used in the estimate: 
If we define individual Z -type matrices for each of the B 
experiments individually, 
then the combined credibility matrix can be written in a 
simpler form : 
Further simplification requires the assumption of full rank for 
X1 and X2' and the definitions (see (4.14) (4.15) : 
After repeated use of (4.12) and (4.16)' the result finally 
simplifies to 
Defining the individual classical estimators for each exper- 
iment 
we obtain finally the combined-experiment estimate t 
where 
This formula can then be rearranged so as to display a new 
prior mean, b(2), which is used as input to the second experi- 
ment, together with the credibility matrix z(~), in the "single- 
stage" formula 
Then, we find that 
is just the usual first-stage credibility prediction (4.2) or 
(4.17), which becomes the mean input for the second experiment. 
We may further clarify (7.12) by seeing what equivalent 
regression coefficient covariance, say , is used as input 
to the second experiment to find the credibility coefficient 
in the usual way as 
We find 
which is just the preposterior estimate of the error covari- 
ance (5.2) after the first experiment! 
To summarize, we can view the two experiments (nl,X1,yl) 
(1) Either as a combined experiment in which the prior 
information b and A is used in (7.10) to form an 
estimate of B(9) ; 
(2) Or as a two-stage process in which b and A are used 
in the first experiment to form f (y ,XI) and m (X 1 ,  B 1 B 1 
and these values are then used as the prior vector 
mean and matrix covariance of the regression coeffi- 
cients for the independent second experiment, 
forming an estimate of B (9) using (7.12) (7.14). 
The extension to multiple cascaded experiments is obvious. 
Also, it follows that, prior to both experiments, our estimate 
of the final covariance matrix is 
In other words, the total final precision is estimated, prior 
to any experiment, to be the sum of the prior precision plus. 
the observation precision of each experiment. 
We now examine several special cases of interest. 
7.1 Im~recise Ex~erimental Results 
If the first experiment is perforaed under poor observa- 
tional conditions, we expect the diagonal elements of E to 11 
be large compared to those of XIAXi. Under these conditions, 
z1+0, z (2) +z2, and the results of the firstexperiment are 
ignored, with b and A used directly as inputs to the second 
stage. Similar remarks apply to imprecise results in the 
second experiment; and, of course, if both experiments have 
high observational variances, then the best forecast is just b. 
7.2 Diffuse Prior Information 
If, on the other hand, the prior variances of the re- 
gression coefficients are very large compared to the imputed 
covariances cl and c2 due to observational error, then zl and 
z2 approach unity, and we see from (7.14) (7.15), or by care- 
-1 -1 -1 -1 ful limits in (7.11). that + (cl + c2 ) ci , (i = 1,2), 
and 
In other words, the prior information is ignored as the diag- 
onal elements of . A  become large (the prior becomes "diffuse"), 
and the resulting estimate weights the classical estimators 
from each experiment in the familiar proportional-to-precision 
manner. A formula similar to (7.16) is given by sampling 
theory arguments in the "mixed-estimation" method of Goldberger 
and Theil [8, Section 5-61 [9] [27] [28] . 
Alternatively, we may regard this case as one in which 
a prior mean B (y 1 and a prior covariance are used as 1 1  
input to the second experiment. 
7.3 Direct Estimate of Rearession Parameters 
If the first experiment provides a direct measurement of 
the regression parameters, B(0) , then nl = kt X1 = Ik, and 
for consistency, we could call yl = b a new estimate of b, 1 
with covariance of observation errors, = Al, say. Then, 
the credibility matrix in this special first experiment is 
=1 = A (A + A1) , the mean input (7.13) to the second ex- 
periment is 
and the covariance matrix input (7.15) is 
In other words, if there are two prior estimates of the re- 
gression parameters, then they should be combined in the usual u 
proportional-to-precision manner, and then used as input. 
7.4 Similar Experiments 
If the design matrix, X, of the two experiments is the 
-1 
same, then the common z = A (A + E) -', with E-' = X'E XI and 
the forecast (7.10) can be written 
with an obvious definition of the common function (y) . In 
this form, the analogy with the many-sample credibility fore- 
cast (3.11)(3.12) is obvious, and the extension to t similar 
experiments is immediate : 
with a new credibility matrix 
z (t) = tA(tA + &)-I . 
7.5 Repeated Dissimilar Ex~eriments 
For completeness, we give the general formulae correspon- 
ding to (7.10) (7.11) , when t dissimilar experiments 
(nl , X1 , yl) (n2, X2 , y2) . . . (nt , Xt , yt) are performed. In an obvious 
extension of notation , 
where the z (i) are the solutions of 
The prior-to-experiments estimate of the final covariance of 
the estimator error is 
that is, the final precision is estimated to be the sum of the 
prior precision plus all of the observational precisians. Of 
course, as indicated earlier, it is probably easier to compute 
(7.22) in the recursive manner suggested earlier in this 
section. 
8. Related Work 
There are two papers which originated the application of 
credibility theory to regression problems. In a multidimen- 
sional model, with elaborate notation based on practical con- 
siderations, Hachemeister [lo] has given prediction formulae 
equivalent to (4.18) (4.19); however, his derivation appears 
to require the assumption of heteroscedastic error terms, i.e. 
or of the sample-mean generalization in which the ith diagonal 
term of L(8) is oL(8)/pi, where Pi is the "volume" of the ith 
sample. 
He also gives a credibility result for a homogeneous 
estimator, i.e., with ziO = 0 in (3.4), and the remaining 
credibility coefficients constrained to give an unbiased 
estimator. For models of this type, one usually has collateral 
data [17] from similar experiments performed on other risks, 
with independent values of 8. 
Taylor's first paper [25] concentrates on the two-param- 
eter, homogeneous estimator model, using essentially the same 
assumptions as Hachemeister , but with a simplified unbiased- 
ness constraint. In a later paper [261, Taylor generalizes 
both the homogeneous and inhomogeneous versions of (4.18) to 
Hilbert spaces, and shows various special cases. 
Turning to exact Bayesian regression results based upon 
multinormal likelihoods, Raiffa and Schlaiffer 1221 give 
formulae equivalent to (4.17) for the cases in which 
2 2 (1) a (8) = a is a known constant, and the prior on B (8) is 
-, 
multinormal (b, A) ; (2) (aL ( 8) , B ( 8) ) are inverse-Gamma-multi- 
normally distributed. Other models by Tiao, Zellner, and 
Chetty [29] [301 [32] [34] concentrate on the use of a diffuse 
- 
2 -1 prior density, p(B,a ) a a , or its multidimensional equivalent 
[32, Chapter 81 ; thus, after one experiment, gl (yl) is "fully 
credible," or after two experiments, results similar to (7.16) 
are obtained. Of course, since these are exact Bayesian 
results, the complete posterior distributions of the parameter 
are available--usually some variation of the multivariate-t 
density. 
In [32, p. 2401, Zellner takes an "informative" prior 
which is slightly more general than the usual natural-conjugate 
prior for the multinormal; his likelihood is multivariate, 
with homeoscedastic errors, which can be reinterpreted as 
single-variate with arbitrary C(8). By expanding the resulting 
posterior density for the regression parameters, he finds from 
the leading normal term a mean estimate which is "a 'matrix 
weighted $veragel of the prior mean. ..and the least-squares 
quantity 6 whose weights are the inverse of the prior covari- 
ance C and the sample covariance matrix.It This is, of course, 
just our result (4.17) (4.18) (5.2) , gotten as an approximation 
for arbitrary likelihood and prior densities. 
We have also indicated that, using sampling theory argu- 
ments, Goldberger and Theil [8] [9] [27] [28] have obtained 
2 formulae similar to (7.16) , except that, since 0. (8) (i = 1,2) 
1 
in E E are unknown, they propose substituting various 1' 2 
reasonable sample estimates. 
9. Exact Results 
It can be seen from the above that the credibility 
formulae presented here are exact when the likelihood is 
multinormal, and the prior is from a natural conjugate family. 
However, there are additional cases in which the credibility 
results are exact, based upon the Koopmans-Pitman-Darmois 
exponential-type families, and their (suitably enriched) 
natural conjugate priors. (See [12] [13] 1141 for exact results 
for the model of (3.11) . )  These will be reported in a 
separate paper. 
10. Extensions 
Many of the topics which are considered as extensions in 
classical works on regression are already covered by our basic 
model, since no special assumption about the error covariance 
matrix C(8) has been made; for example, error terms may be 
autocorrelated. Multivariate regression models are already 
"serially" included, and it remains only to translate them 
into the usual "parallel" notation. And, by following the 
discussion in Section 6, a variety of random input models may 
be elaborated; for example, successive inputs may follow a 
"random shocks" process 1151. 
There are many interesting regression modelsin which the 
design matrix is not of full rank. In these cases, (4.2) and 
(4.4) are still viable, even though the classical estimators 
do not exist. Or one may add additional constraints, based 
upon external considerations, until the problem is "identifiable," 
in the classical sense. The particular problem of estimating 
flows in a network will be the topic of a future report. 
For a simple linear regression, one can also talk about 
problems of inverse regression; that is, given y, what was 
the input x? These questions arise in various problems of 
measurement, and a detailed study of instrument calibration 
and measurement using credibility methods may be found in [181. 
BIBLIOGRAPHY 
[I] Ando, A. and Kaufman, G.M. "Bayesian Analysis of the 
Independent Multinormal Process--Neither Mean Nor 
Precision Known." J. Amer. Statist. ASSOC., - 60, 
pp. 347-358 (1965). 
[21 Bodewig, E. Matrix Calculus (2nd Edition) . North- 
Holland, Amsterdam (1 959) . 
[3] BOX, G.E.P. and Tiao, G.C. Bayesian Inference in 
Statistical Analvsis. Addison-Weslev. Readins, 
.. . d - 
Massachusetts (1973) . 
[4] Biihlmann, H. "Experience Rating and Credibility." 
ASTIN Bulletin, - 4, Part 3, pp. 199-207 (July, 
1967). 
[ 51 Mathematical Methods in Risk Theory. 
Sprin.ger-Verlag, New York (1970). 
[61 Cox, D.R. and Hinkley, D.V. Theoretical Statistics. 
Chapman and Hall, London (1974). 
[71 Florens, J.-P., Mouchart, M. and Richard, J.-F. 
"Bayesian Inference in Error-in-Variables Models." 
J. of Multivariate Analysis, - 4, No. 4, pp. 419-452. 
(1974) . 
[81 Goldberger, A.S. Econometric Theory. J. Wiley & Sons, 
New York (196Y). 
[91 "Efficient Estimation in Overidentified 
Models: An Interpretive Analysis." Chapter 7 in  
A.S. Goldberger and O.D. Duncan (Eds.), Seminar 
Press, New ~ o r k  (1973). 
[lo] Hachemeister, C.A. "Credibility for Regression Models 
with Application to Trend." Proceedings of Actuarial 
Research Conference on Credibility Theory, Berkeley, 
California,. Academic Press, 
New York (1975). 
J e w e l l ,  W.S. "The C r e d i b l e  D i s t r i b u t i o n . "  ORC 73-7, 
O p e r a t i o n s  R e s e a r c h  C e n t e r ,  U n i v e r s i t y  o f  C a l i f o r n i a ,  
B e r k e l e y  (Augus t ,  1 9 7 3 ) .  ASTIN B u l l e t i n ,  7 ,  P a r t  3 ,  
- 
PP. 237-269 (March, 1 9 7 4 ) .  
" C r e d i b l e  Means are  E x a c t  B a y e s i a n  f o r  
S imple  E x p o n e n t i a l  F a m i l i e s . "  ORC 73-21, O p e r a t i o n s  
R e s e a r c h  C e n t e r ,  U n i v e r s i t y  o f  C a l i f o r n i a ,  B e r k e l e y  
( O c t o b e r ,  1 9 7 3 ) .  ASTIN B u l l e t i n ,  - 8 ,  P a r t  1 ,  
pp .  77-90 ( ~ e p t e m b e r ,  1974) . 
" E x a c t  M u l t i d i m e n s i o n a l  C r e d i b i l i t y . "  
ORC 74-14, O p e r a t i o n s  R e s e a r c h  C e n t e r ,  u n i v e r s i t y  
o f  C a l i f o r n i a ,  B e r k e l e y  (May, 1974)  . M i t t e i l u n g e n  
d e r  V e r e i n i g u n g  S c h w e i z e r i s c h e r  V e r s i c h e r u n g s -  
m a t h e m a t i k e r ,  - 74,  NO.  2 ,  pp .  193-214 (1974)  
" R e g u l a r i t y  C o n d i t i o n s  f o r  E x a c t  C r e d i -  
b i l i t y . "  ORC 74-22, O p e r a t i o n s  R e s e a r c h  C e n t e r ,  
U n i v e r s i t y  o f  C a l i f o r n i a ,  B e r k e l e y  ( J u l y ,  1 9 7 4 ) .  
To a p p e a r  i n  ASTIN B u l l e t i n .  
"Model V a r i a t i o n s  i n  C r e d i b i l i t y  Theory .  " 
ORC 74-25, O p e r a t i o n s  R e s e a r c h  C e n t e r ,  U n i v e r s i t y  
o f  C a l i f o r n i a ,  B e r k e l e y  (Augus t ,  1974) . 
P r o c e e d i n s s  o f  ~ c t u a r i a l  ~ e s e a r c h  C n n f ~ r ~ n r ~  n 
"Two C l a s s e s  o f  C o v a r i a n c e  Matrices Giv ing  
S imple  L i n e a r  F o r e c a s t s . "  RM-75-17, I n t e r n a t i o n a l  
I n s t i t u t e  f o r  A p p l i e d  Sys t ems  A n a l y s i s ,  Laxenburg ,  
A u s t r i a  (May, 1975)  . To a p p e a r  i n  S c a n d i n a v i a n  
A c t u a r i a l  J o u r n a l  . 
"The U s e  o f  C o l l a t e r a l  Da ta  i n  C r e d i b i l i t y  
Theory :  A H i e r a r c h i c a l  Model." RM-75-24, I n t e r -  
n a t i o n a l  I n s t i t u t e  f o r  A p p l i e d  Sys t ems  A n a l y s i s ,  
Laxenburg ,  A u s t r i a  ( June ,  1975)  . 
To a p p e a r  i n  G i o r n a l e  d e l l '  I s t i t u t o  I t a l i a n o  d e g l i  
A t t u a r i  . 
J e w e l l ,  W.S. and  Avenhaus ,  R. " B a y e s i a n  I n v e r s e  
R e g r e s s i o n  a n d  D i s c r i m i n a t i o n :  An A p p l i c a t i o n  o f  
C r e d i b i l i t y  Theory . "  RM-75-27, I n t e r n a t i o n a l  
I n s t i t u t e  f o r  A p p l i e d  Syst.ems A n a l y s i s ,  Laxenburg ,  
A u s t r i a  ( June ,  1 9 7 5 ) .  
Lindley, D.V. and Smith, A.F.M. "Bayes Estimates for 
the Linear Model. " J. Royal Statist. Soc., (B) , 
34, pp. 1-41 (1972). 
- 
Malinvaud, E. Statistical Methods of Econometrics 
(2nd Revised Edition). North-Holland, Amsterdam 
(1970) . 
Morales, J.A. Bayesian Full Information Structural 
A m .  Springer-Verlag, Berlin (1 97 1 ) . 
Raiffa, H. and Schlaiffer, R. Applied Statistical 
Decision Theory. Harvard Business School, Boston 
(1961). 
Rao, C.R. Linear Statistical Inference and its 
Applications. J. Wiley & Sons, New York (1965). 
Rothenberg, T.J. Efficient Estimation with A Prior 
Information. Yale University Press, New Haven, 
a 
Connecticut (1 973) . 
Taylor, G.C. "Credibility for Time-Heterogeneous Loss 
Ratios." Research Paper No. 55, MacQuarie University, 
- 
Sydney, July, 1974. Proceedings of Actuarial 
Research Conference on Credibility Theory, Berkeley, 
California, September, 1974. Academic Press, 
New York (1975). 
"Abstract Credibility." MacQuarie 
University, Sydney, and Herriot-Watt University, 
Edinburgh (February, 197 5) . - 
Theil, H. "On the Use of Incomplete Prior Information 
in Regression Analysis." 2. Amer. Statist. Assoc., 
58, pp. 401-414 (1963). 
- 
Theil, H. and Goldberger, A. S. "On Pure and Mixed 
Statistical Estimation in Economies." Intern. 
Econ. Rev., - 2, pp. 65-78 (1961). 
Tiao, G.C. and Zellner, A. "Bayes Theorem and the Use 
of Prior Knowledge in Regression Analysis." 
Biometrika, - 51, pp. 219-230 (1964) . 
Tiao, G.C. and Zellner, A. "On the Bayesian Estimation 
of Multivariate Regression. " J. Royal Statist. Soc., 
(B), 26, pp. 277-285 (1964). 
- 
[31] Tocher, K.D. "Discussion on Mr. Box and Dr. TrJilsonls 
Paper.'' J. Royal Statist. Soc., (B) , 13, pp. 39- 
42 (1951). 
[32] Zellner, A. An Introduction to Bayesian Inference in 
Econometrics. J. Wiley E Sons, New York (1971). 
[331 "Bayesian Analysis of Regression Error 
Terms." J. Amer. Statist. Assoc., 70, pp. 138- 
- 
144 (1975). 
[341 Zellner, A. and Chetty, V.K. "Prediction and Decision 
Problems in Regression Models from the Bayesian 
- - 
Point of View." J. Amer. Statist. Assoc., 60, 
- 
pp. 608-616 (1965). 
