Diffusion in the Mean for an Ergodic Schr\"odinger Equation Perturbed by
  a Fluctuating Potential by Schenker, Jeffrey
ar
X
iv
:1
40
6.
49
32
v2
  [
ma
th-
ph
]  
14
 M
ay
 20
15
DIFFUSION IN THE MEAN FOR AN ERGODIC SCHRÖDINGER EQUATION
PERTURBED BY A FLUCTUATING POTENTIAL
JEFFREY SCHENKER
ABSTRACT. Diffusive scaling of position moments and a central limit theorem are obtained
for the mean position of a quantum particle hopping on a cubic lattice and subject to a ran-
dom potential consisting of a large static part and a small part that fluctuates stochastically
in time. If the static random potential is strong enough to induce complete localization in
the absence of time dependent noise, then the diffusion constant is shown to go to zero
proportional to the square of the strength of the time dependent part.
1. INTRODUCTION
Proving diffusive propagation of the quantum wave function in a weakly disordered
background over arbitrarily long time scales (in dimension d ≥ 3) remains one of the out-
standing open problems of mathematical physics. This is so despite the fact that there is a
well developed physical theory of this phenomenon as amultiple scattering process — see
[17] and also [18] and references therein. Heuristically, the multiple scattering picture of
wave diffusion is as follows. Scattering by the disordered background leads to a build up
of random phases over time, resulting in decoherence among different possible scattering
paths. Thus we expect, to a high degree of accuracy, that propagation may be understood
classically, as a superposition of reflections from random obstacles. Provided recurrence
effects do not dominate, the central limit theorem suggests a diffusive evolution for the
amplitude in the long run.
So far it has not been possible to turn the heuristic argument outlined above into math-
ematical analysis, at least without restricting to time scales that are not too long, as in
[10, 11]. There are mathematical difficulties with each step of the heuristic argument. In
particular, one substantial obstacle to making the analysis precise is recurrence. The wave
packet in a multiple scattering expansion may return often to regions visited previously.
In a static medium, the environment seen at each return is identical to that seen before,
denying us the stochastic independence needed to use a version of the central limit theo-
rem.
In fact, recurrence is not simply a technical difficulty. The phenomenon of Anderson
localization — which can be seen as a recurrence phenomenon [5] and is well understood
mathematically, see [2, 3, 13, 25] — shows that, under the right hypotheses (large disorder
or low dimension), recurrence can dominate, resulting in complete localization of the wave
function, up to exponentially small tails uniformly bounded for all time. It is worth noting
that the above heuristic argument does not support diffusion in dimensions d = 1 or 2,
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because of the high recurrence of random walks in these dimensions. Not coincidentally,
localization has been proved to dominate at any disorder strength in d = 1, e.g., [9, 14].
The exact nature of the dynamics in d = 2 remains an open problem, although based on
the scaling theory of localization [1] it is widely believed that localization occurs at any
disorder strength in d = 2 as well.
It is reasonable to expect that diffusion occurs more readily for a model in which re-
currence is eliminated or reduced. This was the idea behind prior work of the author
and collaborators [15, 19], in which diffusive propagation was shown to occur for solu-
tions to a tight binding random Schrödinger equation with a random potential evolving
stochastically in time. (The models treated in [15, 19] had been considered previously
by Tcheremchantsev [22, 23], who obtained diffusive scaling for position moments up to
logarithmic corrections.)
The aim of this paper is to consider the more general, and more subtle, situation in
which the environment is a superposition of two parts: a large static part that, on its own,
would lead to Anderson localization and a small dynamic part that evolves stochastically
as in [15, 19]. We will obtain diffusive propagation for the evolution, however diffusion
will occur at a slow rate that can be controlled quantitatively in terms of the size of the
dynamic part of the environment.
In some ways the problem considered here is a quantum analogue of the classical dy-
namics of disordered oscillator systems perturbed by noise in the form of a momentum
jump process, considered in [6, 7] and reviewed in [8]. In those works, heat transport is
considered in the limit of weak noise in a regime for which transport is known to van-
ish for the disordered oscillator system without noise. A key feature of the noise in [6,
7] is that energy is conserved in the system with noise; this is necessary so that one can
speak about heat flux. By contrast, in the present work energy conservation is broken by
the noise. Indeed the only conserved quantity for the evolution we consider is quantum
probability; and it is this quantity which is subject to diffusive transport.
Specifically, we consider below solutions to a Schrödinger equation of the form
i∂tψt(x) = Hωψt(x) + gV(x, t)ψt(x), (1.1)
on ℓ2(Zd), with Hω an ergodic Schrödinger operator and V(x, t) a random potential with
time dependent stochastic fluctuations. The analysis below is applicable to a broad class
of operators Hω and V(x, t) — the specific assumptions are presented in §2.1. To avoid
technicalities in this introduction, let us state the main results in terms of the following
non-trivial, and somewhat typical, example of operators satisfying the general require-
ments:
(1) Let Hω be a discrete random Schrödinger operator of the form
Hωψ(x) = ∑
|y−x|=1
ψ(y) + λUω(x)ψ(x) (1.2)
where {Uω(x)}x∈Zd are independent, identically distributed random variables with a
distribution having a bounded density supported in [−1, 1].
(2) Let V(x, t) be a random potential that evolves stochastically in time as follows,
V(x, t) = v(αx(t)) (1.3)
where {αx(t)}x∈Zd are independent periodic Brownianmotions on [0, 1] and v : [0, 1]→
[−1, 1] is a non-constant, piecewise continuous function.
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The parameters λ and g measure the strength of the static and dynamic disorder, respec-
tively. Although we could have absorbed these parameters into the definitions of the
random variables vx(t) and ux(ω), it is convenient to keep them in the analysis for the
consideration of limiting regimes. However, without loss, we take λ, g ≥ 0, redefining vx
and ux if necessary.
A hallmark of diffusion is the existence of the diffusion constant for eq. (1.1)
D(g, λ) := lim
t→∞
1
t ∑x
|x|2E
(
|ψt(x)|2
)
, (1.4)
characterized by the relationship x ∼ √t. Here, and throughout this introduction, E (·)
denotes averaging with respect to: i) the static disorder {ux}x∈Zd , ii) the dynamic disorder
t 7→ v(αx(t)) and iii) the initial values {αx(0)} of the Brownian motions, taken indepen-
dent and uniform on [0, 1]. We will show below that the limit in eq. (1.4) exists for g > 0,
and furthermore D(g, λ) is positive and finite. To give an unambiguous definition, one
may take the initial value ψ0(x) = δ0(x) = 1 when x = 0 and 0 otherwise. However,
as we will show, the limit remains the same for any other choice of (normalized) ψ0 with
∑x |x|2 |ψ0(x)|2 < ∞.
We refer to the existence of a finite, positive diffusion constant as in eq. (1.4) as diffusive
scaling. It is a consequence of the following more general result.
Theorem 1.1 (Central limit theorem for single time position marginals). If g > 0 then there
is D = D(g, λ) ∈ (0,∞) such that for any bounded continuous f : Rd → R and any normalized
ψ0 ∈ ℓ2(Zd) we have
lim
t→∞ ∑
x∈Zd
f
(
x√
Dt
)
E
(
|ψt(x)|2
)
=
∫
Rd
f (r)
(
d
2pi
) d
2
e−
d
2 |r|2dr. (1.5)
If ∑x(1+ |x|2) |ψ0(x)|2 < ∞, then eq. (1.5) extends to quadratically bounded continuous f with
supx(1+ |x|2) | f (x)| < ∞.
Remarks. a) Let Xt denote the random variable supported on (Dt)−1/2Zd with probability
distribution Prob(Xt = y) := E(|ψt(
√
tDy)|2). Eq. (1.5) states that Xt converges in distri-
bution to a centered Gaussian variable on Rd normalized to have variance one. b) Diffu-
sive scaling, eq. (1.4), follows by taking f (r) = |r|2.
We are primarily interested here in the regime λ >> 1, although we will demonstrate
diffusion for all λ (even λ = 0) provided g > 0. When λ >> 1, it is known that Hω
exhibits Anderson localization [4, 13] and, in particular,
sup
t≥0
∑
x∈Zd
|x|2 E
(∣∣∣〈δx, e−itHωδ0〉∣∣∣2) < ∞. (1.6)
Thus
D(0, λ) = 0, λ >> 1.
(In one dimension this result is valid whenever λ 6= 0.) Dynamical randomness destroys
localization and furthermore induces diffusion whenever g > 0. However, for small g the
diffusion constant will be small. In fact, we have.
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Theorem 1.2. If eq. (1.6) holds, as it does if d = 1 or λ is sufficiently large, then
D(g, λ) = F(λ)g2 + o(g2), as g→ 0 (1.7)
with 0 < F(λ) < ∞.Whether or not eq. (1.6) holds, g 7→ D(g, λ) is real analytic on {g > 0}.
Theorems 1.1 and 1.2 are special cases of a general result stated below in §2. The rest of
the paper is organized as follows:
(1) In §2 a more general class of operators is introduced and the main result Thm. 2.1,
which generalizes of Theorems 1.1 and 1.2, is formulated.
(2) In §3 the basic analytic tools of “augmented space analysis” are developed.
(3) §4 is devoted to a proof of the main result.
(4) Certain technical results used below are collected in four appendices.
Before turning to the general framework, let us close this introduction by considering the
term diffusion and a conjecture for the evolution eq. (1.1) that is closely related to, but
does not follow from, the work presented here.
Diffusion for the Schrödinger evolution (1.1) refers to the emergence of an effective par-
abolic equation for the evolution of |ψt(x)|2 over long space and time scales. We may
interpret Theorem 1.1 as diffusion in the mean as follows. Consider the family t 7→ µt of
(random) Borel measures defined by
µt(dr) = ∑
x∈Zd
|ψt(x)|2 δ(r− x)dr.
So µt is the distribution of the position of a quantum particle with wave function ψt(x).
The measure µt, on its own, does not solve an initial value problem; to find µt we should
first solve the Schrödinger equation (1.1) and then use this to find the measure. However,
it follows from Theorem 1.1 that E(µTt(
√
T·)) converges in the weak∗ sense as T → ∞ to
µ(dr) = u(r, t)dr where
u(r, t) =
(
d
2piD(g, λ)
) d
2
e
− d2D(g,λ)t |r|2 .
Furthermore the rate of convergence is uniform for t restricted to bounded subsets of
[0,∞). Since u solves the initial value problem u(r, 0) = δ(r) for the diffusion equation
∂tu(r, t) =
D(g, λ)
2d
∇2u(r, t),
we are justified in saying that E(µt(·)) is effectively described by a diffusion over long
space and time scales.
Note that it remains open whether the measures µt themselves converge weakly (with-
out averaging), either almost surely or in law. However, it is natural to expect that the
fluctuating dynamics produces a self averaging effect, leading to the following
Conjecture 1.3. If g > 0 and ψ0 is normalized in ℓ2(Zd), then with probability one ψt(x)
evolves diffusively, which is to say that µTt(
√
Tdr) converges weakly to u(r, t)dr, uniformly for t
restricted to bounded subsets [0,∞). Equivalently, with probability one we have
lim
t→∞ ∑
x∈Zd
f
(
x√
Dt
)
|ψt(x)|2 =
∫
Rd
f (r)
(
d
2pi
) d
2
e−
d
2 |r|2dr
DIFFUSION FOR A SCHRÖDINGER EQUATION PERTURBED BY A FLUCTUATING POTENTIAL 5
for all bounded continuous f : Rd → R.
Although Conjecture 1.3 is plausible, it does not follow directly from the results presented
below which use averaging in an essential way.
2. GENERAL RESULTS
Diffusive scaling and a central limit theorem generalizing Thm. 1.1 my be proved for a
more general class of equations in which hopping terms other than nearest neighbor are
allowed in the random operator Hω and the perturbing potential V is not stochastically
independent of Hω. Specifically, we shall consider
∂tψt(x) = −iH0ψt(y)− iUω(x)ψt(x)− igVα(t);ω(x)ψt (2.1)
where
(1) t 7→ α(t) is an exponentially mixing Markov process taking values in a probability
space (A, µA), with unique invariant measure µA;
(2) H0ψ(x) = ∑y 6=x h(x− y)ψ(y) where the hopping h is a non-degenerate function on Zd
satisfying ∑x |x||h(x)| < ∞;
(3) ω 7→ Uω(x) and (a,ω) 7→ Va;ω(x) are stationary random potentials;
(4) Va;ω has non-trivial fluctuations when conditioned on ω.
These assumptions will be made precise below. We denote the sum H0 +Uω by Hω.
The key requirements, as far as the proof of a central limit theorem is concerned, are the
non-degeneracy of the hopping, which assures that a solution to eq. (2.1) cannot remain
localized on a lower dimensional sub-lattice of Zd, and the exponential mixing of t 7→
α(t). Here exponentially mixing indicates that there is τ > 0 such that∣∣∣∣∫
A
E ( f (α(t))|α(0) = a) g(a)µA(da)−
∫
A
f (a)µA(da)
∫
g(a)µA(da)
∣∣∣∣
≤ ‖ f‖L2(µA) ‖g‖L2(µA) e−
t/τ. (2.2)
We will refer to α(t) as the dynamic variable and ω as the static variable.
2.1. Asumptions.
2.1.1. Probability spaces. We will work with two probability spaces: (A, µA) from which
the dynamic variable is sampled and (Ω, µΩ) from which the static variable is sampled.
To work in the framework of “ergodic operators,” we require each space to be endowed
with a measure preserving group of translations.
Assumption 2.1 (Stationary probability spaces). The spaces A and Ω are probability spaces
with given probability measures µA and µΩ, respectively. Furthermore on each space
S = A or Ω, there are µS-measure preserving maps σS;x : S → S, x ∈ Zd, such that σS;0 is
the identity map and σS;x ◦ σS;y = σS;x+y for each x, y ∈ Zd.
We will generally use σx to denote either σΩ;x or σA;x, allowing context to make clear the
space on which the map acts.
For example either space S = A or Ω could be a product space S = RZ
d
, with the shifts
given by σxs(y) = s(y− x) for s ∈ S and µS the product measure µS =×x ν where ν is a
given probability measure on the real line. Although we do not require either space to be
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of this form, we do require a technical condition on the measure preserving translations
of Ω that holds in this case.
Assumption 2.2 (Equivalence of twisted shifts on L2(Ω)). For each x ∈ Zd, let Sx :
L2(Ω) → L2(Ω) be the unitary map Sx f (ω) := f (σxω). We assume there is strongly
continuous d-parameter unitary group k ∈ Rd 7→ Uk on L2(Ω) such that
(1) Uk1 = 1, where 1(ω) = 1 for all ω; and
(2) UkSx f = eik·xSxUk f if
∫
Ω
fdµΩ = 0.
Remarks. a) In appendix A, Assumption 2.2 is shown to hold in case Ω = RZ
d
with
µΩ =×x ν a product measure. b) For each k ∈ Rd, the “twisted shifts” {eik·xSx}x∈Zd are
a unitary representation of Zd on L2(Ω). Representations with distinct k are not unitarily
equivalent, since eik·xSx1 = eik·x1, where 1(ω) = 1 for all ω. However, the assumption
requires them to be unitarily equivalent when restricted to
L20(Ω) := {1}⊥ =
{
f ∈ L2(Ω)
∣∣∣∣ ∫
Ω
fdµΩ = 0
}
.
The dynamic variable a ∈ A evolves stochastically in time by a shift invariant, station-
ary Markovian dynamics.
Assumption 2.3 (Markov dynamics). The space A is a compact Hausdorff space, µA is
a Borel measure and for each a ∈ A there is a probability measure Pa on the Σ-algebra
generated by Borel-cylinder subsets of the path space P(A) = A[0,∞). Furthermore the
collection of these measures has the following properties.
(1) Right continuity of paths: For each a ∈ A, with Pa probability one, every path t 7→ α(t)
is right continuous and has initial value α(0) = a.
(2) Shift invariance in distribution: For each a ∈ A and x ∈ Zd, Pσxa = Pa ◦ S−1x , where
Sx({αt}t≥0) = {σxα(t)}t≥0 is the shift σx lifted to path space P(A).
(3) Stationary strong Markov property: There is a filtration {Ft}t≥0 on the Borel σ-algebra of
P(A) such that α(t) is Ft measurable and
Pa
({α(t+ s)}t≥0 ∈ E ∣∣Fs) = Pα(s)(E)
for any measurable E ⊂ P(A) and any s > 0.
(4) Invariance of µA: For any Borel measurable E ⊂ A and each t > 0,∫
A
Pa(α(t) ∈ E)dµA(a) = µA(E).
Invariance of µA under the dynamics is equivalent to the identity
EA ( f (α(t))) = EA ( f (α(0))) for f ∈ L1(A),
where EA(·) denotes the joint average EA(·) =
∫
A Ea(·)dµA(a).
2.1.2. Markov Generator. An important tool for studyingMarkov processes is conditioning
on the value of a process at a given time. In appendix B, the proper definition of the
conditional expectation EA (·|α(t) = a) is reviewed. In particular, conditioning on the
value of the processes at t = 0 determines the initial value:
EA (·|α(0) = a) = Ea(·).
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To the process {α(t)}t≥0, there is associated a Markov semigroup, obtained by averaging
over the initial value conditioned on the value of the process at later times:
Tt f (a) := EA ( f (α(0))|α(t) = a) .
As is well known, Tt is a strongly continuous contraction semi-group on Lp(A) for 1 ≤
p < ∞.1
The semigroup Tt has a generator
B f := lim
t↓0
1
t
( f − Tt f ) , (2.3)
defined on the domain D(B) where the right hand side exists in the L2-norm. By the
Lumer-Phillips theorem, B is a maximally accretive operator.2 For technical reasons, related
to controlling perturbations of the semigroup, we assume that B is sectorial.
Assumption 2.4 (Sectoriality of B). There are b, q ≥ 0 such that
|Im 〈 f , B f 〉| ≤ qRe 〈 f , B f 〉+ b ‖ f‖2 (2.4)
for all f ∈ D(B). Here 〈 f , g〉 = ∫A f gdµA denotes the inner product on L2(A).
The resolvent of the semigroup e−tB is the operator valued analytic function
R(z) := (B− z)−1 =
∫ ∞
0
etze−tBdt,
which is defined and satisfies ‖R(z)‖ ≤ 1/|Re z| when Re z < 0. Sectoriality is equivalent
to the existence of a analytic continuation of R(z) to z ∈ C \ Kb,q with the bound
‖R(z)‖ ≤ 1
dist(z,Kb,q)
(2.5)
where Kb,q is the sector {Re z ≥ 0} ∩ {|Im z| ≤ b+ q |Re z|} (see [16, Theorem V.3.2]). In
particular Assumption 2.4 holds (with b = 0 and q = 0) if the Markov dynamics is re-
versible, in which case B is self-adjoint. A key consequence of eq. (2.5) is that the semi-
group may be recovered from the absolutely convergent contour integral
e−tB =
1
2pii
∫
Γ
e−tzR(z)dz (2.6)
where Γ is any contour for which dist(z,Kb,q) is uniformly bounded below and Re z→ ∞
at both ends.
The exponential mixing condition eq. (2.2) for {α(t)}t≥0 is conveniently expressed in
terms of the following condition on the generator B.
1The semi-group property follows from the Markov property, while strong continuity follows from the
right continuity of paths. The adjoint of Tt is the backward semigroup T†t F(a) := EA (F(α(t))|α(0) = a) .
2We use the term generator to indicate that formally Tt = e−tB. Note the negative sign in the exponent.
A closed densely defined operator B on a Hilbert space is accretive if Re 〈 f , B f 〉 ≥ 0 for all f ∈ D(B). It is
maximally accretive if it is accretive and has no proper closed accretive extension; equivalently both B and B†
are accretive. See [16, §V.3.10] and [20].
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Assumption 2.5 (Gap Condition for B). There is τ > 0 such that
Re 〈 f , B f 〉 ≥ 1
τ
∥∥∥∥ f − ∫
A
fdµA
∥∥∥∥2
L2(A)
(2.7)
for all f ∈ D(B).
The invariance of µA under the process {α(t)}t≥0 implies that Tt1 = T†t 1 = 1, where
1(a) = 1 for all a ∈ A. It follows that
L20(A) :=
{
f ∈ L2(ω)
∣∣∣∣ ∫
A
f (a)µA(da) = 0
}
is invariant under the semi-group Tt and its adjoint T†t . Assumption 2.5 implies that the
restriction of B to L20(Ω) is strictly accretive, and thus that∥∥∥Tt|L20∥∥∥ ≤ e−t/τ.
The exponential mixing condition eq. (2.2) follows.
In what follows it will be convenient to consider the process{α(t)}t≥0 and the static
variable ω together on the same space A×Ω. Let µ denote the product measure
µ(da, dω) = µA(da)µΩ(dω)
and let E denote the joint average with respect to EA and µΩ(dω):
E(·) :=
∫
Ω
EA(·)µΩ(dω).
Thus
E ( f (α(t),ω)) =
∫
A×Ω
f (a,ω)µ(da, dω), E ( f (α(t))) =
∫
A
f (a)µA(da)
and E ( f (ω)) =
∫
Ω
f (ω)µΩ(dω).
We will consider Lp(A) and Lp(Ω) to be subspaces of Lp(A×Ω), identifying f ∈ Lp(A)
with (a,ω) 7→ f (a) and similarly for g ∈ Lp(Ω).
We extend the definition of Tt to functions on A×Ω:
Tt f (a,ω) := EA ( f (α(0),ω)|α(t) = a) ,
with a generator B defined on a dense subset D(B) of L2(A ×Ω). Note that Tt is linear
with respect to functions of ω:
[Tt(gF)] (a,ω) = g(ω)F(a,ω)
where F ∈ L2(A,Ω) and g ∈ L∞(Ω), say. In particular L2(Ω) ⊂ D(B) ∩D(B†),
B f (ω) = B† f (ω) = 0, f ∈ L2(Ω),
and
〈F, BF〉L2(A×Ω) ≥
1
τ
‖F‖2L2(A×Ω) , F ∈ L2(Ω)⊥
where L2(Ω)⊥ is the orthogonal complement of L2(Ω) in L2(A × Ω). In particular, B is
invertible on L2(Ω)⊥. We will use B−1 to denote the inverse of B |L20(Ω)⊥ .
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2.1.3. The operators H0, Uω and Va,ω.
Assumption 2.6. The operator H0 appearing in eq. (2.1) is given by
H0ψ(x) = ∑
y 6=x
h(x− y)ψ(y),
where the hopping kernel h : Zd \ {0} → C is
(1) Self adjoint,
h(−ζ) = h(ζ) for all ζ ∈ Zd \ {0};
(2) Short range,
∑
ζ∈Zd\{0}
|ζ| |h(ζ)| < ∞; and
(3) Non-degenerate,
∑
ζ∈Zd\{0}
|k · ζ|2 |h(ζ)|2 > 0, for each k ∈ Rd \ {0}.
It follows from the short range bound on the hopping that
‖H0‖ℓ2(Zd)→ℓ2(Zd) ≤ ∑
ζ 6=0
|h(ζ)| ≤ ∑
ζ 6=0
|ζ||h(ζ)| < ∞. (2.8)
Assumption 2.7. The potentialsUω(x) andVa,ω(x) appearing in the Schrödinger equation
(2.1) are given by
Uω(x) = u(σxω) and Va;ω(x) = v(σxa, σxω),
where u ∈ L∞(Ω) and v ∈ L∞(A×Ω). Furthermore, ∫A v(a,ω)µA(da) = 0 for µΩ almost
every ω and v is non-degenerate in the sense that there is χ > 0 such that∫
A
∣∣∣B−1v(σxa, σxω)− B−1v(a,ω)∣∣∣2 µA(da) ≥ χ , (2.9)
for all x 6= 0 and µΩ almost every ω.
Remarks. a) Since
∫
A v(a,ω)µA(da) = 0 for almost every ω, it follows from the gap con-
dition (Assumption 2.5) that v is in the domain of B−1. b) There is no loss in assuming∫
A v(a,ω)µA(da) = 0, since this can be achieved by adding
∫
A v(a,ω)µA(da) to u(ω) and
subtracting it from v(a,ω). c) The non-degeneracy condition (2.9) guarantees, in particu-
lar, that v is non-zero. By scaling we assume, without loss of generality, that g > 0 and
‖v‖L∞(A×Ω) = 1.
The non-degeneracy condition eq. (2.9) is equivalent to the inequality
2 Re
〈
B−1vx(·,ω), B−1v(·,ω)
〉
L2(A)
≤
∥∥∥B−1vx(·,ω)∥∥∥2
L2(A)
+
∥∥∥B−1v(·,ω)∥∥∥2
L2(A)
− χ,
where vx(a,ω) = v(σxa, σxω). If v does not depend on ω (as in the example in the intro-
duction), then this is equivalent to
Re
〈
B−1vx, B−1v
〉
L2(A)
≤
∥∥∥B−1v∥∥∥2
L2(A)
− χ
2
,
since ‖B−1vx‖ = ‖B−1v‖ by translation invariance. Hence, non-degeneracy amounts es-
sentially to requiring that B−1vx are uniformly non parallel to B−1v for x 6= 0, at least
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for v that depends only on a. In particular, the condition is trivially satisfied if the inner
product vanishes for all x 6= 0, which happens for example if the processes vx(α(t)) and
v(α(t)) are independent for x 6= 0, as in the introduction.
2.2. Theorems. The main result is the following
Theorem 2.1 (Central Limit Theorem). If g > 0 then there is a positive definite d× d matrix
D = D(g) such that for any bounded continuous function f : Rd → R and any normalized
ψ0 ∈ ℓ2(Zd) we have
lim
t→∞ ∑
x∈Zd
f
(
x√
t
)
E
(
|ψt(x)|2
)
=
∫
Rd
f (r)
(
1
2pi
) d
2
e−
1
2〈r, D−1r〉dr. (2.10)
If furthermore ∑x(1+ |x|2) |ψ0(x)|2 < ∞, then eq. (2.10) extends to quadratically bounded con-
tinuous f with supx(1+ |x|2) | f (x)| < ∞. In particular, diffusive scaling eq. (1.4) holds with
the diffusion constant
D(g) := lim
t→∞ ∑
x∈Zd
|x|2 E
(
|ψt(x)|2
)
= trD(g).
Furthermore, the diffusionmatrixD(g) is a real analytic function of g on {g > 0} and if Anderson
localization eq. (1.6) holds for the evolution generated by Hω = H0 +Uω, then
D(g) = g2F+ o(g2) as g→ 0.
with F a positive definite d× d matrix.
Translation symmetry plays an essential role in the analysis below. Before proceeding,
let us consider the consequences of two additional symmetries that are present in the
example in the introduction and many other natural models:
Pi,jψ(x) = ψ(pii,jx) and Tiψ(x) = ψ(τix),
where
(1) τi, for i = 1, . . . , d, denotes coordinate inversion
(τix)j =
{
xj j 6= i,
−xi j = 0;
and
(2) pii,j, 1 ≤ i < j ≤ d denotes coordinate permutation
(pii,jx)k =

xk k 6= i, j,
xi k = j,
xj k = i.
The maps Pi,j and Ti are each unitary on ℓ2(Zd).
Definition 2.1. We say that the random potential Uω(x) is stationary under
(1) inversions if the random field {Uω(τix)}x∈Zd has the same distribution as {Uω(x)}x∈Zd
for each i = 1, . . . , d;
(2) coordinate permutations if {Uω(pii,jx)}x∈Zd has the same distribution as {Uω(x)}x∈Zd
for each 1 ≤ i < j ≤ d.
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Likewise, Vα(t),ω(x) is stationary under
(1) inversions if the process {Vα(t),ω(τix)}x∈Zd;t≥0 has the same distribution as {Vα(t),ω(x)}x∈Zd ;t≥0
for each i = 1, . . . , d;
(2) coordinate permutations if {Vα(t),ω(pii,jx)}x∈Zd;t≥0 has the same distribution as {Vα(t),ω(x)}x∈Zd ;t≥0
for each 1 ≤ i < j ≤ d.
Theorem 2.2. a) If Uω and Vα(t);ω are stationary under inversions and h(τiξ) = h(ξ) for all
ξ ∈ Zd \ {0} and i = 1, . . . , d, then D is diagonal, i.e., Di,j = 0 for i 6= j. b) If Uω and
Vα(t);ω are stationary under coordinate permutations and h(pii,jξ) = h(ξ) for all ξ ∈ Zd \ {0}
and 1 ≤ i < j ≤ d, then D is permutation invariant, i.e.,
Di,i = D1,1
for each i = 1, . . . , d and
Di,j = D1,2
for each 1 ≤ i < j ≤ d.
Theorem 1.1 follows from this result and Theorem 2.1 since the model in the introduc-
tion is stationary under both inversions and coordinate permutations.
Proof. By Thm. 2.1,
Di,j = lim
t→∞ ∑x
xixjE
(
|ψt(x)|2
)
for ψ0 = δ0. Note that ψ0 is invariant under inversions and permutations.
If the potentials are distributionally invariant under inversions and the hopping terms
are invariant under inversions then ψt(τix) has the same distribution as ψt(x). Thus
∑
x
xixjE
(
|ψt(x)|2
)
= ∑
x
xixjE
(
|ψt(τix)|2
)
= −∑
x
xixjE
(
|ψt(x)|2
)
if i 6= j. So ∑x xixjE
(
|ψt(x)|2
)
= 0 and hence Di,j = 0.
The argument in case there is invariance under permutations is similar. We simply note
that using permutations we may transform any diagonal matrix element of D into any
other diagonal element and likewise for off-diagonal elements. 
3. AUGMENTED SPACE ANALYSIS
3.1. TheMarkov semigroup on augmented spaces. The term “augmented spaces” refers
here to certain spaces of functions F : A×Ω× X → C where X is an auxiliary space —
in the examples below X will be Zd or Zd ×Zd. The spaces we consider will be of the
following form.
Definition 3.1. Let X be a set3 and let B(X) be a Banach space of functions on X, with
norm ‖·‖B(X), such that
3More generally X could be a measure space, provided we replace “for every” with “for almost every”
in (1) and replace (2) by the assumption that B(X) is the dual of a Banach space of functions satisfying (1).
However there is no need to introduce such complications in the present work since X will always be either
Zd or Zd ×Zd (with counting measure).
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(1) If g ∈ B(X) and 0 ≤ | f (x)| ≤ |g(x)| for every x ∈ X, then f ∈ B(X) and ‖ f‖B(X) ≤
‖g‖B(X).
(2) For every x ∈ X, evaluation x 7→ f (x) is a continuous linear functional on B(X).
For p ≥ 1, the augmented space Bp(A×Ω× X) is the set of maps F : A×Ω× X → C such
that NF ∈ B(X) where NF(x) = ‖F(·, ·, x)‖Lp(A×Ω) .
The parameter p is the exponent of the augmented space. Each of the spaces used in the
analysis below has exponent 1 or 2.
The notation is intended to be used with other symbols in place of B. For example,
ℓq;p(A×Ω× X) denotes the augmented space with exponent p and B(X) = ℓq(X), i.e.,
ℓ
q;p(A×Ω× X) :=
{
F
∣∣∣∣∣ ∑
x∈X
∣∣∣∣∫
A×Ω
|F(a,ω, x)|p µ(da, dω)
∣∣∣∣
q
p
< ∞
}
. (3.1)
When it is clear from context which space is intended, we will write B for B(X) and Bp
for Bp(A×Ω× X).
Proposition 3.1. With the norm
‖F‖Bp(A×Ω×X) := ‖NF‖B(X) =
∥∥∥∥∥
(∫
A×Ω
|F(a,ω, ·)|p µ(da, dω)
) 1
p
∥∥∥∥∥B(X) ,
Bp(A×Ω× X) is a Banach space. Furthermore
‖F‖Bp(A×Ω×X) ≤
[∫
A×Ω
‖F(a,ω, ·)‖pB(X) µ(da, dω)
] 1
p
. (3.2)
Remark. Since evaluation at x is continuous on B(X), there is c(x) < ∞ such that | f (x)| ≤
c(x) ‖ f‖B. It follows that
‖F(·, ·, x)‖Lp(A×Ω) ≤ c(x) ‖F‖Bp(A×Ω×X) (3.3)
and so JxF(·, ·) := F(·, ·, x) is a continuous map from Bp(A×Ω× X) into Lp(A×Ω).
Proof. First note that
‖NF − NG‖B ≤ ‖NF−G‖B = ‖F− G‖Bp (3.4)
for F,G ∈ Bp. This follows from property (1) of the space B(X) and the triangle inequality
in Lp(A×Ω).
Now let Fn be a Cauchy sequence in Bp. By eq. (3.4), NFn is Cauchy in B, and so has a
limit N. Passing to a subsequence, we may assume ∑n ‖Fn+1 − Fn‖Bp < ∞ and thus, for
each x,
∑
n
‖Fn+1(·, ·, x)− Fn(·, ·, x)‖Lp(A×Ω) ≤ c(x)∑
n
‖Fn+1 − Fn‖Bp < ∞
by eq. (3.3). It follows that
F(·, ·, x) := F1(·, ·, x) +
∞
∑
j=2
(
Fj(·, ·, x)− Fj−1(·, ·, x)
)
(3.5)
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is, for each x, a well defined element of Lp(A×Ω). It remains to see that F ∈ Bp, i.e., that
NF ∈ B. However, by eq. (3.5),
NF(x) = ‖F(·, ·, x)‖Lp = lim
j
∥∥Fj(·, ·, x)∥∥Lp = limj NFj(x) = N(x)
and thus NF ∈ B (since N ∈ B).
The inequality (3.2) is just Minkowski’s integral inequality. 
It follows from eq. (3.2) that Lp(A×Ω;B) ⊆ Bp(A×Ω×X), where Lp(A×Ω;B) is the
space of all strongly-measurable maps F : A×Ω → B such that ‖F‖p is integrable. We
will use tensor product notation to denote product vectors in Lp(A×Ω;B). For example,
given F ∈ Lp(A×Ω) and φ ∈ B,
[F⊗ φ] (a,ω, x) := F(a,ω)φ(x).
Similarly, given f ∈ Lp(A), g ∈ Lp(Ω) and φ ∈ B,
[ f ⊗ g⊗ φ] (a,ω, x) := f (a)g(ω)φ(x).
It can happen that Lp(A×Ω;B) 6= Bp(A×Ω×X). For example, this is the case for the
space ℓ∞;1(A×Ω×Zd) used below in §3.3. However, in certain cases Bp(A×Ω× X) =
Lp(A×Ω;B). For example,
Proposition 3.2. If 1 ≤ p < ∞, then
ℓ
p;p(A×Ω× X) = Lp(A×Ω; ℓp(X)) = Lp(A×Ω× X),
where we take product measure µA × µΩ × counting measure on A × Ω × X. In particular,
ℓ2;2(A×Ω× X) is a Hilbert space with inner product
〈F, G〉 = ∑
x∈X
∫
A×Ω
F(a,ω, x)G(a,ω, x)µ(da, dω).
The proof is elementary; essentially it amounts to noting that∥∥∥∥∥
(∫
A×Ω
|F(a,ω, ·)| p µ(da, dω)
) 1
p
∥∥∥∥∥
ℓp
=
(
∑
x∈X
∫
A×Ω
|F(a,ω, x)|p µ(da, dω)
) 1
p
.
Throughout, we will use e−tB to denote theMarkov semigroup lifted to Bp(A×Ω×X),
with B the corresponding generator. This semigroup is defined by
e−tBF(a,ω, x) := EA (F(α(0),ω, x)|α(t) = a) , (3.6)
for F ∈ Bp(A×Ω× X). That is, e−tB is defined on Bp(A×Ω× X) so that the following
diagram is commutative for each x ∈ X:
Bp(A×Ω× X) e−tB−−−→ Bp(A×Ω× X)yJx yJx
LP(A×Ω) e−tB−−−→ Lp(A×Ω)
(3.7)
where JxF(·, ·) = F(·, ·, x) is the evaluation map from Bp(A×Ω× X) to Lp(A×Ω).
Proposition 3.3. The semigroup e−tB is contractive and positivity preserving on Bp(A×Ω×X)
and B is sectorial on L2(A×Ω× X), with the same constants b and q as appear in Ass. 2.4.
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Remark. That e−tB is positivity preserving indicates that e−tB f (a,ω, x) ≥ 0 for each x ∈ X
and almost every (a,ω) whenever f (a,ω, x) ≥ 0 for each x ∈ X and almost every (a,ω).
Proof. That e−tB is contractive follows from property (2) of the norm on B(X), since
Ne−tBF(x) =
(∫
A×Ω
|EA (F(α(0),ω, x)|α(t) = a)|p µ(da, dω)
) 1
p
≤
(∫
A×Ω
EA
(|F(α(0),ω, x)|p∣∣α(t) = a) µ(da, dω)) 1p
=
(
E
(|F(α(0),ω, x)|p)) 1p = ‖F(·, ·, x)‖Lp(A×Ω) = NF(x).
That e−tB is positivity preserving follows directly from the definition eq. (3.6).
Differentiating with respect to t in eq. (3.7) we see that JxF ∈ D(B) and JxBF = BJxF
whenever F ∈ D(B). In particular, if F,G ∈ L2(A×Ω× X), then∣∣∣Im 〈F, BF〉L2(A×Ω×X)∣∣∣ =
∣∣∣∣∣∑x Im 〈JxF, BJxF〉L2(A×Ω)
∣∣∣∣∣
≤ ∑
x
qRe 〈JxF, BJxF〉L2(A×Ω) + b ‖JxF‖2L2(A×Ω)
= qRe 〈F, BF〉L2(A×Ω×X) + b ‖F‖2L2(A×Ω×X) ,
as 〈F, G〉L2(A×Ω×X) = ∑x 〈JxF, JxG〉L2(A×Ω). Thus B is sectorial on L2(A×Ω× X). 
3.2. Pillet’s Formula. The starting point for the analysis of eq. (2.1) is a formula for E(ρt),
where ρt = ψt 〈ψt, ·〉 is the density matrix corresponding to a solution ψt to eq. (2.1). The
formula, due in this context to Pillet [21], expresses the expectation E(ρt) in terms of a
contraction semi-group on the augmented Hilbert space
H := L2(A×Ω;HS(Zd)), (3.8)
whereHS(Zd) denotes the Hilbert-Schmidt ideal in the bounded operators on ℓ2(Zd).
SinceHS(Zd) can be identified with ℓ2(Zd ×Zd) by taking
R(x, y) :=
〈
δx, Rδy
〉
for R ∈ HS(Zd),
we see that H is the augmented space (see Prop. 3.2):
H = ℓ2;2(A×Ω×Zd ×Zd) = L2(M),
where
M := A×Ω×Zd ×Zd (3.9)
with the product measure m = µA × µΩ × counting measure on Zd × Zd. Depending
on context we will think of an element F ∈ H either as a C-valued map on M or as a
HS(Zd)-valued map on A×Ω, via the identification
F(a,ω, x, y) :=
〈
δx, F(a,ω)δy
〉
. (3.10)
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We define operators K, U and V that lift H0, Uω and Va,ω to H respectively. More
precisely, we lift the commutators with these operators on Hilbert-Schmidt operators:
KF(a,ω) := [H0, F(a,ω)] , UF(a,ω) := [Uω, F(a,ω)]
and VF(a,ω) := [Va,ω, F(a,ω)] . (3.11)
Proposition 3.4. The operators K, U and V are self-adjoint and bounded.
This elementary result is a straightforward consequence of Assumptions 2.6 and 2.7. Note
that ‖V‖ = 2 (since v(a,ω) was normalized to have L∞ norm one); also
‖U‖ ≤ 2 ‖u‖L∞(Ω) and ‖K‖ ≤ 2 ‖H0‖ .
Lemma 3.5 (Pillet’s formula [21]). Let
L := iK+ iU + igV + B (3.12)
on the domainD(B) ⊂ L2(M). Then L is maximally accretive and sectorial and if ρt = ψt 〈ψt, ·〉
is the density matrix corresponding to a solution ψt to eq. (2.1) with ψ0 ∈ ℓ2(Zd), then
EA (ρt|α(t) = a) = e−tL (1⊗ ρ0) , (3.13)
where 1(a,ω) = 1 for all a,ω.
Remark. It follows from eq. (3.13) that
E (ρt) =
∫
A×Ω
[
e−tL (1⊗ ρ0)
]
(a,ω)µ(da, dω). (3.14)
Sketch of the proof. Since K+ U + gV is bounded and self-adjoint, it follows that L is max-
imally accretive by standard results, e.g., [16, Theorem IX.2.7]. One way to see this is to
construct the semigroup e−tL by means of the Lie-Trotter formula [24]
e−tL = lim
n→∞
(
e−i
t
n (K+U+gV)e−
t
nB
)n
(3.15)
and observe that it is contractive — the operator e−i
t
n (K+gV) is unitary, and hence contrac-
tive. Sectoriality for L follows from sectoriality for B:
|Im 〈F, LF〉| ≤ |〈F, KF〉|+ |〈F, UF〉|+ g |〈F, VF〉|+ qRe 〈F, BF〉+ b ‖F‖2
≤ qRe 〈F, LF〉+ b′ ‖F‖2 (3.16)
with b′ = b+ ‖K‖ ‖U‖+ g ‖V‖.
Pillet’s formula (3.13) can be seen as follows. Let Ft(a,ω) = EA (ρt|α(t) = a). Since
∂tρt = −i
[
Hω + gVα(t),ω, ρt
]
, it follows that
d
dt
Ft(a,ω) = −iEA
([
Hω +Vα(t),ω, ρt
]∣∣∣α(t) = a)− BFt(a,ω),
essentially by the Leibniz rule. Because α(t) = a in the conditional expectation,
d
dt
Ft(a,ω) = −i [Hω + gVa,ω, Ft(a,ω)] − BFt(a,ω) = −LFt(a,ω). (3.17)
Eq. (3.13) follows because F0(a,ω) = ρ0. 
Taking matrix elements of various expressions above gives the following
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Lemma 3.6. The operators K, U and V are given by the following explicit expressions
KF(a,ω, x, y) = ∑
ζ 6=0
[
h(ζ)F(a,ω, x − ζ, y)− h(ζ)F(a,ω, x, y− ζ)
]
= ∑
ζ 6=0
h(ζ) [F(a,ω, x − ζ, y)− F(a,ω, x, y+ ζ)] , (3.18)
UF(a,ω, x, y) = [u(σxω)− u(σyω)] F(a,ω, x, y) (3.19)
and
VF(a,ω, x, y) = [v(σxa, σxω)− v(σya, σyω)] F(a,ω, x, y), (3.20)
for any F ∈ L2(M). Furthermore, for a solution ψt to eq. (2.1), we have
E
(
ψt(x)ψt(y)
)
=
〈
1⊗ δx ⊗ δy, e−tL
(
1⊗ ψ0 ⊗ ψ0
)〉
L2(M)
.
Remark. Here and below we will use tensor product notation for elements of ℓ2(Zd ×Zd),
[φ⊗ ψ](x, y) = φ(x)ψ(y).
Thus a rank one operator ψ 〈φ, ·〉 ∈ HS(Zd) corresponds to ψ⊗ φ.
As defined, the semigroup e−tL in Pillet’s formula is a contraction semigroup on L2(M).
However, it makes sense to consider e−tL on a variety of other augmented spaces. In gen-
eral, we could define e−tL on Bp(M) where B(Zd ×Zd) is any Banach space of functions
on Zd ×Zd satisfying the assumptions of Defn. 3.1, provided the operators K and V de-
fined via eq. (3.18) and (3.20) are bounded on Bp(M). For example,
Proposition 3.7. Given p ≥ 1, e−tL is an exponentially bounded semi-group on Lp(M). That is,
there is a constant Cp ≥ 0 such that∥∥∥e−tLF∥∥∥
Lp(M)
≤ eCpt ‖F‖Lp(M)
for any F ∈ Lp(M).
Remark. By Prop. 3.2, Lp(M) is an augmented space in the sense of Defn. 3.1.
Aside from L2(M), we do not need the spaces Lp(M) below. Thus the details of the
proof are left to the reader. On the other hand we will need to consider the semigroup
on the somewhat more complicated augmented space W10 (M), given by Defn. 3.1 with
exponent 1, X = Zd ×Zd, and Banach space
W0(Zd ×Zd) :=
 f
∣∣∣∣∣∣ ‖ f‖W < ∞ & limx→∞ ∑ζ∈Zd | f (x− ζ,−ζ)| = 0
 , (3.21)
where
‖ f‖W := sup
x∈Zd
∑
ζ∈Zd
| f (x− ζ,−ζ)| . (3.22)
The norm onW10 (M) is (see Prop. 3.1):
‖F‖W1(M) := sup
x∈Zd
∑
ζ∈Zd
∫
A×Ω
|F(a,ω, x + ζ, ζ)| µ(da, dω). (3.23)
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We also introduce
W1(M) =
{
F : A×Ω×Zd ×Zd → C
∣∣∣ ‖F‖W(M) < ∞} , (3.24)
which is the space given by Defn. 3.1 with exponent 1, X = Zd ×Zd, and Banach space
W(Zd ×Zd) :=
{
f
∣∣∣ ‖ f‖W(Zd×Zd) < ∞} . (3.25)
Note thatW10 (M) ⊂ W1(M); in fact
W10 (M) =
F ∈ W1(M)
∣∣∣∣∣∣ limx→∞ ∑ζ∈Zd
∫
A×Ω
|Ft(a,ω, x− ζ,−ζ)| µ(da, dω) = 0
 . (3.26)
Also L1(A ×Ω;W0(Zd ×Zd)) ( W10 (M) and L1(A× Ω;W(Zd ×Zd)) ( W1(M). The
significance ofW10 (M) lies in the following
Lemma 3.8. Let ψt be a solution to eq. (2.1) with ψ0 ∈ ℓ2(Zd) and let
Ft(a,ω, x, y) := EA
(
ψt(x)ψt(y)
∣∣∣α(t) = a) .
Then, for each t > 0,
‖Ft‖W1(M) ≤ ‖ψ0‖2ℓ2(Zd)
and Ft ∈ W10 (M).
Proof. Note that
∑
ζ∈Zd
∫
A×Ω
|Ft(a,ω, x− ζ,−ζ)| µ(da, dω) ≤ E
(
∑
ζ
|ψt(x− ζ)| |ψt(−ζ)|
)
.
By Cauchy-Schwarz, ∑ζ |ψt(x− ζ)| |ψt(−ζ)| is bounded by ‖ψt‖2 = ‖ψ0‖2. This gives the
norm estimate and, by dominated convergence, the vanishing of the limit as x → ∞. 
Regarding the semigroup on e−tL onW10 (M) we have the following
Lemma 3.9. a) The operators K, U and V are bounded on W1(M) and map W10 (M) into it-
self. b) The semigroup e−tL is exponentially bounded onW1(M) and mapsW10 (M) into itself.
Proof. First note that
∑
ζ
∫
A×Ω
|VF(a,ω, x + ζ, ζ)| µ(da, dω)
= ∑
ζ
∫
A×Ω
∣∣v(σx+ζa, σx+ζω)− v(σζa, σζω)∣∣ |F(a,ω, x + ζ, ζ)| µ(da, dω)
≤ 2∑
ζ
∫
A×Ω
|F(a,ω, x + ζ, ζ)| µ(da, dω).
Thus ‖V‖W1(M) ≤ 2 and V mapsW10 (M) into itself. Similarly,∫
A×Ω
|UF(a,ω, x + ζ, ζ)| µ(da, dω) ≤ 2 ‖u‖L∞(Ω) ∑
ζ
∫
A×Ω
|F(a,ω, x + ζ, ζ)| µ(da, dω),
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so ‖U‖W1(M) < ∞ and U mapsW10 (M) into itself.
The calculation for K is only slightly more involved. We have,
∑
ζ
∫
A×Ω
|KF(a,ω, x + ζ, ζ)| µ(da, dω)
≤ ∑
ζ,ξ 6=0
∫
A×Ω
|h(ξ)|
[
|F(a,ω, x + ζ − ξ, ζ)| + |F(a,ω, x + ζ, ζ − ξ)|
]
µ(da, dω)
= 2 ∑
ξ 6=0
|h(ξ)|∑
ζ
∫
A×Ω
|F(a,ω, x − ξ + ζ, ζ)| µ(da, dω).
It follows that
‖K‖W1(M) ≤ 2 ∑
ξ 6=0
|h(ξ)| < ∞
and also that K mapsW10 (M) into itself.
Since K, U and V are bounded,∥∥∥e−it(K+U+gV)∥∥∥W1(M) ≤ eCt.
By the Lie-Trotter formula [24],
e−tLF = lim
n→∞
(
e−
t
n i(K+U+gV)e−
t
nB
)n
F
and thus∥∥∥e−tL∥∥∥W1(M) ≤ lim supn→∞
∥∥∥(e− tn i(K+U+gV)e− tnB)n∥∥∥W1(M)
≤ lim sup
n→∞
∥∥∥e− tn i(K+U+gV)∥∥∥nW1(M) ∥∥∥e− tnB∥∥∥nW1(M) ≤ eCt,
since e−tB is a contraction. Furthermore, if F ∈ W10 (M) we have(
e−
t
n i(K+U+gV)e−
t
nB
)n
F ∈ W10 (M)
and thus e−tLF ∈ W10 (M) in the large n limit. 
3.3. Fourier Analysis on M. The strength of the augmented space approach lies in the
fact that distributional invariance of the stochastic equation (2.1) under translations yields
an operator symmetry for L, namely a group {Tζ}ζ∈Zd of unitary maps on L2(M) that
commute with L. For each ζ ∈ Zd, let
TζF(a,ω, x, y) = F(σζa, σζω, x− ζ, y− ζ) (3.27)
for any function F defined on M.
Proposition 3.10. The map ζ 7→ Tζ is a representation of the additive group Zd and, for each ζ,∥∥TζF∥∥L2(M) = ‖F‖L2(M) , ∥∥TζF∥∥W1(M) = ‖F‖W1(M) ,
and Tζ mapsW10 (M) onto itself. In particular ζ 7→ Tζ
∣∣H is a unitary representation of Zd.
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Proof. That ζ 7→ Tζ represents Zd is clear from the definition. The identity for L2 andW1
norms simply expresses the invariance of the measure m under the maps (a,ω, x, y) 7→
(σζa, σζω, x− ζ, y− ζ). 
Lemma 3.11. For every ζ ∈ Zd,[
Tζ ,K
]
=
[
Tζ ,U
]
=
[
Tζ ,V
]
=
[
Tζ , B
]
= 0
Proof. This follows from the fact that Tζ is a simultaneous shift of configuration space and
the random environment, which is a manifest symmetry of the assumptions made above.
For K, U and V the vanishing of commutators can also be seen from explicit computation,
using eqs. (3.18), (3.19) and (3.20). For B it follows from the assumed shift invariance of
the Markov process. 
Because of Lem. 3.11, a suitable generalized Fourier transform will give a fibre decom-
position of the various operators K, U , V and B. Initially we define this Fourier transform
on the augmented spaceW1(M). Let Td = [0, 2pi)d denote the d-torus and
M̂ := A×Ω×Zd. (3.28)
Given F ∈ W1(M) and k ∈ Td, the Fourier transform of F at k is defined to be the following
map F̂k : M̂ → C:
F̂k(a,ω, x) := ∑
ζ∈Zd
eik·ζTζF(a,ω, x, 0) = ∑
ζ∈Zd
eik·ζF(σζa, σζω, x− ζ,−ζ). (3.29)
The basic results of Fourier analysis are extended to this generalized Fourier transform in
the following
Proposition 3.12. (1) If F ∈ W1(M), then
‖F̂k‖ℓ∞;1(M̂) ≤ ‖F‖W1(M) for each k ∈ Td, (3.30)
and k 7→ F̂k is a continuous map from Td into ℓ∞;1(M̂).
(2) If F ∈ W10 (M), then F̂k ∈ c10(M̂) for each k ∈ Td.
(3) If F ∈ W1(M) ∩ L2(M) then
∑
x∈Zd
∫
Td
∫
A×Ω
∣∣∣F̂k(a,ω, x)∣∣∣2 µ(da, dω)ν(dk) = ‖F‖2L2 , (3.31)
where ν denotes normalized Haar measure on Td. Thus, the map F 7→ F̂• extends to a unitary
map fromH = L2(M) to L2(M̂×Td).
Remark. The space ℓ∞;1(M̂) is the augmented space with exponent 1 and Banach space
ℓ∞(Zd), i.e.,
ℓ
∞;1(M̂) :=
{
f : M̂ → C
∣∣∣∣∣ sup
x∈Zd
∫
A×Ω
| f (a,ω, x)| µ(da, dω) < ∞
}
. (3.32)
Similarly, c10(M̂) has exponent 1 and Banach space c0(Z
d),
c10(M̂) :=
{
f ∈ Ŵ(M̂)
∣∣∣∣ limx→∞ ∫A×Ω | f (a,ω, x)| µ(da, dω) = 0
}
. (3.33)
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By Prop. 3.1, these are each Banach spaces with the norm
‖ f‖
ℓ∞;1(M̂) := sup
x∈Zd
∫
A×Ω
| f (a,ω, x)| µ(da, dω). (3.34)
Note that c10(M̂) ⊂ ℓ∞;1(M̂)
Proof. The estimate (3.30) and the implication F ∈ W10 (M) =⇒ F̂k ∈ c10(M̂) follow from
the inequality∫ ∣∣∣F̂k(a,ω, x)∣∣∣ µ(da, dω) ≤ ∑
ζ
∫ ∣∣F(σζa, σζω, x− ζ,−ζ)∣∣ µ(da, dω)
= ∑
ζ
∫
|F(a,ω, x + ζ, ζ)| µ(da, dω),
where in the last step we have used the shift invariance of the measure µ. Continuity of
the map k 7→ F̂k follows from this bound and dominated convergence.
By unitarity of the usual Fourier transform, we have∫
Td
∣∣∣F̂k(a,ω, x)∣∣∣2 ν(dk) = ∫
Td
∣∣∣∣∑
ζ
eik·ζF(σζa, σζω, x− ζ,−ζ)
∣∣∣∣2ν(dk)
= ∑
ζ
∣∣F(σζ a, σζω, x− ζ,−ζ)∣∣2
if F ∈ W1(M) ∩ L2(M). Summing over x, integrating over a and ω, and using shift
invariance of µ(da, dω) again, we obtain eq. (3.31). 
We turn now to Fourier analysis of the components of the generator L in Pillet’s for-
mula, starting with the operators K, U and V . As mentioned above, the Fourier transform
leads to a fiber decomposition of these operators over the torus Td.
Lemma 3.13. Let K̂k, Û and V̂ denote the following operators defined on functions φ : M̂ → C:
K̂kφ(a,ω, x) := ∑
ζ∈Zd
h(ζ)
[
φ(a,ω, x − ζ)− eik·ζφ(σζa, σζω, x− ζ)
]
, (3.35)
Ûφ(a,ω, x) := [u(σxω)− u(ω)] φ(a,ω, x), (3.36)
and
V̂φ(a,ω, x) := [v(σxa, σxω)− v(a,ω)] φ(a,ω, x). (3.37)
Then
(1) K̂k, Û and V̂ are bounded on ℓ∞;1(M̂) and map c10(M̂) into itself.
(2) K̂k, Û and V̂ are bounded and self-adjoint on L2(M̂).
(3) If F ∈ W1(M) then
[̂KF]k = K̂k F̂k, [ÛF]k = Û F̂k and [V̂F]k = V̂ F̂k (3.38)
for every k ∈ Td.
(4) If F ∈ L2(M) then eq. (3.38) holds for ν-almost every k.
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Furthermore, the map k 7→ K̂k is C1 on Td, considered either as a map into the bounded operators
on ℓ∞;1(M̂) or as a map into the bounded operators on L2(M̂).
Proof. The key here is eq. (3.38), which follows for F ∈ W1(M) from the following easy
calculations:
[̂KF]k(a,ω, x) = ∑
ζ
eik·ζ ∑
ξ
h(ξ)
[
F(σζa, σζω, x− ζ − ξ,−ζ) − F(σζa, σζω, x− ζ,−ζ + ξ)
]
= ∑
ξ
h(ξ)∑
ζ
[
eik·ζF(σζa, σζω, x− ζ − ξ,−ζ)
− eik·(ζ+ξ)F(σζ+ξa, σζ+ξω, x− ζ − ξ,−ζ)
]
=∑
ξ
h(ξ)
[
F̂k(a,ω, x− ξ) − eik·ξ F̂k(σξa, σξω, x− ξ)
]
,
[̂UF]k(a,ω, x) = ∑
ζ
eik·ζ
[
u(σx−ζσζω)− v(σ−ζσζω)
]
F(σζa, σζω, x− ζ,−ζ)
= [u(σxω)− u(ω)] ∑
ζ
eik·ζF(σζa, σζω, x− ζ,−ζ)
= [u(σxω)− u(ω)] Fk(a,ω, x),
and similarly for V̂F.
The boundedness of the operators on ℓ∞;1(M̂) and the fact that they map c10(M̂) into
itself are proved in a way analogous to the proof of Lem. 3.9. The identity eq. (3.38) for
F ∈ L2(M) follows from part 4 of Prop. 3.12 and an approximation argument. Finally,
the self-adjointness of K̂k, Û and V̂ can be seen explicitly. (It also follows from the self-
adjointness of K, U and V on L2(M) and the representation eq. (3.38) for F ∈ L2(M)).
By the short range bound of Ass. 2.6, the partial derivatives of the map k 7→ K̂k exist
and satisfy
∂jK̂kF(a,ω, x) = −i∑
ξ
ξ jh(ξ)e
ik·ξF(σξa, σξω, x− ξ).
Furthermore ∥∥∥∂jK̂k∥∥∥ ≤ ∑
ξ
|ξ||h(ξ)| < ∞
and ∥∥∥∂jK̂k − ∂jK̂k′∥∥∥ ≤ ∑
ξ
|ξ||h(ξ)|
∣∣∣eik·ξ − eik′·ξ∣∣∣ → 0
as k→ k′ by dominated convergence, where ‖·‖may denote the operator norm on either
L2(M̂) or ℓ∞;1(M̂). 
Because of the shift invariance under distribution, the Markov semigroup (as defined
in eq. (3.6)) commuteswith Fourier transformation:
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Lemma 3.14. Let the Markov semigroup e−tB be defined onW1(M) and ℓ∞;1(M̂) as in eq. (3.6).
Then, the spacesW10 (M) and c10(M̂) are invariant under e−tB and
̂[e−tBF]k = e
−tBF̂k
for F ∈ W1(M) and k ∈ Td.
Proof. The fact thatW10 (M) and c10(M̂) are invariant under e−tB follows from the contrac-
tivity of e−tB on L1(A×Ω), since∫
A×Ω
∣∣∣e−tBF(a,ω, x)∣∣∣ µ(da, dω) ≤ ∫
a×Ω
|F(a,ω, x)| µ(da, dω).
For the Fourier transform identity, note that
̂[e−tBF]k(a,ω, x) = ∑
ζ
eik·ζEA
(
F(α(0), σζ ω, x− ζ,−ζ)
∣∣α(t) = σζa)
= ∑
ζ
eik·ζEA
(
F(σζ α(0), σζω, x− ζ,−ζ)
∣∣α(t) = a) ,
by the shift invariance in distribution for the Markov process {α(t)}t≥0 (Ass. 2.3 part (2)).
Thus
̂[e−tBF]k(a,ω, x) = EA
(
∑
ζ
eik·ζF(σζ α(0), σζω, x− ζ,−ζ)
∣∣∣∣∣α(t) = a
)
= EA
(
F̂k(α(0),ω, x)
∣∣∣α(t) = a) = e−tBF̂k(a,ω, x),
where the the interchange of summation and integration is justified since F ∈ W1(M). 
Putting these results together with Pillet’s formula (Lem. 3.5) we obtain
Lemma 3.15 (Fourier transformed Pillet formula). For each k ∈ Td, let
L̂k := iK̂k + iU + igV̂ + B (3.39)
on the domain D(B) ⊂ L2(M̂).
(1) For each k ∈ Td, L̂k generates an exponentially bounded semigroup on ℓ∞;1(M̂) that maps
c10(M̂) into itself. Furthermore,
(a) For t > 0 the map k 7→ e−tL̂k is a C1 map from Td into the bounded operators on
ℓ∞;1(M̂).
(b) If F ∈ W1(M), then
e−tL̂k F̂k := ̂[e−tLF]k. (3.40)
(2) For each k ∈ Td, L̂k is maximally accretive on L2(M̂). Furthermore
(a) For t > 0, the map k 7→ e−tL̂k is a C1 map from Td into the contractions on L2(M̂).
(b) The operators {L̂k}k∈Td are uniformly sectorial; that is there are are constants b′, q′ ≥ 0
such that ∣∣∣Im〈 f , L̂k f〉∣∣∣ ≤ q′ Re〈 f , L̂k f〉+ b′ ‖ f‖2L2 (3.41)
for every k ∈ Td and every f ∈ L2(M̂).
(c) If F ∈ L2(M) then eq. (3.40) holds for ν-almost every k.
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(3) Let ψ0 ∈ ℓ2(Zd) and define
ρ̂0;k(x) := ∑
ζ∈Zd
eik·ζψ0(x− ζ)ψ0(−ζ). (3.42)
Then
∑
ζ
eik·ζE
(
ψt(x− ζ)ψt(−ζ)
)
=
〈
1⊗ δx, e−tL̂k (1⊗ ρ̂0;k)
〉
L2(M̂)
(3.43)
where ψt is the solution to eq. (2.1) with initial condition ψ0. Here e−tL̂k(1 ⊗ ρ̂0;k) ∈ c10(M̂)
for each k and is in L2(M̂) for almost every k.
Proof. The proof that e−tL̂k is exponentially bounded on ℓ∞;1(M̂) and maps c10(M̂) into
itself is analogous to the corresponding proof for e−tL (see the proof of Lem. 3.9). Since
L̂k′ − L̂k = iK̂k′ − iK̂k, we have
e−tL̂k′ − e−tL̂k = −i
∫ t
0
e−(t−s)L̂k′(K̂k′ − K̂k)e−sL̂kds.
Thus
∂je
−tL̂k = −i
∫ t
0
e−(t−s)L̂k∂jK̂ke−sL̂kds
and the C1 property for k 7→ e−tL̂k follows from the corresponding statement for k 7→ K̂k
(see Lem. 3.13). By Lem. 3.13,
̂[e−it(K+U+gV)F]k = e−it(K̂k+Û+gV̂)F̂k
for F ∈ W1(M). Eq. (3.40) follows from this identity, Lem. 3.14 and the Lie-Trotter formula
for semigroups [24].
The operator B is maximally accretive on L2(M̂), since it generates a contraction semi-
group, and is sectorial by Prop. 3.3. As K̂k, Û and V̂ are bounded and self-adjoint, eq.
(3.41) holds with
q′ = q and b′ = 2b+max
k
∥∥∥K̂k∥∥∥+ ∥∥∥Û∥∥∥+ g ∥∥∥V̂∥∥∥ ,
with b, q as in assumption 2.4. The C1 property for k 7→ e−tL̂k in L2 operator norm is
proved just as in the ℓ∞;1 case. That eq. (3.40) holds for almost every k follows from Lems.
3.13 and 3.14 and the Lie-Trotter formula, just as above.
Now let ψ0 ∈ ℓ2(Zd) be given and let
Ft(a,ω, x, y) = EA (ρt(x, y)|α(t) = a) ,
where ρt = ψt ⊗ ψt is the density matrix for the corresponding solution ψt to eq. (2.1).
Taking Fourier transforms we obtain
F̂t;k = e
−tLk F̂0;k
for every k, since F0 = 1⊗ ρ0 ∈ c10(M). Eq. (3.43) follows from Pillet’s formula (Lem. 3.5),
the definition of the Fourier transform (eq. (3.29)) and the fact that F̂0;k = 1⊗ ρ̂0;k. 
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4. PROOF OF THEOREM 2.1
4.1. Block decomposition of the generators on L2(M̂). The starting point for the proof is
the identity
∑
x∈Zd
eik·xE
(
|ψt(x)|2
)
=
〈
1⊗ δ0, e−tL̂k1⊗ ρ̂0;k
〉
L2(M̂)
, (4.1)
which follows from eq. (3.43) of Lem. 3.15. Here ρ̂0;k = ∑ζ∈Zd eik·ζψ0(x− ζ)ψ0(−ζ) is as
in eq. (3.42).
To analyze the matrix element on the right hand side of eq. (4.1) we will use a block
decomposition of the generator L̂k associated to the following direct sum decomposition
of L2(M̂):
Ĥ0 ⊕ Ĥ1 ⊕ Ĥ2 ⊕ Ĥ3 = L2(M̂) (4.2)
where
Ĥ0 = span{1⊗ δ0} ∼= C
Ĥ1 =
{
f ⊗ δ0
∣∣∣∣ f ∈ L2(Ω) and ∫
Ω
f (ω)dµΩ(ω) = 0
}
∼= L20(Ω)
Ĥ2 =
{
f (ω, x)
∣∣∣ f ∈ L2(Ω×Zd) and f (ω, 0) = 0 for µΩ almost every ω.} = L2(Ω×Zd \ {0})
Ĥ3 =
{
f ∈ L2(M̂)
∣∣∣∣ ∫
A
f (a,ω, x)dµA(a) = 0 for µΩ almost every ω.
}
Note that
Ĥ0 ⊕ Ĥ1 =
{
f ⊗ δ0
∣∣∣ f ∈ L2(Ω)}
and
Ĥ0 ⊕ Ĥ1 ⊕ Ĥ2 = L2(Ω×Zd).
We will write operators on L2(M̂) as 4 × 4 matrices of operators acting between the
various spaces Ĥj, j = 0, 1, 2, 3. Throughout we will use the notation:
(1) Pj = the orthogonal projection onto Ĥj,
(2) P⊥j = 1− Pj,
(3) Mj for PjMPj whereM is an operator on L2(M̂), and
(4) M⊥j for P⊥j MP⊥j .
The promised block decomposition of the components of L̂k is as follows:
K̂k =

0 0 Φ†k 0
0 0 Q†k 0
Φk Qk K̂k;2 0
0 0 0 K̂k;3
 , Û =

0 0 0 0
0 0 0 0
0 0 Û2 0
0 0 0 Û3
 ,
V̂ =

0 0 0 0
0 0 0 0
0 0 0 V̂†
0 0 V̂ V̂3
 , and B =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 B3
 . (4.3)
where
[Φk1⊗ δ0] (ω, x) = (1− eik·x)h(x),
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Im z
Re z
Im z = q′ Re z+ b′
Im z = −q′ Re z− b′
Γδ
Im z = q′′ Re z+ b′′
Re z = −δ
Im z = −q′′ Re z− b′′
FIGURE 4.1. A suitable contour Γδ, shown in red. The numerical range of
L̂k is contained in the grey region (see Lemma 3.15). So long as b′′ > b′,
δ > 0 and q′′ ≥ q′, the integral in eq. (4.7) is absolutely convergent.
[Qk f ⊗ δ0] (ω, x) = h(x)
[
f (ω)− eik·x f (σxω)
]
,
and
[V̂ f ](a,ω, x) = [v(σxa, σxω)− v(a,ω)] f (ω, x). (4.4)
4.2. Central limit theorem for bounded f . We begin by proving eq. (2.10) for bounded
continuous f and normalized ψ0 ∈ ℓ2(Zd). The extension to quadratically bounded f will
be given below after we prove diffusive scaling. It suffices, by Levy’s Continuity Theorem,
to prove
lim
t→∞ ∑
x∈Zd
e
ik· x√
t E
(
|ψt(x)|2
)
= e−
1
2 〈k, Dk〉. (4.5)
In fact, it is enough to establish eq. (4.5) for ψ0 ∈ ℓ1(Zd); it then extends to all of ℓ2(Zd)
by a limiting argument. For ψ0 ∈ ℓ1(Zd),
‖ρ̂0;k‖ℓ2 =
∥∥∥∥∥∑
ζ
eik·ζψ0(· − ζ)ψ0(−ζ)
∥∥∥∥∥
ℓ2
≤ ∑
ζ
|ψ0(−ζ)| ‖ψ0(· − ζ)‖ℓ2 = ‖ψ0‖ℓ1 ‖ψ0‖ℓ2 ,
with ρ̂0;k as in eq. (3.42). In particular, 1⊗ ρ̂0;k ∈ L2(M̂) for every k.4 Similarly,
‖ρ̂0;k − ρ̂0;0‖ℓ2 ≤ ‖ψ0‖ℓ2 ∑
ζ
|eik·ζ − 1| |ψ0(−ζ)| k→0−−→ 0,
4For ψ0 ∈ ℓ2(Zd), we have ρ̂0;k ∈ c0(Zd) for every k but ρ̂0;k ∈ ℓ2(Zd) only for almost every k.
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so, by eq. (4.1),
∑
x∈Zd
e
ik· x√
t E
(
|ψt(x)|2
)
=
〈
1⊗ δ0, e−tL̂k/√t1⊗ ρ̂0;0
〉
+ o(1), (4.6)
as t→ ∞.
Because {L̂k}k is uniformly sectorial (see Lemma 3.15),
e−tL̂k =
1
2pii
∫
Γδ
(
z− L̂k
)−1
e−tzdz, (4.7)
where the integral is an absolutely convergent Bochner integral for the contour Γδ shown
in Figure 4.1. Along the upper and lower diagonals of the contour the resolvent is bounded
in norm by 1/|b′′−b′|. Thus
e−tL̂k =
1
2pi
∫ M
−M
(
δ + iy+ L̂k
)−1
e(δ+iy)tdy + Rt,δ,M ,
where ‖Rt,δ,M‖ ≤ const. eδt/tM for sufficiently large M, with a constant independent of k.
Choosing δ = 1/t and changing variables ty 7→ y in the integral, we conclude that
e−tL̂k =
1
2pi
∫ Mt
−Mt
(
1+ iy+ tL̂k
)−1
e1+iydy +O
(
1
Mt
)
. (4.8)
Plugging eq. (4.8) into eq. (4.6), we see that eq. (2.10), for bounded continuous f and
ψ0 ∈ ℓ2(Zd), is a consequence of
Lemma 4.1. There is a positive definite matrix D such that, for any φ ∈ ℓ2(Zd) and k ∈ Rd,
lim
t→∞
∫ Mt
−Mt
∣∣∣∣∣
〈
1⊗ δ0,
(
1+ iy+ tL̂k/√t
)−1
1⊗ φ
〉
− φ(0)
1+ iy+ 12 〈k, Dk〉
∣∣∣∣∣ dy = 0. (4.9)
Remark. Note that ρ̂0;0(0) = ∑ζ |ψ0(−ζ)|2 = 1, so eqs. (4.6), (4.8) and (4.9) imply
∑
x∈Zd
e
ik· x√
t E
(
|ψt(x)|2
)
=
1
2pi
∫ tM
−tM
1
1+ iy+ 12 〈k, Dk〉
e1+iydy + o(1)
as t → ∞ whenever ψ0 ∈ ℓ1. Eq. (4.5) follows in the limit t → ∞ by a simple residue
calculation.
4.3. Proof of Lemma 4.1. We begin by considering the resolvent〈
1⊗ δ0, (z+ tL̂k)−11⊗ φ
〉
for Re z > 0, k ∈ Rd and φ ∈ ℓ2(Zd). Note that 1 ⊗ δ0 ∈ ran P0 and 1 ⊗ φ ∈ ran P0 + P2.
By the resolvent identity and the Schur formula,
P0
(
z+ tL̂k
)−1
(P0 + P2) =
1
z+ t 〈 fk, Γk( zt ) fk〉Ĥ2
(
P0 + Φ
†
kΓk(
z
t )
)
, (4.10)
where
fk(ω, x) := [Φk1⊗ δ0] (ω, x) = (1− eik·x)h(x) (4.11)
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and
Γk(w) := P2(w+ L̂⊥k;0)−1P2
=
(
w+ L̂k;2 + 1wQkQ
†
k + g
2V̂†
(
w+ L̂k;3
)−1
V̂
)−1
. (4.12)
Thus for k ∈ Rd, y ∈ R and D any d× d symmetric matrix,
I(t,k, y) :=
〈
1⊗ δ0,
(
1+ iy+ tL̂k/√t
)−1
1⊗ φ
〉
− φ(0)
1+ iy+ 12 〈k, Dk〉
= φ(0)
1
1+ iy+ Λ(t,k, 1+ iy)
(
1
2 〈k, Dk〉 −Λ(t,k, 1+ iy)
)
1
1+ iy+ 12 〈k, Dk〉
+
1
1+ iy+ Λ(t,k, 1+ iy)
〈 fk/√t, Γk/√t( 1+iyt )P21⊗ φ〉Ĥ2 ,
(4.13)
where
Λ(t,k, z) = t 〈 fk/√t, Γk/√t( zt ) fk/√t〉Ĥ2 . (4.14)
To prove the Lemma it suffices to show
(1) For each k ∈ Rd and Rew > 0 the operator Γk(w) is accretive. That is, Re Γk(w) ≥ 0
in the sense of quadratic forms.
(2) There is C < ∞ such that
‖Γk(w)‖ ≤ C
for k ∈ Rd and Rew > 0.
(3) There is a positive definite D such that Λ(t,k, z) → 12 〈k, Dk〉 as t → ∞ whenever
Re z > 0.
Indeed, since ‖ fk/√t‖ = O (1/√t) (see eq. (4.11)), it follows from (2) that
|Λ(t,k, 1+ iy)| . 1
for y ∈ [−tM, tM] and t ≥ 1. Here A . B indicates A ≤ cB with a constant c independent
of the parameters in the inequality. By (2), ReΛ(t,k, 1+ iy) ≥ 0 and thus∣∣∣∣ 11+ iy+ Λ(t,k, 1+ iy)
∣∣∣∣ . 11+ |y| .
Therefore
|I(t,k, y)| . 1
(1+ |y|)2 |
1
2 〈k, Dk〉 −Λ(t,k, 1+ iy)|+
1√
t
1
1+ |y| ,
and so∫ tM
−tM
|I(t,k, y)| dy .
∫ tM
−tM
1
(1+ |y|)2 |
1
2 〈k, Dk〉 −Λ(t,k, 1+ iy)| dy +
log t√
t
−→ 0
as t→ ∞ by (3) and dominated convergence.
A key fact, used repeatedly below, is the following well known
Proposition 4.2. Let A be a closed operator on a Hilbert space. If Re A ≥ c > 0 for some real
constant c in the sense of quadratic forms, then A is boundedly invertible and∥∥∥A−1∥∥∥ ≤ 1
c
. (4.15)
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In fact, this follows from the more general estimate∥∥∥(z− A)−1∥∥∥ ≤ 1
distance from z to numerical range of A.
, (4.16)
already used above to bound the resolvent in the contour integral representation eq. (4.7).
Eq. (4.16) follows from [16, Theorem V.3.2]. For completeness, let us recall the proof of eq.
(4.15) here. Note that
c ‖ f‖2 ≤ Re 〈 f , A f 〉 ≤ ‖ f‖ ‖A f‖
for all f ∈ D(A). Thus
c ‖ f‖ ≤ ‖A f‖ ,
from which eq. (4.15) follows.
4.3.1. Boundedness and accretiveness of Γk(w). The accretiveness of Γk(w) is clear from the
definition eq. (4.12) since it is the projection of the inverse of an operator with positive real
part. Furthermore from the sectoriality of L̂⊥k;0, the norm of ‖Γk(w)‖ ≤ 1 if Rew > 1 or
| Imw| > M with M as above.
Consider w with 0 < Rew ≤ 1 and | Imw| ≤ M. By the gap condition (Ass. 2.5),
Re L̂k;3 = Re B ≥ 1/τ. Thus
Re
〈
f , V̂†(w+ L̂k;3)−1V̂ f
〉
Ĥ2
≥ Re
〈
(w+ L̂k;3)−1V̂ f , B3(w+ L̂k;3)−1V̂ f
〉
Ĥ3
≥ 1
τ
∥∥∥(w+ L̂k;3)−1V̂ f∥∥∥2Ĥ3 .
By the non-degeneracy of v (Ass. 2.7),∥∥∥B−1V f∥∥∥2Ĥ3 = ∑x 6=0
∫
Ω
∫
A
∣∣∣B−1v(σxa, σxω)− B−1v(a,ω)∣∣∣2 µA(da) | f (ω, x)|2 µΩ(dω)
≥ χ ‖ f‖2Ĥ2
for f ∈ Ĥ2. Thus
Re
〈
f , V̂†(w+ L̂k;3)−1V̂ f
〉
Ĥ2
≥ 1
τ
∥∥∥∥(1+ B−1 (w+ iK̂k;3 + iÛ3 + giV̂3))−1 B−1V̂ f∥∥∥∥2Ĥ3
≥ 1
τ
1
1+
∥∥∥B−1 (w+ iK̂k;3 + iÛ3 + giV̂3)∥∥∥
∥∥∥B−1V f∥∥∥2Ĥ3
≥ χ
τ
1
(1+ τ (N + |w|))2
‖ f‖2Ĥ2 (4.17)
where N = maxk ‖K̂k‖+ ‖Û‖+ g‖V̂‖. Note that this estimate is uniform in k and holds
for Rew ≥ 0, including w = 0. It follows from eq. (4.17) that
‖Γk(w)‖ ≤ τg2χ (1+ τ(N + 1+M))
2 (4.18)
if 0 < Rew ≤ 1 and | Imw| ≤ M.
DIFFUSION FOR A SCHRÖDINGER EQUATION PERTURBED BY A FLUCTUATING POTENTIAL 29
4.3.2. Limit of Λ(t,k, y). Note that
√
t fk/√t = −i
d
∑
i=1
ki f
(i)
0 + O (1/
√
t)
where
f
(i)
0 (a,ω, x) = xih(x), i = 1, . . . , d, (4.19)
and f (i)0 ∈ H2 by the short range bound of Ass. 2.6. Thus, by eq. (4.18),
Λ(t,k, z) = ∑
i,j
〈
f
(i)
0 , Γk/
√
t( zt ) f
(j)
0
〉
Ĥ2
kikj + O (1/√t) . (4.20)
Since L̂k/√t = L̂0 +O (1/√t), we conclude by the resolvent identity that
V̂†
(z
t
+ L̂k/√t;3
)−1
V̂ = V̂†L̂−10;3V̂ + O (1/
√
t) ,
and by a further application of the resolvent identity that
Γk/
√
t( zt ) =
(
L̂0;2 + t
z
Qk/√tQ
†
k/
√
t
+ g2V̂†L̂−10;3V̂
)−1
+O (1/√t) .
Let
M = L̂0;2 + g2V̂†L̂−10;3V̂ = iK̂0;2 + iÛ2 + g2V̂†L̂−10;3V̂;
soM is bounded and, by eq. (4.17) (with w = 0), has strictly positive real part. Since
t
|z| ‖Γk/
√
t(z/t)Qk/√t‖2 =
∥∥∥Γk/√t(z/t)† − Γk/√t(z/t)MΓk/√t(z/t)†∥∥∥ ,
we find that
‖Γk/√t(z/t)Qk/√t‖ = O(1/√t). (4.21)
Let Πk = projection onto the range of Qk and let Π⊥k = I −Πk. Since Q†kΠ⊥k = 0,
Γk/
√
t(z/t)MΠ⊥k/√t = Π⊥k/√t +O (1/
√
t) . (4.22)
Now Qk is the map from Ĥ1 = L20(Ω)⊗ {δ0} into Ĥ2 = L2(Ω×Zd \ {0}) given by
Qk = ∑
x 6=0
h(x)J†x
[
I − eik·xSx
]
J0
where Sx f (ω) = f (σxω), J†x f = f ⊗ δx and J0 f ⊗ δ0 = f . By Ass. 2.2, there is a strongly
continuous unitary group k 7→ Uk on L2(Ω) such that UkSxU−k = eik·xSx on L20(Ω).
Lifting Uk to Ĥ1 and Ĥ2 by tensoring with the identity map we find that
Qk = UkQ0U−k.
It follows that Πk = UkΠ0U−k and thus, by eqs. (4.21) and (4.22), that
‖Γk/√t(z/t)Uk/√tQ0‖ = O(1/√t) (4.23)
and
Γk/
√
t(z/t)MUk/√tΠ⊥0 = Uk/√tΠ⊥0 +O (1/√t) . (4.24)
30 JEFFREY SCHENKER
Eq. (4.23) implies that Γk/√t(z/t)Uk/√tΠ0 → 0 in the strong operator topology (SOT). By
strong continuity of Uk and eq. (4.18), we conclude that
Γk/
√
t(z/t)Π0
SOT−−→ 0.
Thus, by eq. (4.24), and strong continuity of Uk again,
Γk/
√
t(z/t)Π
⊥
0 MΠ⊥0 SOT−−→ Π⊥0 .
Therefore
Γk/
√
t(z/t)
SOT−−→
(
Π⊥0 MΠ⊥0
)−1
Π⊥0 , (4.25)
where (Π⊥0 MΠ⊥0 )−1 is bounded on ranΠ⊥0 by eq. (4.17).
The functions f (i)k , i = 1, . . . , d, appearing in eq. (4.20) do not depend on ω. Since∫
Ω
Q0 f (ω) = 0 for any f ∈ L20(Ω), we conclude that Π⊥0 f (i)0 = f (i)0 . Thus, by eq. (4.25),
lim
t→∞ Λ(t,k, z) =
1
2 ∑
i,j
Di,jkikj
where
Di,j :=
〈
f
(i)
0 ,
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
f
(j)
0
〉
ranΠ⊥0
+
〈
f
(j)
0 ,
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
f
(i)
0
〉
ranΠ⊥0
. (4.26)
It is clear from the definition eq. (4.26) that D is symmetric. Furthermore,
Re 〈k, Dk〉 = 2Re
〈
∑
i
ki f
(i)
0 ,
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
∑
i
ki f
(i)
0
〉
ranΠ⊥0
> 0,
where strict inequality holds because
∥∥∥∑i ki f (i)0 ∥∥∥ > 0 by the non-degeneracy part of Ass.
2.6. ThusD is positive definite provided it is real. ThatD is real is proved in the following
section by identifying the matrix elements Di,j with limits of diffusively scaled position
moments.
4.4. Diffusive scaling and reality of the diffusion matrix. Let ψ0 ∈ ℓ2(Zd) and suppose
(1+ |x|)ψ0(x) ∈ ℓ2(Zd). By Lem. C.1 in appendix §C below, ∑x(1+ |x|2)|ψt(x)|2 ≤ eCt
for each t > 0. Thus the second moments of the position
Mi,j(t) := ∑
x∈Zd
xixjE
(
|ψt(x)|2
)
are well defined and finite. We will show that Mi,j(t) ∼ Di,jt.
Because
Mi,j(t) = − ∂ki∂kj ∑
x∈Zd
eik·xE
(
|ψt(x)|2
)∣∣∣∣∣
k=0
,
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we can use eq. (4.1) to obtain an expression for Mi,j. A key simplification occurs because
e−tL̂0 and e−tL̂†0 act trivially on Ĥ0, since
L̂01⊗ δ0 = L̂†01⊗ δ0 = 0, (4.27)
as may be read off of the block decomposition eq. (4.3). Thus
Mi,j(t) = −
〈
1⊗ δ0, 1⊗ ∂i∂jρ̂0;0
〉
+ i
∫ t
0
ds
〈
1⊗ δ0, ∂i∂jK̂0e−sL̂01⊗ ρ̂0;0
〉
+ i
∫ t
0
ds
[ 〈
1⊗ δ0, ∂iK̂0e−sL̂01⊗ ∂jρ̂0;0
〉
+
〈
1⊗ δ0, ∂jK̂0e−sL̂01⊗ ∂iρ̂0;0
〉 ]
+
∫ t
0
ds
∫ s
0
dr
[ 〈
1⊗ δ0, ∂iK̂0e−(s−r)L̂0∂jK̂0e−rL̂01⊗ ρ̂0;0
〉
+
〈
1⊗ δ0, ∂jK̂0e−(s−r)L̂0∂iK̂e−rL̂01⊗ ρ̂0;0
〉 ]
.
Since
∂jK̂01⊗ δ0 = ∂jΦ01⊗ δ0 = −i f (j)0 ,
this simplifies to
Mi,j(t) = Mi,j(0) + i
∫ t
0
ds
〈
∂i∂jK̂01⊗ δ0, e−sL̂01⊗ ρ̂0;0
〉
−
∫ t
0
ds
[ 〈
f
(i)
0 , e
−sL̂01⊗ ∂jρ̂0;0
〉
+
〈
f
(j)
0 , e
−sL̂01⊗ ∂iρ̂0;0
〉 ]
+ i
∫ t
0
ds
∫ s
0
dr
[ 〈
f
(i)
0 , e
−(s−r)L̂0∂jK̂0e−rL̂01⊗ ρ̂0;0
〉
+
〈
f
(j)
0 , e
−(s−r)L̂0∂iK̂e−rL̂01⊗ ρ̂0;0
〉 ]
.
By the Tauberian theorem, as formulated in Feller [12, Chapter XIII], a necessary and
sufficient condition for Mi,j(t) ∼ Di,jt as t→ ∞ is that
M˜i,j(η) :=
∫ ∞
0
e−ηtdMi,j(t) ∼ Di,j 1η
as η → 0. However,
M˜i,j(η) = i
〈
∂i∂jK̂01⊗ δ0,
(
η + L̂0
)−1
1⊗ ρ̂0;0
〉
−
〈
f
(i)
0 ,
(
η + L̂0
)−1
1⊗ ∂jρ̂0;0
〉
−
〈
f
(j)
0 ,
(
η + L̂0
)−1
1⊗ ∂iρ̂0;0
〉
+ i
〈
f
(i)
0 ,
(
η + L̂0
)−1
∂jK̂0
(
η + L̂0
)−1
1⊗ ρ̂0;0
〉
+ i
〈
f
(j)
0 ,
(
η + L̂0
)−1
∂iK̂
(
η + L̂0
)−1
1⊗ ρ̂0;0
〉
. (4.28)
32 JEFFREY SCHENKER
In each inner product, the left hand vector is in Ĥ2 while the right hand vector is in Ĥ0 ⊕
Ĥ2. Since L̂0 vanishes on on Ĥ0, we can compute the limit by looking at P2(η + L̂0)−1P2.
By reasoning similar to what led to eq. (4.25),
P2
1
η + L̂0
P2 =
1
η + L̂0;2 + g2V̂†L̂−10;3V̂ + 1ηQ0Q†0
strong operator topology−−−−−−−−−−−−−→
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
Π⊥0 (4.29)
where, as above, Π0 is the projection onto the range of Q0. Since ρ̂0;0(0) = ‖ψ0‖2 = 1,
M˜i,j(η) =
1
η
[〈
f
(i)
0 ,
(
η + L̂0
)−1
f
(j)
0
〉
+
〈
f
(j)
0 ,
(
η + L̂0
)−1
f
(i)
0
〉]
ρ̂0;0(0) +O (1)
∼ 1
η
[〈
f
(i)
0 ,
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
f
(j)
0
〉
ranΠ⊥0
+
〈
f
(j)
0 ,
(
Π⊥0 (L̂0;2 + g2V̂†L̂−10;3V̂)Π⊥0
)−1
f
(i)
0
〉
ranΠ⊥0
]
=
1
η
Di,j
as η → 0.
Therefore
Di,j = lim
η→0
ηM˜i,j(η) = lim
t→∞
1
t
Mi,j(t).
Therefore diffusive scaling eq. (4.26) holds and Di,j is real since it is the limit of the real
quantities t−1Mi,j(t).
4.5. Central limit theorem for quadratically bounded f . Let ψ0 be given such that ‖ψ0‖ =
1 and ‖(1+ |X|)ψ0‖ < ∞. Let νt denote the Borel measure on Rd defined by∫
Rd
f (x)νt(dx) = ∑
x∈Zd
f (x/
√
t)E
(
|ψt(x)|2
)
.
The central limit theorem for bounded continuous f proved above implies that νt con-
verges vaguely to the Gaussian measure ν∞(dr) = (2pi)−d/2 exp(− 12
〈
r, D−1r
〉
)dr. Fur-
thermore by diffusive scaling, obtained in the previous section,
Nt :=
∫
Rd
(1+ |x|2)νt(dx) t→∞−−→
∫
Rd
(1+ |x|2)ν∞(dx) =: N∞ < ∞. (4.30)
Let ν˜t(dx) = N−1t (1+ |x|2)νt(dx) for 0 < t ≤ ∞, so ν˜t are probability measures. The
vague convergence of νt to ν∞ and eq. (4.30) directly imply that
lim
t→∞
∫
Rd
f (x)ν˜t(dx) =
∫
Rd
f (x)ν˜∞(dx)
whenever f is compactly supported. It follows that ν˜t converges vaguely to ν˜∞. Since ν˜∞
is a probability measure,
lim
t→∞
∫
Rd
f (x)ν˜t(dx) =
∫
Rd
f (x)ν˜∞(dx)
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for all bounded continuous f (see [12, Theorem I Chapter VIII]). Thus, by eq. (4.30),
lim
t→∞
∫
Rd
f (x)(1+ |x|2)νt(dx) =
∫
Rd
f (x)(1+ |x|2)ν∞(dx)
for bounded continuous f . That is, eq. (2.10) extends to quadratically bounded f .
4.6. Analyticity of D as a function of g. Let
Â(g) = V̂†
(
iK̂0;3 + iÛ3 + B3 + giV̂3
)−1
V̂.
Since Re B3 > 1/τ and V̂3 is bounded and self-adjoint, Â(g) is easily seen to be an analytic
function of g for g in a strip of width 1/2τ around the real axis (recall that ‖V̂‖ was taken
to be 2 by scaling). Eq. (4.17) shows that Re Â(g) ≥ c > 0 for real g. Following the proof
of eq. (4.17), we see that Re Â(g) > 0 for | Im g| < 1/2τ. It follows that the elements of the
diffusion matrix
Di,j(g) :=
〈
f
(i)
0 ,
(
Π⊥0 (iK̂0;2 + iÛ2 + g2Â(g))Π⊥0
)−1
f
(j)
0
〉
ranΠ⊥0
+
〈
f
(j)
0 ,
(
Π⊥0 (iK̂0;2 + iÛ2 + g2Â(g))Π⊥0
)−1
f
(i)
0
〉
ranΠ⊥0
, (4.31)
are analytic in the region
{g ∈ C | |g| > 0, | arg g| < pi/4 and | Im g| < 1/2τ} .
4.7. Limiting behavior of D(g) for small g. Suppose Anderson localization eq. (1.6) holds
for the evolution generated by Hω = H0 +Uω. Let
Mi,j(t, g) = ∑
i,j
xixjE
(
|ψt(x)|2
)
,
where ψt solves eq. (2.1) with ψt(0) = δ0. Thus for g > 0, Di,j(g) = limt Mi,j(t, g). For
g = 0,
Mi,j(t, 0) = ∑
i,j
xixjE
(∣∣∣〈δx, e−itHωδ0〉∣∣∣2)
and localization implies thatDi,j(0) := limt→∞ t−1Mi,j(t, 0) = 0, since lim supt |Mi,j(t, 0)| <
∞ by eq. (1.6).
For the initial condition ψ0 = δ0, we have ρ̂0;0 = δ0 and therefore, by eqs. (4.28) and
(4.27),
M˜i,j(η, g) :=
∫ ∞
0
e−ηt
∂tMi,j(t, g)
∂t
dt = η
∫ ∞
0
e−ηtMi,j(t, g)dt
=
1
η
[〈
f
(i)
0 ,
(
η + L̂0(g)
)−1
f
(j)
0
〉
+
〈
f
(j)
0 ,
(
η + L̂0(g)
)−1
f
(i)
0
〉]
,
where we have written L̂0(g) to indicate the dependence of the generator on g. This
identity holds also for g = 0:
M˜i,j(η, 0) =
1
η
[〈
f
(i)
0 ,
(
η + iK̂0 + iÛ
)−1
f
(j)
0
〉
+
〈
f
(j)
0 ,
(
η + iK̂0 + iÛ
)−1
f
(i)
0
〉]
.
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Here the inner products on the right hand side may be restricted to L2(Ω ×Zd) = Ĥ0 ⊕
Ĥ1⊕ Ĥ2 since this space is invariant under L̂0(0).
Because the exponentially averaged moments M˜j,j(η, 0), j = 1, . . . , d, are real,〈
f
(j)
0 ,
(
η + iK̂0 + iÛ
)−1
f
(j)
0
〉
= Re
〈
f
(j)
0 ,
(
η + iK̂0 + iÛ
)−1
f
(j)
0
〉
= η
〈
f
(j)
0 ,
(
η2 +
(
K̂0 + Û
)2)−1
f
(j)
0
〉
.
Thus, since M˜j,j(η, 0) is bounded as η → 0,
lim sup
η→0
〈
f
(j)
0 ,
(
η2 +
(
K̂0 + Û
)2)−1
f
(j)
0
〉
< ∞.
It follows that f (j)0 , j = 1, . . . , d, are in the domain of the inverse of the self-adjoint operator
K̂0 + Û . Since M˜i,j(η, 0) are real,
lim
η→0
M˜i,j(η, 0) = 2Re
〈
(K̂0 + Û )−1 f (i)0 , (K̂0 + Û )−1 f (j)0
〉
.
For η > 0, M˜i,j(η, g) is an analytic function of g and furthermore its derivative at g = 0
vanishes,
∂
∂g
M˜i,j(η, g)
∣∣∣∣
g=0
= − i
η
[ 〈(
η − iK̂0 − iÛ
)−1
f
(i)
0 , V̂
(
η + iK̂0 + iÛ
)−1
f
(j)
0
〉
+
〈(
η − iK̂0 − iÛ
)−1
f
(j)
0 , V̂
(
η + iK̂0 + iÛ
)−1
f
(i)
0
〉]
= 0,
because (η − iK̂0 − iÛ )−1 f (i)0 ∈ Ĥ2 but V̂
(
η + iK̂0 + iÛ
)−1
f
(i)
0 ∈ Ĥ3, for i = 1, . . . , d.
Thus, by the resolvent identity,
ηM˜i,j(η, g) = ηM˜i,j(η, 0)
+ g2
[〈(
iη + K̂0 + Û
)−1
f
(i)
0 , P2V
†P3
(
η + L̂0(g)
)−1
P3VP2
(
−iη + K̂0 + Û
)−1
f
(j)
0
〉
+
〈(
iη + K̂0 + Û
)−1
f
(j)
0 , P2V
†P3
(
η + L̂0(g)
)−1
P3VP2
(
−iη + K̂0 + Û
)−1
f
(i)
0
〉 ]
.
Furthermore
P3
(
η + L̂0(g)
)−1
P3 =
(
η + L̂0;3(g)
)−1− g2 (η + L̂0;3(g))−1VΓ0(η)V† (η + L̂0;3(g))−1 ,
where Γ0(η) = P2(η + L̂0)−1P2, as above. By eq. (4.29),
P3
(
η + L̂0(g)
)−1
P3
SOT−−→
(L̂0;3(g))−1 − g2(L̂0;3(g))−1VΠ⊥0
(
Π⊥0 (L̂0;2 + g2Â(g))Π⊥0
)−1
Π⊥0 V†(L̂0;3(g))−1 (4.32)
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as η → 0. Here L̂0;3(g) is boundedly invertible since Re L̂0;3 ≥ 1/τ. Thus
Di,j(g) = lim
η→0
ηM˜i,j(η, g)
= g2 lim
η→0
[〈
F
(i)
0 , P3
(
η + L̂0(g)
)−1
P3F
(j)
0
〉
Ĥ3
+
〈
F
(j)
0 , P3
(
η + L̂0(g)
)−1
P3F
(i)
0
〉
Ĥ3
]
where
F
(i)
0 := VP2
(
K̂0 + Û
)−1
f
(i)
0 ∈ Ĥ3
for i = 1, . . . , d.
To complete the proof it remains to take the limit g → 0 of Di,j(g)/g2 . To do this we
must compute the limit:
D := lim
g→0
lim
η→0
P3
(
η + L̂0(g)
)−1
P3. (4.33)
The first thing to note is that, since Re B ≥ 1/τ,
lim
g→0
(
L̂0(g)
)−1
=
(
iK̂0;3 + iÛ3 + B3
)−1
,
with convergence in operator norm. On the other hand
g2Π⊥0
(
Π⊥0 (L̂0;2 + g2Â(g))Π⊥0
)−1
Π⊥0 = Π⊥0
(
Π⊥0 (g−2L̂0;2 + Â(g))Π⊥0
)−1
Π⊥0 ,
where Re Â(g) ≥ c > 0 and Â(g) converges in norm to Â(0) as g → 0. Since L̂0;2 =
i(K̂0;2 + Û ) with K̂0;2 + Û self-adjoint, it follows that(
Π⊥0 (g−2L̂0;2 + Â(g))Π⊥0
)−1 weak operator topology−−−−−−−−−−−−−→ Π (ΠÂ(0)Π)−1 Π
as g→ 0, where Π denotes the projection onto5{
f ∈ ran P⊥0
∣∣∣ Π⊥0 L̂0 f = 0} .
(See Lem. D.1 in Appendix §D below.) Thus the limit in eq. (4.33) defining D exists in the
weak operator topology,
D =
(
iK̂0;3 + iÛ3 + B3
)−1
−
(
iK̂0;3 + iÛ3 + B3
)−1
VΠ
(
ΠÂ(0)Π
)−1
ΠV†
(
iK̂0;3 + iÛ3 + B3
)−1
,
and
lim
g→0
1
g2
Di,j(g) =
〈
F
(i)
0 , DF(j)0
〉
+
〈
F
(j)
0 , DF(i)0
〉
.
This completes the proof of Theorem 2.1. 
5In all likelihood, Π = 0 and the second term in the expression for D vanishes. However I do not have a
proof of this and it is not necessary to verify it to prove the existence of the small g limit.
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APPENDIX A. EQUIVALENCE OF TWISTED SHIFTS ON PRODUCT SPACES
Theorem A.1. Let ν be a Borel probability measure on R and let µ =×x ν on Ω = RZd . If
σxω(y) := ω(y− x) and Sx f (ω) = f (σxω)
for f ∈ L2(Ω), then σx are µ measure preserving maps and there is a strongly continuous d-
parameter unitary group k ∈ Rd 7→ Uk on L2(Ω) such that Uk1 = 1 and
UkSx f = e
ik·xSxUk f
for f ∈ L20(Ω) =
{
f ∈ L2(Ω) ∣∣ ∫ fdµ = 0} .
Remark. As will be clear from the proof, the group k 7→ Uk is far from unique.
Proof. It is standard that the shifts σx define µ-measure preservingmaps on Ω. To construct
the unitary group Uk we will use an explicit basis for L2(Ω). Let N denote the number of
points in an essential support for ν. It may happen that N < ∞ or N = ∞. Let pj(s) for
0 ≤ j < N denote the L2-normalized orthogonal polynomials with respect to ν, where pj
has degree j. So
p0(s) = 1, p1(s) =
1√∫
R
t2ν(dt)− (∫
R
tν(dt))2
(
s−
∫
R
tµ(dt)
)
, etc.
Let Γ denote the set of functions n : Zd → N such that n(x) < N for all x and n(x) = 0
for all but finitely many x. To each n ∈ Γ, we associate the product
pn(ω) := ∏
x
pn(x)(ω(x)).
The set {pn | n ∈ Γ} is an orthonormal basis for L2(Ω). Furthermore, {pn | Γ0} is an or-
thonormal basis for L20(Ω), where Γ0 = {n ∈ Γ | n(x) 6= 0 for some x} .
Now Sxpn = pτxn where τxn(y) := n(y+ x). Define an equivalence relation on Γ0 by
n ∼ m if n = τxm for some x ∈ Zd and let C0 denote the set of equivalence classes. Note
that τxn 6= n for n ∈ Γ0 and x 6= 0. Thus each equivalence class c ∈ C0 is in one-to-one
correspondence with Zd, via the map x 7→ τxn for any fixed element n of c. For each
c ∈ C0 choose a distinguished representative nc ∈ c, and define
Uk f := p0 〈p0, f 〉 + ∑
c∈C0
∑
y∈Zd
eik·ypτync
〈
pτync , f
〉
.
ThenUk1 = 1, since 1 = p0, and
UkSx f = ∑
c∈C0
∑
y∈Zd
eik·ypτync
〈
pτy−xnc , f
〉
= ∑
c∈C0
∑
y∈Zd
eik·(y+x)pτy+xnc
〈
pτync , f
〉
= eik·xSxUk
for f ∈ L20(Ω). It is clear from the definition that k 7→ Uk is strongly continuous. 
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APPENDIX B. CONDITIONING ON THE FUTURE AND MARKOV SEMIGROUPS
Consider a Markov process {α(t)}t≥0 on a space A with invariant probability measure
µA. As above, let Ea(·) denote averaging over paths of the process with initial value a ∈ A
and let
EA (·) :=
∫
A
Ea(·)µA(da).
Invariance of the measure µA is expressed through the identity
EA ( f (α(t))) =
∫
A
f (a)µA(da)
valid for all t ≥ 0.
Definition B.1. Let F be an L1 function on path space P(A) = A[0,∞). The expectation of
F conditioned on the value of the process at time t is the unique element h ∈ L1(µA) such
that
EA (F({α(s)}s≥0)χE(α(t))) =
∫
E
h(a)µA(da)
for all measurable E ⊂ A.
Such a function exists and is unique by the Radon-Nikodym theorem, since
ν(E) := EA (F({α(s)}s≥0)χE(α(t)))
defines a countably additive complex valued measure on A absolutely continuous with
respect to µA. The “value” of the conditional expectation at a ∈ A is denoted by
EA (F({α(s)}s≥0)|α(t) = a) . (B.1)
However, EA (F({α(s)}s≥0)|α(t) = a) is defined only for µA-almost every a. With this
definition, specifying the initial value of the process is the same as conditioning on the
process at time t = 0:
Ea(·) = EA (·|α(0) = a) .
Now consider the map Tt f (a) = EA ( f (α(0))|α(t) = a), defined for functions f ∈
L1(A). For each t > 0 and p ≥ 1, this defines a contraction Tt : Lp(A) → Lp(A). If
as above the Markov process has stationary increments, then
Tt f (a) = EA ( f (α(s))|α(t+ s) = a)
for any s > 0. In particular,
TtTs f (a) = EA (Ts f (α(s))|α(t+ s) = a) = EA (EA ( f (α(0))|α(s))|α(t+ s) = a)
= EA ( f (α(0))|α(t+ s) = a) = Tt+s f (a)
by the Markov property. Thus Tt is a contraction semigroup. By definition the adjoint
semigroup T†t satisfies, for real valued f and g,〈
T†t f , g
〉
= 〈 f , Ttg〉 =
∫
A
f (a)EA (g(α(0))|α(t) = a) µA(da) = EA ( f (α(t))g(α(0))) .
Thus the adjoint of Tt is the backward semigroup
T†t f (a) = EA ( f (α(t))|α(0) = a) . (B.2)
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Provided the semigroup Tt is strongly continuous, it has a generator.6 Let B denote the
generator of Tt on L2(A). If B is sectorial, as above, then for any f ∈ L2(A), Tt f ∈ D(B)
for t > 0. Thus EA ( f (α(0))|α(t) = a) is differentiable and
d
dt
EA ( f (α(0))|α(t) = a) = −BTt f (a) (B.3)
for all t > 0.
APPENDIX C. A PRIOR BOUND ON THE EVOLUTION
In this section we present an estimate on solutions to eq. (2.1) which depends only on
the the short range bound of Assumption 2.6. An elementary consequence of this bound
is that ∥∥∥∥(1+ |X|)H0 11+ |X|
∥∥∥∥
ℓ2(Zd)→ℓ2(Zd)
≤ ∑
ζ 6=0
(1+ |ζ|)|h(ζ)| < ∞,
where [|X|ψ](x) = |x|ψ(x).
Let U(t, s) be the unitary propagator for eq. (2.1), which is the unique solution to
∂tU(t, s) = −i
(
H0 +Uω + gVα(t),ω
)
U(t, s), U(s, s) = I, (C.1)
with I the identity map on ℓ2(Zd). Solutions ψt to eq. (2.1) satisfy ψt = U(t, 0)ψ0.
Lemma C.1. With probability one, we have∥∥∥∥(1+ |X|)U(t, s) 11 + |X|
∥∥∥∥ ≤ em|t−s|
for every t, where m = ∑ζ 6=0(1+ |ζ|)|h(ζ)|.
Remark. In particular, we see that if (1+ |X|)ψ0 ∈ ℓ2(Zd) then the solution (1+ |X|)ψt ∈
ℓ2(Zd) for all time and
‖(1+ |X|)ψt‖ ≤ em|t| ‖(1+ |X|)ψ0‖ .
Proof. First suppose g = 0. Then
(1+ |X|)U(t, s) 1
1 + |X| = e
−i(t−s)
{
(1+|X|)H0 11+|X|+Uω
}
,
so ∥∥∥∥(1+ |X|)U(t, s) 11+ |X|
∥∥∥∥ ≤ e|t−s|∥∥∥Im(1+|X|)H0 11+|X|∥∥∥ ≤ em|t−s|.
For g > 0, letWg(t, s) denote the unitary propagator associated to gVα(t),ω. So
Wg(t, s)ψ(x) = e−ig
∫ t
s Vαr ,ω(x)drψ(x).
6The existence of a contraction semigroup requires only the Markov property and stationary increments.
However, to obtain strong continuity it is useful to assume some sort of continuity for the paths of the
Markov process, as in Assumption 2.3.
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Note thatWg(t, s) is diagonal in the position basis and thus (1+ |X|)Wg(t, s)(1+ |X|)−1 =
Wg(t, s). The full propagator can be obtained from a splitting formula analogous to the
Lie-Trotter formula:
U(t, s) = lim
n→∞Ug=0(t, s2n−1)Wg(s2n−1, s2n−2)×
Ug=0(s2n−2, s2n−3)Wg(s2n−3, s2n−4) · · ·Ug=0(s2, s1)Wg(s1, s)
where sk = s+
k
2n(t− s). The desired estimate now follows by inserting I = (1+ |X|)(1+
|X|)−1 between every pair of propagators and estimating the norm of a product as the
product of the norms. 
APPENDIX D. A LIMITING PRINCIPLE FOR RESOLVENTS
Lemma D.1. Let A and B be bounded operators on a Hilbert spaceH. If A is normal, Re A ≥ 0
and Re B ≥ c > 0, then for any φ,ψ ∈ H,
lim
λ→∞
〈
φ, (λA+ B)−1 ψ
〉
H
=
〈
Πφ, (ΠBΠ)−1 Πψ
〉
ranΠ
where Π = projection onto the kernel of A.
Proof. Let ψ ∈ H be given and let hλ = (λA+ B)−1ψ. We must prove that hλ converges
weakly to (ΠBΠ)−1Πψ. To begin note that ‖hλ‖ ≤ c−1 ‖ψ‖, since
c ‖hλ‖2 ≤ Re 〈hλ, ψ〉 ≤ ‖hλ‖ ‖ψ‖ .
This and the identity λAhλ = ψ− Bhλ imply
|λ| ‖Ahλ‖ ≤
(
1+ c−1 ‖B‖
)
‖ψ‖ .
and so Π⊥hλ converges weakly to zero. Since A is normal, it commutes with Π and thus
ΠBhλ = Πψ.
Since Π⊥hλ converges weakly to 0 and ΠBΠ is boundedly invertible on ranΠ, it follows
that Πhλ converges weakly to (ΠBΠ)−1Πψ. 
REFERENCES
1. Abrahams, E., Anderson, P. W., Licciardello, D. C. & Ramakrishnan, T. V. Scaling
Theory of Localization: Absence of Quantum Diffusion in Two Dimensions. Phys.
Rev. Lett. 42, 673–676 (1979).
2. Aizenman, M & Molchanov, S. Localization at Large Disorder and at Extreme Ener-
gies - an Elementary Derivation. Commun. Math. Phys. 157, 245–278 (1993).
3. Aizenman, M, Schenker, J. H., Friedrich, R. M. & Hundertmark, D. Finite-volume
fractional-moment criteria for Anderson localization. Commun. Math. Phys. 224, 219–
253 (2001).
4. Aizenman, M. Localization at weak disorder: some elementary bounds. Rev. Math.
Phys. 6, 1163–1182 (1994).
5. Anderson, P.W. Absence of Diffusion in Certain Random Lattices. Phys. Rev. 109, 1492
–1505 (1958).
6. Bernardin, C. & Huveneers, F. Small perturbation of a disordered harmonic chain by
a noise and an anharmonic potential. Probab. Theory Relat. Fields 157, 301–331 (2012).
40 REFERENCES
7. Bernardin, C. & Olla, S. Transport Properties of a Chain of Anharmonic Oscillators
with Random Flip of Velocities. J. Stat. Phys. 145, 1224–1255 (2011).
8. Bernardin, C., Huveneers, F., Lebowitz, J. L., Liverani, C. & Olla, S. Green-Kubo For-
mula for Weakly Coupled Systems with Noise. Commun. Math. Phys. 334, 1377–1412
(2014).
9. Delyon, F., Lévy, Y. & Souillard, B. Anderson localization for one- and quasi-one-
dimensional systems. J. Stat. Phys. 41, 375–388 (1985).
10. Erdo˝s, L., Salmhofer, M. & Yau, H.-T. Quantum Diffusion for the Anderson Model in
the Scaling Limit. Ann. Henri Poincare 8, 621–685 (2007).
11. Erdo˝s, L., Salmhofer, M. & Yau, H.-T. Quantum diffusion of the random Schrödinger
evolution in the scaling limit. Acta Math. 200, 211–277 (2008).
12. Feller, W. An introduction to probability theory and its applications. {V}ol. {II}. xxiv+669
(John Wiley & Sons, Inc., New York-London-Sydney, 1971).
13. Fröhlich, J. & Spencer, T. Absence of diffusion in the Anderson tight binding model
for large disorder or low energy. Commun. Math. Phys. 88, 151–184 (1983).
14. Gol’dshtein, I. Y., Molchanov, S. A. & Pastur, L. A. A pure point spectrum of the
stochastic one-dimensional schrödinger operator. Funct. Anal. Its Appl. 11, 1–8 (1977).
15. Kang, Y. & Schenker, J. Diffusion of Wave Packets in a Markov Random Potential. J.
Stat. Phys. 134, 1005–1022 (2009).
16. Kato, T. Perturbation Theory for Linear Operators (Springer-Verlag, Berlin, 1995).
17. Langer, J. & Neal, T. Breakdown of the Concentration Expansion for the Impurity
Resistivity of Metals. Phys. Rev. Lett. 16, 984–986 (1966).
18. Lee, P. A. & Ramakrishnan, T. V. Disordered electronic systems. Rev. Mod. Phys. 57,
287 (1985).
19. Musselman, C. & Schenker, J. Diffusive scaling for all moments of the Markov An-
derson model, To Appear in Markov Processes and Related Fields (2013).
20. Phillips, R. S. Dissipative operators and hyperbolic systems of partial differential
equations. Trans. Am. Math. Soc. 90, 193–193 (1959).
21. Pillet, C.-A. Some results on the quantum dynamics of a particle in a Markovian po-
tential. Commun. Math. Phys. 102, 237–254 (1985).
22. Tcheremchantsev, S. Markovian Andersonmodel: Bounds for the rate of propagation.
Commun. Math. Phys. 187, 441–469 (1997).
23. Tcheremchantsev, S. Transport properties of Markovian Anderson model. Commun.
Math. Phys. 196, 105–131 (1998).
24. Trotter, H. F. On the product of semi-groups of operators. Proc. Am. Math. Soc. 10,
545–545 (1959).
25. Von Dreifus, H & Klein, A. A new proof of localization in the Anderson tight binding
model. Commun. Math. Phys. 124, 285–299 (1989).
MICHIGAN STATE UNIVERSITY DEPARTMENT OF MATHEMATICS, WELLS HALL, 619 RED CEDAR ROAD,
EAST LANSING, MI 48823
E-mail address: jeffrey@math.msu.edu
