Suppose that the null distribution function of some test statistic S = S H is expanded in terms of X 2 distributions. In this paper we provide a method for finding a 'monotone' transformation T(x) such that T\S) has chi-squared distribution to order n~k. This technique is applied to the special case of Hotelling's T 2 -statistic.
INTRODUCTION
Asymptotic expansions for the distributions of some multivariate tests statistics have been derived by many authors; see for example Muirhead (1982, Ch. 10) , Anderson (1984, Ch. 8) , Siotani, Hayakawa & Fujikoshi (1985, Ch. 4 ) and references therein. The works of Chandra & Ghosh (1979) , Bhattacharya (1985) and Chandra (1985) provided a rigorous way of getting valid asymptotic expansions. Suppose that the test statistic S = S H admits the asymptotic expansion of the null distribution pr(S < x) = G r (x) + n-1 /i u (x)g r (x) + n -2 h l2 (x)g r {x) +...,
where h u (x) is a polynomial of degree iM without constant term. Here G r (.) and g r (.) denote, respectively, the cumulative distribution and density functions of a central chi-squared random variable with r degrees of freedom, x 2 . Note that Box's (1949) asymptotic expansion formula corresponds to the case M = 1; for the explicit expression of the 12th-order asymptotic expansion, refer to Lee, Krishnaiah & Chang (1976) . Some multivariate tests such as the Lawley-Hotelling trace criterion and the Bartlett-Nanda-Pillai trace criterion, which have been proposed for testing the linear hypothesis in a MANOVA model, have M = 2 under normality; asymptotic expansions have been derived explicitly up to order n~3, e.g. Muirhead (1970) .
It is important to examine the accuracy of (1). It is well known that, for the likelihood ratio statistic k, the distribution function is improved by simple rescaling (Lawley, 1956) , that is
for some constant p. However, in general, such a simple adjustment does not make the terms of order n" 1 in (1) vanish. This problem was addressed by Cordeiro & Ferrari (1991) , who used the polynomial transformation S + h n (S)/n. Recently, extending Cordeiro & Ferrari to the case of order n~k, Kakizawa in an unpublished technical report gave the /cth-order Bartlett-type adjustment of the form S* = {1 + E?=i n~'P t (S)}S, and showed that there exists a unique choice of polynomials Pj(x),..., P k (x) such that pr(S* < x) = G r (x) + O(n~k~1) and deg P, = iM -1. But this adjustment is not monotone with respect to S.
The problem of improving the approximation is not restricted to the chi-squared-type expansion. Let S = S, be any statistic of order 0 P (1) whose distribution is pr(5 «S x) = ¥(x) for some k> 0, where *P is the limiting distribution of S = S;. We want to find a transformed statistic T= T(S) of the form T=S + e*P(S) such that T has distribution function ¥ to a higher order of asymptotic approximation. Loosely, so that the choice of P(x) = i/^(x)/¥'(*) will reduce the error of the approximation. But, unfortunately, for any fixed e > 0, the transformation T = T(S) is not monotone over the whole real line, and the derivation above is not valid.
The purpose of this paper is to demonstrate the existence of such a transformation that preserves monotonicity. Our main idea is to perturb the transformation by adding a term of order 0^) to achieve monotonicity. In fact, for any c > \,
is monotone.
MAIN RESULT
Suppose that the test statistic S = S n admits the asymptotic expansion of the null distribution (1). Our goal in the present paper is to find a monotone transformation T(x) such that Cordeiro & Ferrari (1991) showed that the modified statistic S* = S + h n (S)fn has chi-squared distribution to order n~l, that is But S* is in general not monotone with respect to S. Thus it is necessary to choose / t = f(S; n) such that (a) S t = S* +/, is monotone, and (b) /, = O p (n~2). The latter ensures that pr(Si < x) = G,(x) + O(n~2). The simplest way is to set c = \ in (2) and to choosê
J {£
We can show that the asymptotic expansion of the transformed statistic T^S) is given by
where the polynomial h 2i (x) satisfies deg h 2l = deg h u = iM and /i 2i (0) = 0. Details can be obtained from the author. Starting with the asymptotic expansion (4), define the monotone transformation, an analogue of (3):
Then the transformed statistic T 2 {TJ(S)} =(T 2°T1 )(S) admits the asymptotic expansion = G P (x) + n-3 h 33 {x)g r [x) + n-4 h 34 (x)
Repeat this procedure k times. Then we can obtain the monotone transformation T(x) = (V... o T 2 o 7;)(x) such that pr{T(S) *S x} = G r (x) + O^"*" 1 ).
Remark 1. Let x x and S a be the a-significance point of xt aQ d S, respectively. Since T(x) is monotone, pr(S <x) = pr{T{S) < T(x)} = G r {T(x)} + O(nk~l ).
Thus T(SJ = (T k°. ..°T 2°T1 )(S IX )
is regarded as the kih approximation for the expansion of x x in terms of S a . This approximation is different from that of Hill & Davis (1968) or Davis (1971) . Similarly, we can solve another problem of finding a monotone transformation
where F Sin (x) is the kih approximation of (1):
In this way, T(x a ) = (T k°. ..°T 2°Tl )(x x ) is the /rth approximation for the expansion of S a in terms of x a .
NUMERICAL STUDIES
In this section our method is applied to the special case of Hotelling's T 2 -statistic. Let X lt ..., X N (N > p) be a sample from N p (n, E). The T 2 -statistic for testing the hypothesis H:/i = n 0 is defined by T 2 = N(X -n)'S~1(X -/i), where X and S is the sample mean vector and the sample covariance matrix. It is known that the null distribution of
is central F with p and N -p degrees of freedom (F pJV _ p ). We used this example to elucidate how our Bartlett type adjustment is reflected in small sample size. Denote Wilks's likelihood ratio criterion (Anderson, 1984, Ch. 8) 
where n -N - Table 1 illustrates how well our method works. From Table 1 , q 2 is a drastic improvement over q u but the phenomenon of over-correction is seen for q 4 when a = 0-95. Using the method of Wallace (1959) , Fujikoshi & Mukaihata (1993) obtained the upper bound for Xp(oc): Xp(«)<4i = T^t 2 ). By plotting q 2 -f p (a) (0<<z<l), it seems that, if p = 3, 1i = {T 2°Tx )(t%) is the lower bound for xp(<*); and if p^4 and a is large, that is a = 0-9, 0-95 and 099, the inequality q 2 ^ xp(oc) holds. 
