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 エンタープライズサーバは、企業における業務システムの利便性と性能を向上するために
使用される。たとえば、クラスタ型エンタープライズサーバは、複数の要素サーバをEthernetの
ようなローカルエリアネットワークで接続した構成をとる。一般に、各要素サーバはそれぞれ独
立したハードウェアリソースを持ち、その上でO S （O perating System）が稼動し、ディスクはフ
ァイルシステムにより管理される。そのため、システムの大規模化および複雑化に伴う管理コ
ストの増大や使い勝手の悪化が問題となっており、特にNAS （Network-Attached Storage）
のようなストレージデバイスでは、台数増加に伴う管理コストの増大が深刻な問題となってい
る。また、マルチプロセッサ型エンタープライズサーバは、各要素プロセッサをインターコネクシ
ョンネットワークで接続し、メッセージパシング等の通信プロトコルを用いて要素プロセッサ間
でデータをやり取りするため、通信オーバヘッドが大きいことが問題となっている。 
従来から複数 NAS をローカルエリアネットワークで接続し仮想的に１つのNAS に見せるクラ
スタ型 NAS システムが提案されているが、従来技術では特定のO S のみに対応するような限定
された使用方法を想定していた、あるいはシステムの構成変更に伴い無効になってしまうファ
イルの識別子を再有効化させるための機能をクライアント計算機に追加しなければならなか
った等、クラスタ化によってNAS のメリットである使い勝手のよさや管理容易性が損なわれてし
まうという問題があった。また、クラスタ型NASシステムでは、複数のユーザ間で共有される場
合にユーザごとに使用可能なディスク容量を保証する必要があるが、ユーザのファイルが複
数のNAS に分散して配置されるため、ユーザごとにディスクの使用量を制限することは困難で
あった。さらに、クラスタ型 NASシステムでは、それを構成する要素 NASに障害が発生すると、
そのNAS 上の最新のファイルが消失してしまうという問題があった。また、従来からマルチプロ
セッサ型エンタープライズサーバでは、インターコネクションネットワークに関する研究が盛んに
行われてきた。しかしながら、従来研究では、数値応用プログラムであってもユーザがトポロジ
を意識したデータマッピングを行わない場合や非数値応用プログラムのようにトポロジを意識
したマッピングができないアプリケーションを実行する場合、インターコネクションネットワーク上
でのデータ転送オーバヘッドの最小化が非常に困難であった。また、ブロードキャスト通信を
実現するために、別系の専用ネットワークを装備する、あるいはソフトウェアによりブロードキャ
ストアルゴリズムを記述していたが、高コストあるいは大きなオーバヘッドが問題となっていた。 
本論文では、これらの問題点を解決するために、クラスタ型エンタープライズサーバにおけ
る管理容易で使い勝手もよくかつ高信頼なファイルシステムの仮想化技術と、マルチプロセ
ッサ型エンタープライズサーバにおける低オーバヘッドのインターコネクションネットワーク技術
について論ずる。 
本論文は、7章から構成される。以下に各章の概要を示す。 
第１章「緒言」では、本研究の背景と目的について述べる。本章では、企業の業務システ
ムにおけるエンタープライズサバーの位置付けについて述べるとともに、エンタープライズサー
バの課題とその課題に対する従来研究の取り組み、および本研究の意義について述べる。 
第2章「仮想一元化 NAS システムX-NAS のコンセプト」では、主にオフィスや企業部門で使
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 用される安価なNAS (以下エントリNAS と呼ぶ)の管理容易性を維持しつつ、ディスク容量を
簡単に拡張可能な仮想一元化 NAS システムX-NAS について述べる。X-NAS の核である仮
想一元化ファイルシステムM V F S は、異種 O S の稼動するクライアントに対して単一のファイル
システムビューを提供する。また、X-NAS の統合管理機能により、管理者が従来の単体 NAS
を管理するのと同じように、複数 NAS を簡単に管理できる。開発した様々な統合管理機能の
うち自律リバランス技術は、クラスタ型 NAS システムにおいて自然発生する複数ディスク間の
残容量の偏りや、構成変更時に発生するディスク残容量の偏りに起因する問題を解決でき
る。NFSv2ベースのX-NASプロトタイプを用いて、UNIX系ファイルサーバ標準ベンチマーク
SPECsfs97の性能を評価した結果、8台構成のX-NASが単体のNFSサーバに比 べて応答
時間を10%短縮し、スループットを25%向上できることを確認した。また、自律リバランス技術の
性能を評価し、ディスクのクラスタ化により自然発生するディスク残容量の偏りによる性能低
下を57%、容量拡張時に発生するディスク残容量の偏りによる性能低下を200%改善できるこ
とを確認した。その結果、提案した仮想一元化ファイルシステムにより単体エントリNAS の管
理容易性と使い勝手のよさを有し、単体エントリNAS の性能を維持できるクラスタ型 NAS シス
テムを実現できることが示された。 
第 3章「ディスク使用量制限機能の提案と評価」では、クラスタ型 NAS システムの使い勝手
と管理容易性を向上することを目的としたディスク使用量制限技術について述べる。本章で
は、クラスタ型 NAS システムにおいてユーザ毎のディスク使用量を制限する機能 XQ U O T Aを
提案した。XQ U O T Aでは、容量スケーラビリティと実装容易性、耐故障性を重視し、ユーザ
毎のディスク使用量情報をクラスタ型 NAS システムの各要素 NAS で分散して管理する分散
管理方式を採用した。各要素計算機で管理するユーザ毎のディスク使用量をネットワーク
経由で取得するオーバヘッドを削減するため、NFSプロシージャの種類とローカルファイルシ
ステムにおける実際のデータアクセスサイズを元にディスク使用量を概算し、見積り値を正確
なディスク使用量の代わりに用いる見積りベースQ uota方式を提案した。本方式の有効性を
検証するため、XQ U O T Aをクラスタ型 NAS システムX-NAS のプロトタイプに実装し、評価実験
を行った結果、XQ U O T Aがオーバヘッド削減目標 10%に対して、3%以下に抑制可能であり、
クラスタ型 NAS システムに適したディスク使用量制限機能を実現できることが示された。 
第 4章「同期バックアップ機能の提案と評価」では、クラスタ型 NAS システムの信頼性向上
に向けた同期バックアップ技術について述べる。本章では、汎用のファイルアクセスプロトコル
であるNF S を利用して、ユーザがファイルを作成及び更新するのに同期してファイルブロック
単位でバックアップNAS 上のファイルも作成及び更新可能なNAS の同期バックアップを提案
した。さらに、クラスタ型 NAS システムとバックアップNAS 上のデータ一致保証に伴う処理オー
バヘッドを低減するため、両システム上のファイルの識別子の対応関係をメモリ上に記録す
るレプリケーションキャッシュ、クラスタ型NASシステムとバックアップNASへのアクセスの並列実
行を可能にするレプリケーションスレッド、並列実行処理効率をより向上させる部分非同期
処理機能を開発した。同期バックアップ機能の有効性を検証するため、本機能をNF S v3ベ
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 ースのX-NAS プロトタイプに搭載しファイルサーバプログラムNetBenchおよびSPECsfs97、バ
ックアップ用途を想定したファイルコピープログラムを用いて性能評価を行った。評価の結果、
上記 3つのオーバヘッド低減機能の効果により、ファイルサーバプログラムでは、同期バックア
ップなしX-NAS の約80%の性能を達成できることを確認した。また、同期バックアップ性能の
最悪ケースと考えられるファイルコピープログラムでは、同期バックアップなしX-NASの約70%
の性能を達成できることを確認した。本機能の導入により、エントリNASユーザに対して、同
期バックアップなしX-NASの70%から80%の性能を維持しつつ、バックアップNASの導 入コスト
を低減して信頼性を向上できるクラスタ型 NAS システムを提供できることが示された。 
第 5章「インターコネクションネットワークの通信性能評価」ではマルチプロセッサ型エンター
プライズサーバにおけるインターコネクションネットワークの通信性能評価について述べる。本
章では、代表的なインターコネクションネットワークである多段クロスバネットワーク、トーラスネ
ットワークおよびハイパキューブネットワークにおいて、等方転送およびランダム転送を行った
場合の通信性能をソフトウェアシミュレーションより定量的に評価した。等方転送は数値応
用プログラムにおいてトポロジを意識せずにプロセッサ台数のみを意識してマッピングを行っ
た場合に出現し、ランダム転送は転送先が動的に変化し予測できないようなアプリケーション
で出現する。評価の結果、等方転送の場合、多段クロスバネットワークがトー ラスおよびハイ
パキューブに比べて1/7から1/2の時間で通信できることを明らかにした。また、ランダム転送
の場合、多段クロスバが他ネットワークトポロジに比べて、同等あるいは2/3の時間で転送で
きることを確認した。これらの結果から、マルチプロセッサ型エンタープライズサーバ上で等方
転送とランダム転送を多く必要とするアプリケーションにおいてはインターコネクションネットワ
ークトポロジとして多段クロスバネットワークが有効であることが示された。 
第 6章「多段クロスバネットワークにおける高速ブロードキャスト方式の提案」では、第 5章で
有効性が示された多段クロスバネットワークにおける高速ブロードキャスト技術について述べ
る。本章では、初期データやプログラムあるいはプログラムにおける演算の途中結果を複数の
要素プロセッサに転送する場合に必須となる１対全通信（ブロードキャスト）を、多段クロスバ
ネットワークで高速に実現する高速ブロードキャスト機構「シリアライズクロスバ方式」を提案し
た。従来、ブロードキャストは専用ネットワークにより実現するか、あるいはユーザがトポロジを
意識してソフトウェアによりブロードキャストアルゴリズムを記述していた。一方、シリアライズクロ
スバ方式は、多段クロスバネットワークの特定のクロスバスイッチにおいて複数のブロードキャ
ストを逐次制御することにより、専用ネットワークを装備することなく、デッドロックを回避しつつ、
高速なブロードキャストを実現できる。このシリアライズクロスバ方式をマルチプロセッサ型エン
タープライズサーバ日立 S R2000シリー ズに実装し、性能を評価した。評価の結果、高速ブロ
ードキャスト機構を使用した場合、ソフトウェアブロードキャストに比べて2倍の性能を得ること
ができ、かつ、ハードウェアの限界性能の95%以上を達成できることを確認した。その結果、
提案した高速ブロードキャスト技術の有効性が示された。 
第７章「結言」では、本研究で得られた成果について述べる。 
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