respectively. Hence equation (1) holds only when (n, d, k) = (18, 7, 3). Thus Theorem 1 follows from Theorem 2. Let P (m) denote the greatest prime factor of m for any integer m > 1 and we write P (1) = 1. Then it follows from Theorem 2 that the equation
in positive integers k ≥ 3, n, y, B (2) with P (B) ≤ k never holds for 1 < d ≤ 22 except when (n, d, k) ∈ { (2, 7, 3) , (18, 7, 3) , (64, 17, 3)}.
Marszałek [7] proved that equation (2) Shorey and Tijdeman [16] proved that equation (2) with d > 1 implies that
where C is an effectively computable absolute constant. We prove Theorem 3. Equation (2) with d ≥ 23 implies that
In Theorem 3 we need to consider only d ≥ 23 in view of Theorem 2. The estimate (5) is a considerable improvement of (3). The estimate (4) involves an unspecified constant which turns out to be large. Therefore the estimate (5) is better than (4) for small values of d. Now we exhibit infinitely many solutions in relatively prime integers n ≥ 1 and d > 1 of equation (2) with k = 3 and square-free integer B satisfying P (B) ≤ 3. We observe that B ∈ {1, 2, 3, 6}. For B = 1, the existence of infinitely many solutions follows from a well known result that there are infinitely many triples of relatively prime squares in arithmetic progression. For B > 1, we prove Let d = 1, k ≥ 3 and n(n+1) . . . (n+k−1) be divisible by a prime greater than k. Then Erdős and Selfridge [5] proved that there exists a prime p ≥ k dividing n(n + 1) . . . (n + k − 1) to an odd power. The author [14] showed that the above assertion is valid with p > k whenever k ≥ 4. If d = 1 and k = 3, we prove Theorem 5. There is a prime exceeding 3 which divides n(n + 1)(n + 2) to an odd power except when n ∈ {1, 2, 48}.
When n = 1, 2, 48, we see that n(n + 1)(n + 2) equals 6, 6 · 2 2 , 6 · 140 2 and the assertion of Theorem 5 is false. For the proof of Theorem 5, it suffices to show that the equation (7) n(n + 1)(n + 2) = By 2 with B ∈ {1, 2, 3, 6}
has no solution other than B = 6, (n, y) ∈ {(1, 1), (2, 2), (48, 140)}. If B = 1, the above assertion is a particular case of the result of Erdős and Rigge mentioned at the beginning of this section. If B = 6 and n odd, then the assertion was proved by Meyl [8] whereas Watson [17] and Ljunggren [6] proved the case of n even. The Algorithm in Section 3 was programmed and checkings and computations for the proof of Theorem 2 were carried out using Mathematica. I thank Professor T. N. Shorey for many helpful discussions. I also thank the referee for his valuable comments on an earlier draft of the paper.
Lemmas.
We suppose throughout this section that n ≥ 1, d > 1 and k ≥ 3 with (n, d, k) = (2, 7, 3) . Then by a result of Shorey and Tijdeman [15] , we have
Further we suppose that
We write 
Let m ≥ 1 be an integer and 2 ≤ p
. . be all the primes which are coprime to d. We define [14] .
Throughout this section we assume without reference that h is a positive integer with h even whenever d is even. Further, let > 0. Define V h = {α | α is a positive integer with αh 
. Table 1 . We begin with the following lemma which gives a lower bound for the number of distinct a i , viz., t . 
We observe that j is uniquely determined. We set
In order to get a lower bound for the number of distinct a j 's, we need to get an upper bound for h≥1 |W h |. We observe that |W h | is equal to the number of b r which are repeated at the hth place. We proceed to find an upper bound for this number.
Suppose b r is repeated at the hth place. Then by its definition, we obtain for some j,
Hence h < √ , i.e., the number of places at which b r can be repeated is at most [ √ ] . Further, we note from (14) , (10) and (15) 
Hence the number of distinct a j 's is at least k − δ(d).
As a consequence of Lemma 1, we have
P r o o f. By (11) and k ≥ 2(2d − 7), we see that
Now the result follows immediately from Lemma 1.
. . be the sequence of all square-free integers and 1 = s 1 < s 2 < . . . be the sequence of all odd square-free integers.
Lemma 2. We have 
for some positive integer f . We know that in any set of 36 consecutive integers, the number of square-free integers is ≤ 24. Thus the number of square-free integers ≤ 36f is at most 24f . Also we observe from (16) that this number is equal to
(ii) The inequality follows by direct checking. (iii) We check that s i ≥ (2.25)i for 12 ≤ i ≤ 35. Also we check for 0 ≤ r < 36 with r ≡ 1 (mod 2) and r ∈ S 0 that we can choose an s i r with 12 ≤ i r ≤ 35 such that s i r ≡ r (mod 36). Further, we observe that the number of odd square-free integers in any set of 36 consecutive integers is ≤ 16. Now we repeat the argument in (i) for any s i with i > 35 to obtain (iii).
It can be checked that
By Lemma 2 and from an induction argument we derive Corollary 2. We have
The inequality in (i) of the above corollary has already appeared in [5] . Table 1 .
We note from Table 1 
. From now onwards we shall assume that k ≥ 83. Since a i for 1 ≤ i ≤ t are square-free integers, we use Corollary 2(i) to obtain
On the other hand, by (10), we have
We put g q = ord q (a 1 . . . a t ) and
Further, from (18) we get
where in the product signs p, q run over primes. Now by (20) and (19), we have
We find that
Using (22) in (21) and comparing with (17), we get
This inequality is not valid for k ≥ 570. Thus we obtain k < 570. Now let k ≥ 485. We use Corollary 2(ii) to get
Comparing this lower bound with the upper bound in (21), we get
This inequality is not valid for k ≥ 485. Thus we conclude that k < 485. We shall bring down the value of k to k 0 in all cases except d = 19 by a counting argument which will be presented in the next paragraph. When d = 19 the counting argument fails. But a refinement of the above argument itself enables us to bring k < 315. When d = 19 we observe that g 19 = 0 and we rewrite (20) as
On the other hand, by Corollary 2(ii), we have for 485 (12) by k − δ(d) and using Table 1 We see from Table 1 
where the sum is taken over even values of h whenever d is even. We observe from (13) that ε h ≤ 2. Thus from (24) we get
Let d be odd. Then by (13) , ε h = 1. Further, gcd(d, h) ≤ h/2 whenever h is even. Hence from (24) we get
We use h<x 1/h < log x + γ + 1/x where x > 1 and γ is Euler's constant whose value is < .5773 (see [1, p. 55 (26) to prove the assertion of the lemma. We take (a 0 , a 1 , a 2 
, implying x 0 and x 2 are odd since n and n + 2d are both odd or both even and gcd(n, n + 2d) = 1 or 2. Thus 2d = x Table 1 , we have 4 ≤ k ≤ k 0 ≤ 314. We observe that (10) holds and a 0 , . . . , a k−1 are all distinct since t = k. We often use these facts and the property that gcd(a i , d) = 1 for 0 ≤ i < k without any reference. We check that (27)
But (27) Let k = 5. Since a i 's are distinct, we need only consider the case when 5 divides one and only one of n, n + d, n + 2d, n + 3d, n + 4d and hence at most one a i . The values of the other a i 's belong to {1, 2, 3, 6}. We may assume that 5 divides one of n + d, n + 2d, n + 3d. Suppose 5 | n + d. Then {n, n + 2d, n + 3d, n + 4d} ∈ {y Let k = 6. Then P (a i ) ≤ 5 and we may assume that 5 n. Hence 5 divides only one of {n + d, n + 2d, n + 3d, n + 4d}. Therefore five of the a i 's belong to {1, 2, 3, 6}. This is not possible since a i 's are all distinct. Thus k = 6.
Let k = 7 and d ∈ {11, 13, 17, 19}. Then P (a i ) ≤ 7 and we may assume that there exist distinct i 1 , i 2 and i 3 between 0 and 6 such that 7 | n + i 1 Finally, let k = 8 and d ∈ {11, 13, 17, 19}. Then P (a i ) ≤ 7 and we may assume that 7 | n,
which is a contradiction. Then (n + 2d)(n + 3d)(n + 4d)(n + 5d) is a square, which is impossible.
The following lemma deals with the integral solutions of certain Diophantine equations. 3. An algorithm. In this section, we modify the algorithm given in [14, §4] .
Algorithm. Let d and k ≥ 4 be given. Also let µ > 0.
Step 1. Find all primes q 1 , . . . , q θ , q θ+1 , . . . , q θ+η which are coprime to d and such that q 1 < . . . < q θ ≤ k < q θ+1 < . . . < q θ+η and q
Step 2. Set D = {q
Step 3. For every q ∈ D, find the smallest
In our application, it is always possible to find j 0 in Step 3 because
We derive from the above Algorithm the following result.
Step 3 hold , then (8) does not hold.
is of the form q ∈ D or q with P (q) ≤ q θ . Now we follow the proof of [14, Lemma 11 ] to obtain the assertion of the lemma. For a given d, k, we use (28)- (30) with Table 2 and construct the set D mentioned in Step 2 of the Algorithm in Section 3. Next we proceed to check that Step 3 holds for the given d, k and q ∈ D. This would contradict (8) by Lemma 9. The verification of Step 3 is done as follows. First, we delete from D all the integers q for which both P (q + jd) and P (q − (k − j)d) exceed q θ+η with j = j 0 . We denote the set of remaining integers of D by D 1 . Secondly if D 1 = ∅, we delete from D 1 those integers for which both P (q + jd) and P (q − (k − j)d) exceed q θ+η with j = j 0 + 1. The remaining set of integers from D 1 is denoted by D 2 . The above process is continued till we reach j = k − 1 or until D i becomes an empty set for some integer i ≥ 1. For the values of d and k under consideration, we find that we need only take j with j 0 ≤ j ≤ min(k − 1, 25).
There are triples (d, k, q) for which the Algorithm fails, i.e., we are unable to find some j with j 0 ≤ j < k such that both P (q + jd) and
In all, we find 207 triples which are not covered by the Algorithm. For each d, we give below a few examples of such triples. For a given d, we have chosen as examples those triples for which either k or q is maximum among all the triples (d, k, q): (7, 4, 25) , (8, 5, 49) , (9, 12, 169) , (10, 6, 49) , (11, 12, 169) , (12, 4, 49) , (13, 13, 1058) , (14, 5, 363) , (14, 13, 361) , (15, 5, 578) , (16, 7, 361) , (16, 12, 169) , (17, 7, 1058) , (17, 
We use (31), (21) and (22) to get We observe that the right hand sides of the inequalities (32) and (33) are decreasing functions of k. Therefore, we put k = (3. Proof of Theorem 5. Let n ∈ {1, 2, 48}. By the remarks following Theorem 5 in Section 1, we need to consider equation (7) with B = 2, 3. Thus we may assume that (9) holds and we shall arrive at a contradiction. We apply Lemma 5 to assume that (a 0 , a 1 , a 2 ) = (1, 1, 2) if B = 2 and (a 0 , a 1 , a 2 ) = (6, 1, 2) if B = 3. The first case implies x 
