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Abstract
This work seeks to characterize and model the size-dependent behaviour of
microparticles in a bubble streaming flow.
We show that in microchannels, the steady streaming flow generated by
an ultrasonically driven semicylindrical microbubble can be combined with a
Poiseuille flow to achieve tunable, high throughput, size-sensitive sorting and
trapping of particles much smaller than the bubble itself.
We propose a simple geometric mechanism, based on flow speeds and chan-
nel geometry, that reliably predicts the sorting behaviour seen in experiment.
It is also shown that an asymptotic theory that incorporates the device geom-
etry and superimposed channel flow accurately models key flow features such
as peak speeds and particle trajectories.
Finally, the forces acting on particles on oscillatory time scales are deter-
mined experimentally using a novel method in which the trajectories of small
and large particles are compared. These forces are found to scale quadrati-
cally with both oscillatory flow speed and particle size. Simulations of particle
trajectories are used to show that Saffman lift is not primarily responsible for
these forces. Instead, a lubrication theory is proposed that is able to predict
both the magnitude and dependence of forces on particles.
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List of symbols
a Bubble radius
f Driving frequency of bubble oscillation
V Driving voltage
 Dimensionless scale for bubble oscillation amplitude
us Representative speed of streaming flow
umax Maximum speed of streaming flow
~u Velocity field
H Width of main channel
D Depth of main channel
Q Total Poiseuille flow rate in the channel
∆Q Flow rate above separatrix
up Mean speed of Poiseuille flow
s Ratio of mean Poiseuille speed to maximum streaming speed
dgap Distance between bubble surface and separatrix
d1 Distance between bubble surface and stagnation streamline
ap Particle radius
~vp Particle velocity
ψ General notation for streamfunction
αc Angle of streamline crossing
Fl Lift force acting on a particle
v
Chapter 1
Introduction
1.1 Introduction
An increasingly popular technique in microfluidics is the actuation of micron-
size bubbles to drive useful flows. The mechanism of interest here is known
as acoustic steady streaming. Acoustic excitation of a microbubble causes it
to undergo shape and volume oscillations that drive strong oscillatory flows
which, by means of fluid-dynamical non-linearities, result in second-order
steady streaming flows in the bulk of the medium [1–3].
Such bubbles have been variously used for practical applications such as
particle trapping and sorting [4, 5], microfluidic mixing [6–8] and cell defor-
mation and lysis [9], among others. Among the many strengths of using bub-
bles as flow actuators is ease of manufacture using lithography techniques–
the addition of stationary bubbles to microfluidic devices requires only slight
modifications to channel design.
In this thesis, we will particularly focus on the use of bubble streaming
flows for particle manipulation and sorting. A wide variety of microfluidics
applications require the manipulation of micro-scale objects such as cells and
particles. A number of methods, both passive and active, have been previously
used to perform such manipulation. Examples of active methods, which rely
on the application of an external force to the microparticle, include dielec-
trophoresis [10, 11], optical tweezers [12, 13], and magnetic forces [14, 15]. On
the other hand, passive methods typically make use of the geometric features
of the microfluidic device to alter particle trajectories. In general, both active
and passive techniques force particles to behave differently depending on one
or more of their properties – in the case of the passive methods, this property is
usually size. Size-dependent sorting and trapping of particles is thus possible.
However, this relies on the integration of small device features on the order
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of the particle size [16, 17], generally limiting the flow rate and throughput
through such devices.
In the following pages, we describe a simple, easily controllable size-sorter
that makes use of hydrodynamic forces in the streaming flow generated by
an ultrasonically oscillating microbubble. Though the bubble oscillation is
driven actively using a piezotransducer, particles in the resultant streaming
flows experience size-dependent deflections due to flow forces only, allowing
us to trap and sort them passively, without the use of any external forces or
small-scale geometric features. This allows us to efficiently sort microparticles
by size, while still maintaining high throughput through the device.
Previous work has provided detailed theoretical asymptotic descriptions of
bubble streaming flows [7, 9, 18], as well as an overview of their applications
towards trapping and focusing particles [3, 4]. Here, we combine experimental
and theoretical knowledge of streaming to formulate a simple mechanism by
which particles of just a few micrometers diameter can be predictably sorted
and/or trapped. We also use experimentally observed particle trajectories to
help validate the asymptotic theory used to describe the streaming flow. Using
recent findings on the three-dimensional nature of streaming flows [19, 20],
we show that such 3D features are important in quantitatively modeling the
sorting process.
Finally, we experimentally measure the forces on microparticles near the
oscillating bubble and investigate the dependence of these forces on such pa-
rameters as particle size, driving frequency and streaming flow speed. A lu-
brication theory for a particle near a free surface is introduced that effectively
predicts these measured forces.
1.2 Experimental setup
The microfluidic devices were manufactured from polydimethylsiloxane (PDMS)
using techniques similar to those described in previous works by this research
group [3, 4, 7]. Standard photolithography procedures were used to create 100
µm tall SU-8 molds on silicon wafers. PDMS mixture (90% w/w resin, 10%
w/w hardener) is poured onto the SU-8 molds and is allowed to harden for
24 hours. These device layers are then peeled from the molds and bonded to
a flat PDMS layer using an oxygen plasma treatment. Inlets and outlets are
connected using 1/32 in. ID tubing.
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Figure 1.1: Illustration of typical device design indicating inlets/oulets, the position
of the bubble and the piezoelectric transducer.
A schematic of a typical device design is shown in Fig. 1.1. The channel
depth D=100 µm is dictated by the height of the SU-8 layer. Inlet chan-
nels lead into a main channel perpendicular to which a blind side channel of
width w=80 µm is placed. When aqueous solution enters the main channel,
the PDMS’s hydrophobicity ensures that air is trapped in the side channel,
forming a semicylindrical bubble. The device is bonded to a glass slide to
which a piezoelectric transducer (Physik Instrumente, Germany) is then at-
tached. A function generator (model 7075, Hioki) and an amplifier (model
7500, Krohn-Hite, set to 100x amplification) provide sinusoidal signals in or-
der to ultrasonically excite the piezotransducer and thus the bubble. Bubble
size can vary due to temperature changes and consequent diffusive transport
of gas, but is maintained by modulating the external temperature through
evaporative cooling or environmental heating.
Particle solutions consist of 1 µm, 2 µm, 5 µm and 10 µm diameter
polystyrene microparticles (Magsphere) suspended in a density-matched glycerol-
water solution (23% glycerol w/w) – we will refer to the size of particles below
in terms of their radius ap. 1% w/w Tween 20 surfactant was added in order
to prevent particle agglomeration. The solution has a specific gravity of 1.05
and a dynamic viscosity of 0.00198 Pa-s (obtained from table). We use syringe
pumps (PHD Ultra, Harvard Apparatus and EW-74905, Cole-Parmer) to in-
fuse constant fluid flow rates through each inlet channel. A high-speed camera
(Phantom v310, Vision Research) is used to capture videos through an inverted
microscope (IX71, Olympus). We use Mtrack2 (http://valelab.ucsf.edu/∼
nstuurman/ijplugins/MTrack2.html), a plugin for the image processing pro-
gram ImageJ, to record particle trajectories.
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Figure 1.2: Definition of coordinates.
1.3 Definition of coordinates
The coordinates we will use to describe the bubble and flow geometry are
defined in Fig. 1.2. Any point in the flow field can be defined by its distance
r from the center of the bubble and its angular position θ.
a represents the radius of the pinned bubble. In theoretical descriptions,
the bubble surface is then parametrized as r = a. However, this is not nec-
essarily true in experiment, where the bubble is generally not perfectly semi-
cylindrical. We will parametrize the shape of the bubble surface at rest as
R(θ).
4
Chapter 2
Determining flow structure and
properties
2.1 Characteristics of streaming flow
The signal supplied to the piezoelectric transducer drives a periodic pressure
variation in the fluid at the driving f . As the bubbles are compressible, this
pressure variation causes the bubble surface to oscillate at the driving fre-
quency and with amplitude a, where a is the radius of the semicylindrical
bubble (a ≈ w/2 ≈ 40 µm). The oscillatory motion of the bubble interface
produces a second-order streaming flow. Averaging this over the oscillatory
time scales (i.e. by sampling at rates equal to or slower than f) produces an
observable steady flow. This steady streaming flow consists of two symmetric
closed-loop vortices, as shown in Fig. 2.1. These vortices draw fluid towards
the bubble and push it upwards along the pole of the bubble. Of particular
importance is the maximum steady streaming velocity umax, which is attained
at the surface of the bubble. Previous work has shown [18] that this maxi-
mum velocity can be expressed as umax = βus, where β is an O(1) constant
dependent on frequency, and the streaming speed scale us is defined as follows.
us = 2pi
2af (2.1)
This streaming pattern is robust over a fairly wide range of frequencies. An
experimental investigation of the frequency response of the bubble streaming
flow was carried out by Wang et al. [7], who found that the “fountain” loops
described above persist up to f ≈ 50 kHz. As frequency is increased further,
a second pair of vortices appears, with opposite orientation (“anti-fountain”)
– at high enough frequencies, these anti-fountain loops dominate, reversing
the overall flow pattern. In the present work, we will restrict ourselves to fre-
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quencies below 50 kHz, allowing us to consider only the “fountain” streaming
pattern.
2.2 Measurement of umax
umax is defined as the maximum steady velocity attained in the bubble stream-
ing flow. Asymptotic theory predicts that umax occurs at the bubble surface
at an angular position θ = pi/4 (see Fig. 2.1). Further, both theory and
experiment show that, within a range of 10-15 µm, streaming speed decays
approximately linearly with radial distance away from the bubble surface. The
following equation therefore holds near the bubble surface.
ustr(r) ≈ umax
(
1− κ(r − a)
a
)
(2.2)
where κ = O(1) is a frequency-dependent constant. The gradient of decay of
streaming speed is then
∂ustr
∂r
≈ −umaxκ
a
(2.3)
This linear relationship is useful when trying to quantify umax. Experimen-
tally, velocity measurements can only be made by recording the trajectories of
tracer particles suspended in the flow. Since all particles maintain some finite
distance from the bubble surface even at closest approach, umax cannot be
measured directly through particle tracking. Instead, we can extrapolate umax
from measured speeds near the bubble.
Particle trajectories are recorded using Mtrack2 (http://valelab.ucsf.edu/ nstu-
urman/ijplugins/MTrack2.html), a plugin for the image processing program
ImageJ. Particle speeds are then simple to compute. For the purposes of flow
characterization, it is preferable to use smaller particles in order to more closely
approximate passive tracers. In these experiments, particles with radius ap = 1
µm were used. It is also helpful to set a recording frame rate that is a factor of
the oscillation frequency. In the resultant stroboscopic video, the bubble sur-
face remains stationary, and particle trajectories reflect only the time-averaged
streaming velocity, rather than the instantaneous oscillatory velocity.
Fig. 2.2 shows a sample trajectory from a 2 µm particle. The particle
attains its peak speed as it reaches its closest approach to the bubble surface.
Similar measurements were made for multiple particles with varying approach
6
Figure 2.1: Steady streaming flow field generated by bubble oscillations.
Figure 2.2: Trajectory of a 2 µm particle in a streaming flow – (a) Streak image
of particle trajectory (b) Computed particle speed. Frequency of oscillation was 24
kHz and video frame rate was 12000 fps.
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distances. The gradient of decay of streaming speed ∂ustr/∂r could then be
estimated through a linear regression fit through the measured peak velocities.
Fig. 2.3 shows the results at a driving frequency of 26 kHz. We see that
particles do indeed show a roughly linear decay of peak speed vs. minimum
approach distance. We can also see that the gradients of decay are different
for different driving voltages. For each voltage, umax was determined by using
the computed gradient to extrapolate back to the radial position of the bubble
surface R (this can be extracted from the same videos that capture particle
trajectories).
Finally, the data points presented in Fig. 2.3 were normalized by dividing
particle speed by umax and radial distance by R. The resultant plot is shown
in Fig. 2.4, which shows that the data points for the different voltages collapse
onto a single line. The normalized decay gradient κ, defined in Eq. (2.2), can
be determined by a simple linear fit through these points. In the 26 kHz case
discussed above, this gradient was found to be 3.25.
The above experiment was repeated twice more, at driving frequencies of 20
kHz and 35 kHz, respectively. In each case, multiple particle trajectories were
recorded at several different voltages. Linear fitting was used first to compute
values of umax, then finally the normalized gradient κ. Fig 2.5 compares the
values of κ thus obtained with the values predicted by the asymptotic theory,
with relatively good agreement between the two.
We have thus shown that linear extrapolation is a sound method of esti-
mating the maximum streaming speed umax.
2.3 Dependence of umax on driving voltage
Having established a method for measuring umax experimentally, we can now
verify the dependence of streaming speed on the driving voltage. As stated in
Eq. (2.1), the theoretical prediction is that umax ∝ 2, i.e. the streaming speed
is proportional to the square of the bubble oscillation amplitude. Assuming
that the amplitude of oscillation is directly proportional to the driving voltage,
we then expect that umax ∝ V 2.
This was verified first by filming high-speed videos of bubble oscillation
at several voltages. Fig. 2.6 presents a series of composite images showing
the extrema of the bubble outline over several oscillation cycles. Oscillation
amplitude was extracted directly from such images by measuring the maximum
8
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Figure 2.3: Streaming speed decay at various driving voltages at oscillation fre-
quency f = 26 kHz.
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Figure 2.4: Normalized streaming speed decay at f = 26 kHz.
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radial distance between the inner and outer edges of the white oscillation
sheath, then dividing by two. These amplitudes were then normalized by the
bubble radius a to yield values of . There is a linear relationship between 
and the driving voltage, as indicated in Fig. 2.7.
Next, the methodology described in Section 2.2 was used to measured val-
ues of umax while similarly varying the driving voltage. The results presented
in Fig. 2.8 confirm that the predicted relationship umax ∝ V 2 does indeed
hold in experiment.
By demonstrating that  ∝ V and that umax ∝ V 2, we have thus shown
that umax ∝ 2, as predicted by theory.
2.4 Superposition of streaming and Poiseuille
flows
Our experimental setup often combines the steady streaming flow with an
imposed transport flow through the main channel – this is of particular im-
portance when sorting particles. The presence of this imposed channel flow
greatly alters the overall shape of streamlines near the bubble. Fig. 2.9 shows
a representative resultant flow field (Poiseuille flow from left to right). Note
that there are now both open streamlines and closed loops in the vicinity of
the bubble, and that a large portion of the flow is being focused into a narrow
bundle of streamlines near the bubble surface. It should be emphasized that
we use “streamline” as a short-hand here for a Lagrangian pathline of a liquid
particle (as would be observed in an experiment as a passive-tracer trajec-
tory), averaged over the short (oscillatory) time scale. This Lagrangian flow
field therefore contains the proper Stokes drift terms [2, 21, 22] that distinguish
it from the time-averaged Eulerian field.
We can expect the overall shape of the flow field to be dictated by the
relative strengths of the Poiseuille and streaming flows, as captured by the
following parameter:
s ≡ up
umax
∝ Q
V 2
, (2.4)
where up ≡ Q/HD is the mean Poiseuille velocity and Q is total flow rate
imposed by the syringe pump.
As shown in Fig. 2.9, combining streaming and Poiseuille flows divides the
flow field into certain distinct regions. There are closed streamline loops up-
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Figure 2.5: Comparison of theoretical and experimental decay gradient κ at driving
frequencies of 20 kHz, 26 kHz and 35 kHz.
Figure 2.6: Composite image showing the extrema of the bubble outline over several
oscillation cycles at f = 20 kHz and a voltage of (a) 0.3 V (b) 0.4 V (c) 0.5 V (d)
0.6 V (e) 0.7 V (f) 0.8 V.
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Figure 2.7:  vs. driving voltage at f = 20 kHz. The above plot includes measure-
ments from the images shown in Fig. 2.6.
Figure 2.8: umax vs. driving voltage at f = 20 kHz. The solid curve is a fitted
quadratic function.
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stream and downstream of the bubble. The uppermost point of the upstream
loop marks a hyperbolic point with an associated critical streamline (sepa-
ratrix). The flow above this separatrix (representing a fraction of flow rate
∆Q) does not pass near the bubble, while all streamlines below it are focused
into a narrow bundle between the bubble surface and the upstream loop. The
importance of the blue stagnation streamline and the gap between the bubble
surface and the separatrix is discussed in a later section of this thesis.
2.5 Determining ∆Q
As stated in the previous section, the overall shape of the combined Poiseuille
+ streaming flow field is determined by the value of the parameter s, which
reflects the relative speeds of the two flows. The effects of changing s are
shown in Fig. 2.10 – in general, smaller s values (stronger streaming) result
in larger upstream vortices, while larger s values (weaker streaming) have the
opposite effect. In fact, for large enough s, the upstream vortex disappears
entirely.
Qualitatively, we can see that the bypass flow ∆Q reduces as s is lowered.
More quantitative estimates of ∆Q can be made by noting the position of the
separatrix. In Fig. 2.11, the streamline passing through the hyperbolic point
is identified and marked in red. We follow this streamline upstream until it is
horizontal (i.e. the presence of the streaming flow no longer affects streamline
shape) at a distance h from the bottom wall.
The velocity field in a fully developed laminar flow in a 3-d rectangular
channel is given by [23]
ux(y, z) =
4D2
pi3µ
dp
dx
∞∑
n=1, odd
1
n3
[
1− cosh(npi
y
D
)
cosh(npi H
2D
)
]
sin
(
npi
z
D
)
(2.5)
for −H
2
< y < H
2
and 0 < z < D , where H and D are the channel width and
depth, respectively. The pressure gradient dp
dx
can be computed from the total
flow rate Q using the following equation.
Q =
D3H
12µ
dp
dx
[
1−
∞∑
n=1, odd
1
n5
192
pi5
D
H
tanh
(
npi
H
2D
)]
(2.6)
Here, we make the assumption that the position of the separatrix far up-
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Figure 2.9: Flow field produced by combining Poiseuille flow (from left to right) with
streaming flow: (a) Experimental streak image and (b) schematic of key streamlines,
with the separatrix (solid line) shown in red and stagnation streamline (dashed line)
in blue.
Figure 2.10: Flow field at f = 20 kHz for (a) s = 0.0058 (b) s = 0.0166 (c) s = 0.0232
(d) s = 0.0290.
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stream does not varywith z. In other words, the separatrix surface is planar
and perpendicular to y far upstream of the bubble. We can then integrate Eq.
(2.5) to calculate the bypass flow rate.
∆Q =
∫ D
0
∫ H
2
h−H
2
ux dy dz
=
∫ D
0
∫ H
2
h−H
2
4D2
pi3µ
dp
dx
∞∑
n=1, odd
1
n3
[
1− cosh(npi
y
D
)
cosh(npi H
2D
)
]
sin
(
npi
z
D
)
dy dz
(2.7)
The method detailed above was used to measure the bypass flow ratio
∆Q/Q for a range of s values in the most common channel widths of 180
µm and 250 µm. The relationship between ∆Q/Q and s is roughly linear,
as shown in Fig. 2.12. Linear regression fits were therefore used to obtain
equations of the following form.
∆Q
Q
= α1s+ α2 (2.8)
where the constants and range of validity for the two channel widths are as
follows.
• For H = 180 µm : α1 = 6.13, α2 = −0.085, for 0.0139 < s < 0.0470
• For H = 250 µm : α1 = 30.03, α2 = −0.094 for 0.0032 < s < 0.0205
These equations will be used in later sections of this work.
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Figure 2.11: Streamline passing through the hyperbolic point. H is the channel
width while h is the distance between the bottom wall and the separatrix.
Figure 2.12: Measured ∆Q values for two different channel sizes.
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Chapter 3
Size-sorting of particles
3.1 Device design and experimental setup
Section 1.2 provided a broad overview of the general design and manufacture
of our microfluidic devices. We now focus on the specifics of the devices used
for size-based sorting of microparticles.
A schematic of a typical device design is shown in Fig. 3.1(a). Two in-
let channels lead into a main channel which then bifurcates into two outlet
channels. Main channel heights of H = 180µm and H = 250µm in the image
plane are used. The channel depth is D=100 µm. The blind side channel of
width w=80 µm is placed perpendicular to the main channel and holds the
semicylindrical microbubble.
As previously described, our experimental setup combines the steady stream-
ing flow with an imposed Poiseuille flow. In the two inlet / two outlet design
we have described above, when the piezotransducer is turned off, a stagnation
streamline evenly divides the bottom and top halves of the flow, as indicated
in Fig. 3.1(a). The fluids entering inlets I1 and I2 exit through outlets O1
and O2, respectively. While this remains the case when the streaming flow
is turned on, the shapes of the streamlines are altered as previously shown
in Fig. 2.9(b). The stagnation streamline is now drawn through the narrow
bundle of streamlines near the bubble surface.
It is worth emphasizing here that we are limiting our analysis to our current
two inlet / two outlet design. It is quite feasible to incorporate additional inlets
and outlets, as illustrated in Fig. 3.1(b). This would further divide the flow
into a larger number of distinct regions through the introduction of additional
stagnation streamlines, and the following analysis could be extended to such
cases in a straightforward manner.
By considering only the time-averaged steady flow, we can define a closest
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distance dgap between the bubble surface and the separatrix. By continuity,
all fluid below the separatrix must traverse the gap; employing the linear
approximation (Eq. (2.2)) for ustr throughout the gap, we obtain
umaxdgap
(
1− κ
2a
dgap
)
D =
∫ h
0
∫ D
0
up dy dz = upH
Q−∆Q
Q
D (3.1)
For the experiments discussed in the present work, we find that dgap/a is always
very small, so that the left-hand side of the equation is well approximated by
umaxdgapD, which yields
dgap = sH
(
1− ∆Q
Q
)
. (3.2)
where s, previously defined in Eq. (2.4), is the ratio between the mean
Poiseuille velocity and the maximum streaming velocity.
We also define a second distance d1 to be the distance between the bubble
surface and the stagnation streamline at its closest approach (refer to the
dashed blue streamline in Fig. 2.9(b)),
d1 =
sH
2
. (3.3)
Note that if ∆Q = 0, d1 = dgap/2. Note also that the above definition of
d1 requires ∆Q/Q < 1/2.
3.2 Size sorting of particles
Since particle solution is infused through inlet I1 only, all particles remain in
the lower half of the flow and exit through O1 in the absence of a driving
voltage (and thus without a deflecting force on the particles). If all particles
behaved purely as passive tracers, we would expect this to remain the case
when the streaming flow is turned on.
In reality, however, size-sensitive sorting and trapping of particles is ob-
served in the presence of a streaming flow. Under appropriate conditions,
particles are faithfully and continuously deflected from the lower half of the
flow into the upper half (exit at outlet O2). We call this type of sorting con-
tinuous mode or Mode 1 sorting. Under different conditions, a second type
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of sorting is observed, where particles are intermediately trapped within the
upstream vortex before later being released into the upper half of the flow
(trapping mode or Mode 2 sorting). Experimental images of these two sorting
modes are given in Fig. 3.2(a,b).
It is apparent that the particles are deflected such that they migrate across
streamlines. The precise nature of the hydrodynamic forces acting on the par-
ticles is potentially very complex: in the past 50+ years, since the pioneering
work of Segre´ and Silberberg [24–26], descriptions of forces on particles in
many types of flows have been developed, from simple shear flows [27] to more
general background flows [28], sometimes explicitly taking into account the
presence of a nearby wall [29, 30], or the explicit time dependence of the flow
[31, 32]. Even the behaviour of common microparticles in the transport flow
through ordinary, ubiquitous microfluidic channels still reveals novel insights
today [33, 34].
The present bubble streaming problem potentially contains all of the com-
plications discussed in the literature: close proximity of the particles to both
no-slip and no-stress walls, the latter (the bubble interface) moving and de-
forming on fast time scales, and establishing both oscillatory and steady flow
components with non-trivial geometry and strong gradients on the scale of the
bubble size. We do not attempt here to develop a model that accounts for
all these effects, but focus on the fact that the force on the particles must,
at least, be able to avoid the interpenetration of the particles and the bub-
ble. Experimentally, particles are never seen to attach or adsorb to the bubble
surface, although they approach very closely (up to about 1 µm, or a frac-
tion of typical particle sizes). Therefore, no matter what the exact force law
is, it must exert a strong short-range repulsion, which leads us to propose a
geometric mechanism for the observed size sorting: Since particles cannot pen-
etrate the bubble surface, there is an exclusion volume around the bubble that
the particles’ center of mass cannot enter (cf. Fig. 3.2(c-e)). A particle that
closely approaches the bubble must therefore cross streamlines and enter the
region of the flow outside the exclusion volume, effectively obeying a hard-core
repulsion. We can thus use simple geometric principles to formulate sorting
criteria based on particle size.
For continuous sorting to take place, the particle radius must be large
enough for its center of mass to be pushed beyond the stagnation streamline.
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Figure 3.1: a) Schematic of sorting device inlets and outlets. Particle solution is
infused through I1 while glycerol-water solution without particles enters through
I2. The outlets O1 and O2 are left open to the atmosphere. The dashed blue line
represents the stagnation streamline dividing the upper and lower halves of the
slow and is parallel to the flow direction in the absence of an applied driving. (b)
Alternative designs with additional inlets and outlets.
Figure 3.2: Streak image showing particle sorting: (a) Continous sorting (Mode 1) -
particles are continuously deflected into upper half of the flow (b) Trapping (Mode
2) - particles are trapped in the upstream vortex and eventually expelled into the
upper half of the flow. When the streaming flow is weak or absent, all particles
remain in the lower half. (c–e) Illustration of geometric sorting mechanism: (c)
No sorting, (d) continuous sorting, and (e) trapping. The shaded regions represent
exclusion volumes around the bubble; since particles cannot penetrate the bubble
surface, their centers of mass cannot enter this exclusion volume.
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This happens when when the following condition is met:
ap > d1 = dgap
1
2(1−∆Q/Q) , (3.4)
where the latter equality follows from ((3.2)) and ((5.4)). For trapping, the
particle center of mass must be deflected beyond the separatrix, leading to the
following simple criterion:
ap > dgap . (3.5)
The above criteria for particle sorting transitions were tested by observing
the trajectories of particles in experiment. Note that it is very difficult to
accurately measure d1 in experiment, as this would require high-resolution
simultaneous observation of the particle behaviour close to the bubble and the
stagnation points at the walls of the device. Therefore, (3.4) was rewritten
in terms of the directly measurable dgap and ∆Q. In experiments, a particle
suspension was allowed to flow through a single device at several different flow
rates; for each flow rate, the driving voltage supplied to the piezo transducer
was varied until the voltages required to transition to Mode 1 and Mode 2
sorting were identified. To this end, the trajectories of ∼ 50 particles were
followed for each combination of flow rate and driving voltage. The process
was repeated using two particle sizes (ap = 5 µm and 2.5 µm) in two devices
with main channel heights of H = 180 µm and H = 250 µm. Note that to avoid
confusion, separate experiments were carried out for each of the two particle
sizes. By also measuring particle speeds as they approached the bubble, we
could identify the critical s values at which the sorting transitions occur; we
will call these values s1 and s2, respectively.
The results for the four test cases are presented in Fig. 3.3: The symbols
indicate the s values where approximately 50% of particles were deflected to
O2 (for s1) or trapped in the vortex (for s2); the error bars represent the range
of s values over which each sorting transition took place: from the largest
value for which ∼ 25% deflection or trapping occurred, to the smallest value
where sorting or trapping of ∼ 75% of particles is observed.
The results show good agreement with the sorting mechanism proposed
above. We see that despite changing the total flow rate (and thus the mean
Poiseuille velocity up), sorting transitions take place at close to constant s, as
predicted by (3.2) – (3.5). Note also that Mode 2 transitions consistently take
place over a smaller range of s values than Mode 1. This suggests that Mode
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Figure 3.3: s values at sorting transitions: (a) ap = 2.5 µm, H = 180 µm (b) ap = 5
µm, H = 180 µm (c) ap = 2.5 µm, H = 250 µm (d) ap = 5 µm, H = 250 µm. Ratio
of s values between Mode 1 and Mode 2 transitions (s1/s2) for (e) H = 180 µm and
(f) H = 250 µm.
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2 trapping would be more effective when separating particles that are not very
different in size.
Also of interest is the ratio of s values between Mode 1 and Mode 2 tran-
sitions (s1/s2); using the aforementioned equations, we predict that (s1/s2) =
2(1−∆Q/Q). Based on the measured values of ∆Q (see Eq. (2.8)), we com-
pare these predicted values with experiment in Fig. 3.3(e,f) and find them
to be in close agreement. In the narrower 180 µm channel, the ratios are es-
sentially indistinguishable from 2, since ∆Q is small. For the wider 250 µm
channel, this ratio becomes smaller as ∆Q increases, particularly for ap = 5
µm particles, for which sorting occurs at relatively large s values. The theory
captures this trend well.
We have thus shown that s = up/umax is a valuable predictor of the sorting,
which is under direct experimental control and can be changed both by varying
the transport flow rate Q and the piezoelectric driving voltage V . To make
more quantitative progress, we will outline the implications of the asymptotic
theory of steady streaming flow in Chapter 4.
3.3 3D flow effects on gap size
In section 3.2, we computed and compared s values for Mode 1 and Mode 2
sorting of ap = 2.5 µm and ap = 5 µm particles. However, we did not explicitly
compute the gap size dgap. This can be done fairly easily using Eq. (3.2).
Fig. 3.4(a) converts the measured s values from Fig. 3.3(b) into values of
dgap. The discrepancy between expected and computed gap sizes is striking.
Since the particles in question have radius ap = 5 µm, we would expect the
Mode 1 and Mode 2 sorting transitions to occur at gap sizes of roughly 10 µm
and 5 µm, respectively (assuming zero ∆Q). Instead, the average computed
dgap turn out to be 2.75 µm (27.5 % of expected value) and 1.54 µm (30.8 %
of expected value).
To verify these results, gap widths were measured experimentally using
high-speed videography. Stroboscopic videos (frame rate equal to bubble oscil-
lation frequency) were taken through a high-magnification lens, with ap = 0.5
µm particles being used as tracers. The depth of the lens’s focus plane was
adjusted in order to capture gap size at the center of the channel. Figs. 3.4(b)
and 3.4(c) show the results for s values at which ap = 5 µm particles reached
Mode 1 and Mode 2 sorting transitions. Note that these measured gap widths
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Figure 3.4: (a) Computed dgap at sorting mode transitions for ap = 5 µm particles
in 180 µm channel (b) Measured gap width at Mode 1 transition - 13.4 µm (c)
Measured gap width at Mode 2 transition - 5.1 µm
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are in fact slightly larger than the expected values of ap = 5 µm and ap = 2.5
µm.
Similar experimental gap size measurements were made for a wide range of
s. Fig. 3.5 compares these measured center gap widths to the corresponding
theoretical dgap. We find that while the measured and computed values are
proportional, the computed values are much smaller. On average, the ratio of
computed to measured values is 0.325.
This discrepancy can be explained by taking into account the 3D nature of
the flow. The use of (3.2) to calculate gap size implicitly assumes that (i) the
streaming speed is planar and uniform across the depth of the channel, and (ii)
that the net flow rate through the gap Q−∆Q is distributed uniformly through
the channel depth. The average gap size dgap computed using (3.2) may not
therefore adequately represent the flow experienced by the microparticles as
they flow past the bubble.
Further evidence that the gap width is not constant across the depth of
the channel is provided in Fig. 3.6, which shows streak images from videos
captured at two different focal planes. Fig. 3.6(a), in which the focal plane is
at the centre of the channel, contains a noticeably wider gap between bubble
surface and separatrix than Fig. 3.6(b), where the focal plane is close to the
bottom wall of the channel.
We will now relax the 2D assumption and consider a broader class of flow
superpositions between the streaming and Poiseuille flows of the form
~u = ~us + sβ~up, (3.6)
where we now allow ~us to contain non-zero axial gradients and velocity compo-
nents. This allows us to define more generally a z dependent gap size dgap(z)
as the minimum separation, over the azimuth θ, between the upstream vortex
and semi-cylindrical bubble interface, as a function of the axial coordinate z.
As a first approximation, we take into account the z variation of the
Poiseuille flow, but retain the 2D asymptotic solution for the streaming. This
is a relatively simple modification, and produces a quasi-2D flows of the
type ~u = {ux(x, y, z), uy(x, y, z), 0}. While such a superposition predicts that
dgap(z = 0) > dgap, it still under predicts the direct experimental measure-
ments of the gap width, as shown in figure 3.5(b).
We find, however, that even the introduction of weak axial streaming flow
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Figure 3.5: (a) Gap width as a function of z at s = 0.005, normalized by the mean
gap width dgap, showing that the 3D streaming theory predicts a wider gap compared
to 2D theory and that the maximum gap width occurs at z = 0. (b) Gap widths at
the mid-plane (z = 0) plotted against the mean estimated gap width dgap, showing
results from experiments, as well as from 2D and 3D theories of the streaming. The
dashed line corresponds to the prediction of the 3D theory for s  1. The peak
axial velocity component in the 3D theory is ≈ 0.25 the maximum in-plane velocity
umax (as measured in Marin et al. [20]) showing that even weak axial effects can
enhance the actual width of the gap compared to its mean value dgap.
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Figure 3.6: Streak image of particles passing through the bubble-vortex gap. The
focal plane is (a) at the center of the channel (z = 0 µm) (b) close to the bottom
wall (z = −50 µm).
components improves the agreement between the theory and experimental
measurements. To model these axial flows, we use a flow superposition of the
2D streaming and axial Stokes solutions, which results in a net 3D streaming
flow field [19, 20]. The modeling of the 3D streaming is described in greater
detail in Rallabandi et al. [19]. While the axial flow strength in the present
experiments is unknown, we assume in our model that the maximum axial
components of fluid velocity are ≈ 0.25umax, consistent with 3D experimental
measurements by [20]. Figure 3.5 shows that the introduction of axial flows in
the theory accurately captures experimental measurements of the gap width
at the mid-plane over a wide range of gap widths.
The justification that dgap(z = 0) is the relevant indicator for sorting stems
from two separate sources. First, the Poiseuille flow speed is fastest at z = 0,
so that a greater number of particles reach the bubble per unit time near
z = 0, compared with the region of the flow near z = ±d/2. Second, the 3D
streaming flow consists of axial flow components that drive fluid towards the
mid-plane near θ = 0 and θ = pi/2 and towards the walls of the channel near
θ = pi/2 (see Marin et al. [20] and Rallabandi et al. [19]). The flow becomes
focused toward z = 0 as it passes through the gap, which must therefore be
wider than the average gap width dgap in order to accommodate this flow rate.
The combination of the experimental measurements of gap widths and and the
theoretical results from the 3D flow model thus suggests that the maximum
gap width dgap(z = 0) replaces the mean gap width in the geometric model of
sorting, explaining the experimentally observed sorting transitions.
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Chapter 4
Comparison of experimental and
theoretical particle trajectories
Note: The theory discussed in this chapter was largely developed by Bhargav
Rallabandi. This author’s chief contribution was to collect experimental data
that could then be compared to theoretical results.
Previous publications by this research group have developed a description
of the steady component of streaming flow from a semicylindrical bubble [7,
18, 19]. Since we are here considering a combination of Poiseuille flow with
the aforementioned streaming flow, it is useful to define two kinds of Reynolds
numbers (i) Res ≡ usa/ν, corresponding to the fast streaming flow near the
bubble, and (ii) Rep ≡ upH/ν corresponding to flow gradients over the channel
height. Other works have shown [35, 36] that the streaming flow due to an
oscillating cylinder for Res . O(100) differs only slightly from the leading
order theory (Res → 0). For the range of driving parameters we explore in
our experiments, we find 0.3 . Res . 7, and that 0.05 . Rep . 0.3. Since
Rep is also always smaller than unity, we model the net flow, to leading order
in Reynolds number, as a linear superposition of streaming and Poiseuille flow
fields.
The unidirectional pressure-driven transport flow through a channel of rect-
angular cross section was given in Eq. (2.5) – however, this must be modi-
fied to account for the effect of the bubble protruding into the channel. We
first non-dimensionalize lengths by a, so that the dimensionless channel height
and depth are given by h ≡ H/a and d ≡ D/a, respectively. We can then
rewrite the velocity profile in Eq. (2.5) in a dimensionless form uˆx(y, z) of
unit mean speed. Since all experimental data was taken with the microsocope
focused on the channel mid-plane z = 0, we will first consider the combined
streaming-transport flow as approximately two-dimensional. This lets us de-
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fine an effective stream function for the Poiseuille flow in the mid-plane, given
by
ψ(0)p (x, y) =
∫ y
0
uˆx(y
′, 0) dy′. (4.1)
An iterative procedure is adopted to modify this solution to satisfy the
bubble boundary conditions (no-penetration and no-stress at the bubble in-
terface). Assuming that any modification resulting from the introduction of
the bubble at r = 1 is approximately 2D (small axial gradients), the flow
in the midplane is given, in the limit of small Res, by the following linear
modification.
ψ(j−1)p 7→ χ(j)p = ψ(j−1)p + ξ(j)b . (4.2)
The modification ξ
(j)
b must satisfy the Stokes equations (∇4ξ(j)b = 0), and
also no-slip boundary conditions at the wall where the bubble is positioned
(y = 0). Thus, ξ
(j)
b may be expressed as an expansion into no-slip Stokes
solutions, with coefficients chosen such that that both no penetration and no-
stress conditions are satisfied at the bubble surface. Further details on the
solution procedure for ξ
(j)
b can be found in [5].
The stream function thereby obtained satisfies the bubble boundary con-
ditions and those at the lower wall y = 0, but now introduces velocity compo-
nents of O(h−1) at the opposite wall y = h. This can be accommodated using
a second correction
χ(j)p 7→ ψ(j)p = χ(j)p + ξ(j)w , (4.3)
where ξ
(j)
w (x, y) is again a solution of the Stokes equations, this time chosen
such that the superposition χ
(j)
p +ξ
(j)
w satisfy wall boundary conditions exactly.
However, the boundary conditions at r = 1 are now violated. The combined
application of (4.2) and (4.3) completes one iteration ψ
(j−1)
p 7→ ψ(j)p and results
in a transport flow description that satisfies all boundary conditions to succes-
sively greater accuracy, with excellent convergence obtained typically within
two iterations for the h considered here.
The time averaged fluid velocity due to the streaming is 2D to first ap-
proximation and is confined to planes perpendicular to the bubble axis. The
stream function ψs describing the steady streaming flow is given analytically
in a half-space (h → ∞) at any driving frequency by a singularity expansion
[7, 18] . Using a procedure similar to that used for the transport flow (but
with opposite spatial symmetry), this solution is also modified for arbitrary
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channel height h (refer to Appendix A of Rallabandi et al. [19]).
The net two-dimensional flow satisfying both bubble and wall boundary
conditions is given by the superposition
ψ = ψs + sβψp, (4.4)
where β represents the dimensionless maximum speed (umax expressed in units
of us). The value of s therefore sets the relative strength between the streaming
and transport flows and is consistent with its definition in (2.4).
The motion of finite-sized microparticles is modeled by a passive advection
due to the flow (constant value of ψ) in regions where the separation between
the particle center and the bubble is greater than the particle radius, i.e.
r > 1 + ap. If the passive advection of the particle results in a violation of
this condition, the particle is displaced radially outward along constant θ to
a radial coordinate r = 1 + ap, and the passive advection is continued. This
ensures that the particle and bubble surfaces never penetrate each other, and
is consistent with the proposed geometric size-sorting mechanism depicted in
Fig. 3.2(c–e). Particle advection under a given flow field and initial conditions
are computed numerically using a fourth order Runge–Kutta scheme.
A comparison of theoretical predictions for particle transport with a set
of experimental conditions (frequency, voltage and flow rate) requires both a
determination of the theoretical flow field (equivalently a value of theoretical
s), as well as the initial particle positions resulting in the experimentally mea-
sured trajectories. For a fixed s, one may compute a set of (theoretical) stream
function values corresponding to experimentally measured particle positions
(xi, yi), given by ψ
expt
i ≡ ψ(xi, yi). For the same s and some initial conditions,
theoretical particle trajectories assume a set of ψ values as they pass through
the experimentally measured xi, denoted by ψ
theory
i . The error between the ex-
perimental and theoretical trajectories is quantified by the deviation between
the two sets of stream function values over all data points i and all particle
trajectories. The theoretical value of s (flow field) and initial conditions that
provide the best fit between the theory and experiment is obtained by the
global minimum over s and initial conditions of the error functional
E(s, IC) =
∑
i
(
1
ρi
ψtheoryi − ψexpti
ψtheoryi
)2
, (4.5)
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where ρi = ||~xi+1 − ~x||−1 is spatial density of experimental data points. The
factor 1/ρi permits a comparison between theory and experiment at a uniform
spatial weighting of the experimental data. The experimental data are col-
lected at a fixed frame rate, which yields a large number of data points far
away from the bubble (slow fluid speed) and fewer near the bubble (where the
flow is fastest). A high-speed camera was used to capture detailed trajectory
data for particles approaching the bubble, including their positions and veloc-
ities. These could then be compared with theoretical predictions. The global
miminum of E over s and initial particle positions corresponds to a best-fit
between experiment and theory, resulting in a theoretically predicted s value,
denoted by stheory.
Results of this optimization are presented in Fig. 4.1 for a driving frequency
of 20 kHz and a mean Poiseuille velocity up ≈ 1.3mm/s. We see that the
trajectories computed using the asymptotic theory are able to fit experimental
trajectories very well. We also find that the optimized stheory values generally
fall very close to the experimental sexpt values, which were found by measuring
maximum particle speeds near the bubble. This indicates that the theory is
able to predict not only trajectory shapes but also peak flow speeds.
We can thus conclude that the asymptotic theory is successfully modeling
particle motion in the bubble streaming flow. Of particular importance is the
fact that trajectories are well-modeled close to the bubble – this is the region
of most interest for sorting.
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Figure 4.1: Comparison of theoretical trajectories with experimentally measured
trajectories of 5 µm particles at f = 20 kHz, u¯p = 1333 µm/s, at four different
driving voltages. Distances x and y are normlaized by bubble radius. Open circles
are experimental points, while solid lines represent theoretical trajectories : (a) V =
0.4 V, sth = 0.1411, sexp = 0.1604; (b) V = 0.5 V, sth = 0.0666, sexp = 0.0641; (c)
V = 0.6 V, sth = 0.0382, sexp = 0.0375; (d) V = 0.7 V, sth = 0.0230, sexp = 0.0271.
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Chapter 5
Particle trajectories on oscillatory
time-scales
5.1 High-speed trajectories
In our discussion of particle behaviour near oscillating bubbles, we have thus
far restricted ourselves to looking at time-averaged trajectories over time scales
much longer than the period of bubble oscillation. This was done by sampling
at rates lower than the driving frequency. This simplification allowed us to
develop a working model for particle sorting in Chapter 3.
However, the flow near an oscillating bubble is in fact more complex, with
instantaneous particle velocity being determined both by the aforementioned
second-order streaming flow as well as the oscillatory flow caused by the motion
of the bubble surface. To capture this behaviour, high-speed videos were taken
of particles as they approached the bubble, at frame rates several times larger
than the bubble oscillation frequency.
Fig. 5.1 shows the changes in bubble shape over the course of a single
oscillation cycle. The driving frequency is 20 kHz and the sampling rate is
100,000 fps. Note that the nearby particle also changes position as the bubble
surface moves. A streak image of the complete trajectory followed by this
particle is seen in Fig. 5.2. It no longer follows the smooth path typically
seen in stroboscopic videos. Instead, the particle’s motion now includes both
azimuthal and radial components.
Plots of the particle’s trajectory and speed are given in Fig. 5.3(a,b). We
see that the particle performs several loops as it passes by the bubble, reaching
a maximum speed of 700,000 µm/s. Compare this to the smooth stroboscopic
trajectory in Fig. 5.3(c,d), which reaches a peak speed of 95,000 µm/s. This
tells us that the instantaneous oscillatory velocity is much larger than the
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Figure 5.1: Phases of a bubble oscillating at a frequency of 20 kHz (frame rate is
100,000 fps). The nearby particle has radius ap = 1 µm.
Figure 5.2: Streak image of particle seen in Fig. 5.1. f = 20 kHz, Frame rate =
100,000 fps. Total time period is 5 ms (500 frames).
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time-averaged streaming speed near the bubble. The ratio between the two is
of order O(1/), as expected from theory.
Another point of interest is the fact that the particle does not ever make
physical contact with the bubble surface. Fig. 5.1 shows the particle near its
closest approach to the bubble, and there is still a visible gap between the two
at all five captured phases. This absence of direct contact is consistently seen
for particles of other sizes also. This is in contradiction to the sorting model
developed in Chapter 3, which proposes that the deflection of large particles
is caused by steric interaction between the bubble and particle surfaces.
Experiments were therefore conducted to help clarify the behaviour of dif-
ferently sized particles on oscillatory time scales. Particles of two sizes were
introduced simultaneously, with high-speed videos capturing their trajectories
as they passed by the oscillating bubble. This was repeated at multiple flow
rates and driving voltages. Fig. 5.4 shows the difference between ap = 1 µm
and ap = 2.5 µm particles at two different s values. In both cases, the larger
particle is deflected further away from the bubble, allowing it to eventually
reach a higher streamline. Similar differences are observed between ap = 2.5
µm and ap = 5 µm particles, as shown in Fig. 5.5.
In all cases, particles are gradually (over the course of at least several
oscillation cycles) deflected across streamlines without actually touching the
surface of the bubble – we must therefore conclude that there is some finite-
range force acting on particles near the bubble, as opposed to a hard core
repulsion requiring physical contact.
5.2 Simulation of particle trajectories using
Saffman lift
Having established that a non-contact force was needed to explain particle
deflection, we move on to an investigation of possible forces that might be
responsible. One candidate that was considered is Saffman lift [27], which
acts on small particles in a shear field and is perpendicular to the direction of
flow.The lift derives from inertial effects in the viscous flow around the particle,
and relies on a velocity difference between the particle and the surrounding
fluid. Importantly, the lift force is proportional to the square of the particle
diameter.
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Figure 5.3: Trajectory and speed of ap = 1 µm particle. f = 20 kHz, Frame rate
= 100,000 fps. (a,b) Full oscillatory trajectory, (c,d) Corresponding stroboscopic
trajectory captured by sampling video once every five frames.
Figure 5.4: Oscillatory trajectories of particles of two sizes (ap = 1 µm and ap = 2.5
µm) at a driving frequency of 20 kHz. (a) s ≈ 0.021 (b) s ≈ 0.013.
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Chong et al. [37] used Saffman lift to simulate the inertial particle trapping
in the streaming flow generated by a cylinder undergoing rectilinear oscillation.
They integrated the Maxey-Riley equation [28] with an additional term for
Saffman lift for the motion of a spherical particle, and found that the Faxe´n
correction terms first created a velocity difference between particle and fluid;
Saffman lift was then primarily responsible for inward motion and trapping.
We will now attempt to follow the same approach to simulate the motion of a
finite-size particle in the bubble streaming flow.
Adding the Saffman lift term to the Maxey-Riley equation with Faxe´n
corrections yields the following equation.
d ~Xp
dt
= ~vp
mp
d~vp
dt
= −6piρfνap
[
~vp(t)− ~u( ~Xp(t), t)− 1
6
a2p∇2~u( ~Xp(t), t)
]
+mf
D~u
Dt
∣∣∣∣
~Xp(t)
− 1
2
mf
(
d~vp
dt
− D~u
Dt
∣∣∣∣
~Xp(t)
− d
dt
[
1
10
a2p∇2~u( ~Xp(t), t)
])
− 6√piνa2pρf
∫ t
−∞
d/dτ
[
~vp(τ)− ~u( ~Xp(τ), τ)− 16a2p∇2~u( ~Xp(τ), τ)
]
√
t− τ dτ
+ 4Kρfa
2
p
√
(ν|G|) sgn(G)|~u− ~vp|nˆ
(5.1)
where
G = |~u− ~vp|−2
[
(ux − Vp,x)2 ∂ux
∂y
− (uy − Vp,y)2 ∂uy
∂x
− (ux − Vp,x)(uy − Vp,y)
(
∂ux
∂x
− ∂uy
∂y
)] (5.2)
and
nˆ = |~u− ~vp|−1 [−(uy − Vp,y)eˆx + (ux − Vp,x)eˆy] (5.3)
~Xp is the particle position, while ~vp and ~u are the particle and fluid velocity
(evaluated at ~Xp), respectively. mp and mf denote the mass of the particle
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and the fluid it displaces. G represents the coordinate-independent shear rate
at the particle position, and the Saffman constant K is 1.615 [38]. The density
and kinematic viscosity of the fluid are denoted by ρf and ν.
In Eq. (5.1), the terms on the right hand side represent, respectively, Stokes
drag, fluid acceleration force, added mass, Basset history force, and Saffman
lift. The terms containing the Laplacian ∇2~u are the Faxe´n corrections.
The operators d/dt and D/Dt denote time derivatives following particle
and fluid motion, respectively, and are defined as follows.
d~u
dt
=
∂~u
∂t
+ ~vp · ∇~u D~u
Dt
=
∂~u
∂t
+ ~u · ∇~u (5.4)
We make two simplifications to Eq. (5.1). Firstly, we will neglect the
Basset history force (fourth term on RHS), which describes the effect of the
diffusion of vorticity from the particle over the course of its travel. Calculating
this term is challenging, computationally expensive, and also rarely important
[39] and is therefore commonly neglected.
Secondly, since fluid and particle densities are matched in experiment, we
can assume mf = mp. Eq. (5.1) then becomes
d ~Xp
dt
= ~vp
3
2
mp
d~vp
dt
= −6piρfνap
[
~vp(t)− ~u( ~Xp(t), t)− 1
6
a2p∇2~u( ~Xp(t), t)
]
+
3
2
mp
D~u
Dt
∣∣∣∣
~Xp(t)
+
1
2
mp
d
dt
[
1
10
a2p∇2~u( ~Xp(t), t)
]
+ 4Kρfa
2
p
√
(ν|G|) sgn(G)|~u− ~vp|nˆ
(5.5)
The above equation can be solved by marching forward in time. Time
derivatives were discretized as follows.
∂α
∂t
=
α(tn)− α(tn−1)
∆t
(5.6)
where α is an arbitrary quantity. Spatial derivatives were evaluated using the
following finite difference approximations.
∂α
∂x
=
α(x+ ∆x)− α(x−∆x)
2∆x
(5.7)
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∂2α
∂2x
=
α(x+ ∆x)− 2α(x) + α(x−∆x)
∆x2
(5.8)
The background fluid velocity ~u(t) is taken from the asymptotic bubble
streaming theory. Note that we now include both streaming and oscillatory
velocity components.
For reference, Fig. 5.6 shows the simulated trajectory of a fluid element
that exactly follows the fluid velocity (i.e. ~vp = ~u) for bubble frequency f = 20
kHz and amplitude  = 0.1. Note that we are able to reproduce the loops found
in experimental trajectories (see Fig. 5.3(a)).
This could then be compared with Saffman lift simulations using finite-size
particles. A large number of simulations were carried out while varying particle
sizes and initial positions. This was initially done using explicit Euler time-
stepping; later, in order to increase stable time step and improve run time, a
fourth-order Adams-Bashforth method was implemented after verifying that
it did not change the results.
Fig. 5.7 shows simulated trajectories of two particles of 5 and 10 µm
diameter, respectively, for the same flow speed and initial conditions. The
size-dependent forces in Eq. (5.5) do not seem to be large enough to cause
significant size-dependent changes in particle trajectory.
This is verified by looking at the magnitude of the Saffman lift force acting
on these particles (refer to Fig. 5.8). Roughly speaking, this ranges between
±2× 10−10 N for the ap = 2.5µm particle and ±8× 10−10 N for the ap = 5µm
particle. Though the size-dependence here is clear, we will see in Chapter 6
that these forces are too small to account for the amount of particle deflection
observed in experiment. Note also that the forces in Fig. 5.8 vary on an
oscillatory time-scale. In a time-averaged sense, the net forces produced would
be even smaller.
We can therefore conclude that Saffman lift is not the primary force respon-
sible for the size sorting of particles. In Section 6.3, an alternative approach
based on lubrication is proposed and is shown to be much more effective in
modeling size-dependent particle behaviour.
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Figure 5.5: Oscillatory trajectories of particles of two sizes (ap = 2.5 µm and ap = 5
µm) at a driving frequency of 20 kHz, with s ≈ 0.024.
Figure 5.6: Simulated trajectory of a fluid element. f = 20 kHz and  = 0.1
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Figure 5.7: Simulated trajectory with same initial position for (a) ap = 2.5µm (b)
ap = 5µm. f = 20 kHz and  = 0.1
Figure 5.8: x- and y-components of Saffman lift force from simulated trajectories
seen in Fig. 5.7. (a,b) ap = 2.5µm (c,d) ap = 5µm.
41
Chapter 6
Experimental measurement of forces
on particles
6.1 Force measurement procedure
Thus far, we have seen evidence of size-dependent forces on particles only
indirectly, by observing qualitative differences in particle trajectories. In this
chapter, we develop a method of experimentally determining forces on particles
in the bubble streaming flow. This should provide further insight into the
origins of these forces.
It is impossible to directly measure the forces acting on particles from
videos. Instead, we approach the problem by comparing the paths followed
by particles of very different sizes. Fig. 6.1(a) shows a streak image from
a stroboscopic video of an ap = 2.5 µm particle amidst a large number of
ap = 0.5 µm particles. This image shows that there are significant differences
between the trajectories of the larger particle and the smaller ones. This is
particularly obvious in the region closest to the bubble surface, where the two
types of trajectories are clearly not parallel to each other.
We will now assume that size-dependent forces are negligible for the smaller
particles. The assumption is justified since the large particles we will consider
in this chapter (ap = 2.5 µm and ap = 5 µm) are several times larger than the
ap = 0.5 µm particles. This allows us to treat the stroboscopic trajectories of
the small particles as proxies for time-averaged streamlines.
There are several steps invovled in computing the forces on the large par-
ticles. First, we record trajectories of several (generally 4-6) small particles
and linearly interpolate between them to obtain a dense streamline field. The
procedure for this is as follows – for each point on a single small-particle tra-
jectory, we determine the nearest point on the neighbouring trajectory. The
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Figure 6.1: (a) Streak image of an ap = 2.5 µm particle amidst a large number of
ap = 0.5 µm particles, (b) diagram of large-particle streamline crossing.
points halfway between each such pair are connected to form an interpolated
trajectory. This is repeated several times for each small-particle track to ob-
tain a large number of interpolated streamlines spanning the entire region of
interest.
An example of this is shown in Fig. 6.2(a). Note that care is taken to only
use particles that are close to the center plane of the device (z = 0). This
ensures that we do not need to consider motion in the z-direction.
The larger particle follows a trajectory that intersects with many of our
interpolated streamlines. At any of these points of intersection, the large-
particle speed ~vp can be decomposed into components that are respectively
parallel and perpendicular to the streamline that is crossed – we will call these
v‖ and v⊥. v⊥ is the direct measure of the action of lift in these experiments.
If we assume that this velocity represents overdamped motion by Stokes drag,
we obtain an estimate for the lift force acting on the particle as
Fl = 6piµapv⊥ (6.1)
We define αc to be the angle of intersection between the streamline and
the large-particle trajectory. We can see from Fig. 6.1(b) that v⊥ = |~vp| sinαc.
Eq. (6.1) then becomes
Fl = 6piµap|~vp| sinαc (6.2)
The above equation can be applied to calculate a lift force at every point
of intersection. Note that this force acts perpendicular to the local streamline
direction.
The force measurement procedure is summarized as follows.
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• The trajectories of several ap = 0.5 µm particles are treated as stream-
lines and interpolated to build up a dense field of streamlines.
• The points and angles of intersection between streamlines and the large-
particle trajectory are identified.
• Normal force acting on the large particle is computed from Eq. (6.2).
The above procedure is carried out automatically using a Matlab script.
The results for a single ap = 5 µm particle are shown in Fig. 6.2.
This set of plots allows us to make a number of observations. Fig. 6.2(a)
makes clear that the particle is indeed crossing streamlines, since the stream-
lines it is closest to at entry to and exit from the field of view are different. We
also see that the particle experiences peak outward force (Fl,max ≈ 2 × 10−9
N) during the portion of the trajectory when it is closest to the bubble. How-
ever, the positions of peak force and peak speed do not coincide, since the
maximum angle of streamline intersection occurs slightly before the particle
reaches maximum speed.
6.2 Effects of streaming speed and particle size
In the previous section, we established a method for measuring time-averaged
forces (perpendicular to streamlines) on large particles. The next step was to
investigate the effect of parameters such as streaming speed, frequency and
particle size on these forces.
The experimental procedure described in Section 6.1 was carried out for a
large number of particles, while varying driving voltage and therefore stream-
ing speed. This was repeated for several frequencies and for two particle sizes
(ap = 5 µm and ap = 2.5 µm). Figs. 6.3(a) and 6.4(a) plot umax vs. Fl,max for
ap = 5 µm and ap = 2.5 µm particles, respectively.
These plots show that there is a linear relationship between streaming
speed and particle force within each frequency. This remains true for both
particle sizes. Importantly, these linear plots can be extrpolated back to the
origin – this needs to be the case, since we know that a zero streaming speed
must result in zero force. We also see that the umax vs. Fl,max plots have
significantly different slopes at different frequencies. This tells us that there
is some additional frequency-dependent factor affecting the force exterted on
particles in the streaming flow.
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Figure 6.2: Streamline crossing data for a ap = 5 µm particle at f = 22 kHz and
V = 0.8 V. (a) Large-particle trajectory and interpolated streamlines. (b) Angle of
intersection αc vs. angular position θ. (c) Points of intersection along large-particle
trajectory. Intersection angle is indicated by circle size. (d) Particle speed |~vp| vs.
θ. (e) Normal force Fl vs. θ.
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Figure 6.3: Peak forces experienced by ap = 5 µm particles at several driving
frequencies as a function of (a) umax (b) (af)
2 – see Eq. (6.4).
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Figure 6.4: Peak forces experienced by ap = 2.5 µm particles at several driving
frequencies as a function of (a) umax (b) (af)
2 – see Eq. (6.4).
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Further light is shed on this problem by comparing the positions of large
Fl to the angular dependence of bubble oscillation amplitude. The position of
the surface of the oscillating bubble can be stated as R(θ, t), i.e. a function
of both angular position θ and time t. In general, the amplitude of oscillation
of this surface varies as a function of θ. This is described in the following
equation.
A(θ) =
1
2
[Rmax(θ)−Rmin(θ)] (6.3)
where A is the local radial amplitude of surface oscillation. This amplitude was
measured for different driving frequencies by capturing high speed videos of the
bubble oscillation and using ImageJ’s built-in Sobel edge detection algorithm
to locate the bubble’s surface frame by frame. Plots of A(θ) are show in Figs.
6.5 a,c,e for driving frequencies of 20 kHz, 28 kHz and 40 kHz.
In the first of these plots we see that, at a frequency of 20 kHz, oscillation
amplitude remains relatively constant across the bubble surface, though there
is a slight peak close to the corner of the bubble. At higher frequencies, this
peak becomes more accentuated, with the oscillation amplitude near θ = pi/2
dropping sharply.
These plots of A(θ) can be compared with plots of particle force Fl vs. θ
at similar frequencies. These can be seen in Figs. 6.5 b,d,f. We find that at
a frequency of 22 kHz, the particle experiences high forces over a fairly wide
range of θ as it passes by the bubble. However, this range becomes smaller
and smaller as frequency is increased, mirroring the pattern seen in the plots
of bubble amplitude. This suggests that force exerted on particles is more
closely related to the oscillatory speed uosc (which, near the bubble, is directly
dictated by the speed of the bubble surface) than to the time-averaged steady
streaming speed.
It may therefore not be entirely appropriate to plot Fl vs. umax, as we
have done in Figs. 6.3(a) and 6.4(a). We could instead choose to plot force
against some term representing the oscillatory flow speed. One possibility is
af , which represents velocity amplitude of the bubble surface. Eq. (2.1) can
be rewritten to obtain
af =
√
usaf
2pi
=
√
umaxaf
2piβ
(6.4)
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Figure 6.5: (a,c,e) Radial amplitude A(θ) along the bubble surface for f = 20 kHz,
f = 28 kHz and f = 40 kHz, respectively. (b,d,f) Force Fl on an ap = 5 µm particle
vs. angular position θ for f = 22 kHz, f = 29 kHz and f = 39 kHz, respectively.
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In the above, the only unknown is the frequency-dependent constant β,
which is straightforward to measure experimentally. This involves a slight
modification of the procedure introduced in Section 2.2 to measure umax. In-
stead of taking a stroboscopic video, the recording frame rate is set at a very
slightly different value to the driving frequency, allowing us to capture the
bubble motion and thus estimate . Individual particle trajectories are unaf-
fected, allowing us to measure umax simultaneously. β can then be computed
as follows.
β =
umax
us
=
umax
2pi2af
(6.5)
This was done for streaming flows at several frequencies – the resultant
experimental β values are compared to theory in Fig. 6.6. Note that there are
two data points per frequency since videos were taken at two different driving
amplitudes for each frequency.
The experimental values show less variation with f than the theory pre-
dicts, but the magnitude of β is captured very well. Because of the deviations
from theoretical predictions, the experimental values of β were used in con-
junction with Eq. (6.4) to obtain af for each data point in Figs. 6.3(a) and
6.4(a).
In Figs. 6.3(b) and 6.4(b), we plot Fl against (af)
2. The exponent two
was chosen to ensure that data points within a single frequency would remain
linear, since umax ∝ 2. What we also find, however, is that the data points
at different frequencies collapse together, such that they could reasonably be
fit by a single line. This is the case for both ap = 5 µm and ap = 2.5 µm
particles. It therefore appears that the force on a particle scales quadratically
with the oscillatory flow speed.
Finally, note also that the slope of 6.3(b) is roughly four times as large as
that of 6.4(b). Since there is a ratio of two between the respective particle
sizes, this suggests that the force also scales quadratically with particle size.
This is verified by including all of the points from the aforementioned figures
in one plot of Fl,max vs. (afap)
2 (i.e. multiplying the x-axis by a2p). In Fig.
6.7, we see that the data points for the two particle sizes collapse together,
confirming that Fl,max ∝ a2p. Note that this result also provides a posteriori
confirmation of the validity of our use of ap = 0.5 µm particles as passive
tracers.
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Figure 6.6: Comparison of experimental and theoretical values of β.
Figure 6.7: Peak forces experienced by both ap = 5 µm and ap = 2.5 µm particles
vs. (afap)
2.
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6.3 Lubrication theory
We had previously discounted Saffman lift as being primarily responsible for
the deflection force on particles. More recently, this group has developed a
lubrication theory for a particle near a free surface that is much more effec-
tive in predicting the forces of Section 6.2. Please note that this theory was
developed by Bhargav Rallabandi, and we will here only give a brief outline
and comparison with experimental results. Details of the theory involved can
be found in Rallabandi and Hilgenfeldt [40].
The theory formally makes the approximation that H/ap  1 (thin lu-
brication layer), where H is the smallest separation between the particle and
bubble surfaces. It further assumes ab/H  1 (small advective inertia) and
that Re = O(1).
The lubrication equations are then used to compute the pressure field near
the particle – pressure plays the dominant role in determining the normal force
on the particle. The pressure field is used to derive the following expression
for the force on the particle.
Fz =
−3piρfνa2p
2
nˆb · (~vp − ~Ub)
H
nˆb (6.6)
where ρf and ν represent the fluid density and viscosity, respectively. ~vp is the
particle velocity, while ~Ub denotes the instantaneous velocity of the bubble in-
terface at the point corresponding to the minimum distance H between bubble
and particle. Finally, nˆb is the unit normal to the interface at that point.
Eq. (5.1) can be modified to include the above expression for force and
neglect Saffman lift, giving us the following equation.
mp
d~vp
dt
= mf
D~u
Dt
∣∣∣∣
~Xp(t)
− 1
2
mf
(
d~vp
dt
− D~u
Dt
∣∣∣∣
~Xp(t)
)
− 6piρfνap
[
~vp(t)− ~u( ~Xp(t), t)− 1
6
a2p∇2~u( ~Xp(t), t)
]
− 6√piνa2pρf
∫ t
−∞
d/dτ
[
~vp(τ)− ~u( ~Xp(τ), τ)− 16a2p∇2~u( ~Xp(τ), τ)
]
√
t− τ dτ
− 3piρfνa
2
p
2
nˆb · (~vp − ~Ub)
H
nˆb
(6.7)
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This was then used to simulate the trajectories of particles of several sizes,
at a number of streaming speeds. Note that at the time of writing, all simula-
tions have been performed at a single driving frequency of f = 20 kHz. Also,
the Basset history term in the above equation was neglected, as was previously
done in Chapter 5.
Since these simulations made use of the full oscillatory flow field, the com-
puted lift force was also oscillatory. To facilitate comparison with experiment,
the simulated oscillatory trajectories were decomposed into smooth strobo-
scopic trajectories – the time-averaged lift force was then computed as in
experiment, using the angle between streamlines and stroboscopic particle tra-
jectories.
Fig. 6.8 compares the peak force Fl,max computed from theory to those
previously measured experimentally. The results are very encouraging, with
the lubrication theory predicting force magnitudes very similar to those seen
in experiment. Importantly, the theory predicts that Fl,max scales linearly with
umax. This matches our experimental observations.
We can also validate the theory by checking the dependence of the force on
particle size. Fig. 6.9 plots the peak force computed for a number of particle
sizes at a single streaming speed. This plot shows that the force scales very
nearly quadratically with ap – once again, these are exactly the same results
seen in experiment.
We thus conclude that this newly developed theory can very effectively
model the forces on particles near the oscillating bubble surface, both in their
magnitudes as well as their dependence on parameters like streaming speed and
particle size. However, further simulations at a larger number of frequencies
are required in order to fully validate the theory against experimental results.
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Figure 6.8: Theoretical forces on ap = 5 µm particles at f = 20 kHz. These are
compared to experimental results at f = 20 kHz and f = 22 kHz.
Figure 6.9: Theoretical forces on particles as a function of ap, with f = 20 kHz and
umax = 68000 µm/s. The dashed line is quadratic in ap.
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Chapter 7
Conclusions
In this work, we have attempted a quantitative analysis of size-selective sorting
of particles in bubble streaming flows. We have demonstrated that the steady
streaming flow generated by an ultrasonically driven semicylindrical microbub-
ble can be combined with a Poiseuille flow carrying microparticles to achieve
effective size-sensitive sorting. This method promises higher throughput than
most passive sorters – though the flow is still focused through a narrow gap,
the boundary conditions at the bubble surface ensure very high flow speeds
though this region. Additionally, our devices are highly controllable, since flow
fields can be reshaped easily by varying the driving voltage or channel flow
rate.
We have combined our theoretical knowledge of bubble streaming with
experimental observations to develop a simple geometric explanation for the
sorting mechanism that depends on the inability of particles to penetrate the
bubble as they pass through a narrow gap near its surface. Experimental
results have shown that the width of this gap plays a key role in determining
the sorting properties of the device. We have also shown that asymptotic
theory quantitatively describes the sorting results seen in experiment, once
three-dimensional flow effects driven by the axial confinement of the bubble
are taken into account.
While the above geometric sorting mechanism can successfully predict sort-
ing transitions, it nonetheless suffers from certain shortcomings. These include
its inability to model continuous rather than abrupt sorting transitions, and
its failure to predict the sorting of very small particles. In the second half of
this work, we studied the behaviour of particles near the bubble surface on os-
cillatory time scales in order to gain further insight into the forces responsible
for their sorting. Quantitative estimates of lift forces were made by comparing
the trajectories of large and small particles. Ultimately, we found that these
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forces scale quadratically with oscillatory flow speed and particle size. We also
confirmed that the lift forces are highly localized, acting on very short time
scales (on the order of 1 ms). Finally, a lubrication theory was proposed for a
particle near a moving free surface – this theory effectively predicts both the
magnitude of the force acting on a particle near the bubble surface and its
dependence on streaming speed and particle size.
The study of streaming flows offers much scope for further work. Our re-
search group has already begun work on applying streaming in a wider variety
of contexts. This includes studies on the behaviour of cells and bacteria (in-
cluding red blood cells, archaeal cells and E. coli) in bubble streaming flows
in order to help understand the effects of particle non-sphericity, motility and
deformability. Experiments have also been performed to characterize the re-
sponse of droplets oscillating bubbles. More recently, we have attempted the
replacement of the bubble itself by an oscillating wire tip. Meanwhile, our
collaborators have made considerable progress in modelling the growth and
shrinkage of microbubbles in PDMS devices [41]. Such research offers great
promise, both in furthering our fundamental understanding of streaming flows
and in applying them to solve practical problems.
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