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We study the scattering of a long longitudinal radiating bulk strain solitary wave in the delaminated area
of a two-layered elastic structure with soft (‘imperfect’) bonding between the layers within the scope of the
coupled Boussinesq equations. The direct numerical modelling of this and similar problems is challenging
and has natural limitations. We develop a semi-analytical approach, based on the use of several matched
asymptotic multiple-scale expansions and averaging with respect to the fast space variable, leading to the
coupled Ostrovsky equations in bonded regions and uncoupled Korteweg-de Vries equations in the delaminated
region. We show that the semi-analytical approach agrees well with direct numerical simulations and use it
to study the nonlinear dynamics and scattering of the radiating solitary wave in a wide range of bi-layers
with delamination. The results indicate that radiating solitary waves could help us to control the integrity
of layered structures with imperfect interfaces.
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Long longitudinal bulk strain solitary waves
observed in elastic waveguides, such as rods,
bars, plates and shells, can be modelled with
Boussinesq-type equations. Radiating solitary
waves, that is solitary waves radiating a co-
propagating one-sided oscillatory tail, emerge in
layered elastic waveguides with soft (‘imperfect’)
bonding between the layers. In this paper we
study the scattering of a radiating solitary wave
in delaminated areas of imperfectly bonded bi-
layers within the scope of the coupled Boussinesq
equations. We develop direct and semi-analytical
numerical approaches and demonstrate that radi-
ating solitary waves undergo changes which could
be used to control the quality of the interfaces.
I. Introduction
The discovery of solitons as extremely stable localised
coherent structures1 is intrinsically linked with the dis-
covery of the Inverse Scattering Transform (IST) for the
Korteweg-de Vries (KdV) equation - the method for the
solution of a large class of initial-value problems on the
infinite line.2 The latter has shown that solitons, when
present, constitute the main part of the long-time asymp-
totics of initial-value problems for localised initial data,
and this is the reason why solitons proved to be a very
important part of the physical world we live in, across all
scales.3–6
Initially developed as a purely analytical technique,7,8
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in recent years the IST formed the basis for the devel-
opment of efficient numerical approaches to the analysis
of nonlinear problems, most notably within the frame-
work of another famous integrable model, the Nonlinear
Schro¨dinger (NLS) equation.8–10 An efficient IST-based
numerical approach to solving the KdV equation was also
developed.11
Recently, the method has found a new application in our
studies of the scattering of long longitudinal bulk strain
solitons in a symmetric perfectly bonded layered bar with
delamination.12,13 This condensed matter problem can
be viewed as an analogue to the fluid mechanics problem
of calculating the reflected and transmitted waves when
a surface or internal soliton passes through an area of
rapid depth variation.14–18 The theoretical predictions12
agreed well with experimental studies,19 and were also
confirmed by numerical simulations.13 Long longitudi-
nal bulk strain solitary waves were experimentally ob-
served in various elastic waveguides, including rods, bars,
plates and shells, and modelled using Boussinesq-type
equations.6,19–21 The exceptional stability of bulk strain
solitons20,22,23 makes them an attractive candidate for
the introscopy of layered structures, in addition to the
existing methods.24,25
The dynamical behaviour of layered structures depends
not only on the properties of the bulk material, but also
on the type of the bonding between the layers. In par-
ticular, if the materials of the layers have similar prop-
erties and the bonding between the layers is sufficiently
soft (‘imperfect bonding’), then the bulk strain soliton is
replaced with a radiating solitary wave, a solitary wave
with a co-propagating oscillatory tail.26 The radiating
strain solitary wave has recently been observed in labo-
ratory experiments.24 More generally, experimental stud-
ies of the excitation of the resonant radiation by localised
waves have been a prominent theme in nonlinear optics
and a number of other physical settings, see, for example,
the reviews27,28 and the references therein.
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2Indeed it was shown, within the framework of a complex
lattice model, that long nonlinear longitudinal bulk strain
waves in a bi-layer with a sufficiently soft bonding can be
modelled with a system of coupled regularised Boussinesq
(cRB) equations26 (in non-dimensional and scaled form):
ftt − fxx = 1
2
(f2)xx + fttxx − δ(f − g) ,
gtt − c2gxx = 1
2
α(g2)xx + βgttxx + γ(f − g) . (1)
Here, f and g denote the longitudinal strains in the lay-
ers, while the coefficients c, α, β, δ, γ are defined by the
physical and geometrical parameters of the problem26
(see Section II for details).
In the symmetric case (c = α = β = 1) system (1) admits
the reduction g = f , where f satisfies the equation
ftt − fxx = 1
2
(f2)xx + fttxx . (2)
The Boussinesq equation (2) has particular solitary wave
solutions: f = 3(v2 − 1) sech2
(
x− vt
Λ
)
, Λ =
2v√
v2 − 1 ,
where v is the speed of the wave. However, in the system
of cRB equations (1), when the characteristic speeds of
the linear waves in the layers are close (i.e. c is close to
1), these pure solitary wave solutions are replaced with
radiating solitary waves,26,29 that is solitary waves ra-
diating a co-propagating one-sided oscillatory tail.30–32
Figure 1 illustrates the pure solitary wave solutions of
system (1) with δ = γ = 0 (for a fixed value of v),
and subsequent evolution of this initial condition into
a radiating solitary wave. Radiating solitary waves have
been extensively studied in the context of perturbed KdV
equations, coupled KdV systems, perturbed NLS equa-
tions, and coupled NLS systems.33–39 The radiating soli-
tary waves emerge due to a resonance between a solitary
wave and some linear wave, which can be deduced from
the analysis of the relevant linear dispersion relation.
When considering the linear dispersion relation for the
system (1), it is assumed that the coefficients in (1) are
perturbed compared to the symmetric case, but remain
positive.26 The dispersion relation has the form
[k2(1−p2)−k4p2+δ][k2(c2−p2)−βk4p2+γ] = γδ, (3)
where k is the wavenumber and p is the phase speed. A
typical plot of (3) is shown in Figure 2. A significant dif-
ference with the linear dispersion curve of the reduction
(2) is the appearance of the second branch, remaining
above the first branch for all k, and going to infinity as
k → 0, while approaching zero as k →∞. The pure soli-
tary waves of the single Boussinesq equation (2) arise as
a bifurcation from wavenumber k = 0 of the linear wave
spectrum, when there is no possible resonance between
the speed v of the solitary wave and the phase speed p of
some linear wave. Radiating solitary waves arise in the
case when there is a possible resonance for some finite
non-zero value of k. For example, a possible resonance is
shown in Figure 2 for v = p = 1.3.
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FIG. 1: Typical generation of radiating solitary waves in
system (1), from pure solitary wave initial conditions, for f
(solid line) and g (dashed line). Here c = 1.05, α = β = 1.05.
(a) Initial condition at t = 0: pure solitary wave solution
with δ = γ = 0 and v = 1.3. (b) Radiating solitary wave
solution with δ = γ = 0.01 at t = 400.
The aim of this paper is to study the scattering of this
type of solitary wave in delaminated areas of imperfectly
bonded layered structures (see Figure 3). We develop a
semi-analytical approach which leads to coupled Ostro-
vsky equations in bonded regions of a bi-layer, and to un-
coupled Korteweg-de Vries equations in the delaminated
area. The Ostrovsky equation was originally derived to
describe long surface and internal waves in a rotating
ocean,40,41 but recently it transpired that the equation,
as well as the coupled Ostrovsky equations, can also de-
scribe nonlinear strain waves in layered elastic waveg-
uides with soft interfaces.29 We also develop a direct
numerical approach and verify that the semi-analytical
method produces the correct results in the cases where
we can use both methods. However the direct numeri-
cal simulations are expensive, therefore we then use our
semi-analytical method to study the scattering of radiat-
ing solitary waves in a wide range of complex imperfectly
bonded bi-layers with delamination, giving an elaborate
description of the possible dynamical effects.
3p = 1.3 and corresponding value k = 0.171
FIG. 2: Two branches of the linear dispersion curve of
system (1) for c = 1.05, α = β = 1.05, δ = γ = 0.01 and a
resonance for p = 1.3 (horizontal line).
The paper is organised as follows. In Section II we
state the problem formulation for the generation and the
scattering of a radiating solitary wave in an imperfectly
bonded bi-layer with delamination. In Section III we de-
velop a weakly nonlinear solution of this scattering prob-
lem and discuss the related semi-analytical approach. In
Section IV, in a case study, we compare the results ob-
tained using the semi-analytical approach with the re-
sults of direct numerical simulations, and show that the
results are in good agreement. We then continue to use
the semi-analytical approach to study the scattering of
radiating solitary waves for a wide range of configurations
of the complex structure. We summarise our findings and
discuss the results in Section V.
II. Problem Formulation
x < xa x > xbxa < x < xb
O
z
y
x
FIG. 3: Bi-layer with two homogeneous layers for
x < xa, a bonded two-layered section for xa < x < xb
and a delaminated section for x > xb.
We consider the generation and the scattering of a
long radiating solitary wave in a two-layered imperfectly
bonded bi-layer with delamination, shown in Figure 3.
The model is inspired by the experimental setup.24 Two
identical homogeneous layers (the section on the left) are
‘glued’ to a two-layered structure with soft bonding be-
tween its layers (in the middle), followed with a delam-
inated section (on the right). The materials in the bi-
layer are assumed to have close properties, leading to
the generation of a radiating solitary wave in the bonded
section.26 We study the scattering of this wave by the
subsequent delaminated region.
The mathematical problem formulation consists of the
following sets of scaled regularised non-dimensional
equations in the respective sections of the complex
waveguide:12,13,26
u
(1)
tt − u(1)xx = 
[
−12u(1)x u(1)xx + 2u(1)ttxx
]
,
w
(1)
tt − w(1)xx = 
[
−12w(1)x w(1)xx + 2w(1)ttxx
]
(4)
for x < xa;
u
(2)
tt − u(2)xx = 
[
−12u(2)x u(2)xx + 2u(2)ttxx
− δ
(
u(2) − w(2)
)]
,
w
(2)
tt − c2w(2)xx = 
[
−12αw(2)x w(2)xx + 2βw(2)ttxx
+ γ
(
u(2) − w(2)
)]
(5)
for xa < x < xb; and
u
(3)
tt − u(3)xx = 
[
−12u(3)x u(3)xx + 2u(3)ttxx
]
,
w
(3)
tt − c2w(3)xx = 
[
−12αw(3)x w(3)xx + 2βw(3)ttxx
]
(6)
for x > xb. Here, the functions u
(i)(x, t) and w(i)(x, t)
describe longitudinal displacements in the ‘top’ and ‘bot-
tom’ layers of the three sections of the waveguide, respec-
tively. The values of the constants α, β and c depend
on the physical and geometrical properties of the waveg-
uide, while the constants δ and γ depend on the proper-
ties of the soft bonding layer, and  is a small amplitude
parameter.26
These equations are complemented with continuity con-
ditions at the interfaces between the sections: continuity
of longitudinal displacement
u(1)|x=xa = u(2)|x=xa , w(1)|x=xa = w(2)|x=xa ; (7)
u(2)|x=xb = u(3)|x=xb , w(2)|x=xb = w(3)|x=xb ; (8)
and continuity of normal stress
u(1)x + 
[
−6
(
u(1)x
)2
+ 2u
(1)
ttx
]∣∣∣∣
x=xa
=
u(2)x + 
[
−6
(
u(2)x
)2
+ 2u
(2)
ttx
]∣∣∣∣
x=xa
,
w(1)x + 
[
−6
(
w(1)x
)2
+ 2w
(1)
ttx
]∣∣∣∣
x=xa
=
c2w(2)x + 
[
−6α
(
w(2)x
)2
+ 2βw
(2)
ttx
]∣∣∣∣
x=xa
; (9)
4and
u(2)x + 
[
−6
(
u(2)x
)2
+ 2u
(2)
ttx
]∣∣∣∣
x=xb
=
u(3)x + 
[
−6
(
u(3)x
)2
+ 2u
(3)
ttx
]∣∣∣∣
x=xb
,
c2w(2)x + 
[
−6α
(
w(2)x
)2
+ 2βw
(2)
ttx
]∣∣∣∣
x=xb
=
c2w(3)x + 
[
−6α
(
w(3)x
)2
+ 2βw
(3)
ttx
]∣∣∣∣
x=xb
; (10)
as well as some natural initial and boundary conditions,
which will be imposed later.
III. Weakly Nonlinear Solution
Differentiating the governing equations with respect to x
and denoting f (i) = u
(i)
x and g(i) = w
(i)
x , we obtain the
equations ‘in strains’:
f
(1)
tt − f (1)xx = 
[
−6
(
f (1)
)2
+ 2f
(1)
tt
]
xx
,
g
(1)
tt − g(1)xx = 
[
−6
(
g(1)
)2
+ 2g
(1)
tt
]
xx
(11)
for x < xa;
f
(2)
tt − f (2)xx = 
[
−6
(
f (2)
)2
+ 2f
(2)
tt
]
xx
− δ
(
f (2) − g(2)
)
,
g
(2)
tt − c2g(2)xx = 
[
−6α
(
g(2)
)2
+ 2βg
(2)
tt
]
xx
+ γ
(
f (2) − g(2)
)
(12)
for xa < x < xb; and
f
(3)
tt − f (3)xx = 
[
−6
(
f (3)
)2
+ 2f
(3)
tt
]
xx
,
g
(3)
tt − c2g(3)xx = 
[
−6α
(
g(3)
)2
+ 2βg
(3)
tt
]
xx
(13)
for x > xb.
To find the weakly nonlinear solution of the complicated
scattering problem we consider the equations (11) - (13).
We use several asymptotic multiple-scale expansions, and
develop a space-averaging method instead of the time-
averaging method used for the homogeneous initial-value
problem.29 All functions present in our expansions and
their derivatives are assumed to be bounded and suffi-
ciently rapidly decaying at infinity (these assumptions
agree with our numerical simulations).
In the regions where the behaviour is governed by uncou-
pled regularised Boussinesq equations, the previous work
shows that to leading order the weakly nonlinear solu-
tion is described by the appropriate KdV equations.12,13
Therefore, we will omit the majority of the derivation
in these regions and instead focus on the coupled reg-
ularised Boussinesq equations in (12). Finally we will
use the continuity conditions (7) - (10) to obtain ‘initial
conditions’ for the derived leading order equations.
A. First Region: two homogeneous layers
In the first region, the equation is identical in both homo-
geneous layers and therefore we assume the same incident
wave in both, and consider asymptotic multiple-scale ex-
pansions of the type
f (1) = I (ξ,X) +R(1) (η,X) + P (1) (ξ, η,X) +O (2) ,
g(1) = I (ξ,X) +G(1) (η,X) + Q(1) (ξ, η,X) +O (2) ,
where the characteristic variables are given by ξ = x− t,
η = x + t, and the slow variable X = x. Here, the
functions I and R(1), G(1) represent the leading order
incident and reflected waves respectively and P (1), Q(1)
are the higher order corrections. Substituting the asymp-
totic expansion into the first equation in (11), the system
is satisfied at leading order, while at O () we have
− 2P (1)ξη = (IX − 6IIξ + Iξξξ)ξ +
(
R
(1)
X − 6R(1)R(1)η
+ R(1)ηηη
)
η
− 6
(
2IξR
(1)
η +R
(1)
ηη I + IξξR
(1)
)
, (14)
and a similar equation can be obtained for the second
layer. We average equation (14) with respect to the fast
space variable x using lim
χ→−∞
1
xa − χ
∫ xa
χ
. . . dx, in the
reference frame moving with the linear speed of right-
and left-propagating waves (at constant ξ or η). As-
suming that all functions and their derivatives remain
bounded (in order to avoid secular terms in asymptotic
expansions) and decay sufficiently rapidly at infinity we
have, for example at constant ξ,
lim
χ→−∞
1
xa − χ
xa∫
χ
P
(1)
ξη dx = limχ→−∞
1
2(xa − χ)
2xa−ξ∫
2χ−ξ
P
(1)
ξη dη
= lim
χ→−∞
1
2(xa − χ)
[
P
(1)
ξ
]2xa−ξ
2χ−ξ
= 0. (15)
The same result can be obtained for P (1) at constant η.
Therefore, we can average (14) at constant ξ to obtain
(IX − 6IIξ + Iξξξ)ξ = 0. (16)
Similarly, averaging (14) with respect to x at constant η
gives (
R
(1)
X − 6R(1)R(1)η +R(1)ηηη
)
η
= 0. (17)
In each case, we can integrate with respect to the relevant
characteristic variable and, recalling that there are no
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waves at infinity, we obtain
IX − 6IIξ + Iξξξ = 0, (18)
R
(1)
X − 6R(1)R(1)η +R(1)ηηη = 0. (19)
Substituting (18) and (19) into (14) and integrating with
respect to the characteristic variables, we obtain an ex-
pression for P (1) of the form
P (1) = 3
(
2IR(1) +R(1)η
∫
I dξ + Iξ
∫
R(1) dη
)
+ φ
(1)
1 (ξ,X) + ψ
(1)
1 (η,X) , (20)
where φ
(1)
1 , ψ
(1)
1 are arbitrary functions.
Similarly, we obtain the equations
G
(1)
X − 6G(1)G(1)η +G(1)ηηη = 0, (21)
Q(1) = 3
(
2IG(1) +G(1)η
∫
I dξ + Iξ
∫
G(1) dη
)
+ φ
(1)
2 (ξ,X) + ψ
(1)
2 (η,X) , (22)
for the waves in the second layer, in addition to (18).
The first radiation condition requires that the solution
to the problem should not change the incident wave.12,13
For the case of an incident solitary wave this implies that
φ
(1)
1 = 0 and φ
(1)
2 = 0.
B. Second region: bi-layer with soft bonding
We assume that the layers have close properties, so that
c−1 = O (). In this case the cRB equations admit solu-
tions in the form of radiating solitary waves.26,29 Thus,
we assume that
c− 1 = O () ⇒ c
2 − 1

= O (1) ,
and therefore we can make the rearrangement
g
(2)
tt − g(2)xx = 
[
−6α
(
g(2)
)2
+ 2βg
(2)
tt +
c2 − 1

g(2)
]
xx
+ γ
(
f (2) − g(2)
)
. (23)
This allows us to use one set of characteristic variables
for f (2) and g(2). Let us assume that there is a weakly
nonlinear solution to (12) of the form
f (2) = T (2) (ξ,X) +R(2) (η,X) + P (2) (ξ, η,X) +O (2) ,
g(2) = S(2) (ξ,X) +G(2) (η,X) + Q(2) (ξ, η,X) +O (2) .
The characteristic variables ξ, η and X are the same as
before, T (2) and S(2) represent the transmitted waves in
the second section of the bar, where T is for the top layer
and S is for the bottom layer. Similarly, R(2) and G(2)
are the reflected waves, and the higher order corrections
in this section are given by P (2) and Q(2), for the top and
bottom layers respectively.
The solution is considered over the period of time un-
til the waves reflected from the boundary x = xb, be-
tween the second and the third region, reach the bound-
ary x = xa, between the first and the second region.
Moreover, the boundary x = xb is assumed to be suffi-
ciently far away from the boundary x = xa, allowing us
to use the averaging lim
xb→∞
1
xb − xa
∫ xb
xa
. . . dx. Substitut-
ing the asymptotic expansion into the equation for f (2)
in (12) the equation is satisfied at leading order, while at
O () we have
− 2P (2)ξη =
(
T
(2)
X − 6T (2)T (2)ξ + T (2)ξξξ
)
ξ
+
(
R
(2)
X − 6R(2)R(2)η
+ R(2)ηηη
)
η
− 6
(
2T
(2)
ξ R
(2)
η + T
(2)R(2)ηη + T
(2)
ξξ R
(2)
)
− δ
2
(
T (2) − S(2) +R(2) −G(2)
)
. (24)
For the equation governing g(2) we have
− 2Q(2)ξη =
(
S
(2)
X +
c2 − 1
2
S
(2)
ξ − 6αS(2)S(2)ξ + βS(2)ξξξ
)
ξ
+
(
G
(2)
X +
c2 − 1
2
G(2)η − 6αG(2)G(2)η + βG(2)ηηη
)
η
− 6α
(
2S
(2)
ξ G
(2)
η + S
(2)G(2)ηη + S
(2)
ξξ G
(2)
)
+
γ
2
(
T (2) − S(2) +R(2) −G(2)
)
. (25)
We average equations (24) and (25) with respect to the
fast space variable x as defined earlier. In each case, we
average at constant ξ or η and note that P (2) and Q(2) are
both zero when averaged at either constant ξ or constant
η. Averaging (24) and (25) at constant ξ gives(
T
(2)
X − 6T (2)T (2)ξ + T (2)ξξξ
)
ξ
=
δ
2
(
T (2) − S(2)
)
, (26)(
S
(2)
X +
c2 − 1
2
S
(2)
ξ − 6αS(2)S(2)ξ + βS(2)ξξξ
)
ξ
=
γ
2
(
S(2) − T (2)
)
, (27)
and therefore (26) and (27) form a system of coupled Os-
trovsky equations.29 We note that the Ostrovsky equa-
tion was initially derived to describe long surface and in-
ternal waves in a rotating ocean.40,41 Coupled Ostrovsky
equations appear naturally in the description of nonlinear
waves in layered waveguides, both solid and fluid.29,42
Similarly, averaging (24) and (25) at constant η gives(
R
(2)
X − 6R(2)R(2)η +R(2)ηηη
)
η
=
δ
2
(
R(2) −G(2)
)
, (28)(
G
(2)
X +
c2 − 1
2
G(2)η − 6αG(2)G(2)η + βG(2)ηηη
)
η
=
γ
2
(
G(2) −R(2)
)
, (29)
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respectively. Therefore, to leading order, the transmitted
and reflected waves are described by two systems of cou-
pled Ostrovsky equations. This result is consistent with
the time-averaged derivation.29
Substituting (26) and (28) into (24) and integrating with
respect to the characteristic variables, we obtain
P (2) = 3
(
2T (2)R(2) +R(2)η
∫
T (2) dξ + T
(2)
ξ
∫
R(2) dη
)
+ φ
(2)
1 (ξ,X) + ψ
(2)
1 (η,X) , (30)
where φ
(2)
1 , ψ
(2)
1 are arbitrary functions.
Similarly, substituting (27) and (29) into (25) and inte-
grating with respect to the characteristic variables, we
obtain
Q(2) = 3α
(
2S(2)G(2) +G(2)η
∫
S(2) dξ + S
(2)
ξ
∫
G(2) dη
)
+ φ
(2)
2 (ξ,X) + ψ
(2)
2 (η,X) , (31)
where φ
(2)
2 , ψ
(2)
2 are arbitrary functions.
C. Third region: delamination
We now consider the third region, where the same bi-
layered waveguide does not have a bonding layer, mod-
elling delamination. The motion in this region is gov-
erned by two uncoupled regularised Boussinesq equa-
tions, but with differing coefficients in each layer. We
look for a weakly nonlinear solution to (13) of the form
f (3) = T (3) (ξ,X) + P (3) (ξ, η,X) +O (2) ,
g(3) = S(3) (ν,X) + Q(3) (ν, ζ,X) +O (2) ,
where we now use two sets of characteristic variables ξ =
x − t, η = x + t, and ν = x − ct, ζ = x + ct, while
X = x. Substituting this into system (13) the equation
is satisfied at leading order, while at O () we have
−2P (3)ξη =
(
T
(3)
X − 6T (3)T (3)ξ + T (3)ξξξ
)
ξ
, (32)
−2Q(3)νζ =
(
S
(3)
X − 6
α
c2
S(3)S(3)ν + βS
(3)
ννν
)
ν
. (33)
We define the averaging in this region as
lim
χ→∞
1
χ− xb
∫ χ
xb
. . . dx. Averaging at constant ξ
and ν and integrating with respect to the appropriate
characteristic variable, we obtain two KdV equations of
the form
T
(3)
X − 6T (3)T (3)ξ + T (3)ξξξ = 0, (34)
S
(3)
X − 6
α
c2
S(3)S(3)ν + βS
(3)
ννν = 0. (35)
Substituting the results for (34) into (32) and integrating
with respect to the characteristic variables, we obtain
P (3) = φ
(3)
1 (ξ,X) + ψ
(3)
1 (η,X) , (36)
where φ
(3)
1 , ψ
(3)
1 are arbitrary functions. The second radi-
ation condition states that if the incident wave is right-
propagating, then there should be no left-propagating
waves in the transmitted wave field.12,13 Thus, ψ
(3)
1 = 0.
Similarly, substituting (35) into (33) and integrating with
respect to the characteristic variables, we obtain
Q(3) = φ
(3)
2 (ν,X) + ψ
(3)
2 (ζ,X) , (37)
where φ
(3)
2 , ψ
(3)
2 are arbitrary functions. By the same
argument as above ψ
(3)
2 = 0.
D. Matching at boundaries: continuity conditions
In order to find ‘initial conditions’ for the equations de-
rived by the averaging, we collect the expressions for the
weakly nonlinear solutions and substitute them into the
continuity conditions (7) - (10).
We first consider the continuity conditions for displace-
ments for the time interval when the waves have not yet
reached the third region. The displacement at negative
infinity is assumed to be constant. Differentiating the
continuity conditions (7) with respect to time at x = xa,
and recalling that f (i) = u
(i)
x , g(i) = w
(i)
x , we obtain the
following conditions in terms of the strain rates:∫ xa
−∞
f
(1)
t dx = −
∫ xb
xa
f
(2)
t dx, (38)∫ xa
−∞
g
(1)
t dx = −
∫ xb
xa
g
(2)
t dx. (39)
Substituting the weakly nonlinear solutions obtained in
Section III into (38) and noting that the reflected waves
R(2) and G(2) in the second section are not yet present,
we obtain at leading order∫ xa
−∞
(Iξ −R(1)η ) dx = −
∫ xb
xa
T
(2)
ξ dx. (40)
We can integrate to obtain an expression at x = xa by
noting that integration with respect to x can be reduced
to integration with respect to the characteristic variable,
as x appears linearly in the expressions for the character-
istic variables. By the assumption that the strain waves
are localised in the first two regions, when evaluated at
either x = −∞ or x = xb the expression will be zero.
Therefore, from (40) we obtain
I|x=xa −R(1)|x=xa = T (2)|x=xa . (41)
Similarly, from (39) we obtain
I|x=xa −G(1)|x=xa = cS(2)|x=xa . (42)
Next, we consider the continuity conditions for displace-
ments for the time interval when the localised strain
waves are present in all three regions, but the waves re-
flected from the boundary x = xb between the second
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and the third region have not yet reached the boundary
x = xa between the first and the second region. The
displacement at positive infinity is assumed to be equal
to zero (the waves propagate into the unperturbed me-
dia). Differentiating the continuity conditions (8) with
respect to time at x = xb, and recalling that f
(i) = u
(i)
x ,
g(i) = w
(i)
x , we obtain the following conditions in terms
of the strain rates:∫ xb
xa
f
(2)
t dx = −
∫ ∞
xb
f
(3)
t dx, (43)∫ xb
xa
g
(2)
t dx = −
∫ ∞
xb
g
(3)
t dx. (44)
Then, similarly to the previous considerations, we obtain
T (2)|x=xb −R(2)|x=xb = T (3)|x=xb , (45)
cS(2)|x=xb − cG(2)|x=xb = cS(3)|x=xb . (46)
We now make use of the continuity conditions for normal
stress and, substituting the relevant weakly nonlinear so-
lution into (9) (noting that u
(i)
x = f (i) and w
(i)
x = g(i))
we obtain to leading order
I|x=xa +R(1)|x=xa = T (2)|x=xa (47)
I|x=xa +G(1)|x=xa = c2S(2)|x=xa . (48)
Similarly, substituting the relevant weakly nonlinear so-
lutions into (10) we have, to leading order,
T (2)|x=xb +R(2)|x=xb = T (3)|x=xb (49)
c2S(2)|x=xb + c2G(2)|x=xb = c2S(3)|x=xb . (50)
We can now find ‘initial conditions’ for the systems de-
scribing transmitted and reflected waves in each section
of the bar, expressed in terms of the given incident wave.
For the top layer we have
R(1)|x=xa = C(1)R I|x=xa , T (2)|x=xa = C(1)T I|x=xa ,
R(2)|x=xb = C(2)R T (2)|x=xb , T (3)|x=xb = C(2)T T (2)|x=xb ,
where C
(i)
R = 0 and C
(i)
T = 1 for all i.
Similarly for the bottom layer we have
G(1)|x=xa = D(1)R I|x=xa , S(2)|x=xa = D(1)T I|x=xa ,
G(2)|x=xb = D(2)R S(2)|x=xb , S(3)|x=xb = D(2)T S(2)|x=xb ,
whereD
(1)
R =
c− 1
c+ 1
, D
(1)
T =
2
c (1 + c)
, D
(2)
R = 0, D
(2)
T = 1.
These coefficients agree with previous work for a per-
fectly bonded waveguide12,13 and are intuitive, as we
would expect a wave to be, to leading order, wholly
transmitted when travelling along a layer of the same
material. If the value of c varies between sections of the
bar i.e. the material in a single layer varies across the
bar, then the coefficients should be calculated using the
respective values of c.
We note that the functions which remained undefined in
the higher order corrections can be found by consider-
ing higher order terms in the equations of motion and
the continuity conditions, similarly to the solution of the
initial-value problems.29,43 However, this is beyond the
scope of our present paper.
IV. Numerical modelling
In a case study we compare the results of the semi-
analytical numerical modelling, based on the leading or-
der terms of the weakly nonlinear solution of the previous
section, with the results of direct numerical simulations
for the problem (4) - (10). We also compare numerical
results with theoretical predictions for the amplitude of
the lead soliton in the delaminated region, made using
the IST. We solve the original Boussinesq equations us-
ing the finite-difference method described in Appendix A,
and the weakly nonlinear solution derived in Section III
using the pseudospectral method described in Appendix
B. For the finite-difference method, in all cases, we use
step sizes of ∆x = ∆t = 0.01 and, for the pseudospec-
tral method, we use ∆ξ = 0.3 (the same step size is used
for all characteristic variables) and ∆X = 0.001. In all
cases, we assume α = 1.05, β = 1.05, c = 1 + /2 and
 = 0.05.
We note that, similarly to the single Ostrovsky equation,
the coupled Ostrovsky equations (26) - (27) and (28) -
(29) imply zero mass constraints:∫ ∞
−∞
(T (2) − S(2))dξ = 0 and
∫ ∞
−∞
(R(2) −G(2))dη = 0.
Therefore we first use initial conditions for the incident
strain solitary wave which include a pedestal term,43 to
guarantee zero mass, and then show that for this class of
problems, one can also work with initial conditions in the
form of pure strain solitary waves, without the pedestal
terms. Indeed, in the latter case the zero mass constraints
are still approximately satisfied, by the nature of the so-
lutions of the problem, which we established in the direct
numerical simulations using the finite-difference method.
Thus, we use the following initial conditions for the dis-
placements in (4) (corresponding localised initial condi-
tions for the strains in (11) are given by the derivatives
of these functions)
u (x, 0) = A
[
tanh
( x
Λ
)
− 1
]
− Γ
[
tanh
(x+ x0
ΛS
)
+ tanh
(x− x0
ΛS
)
− 2
]
,
u (x, κ) = A
[
tanh
(x− κv
Λ
)
− 1
]
− Γ
[
tanh
(x+ x0 − κv
ΛS
)
+ tanh
(x− x0 − κv
ΛS
)
− 2
]
,
(51)
where we have A = − v
√
v2−1√
2
, Λ = 2
√
2v√
v2−1 and
Γ =
σA tanh
(
L
Λ
)
tanh
(
L+x0
ΛS
)
+ tanh
(
L−x0
ΛS
) ,
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σ can be zero or one, 2L is the length of the domain
used in the weakly nonlinear modelling, x0 is an arbi-
trary phase shift, κ = ∆t, and the corresponding strain
has zero mass (for σ = 1). The constant of integration is
chosen so that the waves propagate into an unperturbed
medium. The amplitude of the pedestal for the corre-
sponding strains can be reduced by increasing the value
of S. In all cases discussed here, S = 10 and we set
x0 = 0. For w(x, 0) and w(x, κ) we use the same expres-
sions. If the initial condition was not given by an explicit
analytic function, then we could deduce the second initial
condition for the scheme by taking the forward difference
approximation (simulations have shown that either case
is sufficiently accurate).
For the weakly nonlinear solutions we take the exact soli-
tary wave solution of the equation (18) governing the in-
cident wave, with the same pedestal term (differentiated
with respect to x) as used in (51),
I (ξ, 0) =A˜ sech2
(
ξ
Λ˜
)
− Γ˜
S
[
sech2
(
ξ + x0
Λ˜S
)
+ sech2
(
ξ − x0
Λ˜S
)]
, (52)
where A˜ = −v12 , Λ˜ = 2√v1 and
Γ˜ =
σA˜ tanh
(
L
Λ˜
)
tanh
(
L+x0
Λ˜S
)
+ tanh
(
L−x0
Λ˜S
) ,
where v1 is related to v by the approximate relation v =
1+v1+O
(
2
)
. For the initial conditions in other sections
of the bi-layer, we make use of the relations in Section
III D to obtain the initial conditions in terms of (52).
A. Solitons in the delaminated section
To obtain quantitative predictions for parameters of soli-
tons in the delaminated section we use the IST applied
to the KdV equations (34) and (35) derived in Section
III C. Firstly we recall that the solution of an initial-value
problem for the KdV equation
Uτ − 6UUχ + Uχχχ = 0, U |τ=0 = U0(χ) (53)
on the inifinite line, for a sufficiently rapidly decaying
initial condition U0(χ), is related to the spectral problem
for the Schro¨dinger equation
Ψχχ + [λ− U0 (χ)] Ψ = 0, (54)
where λ is the spectral parameter.2 In particular, param-
eters of solitons are defined by the discrete spectrum of
the equation (54). In our previous studies of the scat-
tering of an incident solitary wave in the delaminated
area of the perfectly bonded waveguide, the discrete spec-
trum could be found analytically.12,13 However, in the
present study, we are dealing with the scattering of ra-
diating solitary waves, generated in the two-layered bar
with soft bonding, and scattered in the delaminated re-
gion of the bar. Therefore, we have to find the spectrum
of the Schro¨dinger equation numerically.
To achieve this we implement a shooting method.44 We
consider the potential U0(χ) for the Schro¨dinger equa-
tion, which is the initial condition in the KdV prob-
lem (53). It is well known that the discrete spectrum
is bounded by the minimum of the initial condition (neg-
ative value) and zero.45 Since the potential U0(χ) is lo-
calised, the eigenfunctions have the asymptotic behaviour
Ψ (χ) =
{
erχ, χ→ −∞,
e−rχ, χ→∞, (55)
where λ = −r2. We rewrite the Schro¨dinger equation
(54) in the form Ψχ = Φ, Φχ = [U0 (χ)− λ] Ψ, and solve
this system from the boundary χ = a to χ = b. We nor-
malise the solution by setting Ψ(a) = 1 and Φ(a) = r.
The system is then solved using the standard Runge-
Kutta 4th order method. The ratio of the values of these
two functions is tested at the right boundary against the
relation Φ(b)/Ψ(b) = −r to determine if r is an eigen-
value. We start with the least possible value for an eigen-
value (the minimum of the initial condition) and iterate
to zero in sufficiently small steps in order to determine the
eigenvalues to the desired accuracy. In our present study
we consider the cases when in each layer there is only one
soliton in the delaminated region. We use the method de-
scribed here to determine the parameters of this soliton
(in each layer), and compare with the solitons emerging
in our modelling. In other settings, multiple solitons can
be generated by a single incident soliton.12,13
B. Delamination of semi-infinite length
We first consider the bi-layer shown in Figure 3 and use
the initial conditions (51) and (52) with zero mass, i.e.
with σ = 1. The comparison between the two numeri-
cal approaches in this case can be seen in Figure 4. A
radiating solitary wave is formed in the bonded section
of the bar, shown at t = 600. When this radiating soli-
tary wave enters the delaminated section of the bar, the
soliton separates from the tail and becomes a classical
soliton with dispersive radiation following behind. The
agreement between the weakly nonlinear solution and the
direct finite-difference technique is good for the solitons
and reasonable for the tail, with a small phase shift in-
troduced. The agreement is improved by reducing , and
this has been tested for a number of values.
If we take the same initial conditions with non-zero mass,
i.e. σ = 0, we obtain a similar result to the previously
discussed case, as can be seen in Figure 5. The radiat-
ing solitary waves generated in the two layers are close
to each other, and therefore the zero mass constraints
for the difference of the two solutions are approximately
satisfied (see Appendix B).
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FIG. 4: The waves f (top row) and g (bottom row) in the various sections of the bi-layer, for α = β = 1.05,
c = 1.025, δ = γ = 1, v = 1.025 , σ = 1 and  = 0.05: direct numerical simulations (solid line) and weakly nonlinear
solution (dashed line). For the finite-difference method, the full computational domain is [−1000, 1000]. In the
pseudospectral method, N = 16384.
We now apply the IST framework to the waves enter-
ing the delaminated section of the bar, as the behaviour
of the transmitted waves in the two layers in this sec-
tion is governed by two separate KdV equations. We
numerically solve the scattering problem for the related
Schro¨dinger equation, as discussed in Section IV A, to
obtain the eigenvalues. Since there is only one discrete
eigenvalue for each layer of the waveguide, the long time
asymptotic behaviour of the solution of the appropriate
KdV equation consists of one soliton and dispersive ra-
diation, which in the canonical form (53) is given by
U ∼ −2r2 sech2 [r (χ− 4r2t− χ0)]+ radiation,
where r is defined by the eigenvalue λ = −r2, and χ0 is
the phase shift.
We use the theoretical predictions to justify the numer-
ical schemes in Appendices A and B. In each layer, the
height of the soliton found using these schemes has been
compared with the theoretical prediction using the IST,
to confirm that the numerical schemes resolve the be-
haviour of the system correctly. The theoretical (IST)
predictions and the numerical results for the height of
the soliton are compared in Table I.
In the case with zero mass initial condition, the predic-
tion of the heights using the IST underestimates the nu-
merical solution, as the solitons have not yet fully sepa-
Regime Layer Numerical Theoretical
σ = 1 1 -0.2545 -0.2473
σ = 1 2 -0.2301 -0.2192
σ = 0 1 -0.2979 -0.2979
σ = 0 2 -0.2680 -0.2680
TABLE I: Comparison of amplitudes for solitons in the
delaminated area for both layers with the predicted
value using the IST, for zero mass (σ = 1) and non-zero
mass (σ = 0) initial conditions.
rated from the negative pedestal. In the case with initial
condition having non-zero mass, the agreement between
the theoretical predictions and the numerical results is
excellent.
C. Delamination of finite length
Let us now pose a question. Is it possible to determine if
there is a delamination in some part of the bar, between
two bonded regions? A graphical representation of this
structure is shown in Figure 6, and all considerations of
Section III are extended to this situation. We know that
transmitted waves will propagate in the delaminated area
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FIG. 5: The waves f (top row) and g (bottom row) in the various sections of the bi-layer, for α = β = 1.05,
c = 1.025, δ = γ = 1, v = 1.025, σ = 0 and  = 0.05: direct numerical simulations (solid line) and weakly nonlinear
solution (dashed line). For the finite-difference method, the full computational domain is [−1000, 1000]. In the
pseudospectral method, N = 16384.
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x
FIG. 6: Bi-layer with two homogeneous layers for
x < xa, a bonded two-layered section for xa < x < 0, a
delaminated section for 0 < x < xb and another bonded
two-layered section for x > xb.
with speeds close to the characteristic speeds of the lin-
ear waves, and therefore the time it will take for the wave
to travel through a delaminated region, of length l, can
be estimated as Ti ≈ l/ci, where i represents the layers
in the bar. Indeed, when the radiating solitary waves
enter the delaminated region, as seen in Figure 7, the
solitons propagate with speeds close to their respective
characteristic speeds. When these solitons enter the sec-
ond bonded region they again generate radiating solitary
waves. If the separation between the two solitons is suffi-
ciently large when they enter the second bonded region,
we see a distinctive double-humped wave of significantly
reduced amplitude - a clear sign of delamination.
However if the delamination area is shorter, then the
solitons in the delaminated section will not be fully sep-
arated. In this case, the radiating waves in the second
bonded region overlap and generate a new single-humped
radiating solitary wave. Irrespective of the separation,
this process of creating a new radiating solitary wave is
accompanied by some additional radiation, and there-
fore the amplitude of the new radiating solitary wave is
reduced in both layers when compared to the radiating
solitary wave propagating in a fully bonded waveguide,
with no delamination. Furthermore, as the radiating soli-
tary wave is not supported by the KdV equation, in the
delaminated region the radiation separates from the soli-
ton and the periodicity observed in the tail disappears as
the tail transforms into a wave packet. This feature gives
another indication that delamination is present.
In order to investigate this behaviour more fully, we con-
sider several cases with different delamination lengths,
as measured in wavelengths of the solitary wave. The
wavelength is measured using the common measure Full
Width at Half Magnitude (FWHM). In this case, the
FWHM of the incident soliton measures approximately 5
units. We present results for delamination of length 10,
20, 40 and 60 FWHM, and the case where there is no
delamination. Note that Figure 7 is for a delamination
length of approximately 60 FWHM.
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FIG. 7: The waves f (top row) and g (bottom row) in the various sections of the bi-layer, for α = β = 1.05,
c = 1.025, δ = γ = 1, v = 1.025, σ = 0 and  = 0.05: direct numerical simulations (solid line) and weakly nonlinear
solution (dashed line). Two homogeneous layers, of the same material as the upper layer, are on the left, and the
waves propagate to the right. For the finite-difference method, the full computational domain is [−600, 1000]. In the
pseudospectral method, N = 8192.
We note that the results presented in Figure 9 are ob-
tained using the semi-analytical method. The finite-
difference method solves for two sections of the bar at
a time and therefore we must wait until the wave and
its tail are fully contained in the region before moving
the calculation domain. However, for a shorter delami-
nation i.e. 20 FWHM or less, the leading wave front will
reach the boundary of the calculation domain before the
tail has fully entered this region. Therefore, the wave
will either reflect and interfere with our solution, or we
will lose part of the tail when we move the calculation
domain. This is a natural limitation for the use of the
finite-difference method in its present form. This could
be remedied by solving for all sections of the bar simul-
taneously, however this will be much more expensive.
We see from Figure 9 that there are some key differences
between the model without delamination and the model
with delamination. We only show the waves in the ‘top’
layer as the waves in the ‘bottom’ layer are similar.
Firstly, as the length of delamination increases, the am-
plitude of the radiating solitary wave created in the sec-
ond bonded region is reduced. This can be explained by
the fact that the waves in the delaminated section of the
bar travel at different speeds in each layer and will be in-
cident on the second bonded region at different times, so
the energy exchange between layers results in the genera-
tion of a radiating solitary wave of reduced amplitude. A
graph of the amplitudes against the delamination length,
in FWHM, is presented in Figure 10. We can clearly see
that after an initial growth period (up to 20 FWHM), the
dependence is close to linear. The presence of the double-
humped solution, as seen in the image for 60 FWHM,
clearly identifies a delamination. Further numerical ex-
periments have shown that this double-humped structure
is emerging at around 45-50 FWHM. Furthermore, the
small hump behind the lead soliton in the 40 FWHM
image is the start of a double-humped solution, but the
second ‘hump’ has a similar amplitude to the radiation
and therefore is not distinct.
The speed of the waves in the delaminated region is dif-
ferent to the bonded region, and therefore when the new
radiating solitary wave is formed in the second bonded
region, it will have a phase shift. Measuring from the
minima of the waves, we calculate a phase shift of 0.2,
0.8, 2.7 and 3.6 for 10, 20, 40 and 60 FWHM respectively,
growing with the delamination length as expected.
The radiating solitary wave is not a solution of the KdV
equation and therefore, in the delaminated region, the ra-
diating tail forms a wave packet, breaking the regularity
of the tail region. This feature is again more pronounced
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FIG. 8: The waves f (top row) and g (bottom row) in the various sections of the bi-layer, for α = β = 1.05,
c = 1.025, δ = γ = 1, v = 1.025, σ = 0 and  = 0.05: direct numerical simulations (solid line) and weakly nonlinear
solution (dashed line). Two homogeneous layers, of the same material as the upper layer, are on the right, and the
waves propagate to the left. For the finite-difference method, the full computational domain is [−400, 1200]. In the
pseudospectral method, N = 8192.
for a larger delamination area, however it can already
be clearly identified for a short delamination, such as in
the case of 10 FWHM as seen in Figure 9. Further ex-
periments have identified this behaviour for 5 FWHM,
however the amplitude is similar to the rest of the tail
and therefore this is difficult to identify visually.
We summarise these observations as follows. For very
short delamination areas i.e. 5 FWHM, these differences
are negligible and suggests that the soliton does not take
care of delaminations shorter than a threshold value. For
delamination areas that are greater than 5 FWHM, we
can use our observations above for the amplitude reduc-
tion and phase shift to identify the presence of delamina-
tion. Modifying the FWHM value of the incident soliton
can help identify shorter delaminations.
D. Further experiments
From a physical standpoint, we would like to test a given
structure in as many ways as possible to obtain all possi-
ble information. Let us assume that we have a structure
such as that in Figure 6 but with the two homogeneous
layers removed. Given this structure, there are four nat-
ural tests that we can conduct: with two homogeneous
layers of either the same material as the top or bottom
layers, and attaching the homogeneous layers to either
the left-hand side or right-hand side of the structure,
with the waves propagating to the right or to the left,
respectively. Examples using the same material as the
top layer are shown in Figure 7 and Figure 8 for the ho-
mogeneous layers being attached on the left-hand side
and right-hand side respectively. We discuss all results
here but omit the other cases for brevity.
Firstly we note that the double-humped structure is
present in the second bonded region in all cases, con-
firming that each test identifies the presence of a suf-
ficiently long delamination area, from our observations
from Section IV C. There is a small phase shift between
the results for the different materials in the homogeneous
layers, arising from the higher characteristic speed of the
material of the bottom layer.
We also note that, for the homogeneous layers being
present on the right, the first bonded region is longer
and this leads to a longer radiating tail. This tail be-
comes a wave packet in the delaminated region and we
observe that the larger amplitude wave packet is closer
to the double-humped structure for the case where the
tail is longer, i.e. when the homogeneous section is on
the right-hand side. Indeed, the length of the bonded
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FIG. 9: A comparison between the case without delamination (solid lines) and with delamination (dashed lines) of
differing lengths, measured in FWHM of the incident soliton. The model is the same as that used in Figure 7 with
the same parameters, and all images are for t = 1200.
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FIG. 10: The percentage decrease in amplitude for a
given delamination measured in FWHM.
region after the delamination is shorter in this case and
therefore we would expect the wave packet to be closer
to the leading wave. This gives us an indication of where
the delamination is present in the bi-layer, i.e. if the ra-
diation wave packet is closer to the leading wave when
sending the waves from the right, then the delamination
is closer to the left-hand side of the structure, and vice
versa.
Another useful feature is that the generated wave is of
a larger amplitude in the case when the homogeneous
layers are of the same material as the bottom layer (with
a larger characteristic speed), and therefore the FWHM
measure is smaller. In addition, the amplitude difference
to the case with no delamination is even clearer.
V. Conclusions
In this paper we studied the scattering of a long radiating
bulk strain solitary wave in a delaminated bi-layer with a
soft bonding between the layers. The modelling was per-
formed within the framework of the system of coupled
regularised Boussinesq equations (1), which were derived
to describe long nonlinear longitudinal waves in a two-
layered waveguide with a soft bonding layer (‘imperfect
interface’) from a layered lattice model with all essential
degrees of freedom of a layered elastic waveguide26. For a
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single layer, the model leads to a ‘doubly dispersive equa-
tion’ (DDE)20,21, earlier derived for the long longitudinal
waves in a bar of rectangular cross-section using the non-
linear elasticity approach12. In dimensional variables, the
DDE for a bar of rectangular cross-section σ = 2a × 2b
has the form
ftt − c2fxx = β
2ρ
(f2)xx +
Jν2
σ
(ftt − c21fxx)xx, (56)
where c =
√
E/ρ, c1 = c/
√
2(1 + ν), β = 3E + 2l(1 −
2ν)3+4m(1+ν)2(1−2ν)+6nν2, J = 4ab(a2+b2)/3, ρ is
the density, E is the Young’s modulus, ν is the Poisson’s
ratio, while l,m, n are the Murnaghan’s moduli. Non-
dimensionalisation, regularisation of the dispersive terms
and scaling bring the equation to the form (2).
The direct numerical modelling of this type of problem
is difficult and expensive because one needs to solve sev-
eral boundary value problems linked to each other via
matching conditions at the boundaries. Therefore, we
developed an alternative semi-analytical approach based
upon the use of several matched asymptotic multiple-
scale expansions and averaging with respect to the fast
space variable. The developed approach is an extension
of our earlier work,13 where we considered a simple bi-
layer with perfect bonding. Unlike our earlier work, the
bi-layer with the soft (‘imperfect’) bonding does not sup-
port the usual solitary waves. They are replaced by ra-
diating solitary waves, with a one-sided oscillatory tail,
as discussed in the Introduction. We modelled the gen-
eration and subsequent scattering of these radiating soli-
tary waves in a number of complex waveguides with and
without a delamination area, as well as predicting the
parameters of the lead solitons generated in the delami-
nated area using the IST framework for the relevant KdV
equations.
The developed direct finite-difference scheme and the
scheme for the weakly nonlinear solution show good
agreement in all regions of the bi-layer, with a small dif-
ference in the amplitude and minor phase shift between
the results. This could be remedied by the inclusion of
higher-order corrections in the weakly nonlinear scheme,
similarly to initial-value problems.29,43 We also note that
the direct finite-difference scheme is expensive in compar-
ison to the weakly nonlinear scheme.
Our study has revealed key features of the behaviour of
radiating solitary waves in such delaminated bi-layers, for
different lengths of the delaminated area compared to the
wavelength (FWHM) of the incident soliton. If the de-
laminated area is sufficiently long (≥ 25 FWHM), then
there is a significant reduction in the amplitude of the
transmitted radiating solitary wave (≥ 10 %). In fact,
the incident radiating solitary wave undergoes a com-
plicated process of shedding a tail and propagating with
slightly different speeds along the two layers in the delam-
inated region, followed by generation of a new radiating
wave in the second bonded region. For shorter delami-
nation regions (< 25 FWHM), the key dynamical effect
manifesting the presence of a delaminated region in the
structure is the appearance of a wavepacket in the reg-
ular tail of the radiating solitary wave. The waves are
not sensitive to very short delamination regions, compa-
rable to the wavelength of the incident soliton. In prac-
tice, using an admissible incident soliton with smaller
wavelength (and higher amplitude), would increase the
sensitivity to shorter delamination regions. If the delam-
inated region is longer (≥ 45 FWHM), the separation
of solitons, propagating in two layers in the delaminated
region, leads to the emergence of a double-humped ra-
diating wave in the second bonded region. We did not
show the cases with delamination areas greater than 60
FWHM. The dynamical behaviour in these cases is sim-
pler, leading to the emergence of two distinct radiating
solitary waves in each layer of the second bonded region
- a very clear sign of delamination. However, such cases
are likely to be uncommon in real-world applications be-
cause of the dissipation processes which have not been
accounted for in our modelling. Typical values of elastic
moduli for the PMMA (polymethylmethacrylate) and PS
(polystyrene) and experimental data for solitons in lay-
ered PMMA/PS bars of 10 × 10 mm cross-section have
been reported previously.24,46 The typical amplitude of
the strain for the observed compression solitary waves is
O (10−4), and the soliton velocity is about 5−7% greater
than the linear longitudinal wave speed.23 It has been re-
ported that, in PMMA and PS, solitons can propagate to
distances tens of times greater than their width without
significant decay.22,23
The generation of a radiating bulk strain solitary wave
and subsequent disappearance of the ‘ripples’ in the de-
laminated area of a two-layered PMMA bar with the
PCP (polychloroprene-rubber-based) adhesive has been
observed in experiments.24 Our numerical modelling mo-
tivates further laboratory experimentation with a wide
range of materials used in practical applications. It also
paves the way for similar studies in other physical settings
supporting radiating solitary waves and radiating disper-
sive shock waves, for example, in nonlinear optics.27,28
Acknowledgments
We thank Alexander Strohmaier and Greg Roddick for
useful discussions of numerical approaches to the calcu-
lation of the spectrum of the Schro¨dinger equation. The
authors would like to acknowledge the support of the En-
gineering and Physical Sciences Research Council (EP-
SRC). M.R.T. is supported by an EPSRC studentship.
Appendix A. Numerical formulation for Boussi-
nesq equations
The problem (4) - (10) is treated as a set of boundary
value problems (BVPs) with the continuity conditions
defining the interaction between the equations. In order
to determine the solution at a given time in a section of
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the bar, we solve by a method similar to that presented in
our earlier work.13 The formulation presented there was
for two sections of a bi-layer, rather than three. While
the formulation can be extended to a bi-layer with three
sections, it will significantly increase the complexity of
the numerical scheme and hence the computation time.
To alleviate this, we consider a modified approach where
we compute the solution in two sections of the bi-layer at
a time. Referring to Figure 3 as an example, we would
first calculate for the region x < xa and xa < x < xb
with two constraints: that the generated radiating soli-
tary wave has not reached the boundary x = xb, and
that the waves reflected from x = xa have not reflected
from the left-hand boundary of the problem and into the
domain xa < x < xb. The speed of the incident soli-
tary wave and the radiating solitary wave will be close to
the characteristic speed in each section of the bar, and
therefore both constraints can be satisfied by choosing an
appropriate time interval for the calculation. A similar
approach is then followed for the region xa < x < xb and
x > xb, where we choose an appropriate time so that the
waves in this section have not reflected from the bound-
ary x = xb and back again from the boundary x = xa.
We summarise the method for, say, the second and third
sections. Discretising the domain [xa, L] × [0, T ] into a
grid with equal spacings h = ∆x and κ = ∆t, the ana-
lytical solutions u(n) (x, t), w(n) (x, t) are approximated
by the exact solution of the finite difference schemes
u(n) (ih, jκ), w(n) (ih, jκ), denoted u
(n)
i,j and w
(n)
i,j respec-
tively. We make use of first-order and second-order cen-
tral difference approximations in the main equations for
u
(n)
x , u
(n)
xx , u
(n)
tt and the approximation for u
(n)
ttxx can be
obtained iteratively using the approximations for u
(n)
tt
and u
(n)
xx . Similar approximations are used for w. To
simplify the obtained expressions, we introduce the no-
tation
Dxx
(
u
(n)
i,j
)
= u
(n)
i+1,j − 2u(n)i,j + u(n)i−1,j .
Using the finite-difference approximations in system (4)
and making use of the notation above, we obtain a tri-
diagonal system of the form
− 2u(2)i+1,j+1 +
(
4+ h2
)
u
(2)
i,j+1 − 2u(2)i−1,j+1 = 2h2u(2)i,j
− 6κ
2
h
[(
u
(2)
i+1,j
)2
−
(
u
(2)
i−1,j
)2
− 2u(2)i+1,ju(2)i,j + 2u(2)i,j u(2)i−1,j
]
+
(
κ2 − 4)Dxx (u(2)i,j )+ 2u(2)i+1,j−1 − (4+ h2)u(2)i,j−1
+ 2u
(2)
i−1,j−1 − h2κ2δ
(
u
(2)
i,j − w(2)i,j
)
, (A1)
and
− 2βw(2)i+1,j+1 +
(
4β + h2
)
w
(2)
i,j+1 − 2βw(2)i−1,j+1 = 2h2w(2)i,j
− 6ακ
2
h
[(
w
(2)
i+1,j
)2
−
(
w
(2)
i−1,j
)2
− 2w(2)i+1,jw(2)i,j + 2w(2)i,j w(2)i−1,j
]
+
(
κ2c2 − 4β)Dxx (w(2)i,j )+ 2βw(2)i+1,j−1 − (4β + h2)w(2)i,j−1
+ 2βw
(2)
i−1,j−1 + h
2κ2γ
(
u
(2)
i,j − w(2)i,j
)
, (A2)
for xa < x < xb and a similar system for the third section
of the bi-layer. Assuming the domain can be discretised,
we denote the central point as N = xb−xah and therefore
conditions (7) and (8) translates directly to
u
(2)
N,j+1 = u
(3)
N,j+1, w
(2)
N,j+1 = w
(3)
N,j+1. (A3)
In the continuity conditions (9) and (10), we make
use of the central difference approximations presented
above, and introduce ‘ghost points’ of the form u
(2)
N+1,j+1,
u
(3)
N−1,j+1, w
(2)
N+1,j+1 and w
(3)
N−1,j+1. The continuity con-
dition relates the ghost points to each other (omitted for
brevity, but the expressions are of the same form as the
ones in our earlier work13).
As we are considering localised initial data for strains, if
we take L large enough then we can enforce zero bound-
ary conditions for the strains, i.e. ux = 0, wx = 0.
We note that (A1) - (A2) and the associated system for
x > xb are similar to the system considered in our previ-
ous work and the same method can be applied here. This
is summarised as follows: solve each tridiagonal system
(A1) - (A2) (and the systems for x > xb) in terms of
the ghost points at the central boundary, then use the
expressions for the ghost points in conditions (A3) and
the discretisation of (9) and (10) to obtain a solvable
algebraic system for the ghost points. This is then sub-
stituted back into the tridiagonal systems to obtain the
solution.
Appendix B. Numerical formulation for coupled
Ostrovsky equations
In previous studies, the uncoupled Ostrovsky equation47
and coupled Ostrovsky equations48 have been solved us-
ing finite-difference and pseudospectral49 techniques re-
spectively. We implement a pseudospectral method using
the Runge-Kutta 4th-order method for ‘time’ stepping in
the Fourier space, and the nonlinear terms are calculated
in the real domain and transformed back to the Fourier
space for use in the calculation.
Firstly we transform the solution interval from [−L,L]
to [0, 2pi] via the transform ξ˜ = sξ + pi and s = pi/L. We
denote the dependent variables by u(ξ,X) and w(ξ,X)
and, assuming unity coefficients for simplicity, we obtain
(omitting tildes)
(
uX + suuξ + s
3uξξξ
)
ξ
=
1
s
(u− w) ,(
wX + swξ + swwξ + s
3wξξξ
)
ξ
=
1
s
(w − u) . (B1)
The nonlinear term is calculated in the real domain, then
transformed to the Fourier space. We can rewrite the
nonlinear terms by introducing the notation
uuξ = zaξ, za =
u2
2
, wwξ = zbξ, zb =
w2
2
.
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The solution interval is discretised by N equidistant
points with spacing ∆ξ = 2pi/N , where N is a power of
2. This allows us to use the Discrete Fourier Transform
uˆ (k,X) =
1√
N
N−1∑
j=0
u (ξj , X) e
−ikξj , −N
2
≤ k ≤ N
2
− 1,
and a similar transform for w. Here k is an integer which
represents the discretised (and scaled) wavenumber. In
what follows we first exclude the zero mode, i.e. we let
k 6= 0, assuming zero mass initial conditions for u and w.
The inverse transform is
u (ξ,X) =
1√
N
N/2−1∑
k=−N/2
uˆ (k,X) eikξj , j = 0, 1, . . . , N − 1,
and again a similar transform for w. We make use of
the Fast Fourier Transform (FFT) algorithm to imple-
ment these transforms efficiently. The discrete Fourier
transform of equations (B1) with respect to ξ gives
uˆX + ikszˆa − ik3s3uˆ = − i
ks
(uˆ− wˆ) ,
wˆX + ikswˆ + ikszˆb − ik3s3wˆ = − i
ks
(wˆ − uˆ) . (B2)
We now introduce the Runge-Kutta 4th-order method.
Assume that the solution at X is given by uˆj = u(k, jκ)
and wˆj = u(k, jκ), where κ = ∆X. Then the solution
at X = (j + 1)∆X is given by
uˆk,(j+1)κ = uˆk,jκ +
1
6
(a1 + 2b1 + 2c1 + d1) ,
wˆk,(j+1)κ = wˆk,jκ +
1
6
(a2 + 2b2 + 2c2 + d2) , (B3)
where ai, bi, ci, di are functions of ξ at a given moment in
time, X, and are defined as
ai = κFi(uˆj , wˆj), bi = κFi(uˆj +
a1
2
, wˆj +
a2
2
),
ci = κFi(uˆj +
b1
2
, wˆj +
b2
2
), di = κFi1(uˆj + c1, wˆj + c2),
for i = 1, 2. The functions Fi are found as a rearrange-
ment of (B2) to contain all non-time derivatives. Explic-
itly we have
F1 (uˆj , wˆj) =− ikszˆa + ik3s3uˆj − i
ks
(uˆj − wˆj) ,
F2 (uˆj , wˆj) =− iks (zˆb + wˆj) + ik3s3wˆj − i
ks
(wˆj − uˆj) .
For the cases in Section IV C, where the waves re-enter a
coupled region after a delamination, we need to introduce
a linear damping region (‘sponge layer’) and add this at
each end of the domain to prevent radiated waves re-
entering the region of interest and interfering with the
main wave structure.48 The sponge layer is defined as
r(x) =
ν
2
[
tanhK
(
x− 3L
4
)
− tanhK
(
x+
3L
4
)]
, (B4)
for some constants ν,K. We choose K so that KL = 12
and ν is chosen so that damping occurs quickly. The
sponge layer is incorporated as
(uX + uux + uxxx + r(x)u)x = δ (u− w) ,
(wX + wx + wwx + wxxx + r(x)w)x = γ (w − u) , (B5)
and is treated in the same way as nonlinear terms.
To remove aliasing effects, we use the truncation 2/3-rule
by Orszag in Boyd.50 This effect is due to the pollution
of the numerically calculated Fourier transform by higher
frequencies due to the series being truncated.
Finally, for the particular non-zero mass initial conditions
used in this paper, in the Fourier space the zero mode (for
k = 0) is approximated as a small constant O (10−2), de-
fined by the initial condition. The maximum of the zero
mode of u − w is O (10−3) for the cases considered in
the paper, and therefore this approximation introduces
only a small error, approximately satisfying the equa-
tions (B2) (multiplied by k) for zero modes. In the real
space, the average 12L
∫ L
−L(u−w)dξ is O
(
10−5
)
, showing
that the zero mass constraint is approximately satisfied.
A more accurate approach is required for general initial
conditions with non-zero mass.43
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