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Abstract
We develop a transport approach for heavy quarks in a quark-gluon plasma, which is based on improved binary collision rates
taking into account quantum statistics, the running of the QCD coupling and an effective screening mass adjusted to hard-thermal
loop calculations. We quantify the effects of in-medium collisions by calculating the heavy flavor nuclear modification factor and
the elliptic flow for RHIC energies, which are comparable to radiative effects. We also derive an analytic formula for the mean
collisional energy loss of an energetic heavy quark in a streaming quark gluon plasma.
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1. Introduction
Jet quenching, as observed in heavy ion collisions at RHIC
[1, 2, 3, 4], has become an important probe of a deconfined
state of matter with quasi-free quarks and gluons, the so-called
quark gluon plasma (QGP). Indeed, this observable allows in-
ferences on the properties of the expanding medium. Especially
jet quenching of heavy flavors charm (c) and bottom (b) could
be an ideal probe of the QGP. Due to the large mass1 of these
quarks, M ≫ T , they are produced in a very early stage of
the collision and can later be considered as test particles in the
(equilibrated) heat bath.
The quenching of light quarks is well understood as an ef-
fect of radiative energy loss when propagating through the me-
dium [5, 6]. However, in the case of heavy quarks pure ra-
diative energy loss seems not sufficient to explain experimental
data (mainly from electron yields) on heavy flavor quenching
[7, 8, 9, 10], suggesting surprisingly strong attenuation. There
is an ongoing debate on the underlying reasons, which could
be possibly clarified by analyzing spectra from heavy flavor
decays. An additional contribution of suppression, potentially
important for the range of smaller (to medium) momenta, is
the collisional energy loss by elastic processes as discussed in
[10, 11, 12] and with further modifications in [13, 14, 15, 16,
17, 18]. It will turn out that in our approach a fairly large colli-
sional energy loss is predicted, although some comparisons be-
tween collisional and radiative contributions [19, 20] indicate
another picture where the collisional loss should be relatively
small (∼ 20%) compared to the radiative one. This conclu-
sion was, however, based on a fixed coupling approach, and
using a naive approximation for the required infrared regulator
in the QCD cross section. In the following work both aspects
will be considered in a more precise way, aiming at providing
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1Mc ∼ 1.3 GeV, Mb ∼ 4.6 GeV
a computational framework to describe binary parton collision
effects more reliably, which seems necessary as a baseline to
understand quenching in heavy-ion experiments. Noted in this
context is that certain observables might be more sensitive to
the inclusion of binary collisions than the averaged energy loss,
due to different probability distributions of radiative and colli-
sional processes [13, 19].
2. Mean energy loss with QGP flow
We start with a short overview of the collisional energy loss
of a heavy quark in a static QGP with temperature T . The
average loss per unit length dE/dx has recently been recalcu-
lated [21, 22], revising a previous result by Braaten and Thoma
[23, 24] in the large-energy limit. In general, the mean en-
ergy loss of a heavy quark, with velocity v = p/E, due to
binary interactions with light/strange quarks and gluons (i ∈
{u or d, s, g}) from the plasma,
dEi
dx =
1
v
∫
dω ∂Γi
∂ω
ω , (1)
is the first moment of the differential transition rate ∂Γi/∂ω with
respect to the energy transfer ω = E − E′ in the interaction.
To calculate dE/dx beyond leading-log accuracy (see Eq. (4)
below), it is convenient to decompose the phase space of the
invariant momentum transfer t into a soft and a hard part with
respect to a separation scale |t∗|. In the weak coupling limit,
α ≪ 1, |t∗| can be chosen arbitrarily in the range αT 2 ≪ |t∗| ≪
T 2. A sufficient separation of the ‘soft’ screening scale, which
is of the order of the Debye mass mD ∼
√
αT , and the ‘hard’
thermal scale, ∼ T , seems to persist (at least for the observables
under consideration) even for moderately large coupling, as will
be discussed below.
The soft contribution to dE/dx can be calculated from the
imaginary part of the hard thermal loop (HTL) dressed heavy
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quark self-energy [21, 22]. The hard contribution can be ob-
tained from the interaction rate evaluated with tree-level matrix
elements Mi, with a constrained momentum transfer |t| ≥ |t∗|,
dE(h)i
dx =
1
2Ev
∫
k
ni(k)
2k
∫
k′
ni (k′)
2k′
∫
p′
1
2E′
Θ(|t| − |t⋆|)×
× (2π)4 δ(4) (P + K − P′ − K′) 1d
∑
spin,color
|Mi|2 ω ,
(2)
where ni(k) = (exp(k/T ) ∓ 1)−1 denotes the Bose or Fermi
distribution2 of the thermal target particle i, similarly ni(k′) =
1 ± ni(k′) for the final states, and we use the short-hand nota-
tion
∫
k :=
∫
d3k/(2π)3. P and K (P′and K′) denote the initial
(final) 4-momenta of the collisional partners; P = (E, ~p) and P′
are the heavy quark momenta. The sum of the matrix elements
|Mi|2 runs over all initial and final states and is divided by the
degeneracy factor d = 6 of the heavy quark.
In the large-energy limit, for E ∼> M2/T , and to the level of
accuracy we are interested in, Eq. (2) can be simplified [21, 22],
dE(h)i
dx = di
∫
k
ni(k)
2k
∫ t∗
tmin
dt (−t)dσidt . (3)
Here dσi/dt are the heavy quark Born cross sections [25] for
the interaction with medium particles of type i and degeneracy
factor di, and tmin = −(s − M2)2/s in terms of the invariant en-
ergy s = (K+P)2. Keeping sub-leading terms in the calculation
of the soft and hard phase space contributions leads to the NLL
(next-to-the leading energy logarithm) formula [21, 22]
dE
dx =
4πα2sT 2
3

(
1 +
n f
6
)
ln
ET
m2D
 + 29 ln
(ET
M2
)
+ c(n f ) + . . .
 .
(4)
The constant c(n f ) depends on the number of active flavors, in
the present context n f = 3 (u, d, s),
c(n f ) = a · n f + b ≃ 0.146 · n f + 0.050 ,
a =
2
3 ln
(2) − 18 +
1
6 c ,
b = 319 ln
(2) − 101
108 +
11
9 c ,
c =
ζ′ (2)
ζ (2) − γ ≃ −1.147 ,
γ ≃ 0.577 (Euler’s constant).
(5)
The first (Coulomb) logarithm in Eq. (4) arises from t-channel
interactions and was first obtained by Bjorken [26]. The second
logarithm, due to QCD Compton scattering where a potential
collinear divergence is screened by the heavy quark mass, was
missed for some time in the literature.
2We note that we may approximate the distribution functions by the mass-
less ideal gas expressions even for moderately strong coupling, since the par-
ticle densities are closely related to the entropy density which is known, from
lattice QCD calculations, to deviate from the free limit only by O(10%) even
fairly close to the transition/crossover temperature.
We point out that formula (4) assumes a fixed coupling αs.
Taking into account the momentum dependence of the QCD
coupling amounts to evaluating prefactors of αs in (4) at scales
specific for each contribution: for the Coulomb-log term α2s →
α(ET )α(m2D) [27], and α2s → α(ET )α(M2) in the Compton log-
arithm term [22].
In the numerical simulation of the next section we will use
differential transition rates calculated from the QCD Born cross
sections integrated over the whole available phase space, how-
ever with the singular t-channel contributions screened by a
mass term, i. e. we replace dσ[t]/dt ∼ t−2 → (t − µ2)−2. The
screening mass µ has often been chosen ad hoc to be equal to
the Debye mass – although they have only the same parametric
dependence on the coupling, µ2 ∼ αT 2 ∼ m2D. We illustrate this
point by showing in Fig. 1 that the resulting energy loss would
not converge to the asymptotic formula (4). In order to match
this analytic result one actually has to introduce an effective
screening mass of the form [13]
µ2(t) = κ · 4π
(
1 +
n f
6
)
α (t) T 2 , (6)
which i) depends on the momentum exchange via the running
coupling, and ii) also differs by a prefactor from the Debye mass
m2D(T ) = 4π
(
1 +
n f
6
)
α(m2D) T 2 . (7)
This prefactor κ has been determined [13, 14],
κ =
1
2e
≃ 0.184 . (8)
Let us comment at this point on the separation of ‘soft’ and
‘hard’ scales, ∼ αT 2 and ∼ T 2 respectively (which underlies the
derivation of equation (4)), for larger coupling. Then prefactors
become important; for the typical hard scale the thermal aver-
age reads 〈k2〉 ≈ 10T 2. This value happens to coincide approx-
imately with an upper bound, seen in non-perturbative lattice
QCD calculations,3 for the squared Debye mass, m2D ∼< 10T 2.
Therefore the facts that κ ≪ 1 in the cut-off (6) and the running
coupling in (6) being smaller than α(m2D) in the Debye mass (7)
for harder momentum exchanges, suggest that a certain separa-
tion of scales persists even for moderately large coupling, and
that our approach may provide reasonable numerical estimates.
We now generalize the mean energy loss formula (4) to the
case of a QGP heat bath with a collective flow. In this case the
thermal distribution functions ni(k) have to be replaced by the
Ju¨ttner functions for bosons and fermions, which depend on the
velocity ~β of the medium,
nJ
(
~k
)
=
1
eγ
(
k−~k·~β
)
/T ∓ 1
, (9)
3We underline that the implicit relation (7), where mD sets the scale of the
running coupling [28], is in quantitative agreement with lattice QCD calcula-
tions even fairly close to the transition temperature.
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Figure 1: Mean energy loss of a heavy quark, in the fixed-coupling approxima-
tion, as a function of its momentum for two different values of κ in comparison
to the analytic NLL-formula (4); κ = 0.184 is the adjusted parameter (8), κ = 1
corresponds to screening with the Debye mass.
where γ = (1−~β 2)−1/2. Noting that the RHS of (3), with Ju¨ttner
distributions in place, is a manifestly covariant expression, we
expect that the energy loss in a streaming QGP can be obtained
from (4) by simply replacing E → pµβµ = γ
(
E − ~p · ~β
)
in the
two logarithms, i. e.4
dE
dx =
4πα2sT 2
3
[ (
1 +
n f
6
)
ln
pµβµT
m2D
+
2
9 ln
pµβµT
M2
+c(n f )+ . . .
]
,
(10)
which we will prove in appendix Appendix A for the Coulomb
term. By covariance we also expect that the constant c(n f ) is
the same as in the static case (5) (where it is E-independent) –
which we will justify numerically in Section 3 (a rigorous proof
would require a more cumbersome evaluation of thermal Ju¨ttner
integrals both for the hard and the soft contributions, which is
not investigated here). We illustrate in Fig. 2 that flow of the
QGP, as expected in heavy-ion experiments, can have sizable
effects on the mean collisional energy loss of heavy quarks.
3. Monte Carlo simulation with quantum transition rates
The following simulations are based on the heavy quark
double differential collision rate with respect to final momen-
tum p′ and scattering angle ϑ, Γ2(p′, ϑ) := ∂2Γ/(∂p′∂ϑ). The
rates are (pre-)computed in a thermalized QGP at rest; flow of
the medium is taken into account by Lorentz boosts in the lo-
cal rest frame5. The divergence from the t-channel terms in the
Born cross sections is screened by the effective screening mass
µ2(t), and the running of the QCD coupling is taken into account
as described in Section 2. Discretizing p′ and ϑ, and multi-
plying Γ2(p′, ϑ)∆p′∆ϑ by a sufficiently small time interval ∆t
4To take into account the running of the QCD coupling, the prefactor α2s in
(10) is to be replaced as discussed below Eq. (4), however now with αs(pµβµT )
instead of αs(ET ).
5The rates are adjusted to the elapsed time in the local rest frame.
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Figure 2: Mean energy loss (10) of a p = 8 GeV charm quark as a function of
the medium velocity β for different flow directions of the QGP with respect to
the charm momentum vector, in fixed-coupling approximation.
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Figure 3: Comparison of numerical results for dE/dx to the analytical for-
mula (10). The numerical calculations were done within our MC-simulation
for charm quarks with p = 8 GeV and p = 40 GeV.
yields, for given initial momentum p, probability matrices de-
scribing transitions p → p′ between momentum states with a
deflection by ϑ. These stochastic matrices allow to interpret the
sequence of heavy quark interactions as a Markov chain [13],
and they form the basis of our Monte Carlo simulation which
is an efficient alternative to other transport approaches such as
[29].
The resulting (numerical) mean energy loss is compared in
Fig. 3 to the analytic formula (10). This comparison illustrates
that sub-leading terms in E, which are not captured by (10), are
reasonably small already for intermediate charm energies. It
also shows that a potential dependence of the constant c(n f ) on
the flow velocity β is suppressed at large energy, as anticipated
in Section 2.
In our approach the heavy quarks are treated as test particles
which do not, in turn, affect the medium. This approximation
is justified because of the small number of heavy flavor pairs,
about 4 comparing to 800 gluons in the mid-rapidity region of
3
a central collision at RHIC [29]. This allows us to use differ-
ent approaches, such as hydrodynamics or BAMPS (Boltzmann
Approach of Multi-Parton Scattering [30]), to specify the tem-
perature and flow profile of the QGP background in heavy-ion
collisions. We note in this context that we have successfully
tested our approach for various background dynamic scenarios
by comparing to original BAMPS calculations (to that end we
recalculated our interaction rates Γ2 with the classical Boltz-
mann distribution, as assumed in BAMPS).
The spacial initialization of heavy quark dijet events is done
according to the Glauber model [31, 32] and the initial mo-
mentum distributions are computed with the event generator
MC@NLO at next-to-leading order precision [33, 34]. Shad-
owing and the Cronin effect are neglected since the modifica-
tion of heavy quark distributions should be small for momenta
pT ∼> 2 GeV [35]. An indirect comparison of the initial momen-
tum distributions to experimental data can be found in [18].
When at a later stage in our simulation the QGP reaches the
critical temperature Tc = 200 GeV, we assume that the heavy
quarks fragment into heavy mesons, described by the Peterson
function [36]
DMQ (z) =
N
z
[
1 − 1z −
ǫQ
1−z
] , (11)
where N is a normalization constant, z = pM/pQ the momentum
fraction (heavy meson to heavy quark) and ǫc = 0.05, ǫb =
0.005 are typical squared mass ratios for charm and bottom,
respectively. The following stage of heavy meson decays to
electrons is calculated with PYTHIA 8.1 [37, 38].
4. Heavy-ion collisions
In order to study thoroughly the mechanisms which affect
the spectrum of electrons from heavy quarks in heavy-ion colli-
sions – energy loss at parton level, hadronization to mesons and
their subsequent decay – we consider first the simple Bjorken
model before investigating more realistic dynamics of the QGP
background (in so doing we generalize the exploratory study of
[13], which considered only the charm sector at partonic level).
Our observable is the nuclear modification factor, defined as the
ratio of the final transverse momentum distribution to the distri-
bution in a nucleon-nucleon collision scaled by the number of
binary collision Nb.coll according to the Glauber assumption,
RAA =
d2NAA/(dptdy)
Nb.coll d2NNN/(dptdy) . (12)
We improve the simple power-law momentum spectrum assu-
med in [13] by the NLO initial momentum distribution. Besides
that, we use the same parameter sets for the dynamics/geometry
(summarized in Table 1), except for the hadronization temper-
ature which is set to a slightly larger value, Tc = 200 MeV
(which somewhat reduces the life time τc = τ0T 30/T 3c of the
QGP phase), for consistency with the more detailed simulations
below. Fig. 4 shows the combined modification factors of c+b
quarks, D + B mesons and the resulting electron yields. It is
apparent (as assumed in [13]) that the c + b spectra are in good
T0 | Tc [GeV] τ0 | τc [fm/c] R [ f m] dNini/dp2t
set − 1 0.42 | 0.2 0.6 | 5.6 5.0 NLO
set − 2 0.30 | 0.2 1.0 | 3.4 6.6 NLO
Table 1: Parameter sets for the Bjorken model, R denotes the effective radius of
the nucleus.
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Figure 4: Comparison of c + b, D + B (Peterson fragmentation) and electron
(decay from D + B with PYTHIA) quenching at mid-rapidity in the Bjorken
model to the observed RAA from heavy flavor decays in the centrality class of
0% − 10% [7, 40].
agreement with the electron spectra from heavy flavor decays
for pt ∼> 4 GeV.6 In this simplified framework we capture the
trend of the experimental data, with some room for effects due
to heavy quark radiative energy loss. However, since the ra-
dial expansion of the QGP will lead to shorter life times of the
plasma phase, we now turn to more realistic dynamical models.
The local temperature T (~x, t) and the flow velocity ~β(~x, t)
of the QGP background can be obtained from available par-
ton transport codes or hydrodynamics. We focus here on the
BAMPS approach [30], which can reproduce short thermaliza-
tion times of τ0 = 0.6 . . .1 fm/c as expected from experimental
data [30, 41] (and which were assumed for the parameter sets in
Table 1). We demonstrate with Fig. 5 that the quenching ratio
is not very sensitive to the value of τ0.
In order to control that the observables under considera-
tion are not very sensitive to other details of the background
dynamics, we also use temperature and flow profiles as com-
puted with the (3+1)-dimensional ideal hydrodynamic solver
SHASTA [39]. Here we set the initial energy density to that of
BAMPS and assume an initialization time of 0.6 . . .0.8 fm/c.
Figs. 6 and 7 show our results for the nuclear modification
factor in a central and in a peripheral collision with an impact
parameter of b = 8.2 fm, which corresponds to the centrality
class of 20% − 40%. In both cases the quenching due to colli-
sional energy loss alone reproduces the trend of the data, again
with some room for radiative effects, although somewhat less
6For smaller momenta the results should be considered with some caution
since the cut-off parameter (8) was determined for large momenta, and because
the fragmentation concept becomes questionable, shadowing needed to be taken
into account etc.
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Figure 5: (In) sensitivity of RAA in a peripheral nucleus-nucleus collision to
different thermalization times τ = 0.6 . . . 1.0 fm/c, which are used as starting
point of our MC simulation.
for more peripheral collisions. Following a common attempt to
estimate the relative importance of collisional vs. radiative en-
ergy loss we scale ad hoc the elastic cross section by a factor
K. We note that this prescription can at best give indications
since both the energy and the path length dependence of the
two loss mechanisms differ markedly. It turns out that the ex-
perimental data for both central and peripheral collisions lead to
a constraint 1 ∼< K ∼< 3, from which we may conclude that col-
lisional and radiative processes are of similar importance. We
note that our K ≈ 2 − 3 (from peripheral to central collisions)
is somewhat smaller than KBAMPS ≈ 4 found in [18], which can
be traced back to BAMPS simulating only gluons distributed
according to Boltzmann statistics (with the effect of the light-
flavor degrees of freedom estimated by color-factor scaling).
After the nuclear modification factor RAA we now consider
the elliptic flow, which is defined by the ensemble average
v2(pt) =
〈 p2x − p2y
p2t
〉
. (13)
The elliptic flow of heavy quarks forms at later stages of heavy-
ion collisions by interactions with the medium; consequently
the sensitivity of the following results on the thermalization
time τ0 is even less than for RAA.
Fig. 8 shows the transverse momentum dependence of v2
obtained in our approach in comparison with experimental data.
Obviously, the data are underestimated considerably; for a bet-
ter agreement the binary cross sections would need to be multi-
plied by a factor of Kv2 ≈ 3, which is slightly larger than what
we found for RAA, but again less than Kv2BAMPS ≈ 4 inferred in
the BAMPS approach [18]. We emphasize here again that the
crucial small value (8) of the cut-off parameter κ in (6) is jus-
tified only in the high-energy limit E ∼> M2/T , i. e. a few GeV
for charm quarks [21, 22]. Lacking a similar calculation for a
cut-off at smaller energies, we have extrapolated our approach
to rather small pt values, therefore the results can only be con-
sidered as rough estimates.
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Figure 6: Nuclear modification factor RAA at mid-rapidity |y| < 0.35 for a cen-
tral Au + Au collision with a center of mass energy of
√
s = 200 GeV (RHIC).
The curves are calculated within our transition matrix approach for the NLO
initial momentum distribution of heavy quarks. K denotes an artificial scaling
factor of the elastic cross section. For comparison, experimental data on elec-
trons from heavy flavor decays in the centrality class of 0% − 10% are shown
[7, 40].
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Figure 7: Same as Fig. 6 but for a peripheral Au + Au collision with an impact
parameter of b = 8.2 fm. For comparison, experimental data on electrons from
heavy flavor decays in the centrality class of 20% − 40% are shown [40].
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5. Conclusion
We have generalized the leading logarithmic result for the
mean energy loss of energetic heavy quarks in the QGP to the
situation of a constant flow of the medium. The result has been
tested numerically using our transition matrix approach, which
incorporates running coupling and uses an improved infrared
regulator, and which allows us compute efficiently the evolu-
tion of heavy quarks in any thermalized medium of quarks and
gluons due to binary collisions.
As an application we have calculated the heavy flavor nu-
clear modification factor and the elliptic flow in heavy-ion col-
lisions. While binary scattering of heavy quarks in the QGP
alone cannot explain the experimental data, this mechanism
contributes significantly, of a similar order as radiative pro-
cesses. This can be quantified phenomenologically by a param-
eter K multiplying the elastic cross sections. In case of the nu-
clear modification factor we would need an increase K ≈ 2− 3,
whereas matching better the elliptic flow data requires Kv2 ≈ 3;
both values are somewhat smaller than findings in other ap-
proaches, basically due to an improved infrared cut-off and us-
ing running coupling and full quantum statistics.
The fact that a simple upscaling of the binary cross sec-
tions seems not sufficient to reproduce RAA and v2 data simul-
taneously may help to understand better the energy loss due
to strongly anisotropic gluon emission (see [42, 43]) and/or
the initial conditions of the medium, which could modify its
transverse expansion. Furthermore our results for the RAA of
central and peripheral collisions may be a direct indication of
non-linear scaling in the pathlength of the radiative energy loss.
Since the mean pathlength drops in non-central collisions this
point of view explains naturally a small increase in K from pe-
ripheral to central collisions in the case of RAA. A higher value
of Kv2 for the elliptic flow in comparison to K of the nuclear
modification factor could also be explained due to a different
pathlength dependence of the radiative scenario, which ampli-
fies the path asymmetry in and out of plane in a peripheral col-
lision. On the other hand, it seems also necessary to improve
our understanding of elastic scattering processes in the low-pt
region.
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Appendix A. Heavy-quark energy loss in a streaming medium
We derive here the Coulomb contribution in formula (10)
for the mean energy loss in the presence of a collective QGP
flow (neglecting the momentum dependence of the QCD cou-
pling, see footnote 4). As for the medium at rest, the leading
logarithm results from terms dσ[t]/dt ∼ 1/t2 in the cross sec-
tion, and we can extract it from the hard contribution (4) with
t⋆ replaced by −m2D. For large energy, we can also simplify
tmin ≃ −s, hence (omitting prefactors, which can be fixed by
matching to the static case)
dE[t]
dx ∼
∫
k
nJ
(
~k
)
2k ln
 s
m2D
 , (A.1)
where nJ
(
~k
)
denotes the Ju¨ttner distribution function (9).
To perform the k-integral, it is convenient to specify a co-
ordinate system. In spherical coordinates, with the heavy quark
momentum ~p in z-direction, the flow velocity ~β in the yz-plane,
viz. ~p · ~β = pβ cosψ, and the orientation of the thermal mo-
mentum k specified by the polar angle θ and azimuth φ, the
argument of the Ju¨ttner function reads
kµβµ
T
= k γ
T
[
1 − β (cos θ cosψ + sin θ sinψ cos φ)] = k
Teff
,
(A.2)
where we introduce an effective temperature. Approximating
s ≃ 2Ek(1 − x) with x := cos θ, we rewrite equation (A.1),
dE[t]
dx ∼
∫ 1
−1
dx
∫ 2π
0
dφ
∫ ∞
0
dkk nJ
(
~k
)
ln
2Ek(1 − x)
m2D
 ,
(A.3)
and integrate over k,
∫ ∞
0
dkk nJ
(
~k
) ln
ETeff(1 − x)
m2D
 + ln
(
2k
Teff
)
≃ T 2eff ln
ETeff
m2D
(1 − x)
 ,
where we have neglected terms which will not contribute to the
logarithm in E. We proceed with the φ-integral in (A.3), by
writing the effective temperature introduced in (A.2) as Teff =
T/(γr), with r = A − B cosφ where A = 1 − βx cosψ and B =
β
√
1 − x2 sinψ,
T 2
γ2
∫ 2π
0
dφ 1
r2
[
ln
(
ET
γm2D
(1 − x)
)
− ln(r)
]
=
T 2
γ2
[
ln
(
ET
γm2D
(1 − x)
)
I1 − I2
]
.
The auxiliary integrals I1 and I2 can be calculated in closed
form,
I1 =
∫ 2π
0
dφ
2π
1
r2
=
A−2
(1 −C2)3/2 ,
I2 =
∫ 2π
0
dφ
2π
ln (r)
r2
=
A−2
(1 −C2)3/2
[
ln (A)
+ ln
(
2 1 −C
2
C2
(
1 −
√
1 −C2
)
+
√
1 −C2 − 1
) ]
,
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where C = B/A = β
√
1 − x2 sinψ/ (1 − βx cosψ). The final
x-integration in (A.3) can then be performed using
∫ 1
−1
dx I1 = 2γ2 ,
∫ 1
−1
dx I1 ln (1 − x) = 2γ2
[
ln (1 − β cosψ) + ln (2γ) + L
2β
]
,
∫ 1
−1
dx I2 = 2γ2
[
1 − ln (γ) + L
2β
]
,
where L := ln
( 1−β
1+β
)
. Collecting all relevant terms contributing
to the energy loss due to t-channel scattering at leading loga-
rithmic order with flow, we arrive at
dE[t]
dx ∼ T
2 ln
γE (1 − β cosψ) T
m2D
 ,
where we indeed recognize in the argument of the logarithm the
4-product pµβµ, as anticipated in Eq. (10). The calculation of
the collinear logarithmic contribution can be done along similar
lines.
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