In this study, we introduce iterative restricted Liu estimator to combat multicollinearity in generalized linear models. We also obtain necessary and sufficient conditions for the superiority of the first-order approximated restricted Liu estimator over the first-order approximated maximum likelihood and Liu estimators by the approximated mean squared error criterion. The results are illustrated by conducting simulation studies and numerical examples.
Introduction
Collinearity has long been recognised as a potential source of problem in the estimation, computation and interpretation of linear model parameters [1] . Although maximum likelihood (ML) estimator is the most widely used method in linear regression, ML estimates become unstable and covariance matrix of the ML estimator inflates when collinearity exists among the explanatory variables. Therefore, in the existence of the multicollinearity, estimators such as restricted estimator, Liu estimator [9] , the restricted Liu estimator [7] and others were proposed as alternative to the ML estimator to reduce the adverse effects of the multicollinearity. As in the case in linear regression, collinearity causes difficulty in the interpretation of estimated regression coefficients in generalized * Çukurova University, Faculty of Science and Letters, Department of Statistics, Adana, 01330, Turkey, Email: fkurtoglu@cu.edu.tr † Corresponding Author. ‡ Çukurova University, Faculty of Science and Letters, Department of Statistics, Adana, 01330, Turkey, Email: mrevan@cu.edu.tr linear models (GLMs). Mackinnon and Puterman [10] study how to detect the collinearity in GLMs. Marx and Smith [12] present a principle component estimator for GLMs, and show that it can be useful with the presence of an ill-conditioned information matrix. Nyquist [15] considers the maximum likelihood estimation in GLMs under linear restrictions on the parameters. Segerstedt [17] introduces the ordinary ridge regression estimator for GLMs. Kurtoğlu and Özkale [8] derive Liu estimator for GLMs. In addition to observations on the response and explanatory variables, auxiliary information on the vector of regression coefficients can exist. Then, auxiliary information, especially exact linear restrictions, can be used to overcome multicollinearity. Therefore, it is the objective of this paper to present a restricted Liu estimator in GLMs. Both iterative and first-order approximated restricted Liu (FOARL) estimators are developed using quadratic penalized likelihood. Because there are different estimators used in the case of multicollinearity in linear regression, these estimators can also be defined for GLMs. As in linear regression, estimation in GLMs is also sensitive to multicollinearity. This article is organized as follows. In Section 2, we propose iterative restricted Liu estimator in GLMs in the existence of multicollinearity. In Section 3, the mean squared error (MSE) properties of FOARL estimator in GLMs and the performance of the FOARL estimator are obtained, numerical examples are given in Section 4. Finally, two Monte Carlo simulation studies are presented in Section 5. In Section 6, the conclusions of the paper are presented.
The FOARL Estimation in GLMs
Suppose that y1, . . . , yn be the observations of independent random variables Y1, . . . , Yn, each of which has the probability density function such that the mean of Yi is µi and the corresponding canonical parameter is θi = g(µi), i = 1, . . . , n. The exponential family can be written in the form 
. , βq)
⊤ is the q × 1 vector of parameters, also known as regression coefficients. The log-likelihood function is given by
where θ = (θ1, . . . , θn) ⊤ , y = (y1, . . . , yn) ⊤ . We suppose that in addition to the linear predictor, the set of q linearly independent restrictions on the parameter vector β exist: R 
λtRtjRtv], (2.3) where δjv = 1 if j = v and zero otherwise.
Taking the expected value of both sides of (2.3), we get
λtRtjRtv .
Consequently, the expected value of H l (β, d, λ) is of the form
Application of the Fisher scoring method yields
is in the form of the proposed Liu estimator by Kurtoğlu and Özkale [8] andβ (m+1) is in the form of the ML estimator in GLMs and bothβ(d) (m+1) andβ (m+1) are evaluated at the iteration algorithm (derivation details are given in Appendix A).
The (m + 1)th approximation of the restricted Liu estimator is finally obtained aŝ
In the special case of d = 0,βr(d) (m+1) equals to the restricted estimator which is introduced by Nyquist [15] . The estimator in (2.5) is calculated iteratively. The estimator in the first step can be written aŝ βr(d) (1) 
is the first-order approximated ML (FOAML) estimator and
is the working response. The first-order approximated restricted ML (FOARML) estimator in GLMs given by Nyquist [15] iŝ
Thus, the weight matrix and the working response ofβr(d) (1) ,β(d) (1) ,β (1) andβ
(1) r are calculated in the same β (0) initial value or real parameter and all these four estimators have the same working response.
Superiority of the FOARL estimator over other estimators by the matrix MSE criterion
In this section, we compare the FOARL estimator to the FOAML, FOARML and FOAL estimators according to the matrix MSE criterion. We compute approximated biasing vector and variance covariance matrix of the estimatorβr(d) (1) as
X+dI, and S1 = X ⊤ W (0) X+ I. Then, the matrix MSE of the estimatorβr(d) (1) is
Similarly, the MSE matrices of the estimatorsβ (1) ,β
(1) r andβ(d) (1) are respectively as
and
3.1.
Comparisons when the restrictions are true, i.e., Rβ=r. We examine the matrix MSE comparisons ofβr(d) (1) andβ
in GLMs when the restrictions hold true. We see that the MSE matrices of the estimators in GLMs are similar to that of the corresponding estimators in linear regression models. However, the points that should be emphasized are that the response in GLMs is from the exponential family while the response in linear regression is usually from normal distribution. Furthermore, the MSE matrices depend on the matrix X ⊤ WX in GLMs while on the matrix X ⊤ X in linear regression. As a consequence, although the results in their closed forms seem to be similar they are not exactly the same.
The comparison between the FOARL estimator and the FOAL estimator. For the superiority ofβr(d)
(1) overβ(d) (1) when Rβ = r holds true, Theorem 3.1 can be given.
where B = MSE[β(d) (1) ]. (1) is superior to the estimatorβ(d) (1) (1) ] is given by ∆1 = B − M1S1BS1M1. By applying Theorem B.2 in Appendix B from Graybill [4] we can derive the necessary and sufficient condition for ∆1 to be nonnegative definite (nnd). Since B is positive definite (pd) and M1S1BS1M1 is a symmetric matrix, there exists a nonsingular matrix Q such that Q ⊤ BQ = I and Q ⊤ M1S1BS1M1Q = Λ, where Λ is a diagonal elements are the roots of the polynomial equation |M1S1BS1M1 − λB| = 0. Since
Theorem. The estimatorβr(d)
λi is an eigenvalue of M1S1BS1M1B −1 . M1S1BS1M1B −1 has the same eigenvalues with B −1 M1S1BS1M1. If B−M1S1BS1M1 is an nnd matrix,
Since B is pd and M1S1BS1M1 is a symmetric matrix, we have get (1) ]. In the case of Rβ = r, the matrix MSE difference ∆2 equals to
The result can be presented by Theorem 3.2. (1) is superior to the estimatorβ ( 
Theorem. Under the conditions that a(ϕ)[M0
− M1S d S −1 S d M1] is nnd, the esti- matorβr(d)
1) r by the matrix MSE criterion if and only if
when the restrictions are true.
− is a generalized inverse of D under the condition that D is nnd, see [18] .
where ℜ(. . .) denotes the row space of a matrix, applying Theorem B.1 in Appendix B from Harville [6] , and by following Özkale [16] , the g-inverse of D can be written as
can be followed from Özkale [16] .
3.1.3.
The comparison between the FOARL estimator and the FOAML estimator. We consider the difference ∆3 = MSE[β (1) 
2 M1ββ ⊤ M1 to compare the FOAML estimator and the FOARL estimator. Then, we give Theorem 3.3.
Theorem. Under the condition that a(ϕ)(S
is superior toβ (1) in the sense of MSE matrix criterion if and only if
Proof. Let C(A) denotes the column space of A where
− is a g-inverse of A under the condition that A is nnd (see [18] ).
where ℜ(·) denotes the row space of a matrix, applying Theorem B.1 in Appendix B from Harville [6] , and by following Özkale [16] , the g-inverse of A can be written as 
when the restrictions are incorrect.
Proof. ∆4 can be written as ∆4 = D + d1d
where d1 and d2 are the biases of the FOARML and FOARL estimators. To the end of the comparison, it is important
and d2 ∈ C(D : d1). d1 and d2 are linearly independent. Thus when D is nnd, ∆4 is nnd. Because of similarity between the FOARL and FOARML estimators in GLMs and restricted Liu and restricted ML estimators in linear model, the proof can be followed from Özkale [16] .
3.2.2.
The comparison between the FOARL estimator and the FOAML estimator. In this case, ∆5 equals to
to compare the FOARL estimator and the FOAML estimator. Then, we give Theorem 3.5. 
Theorem. Under the condition that a(ϕ)(S
when the restrictions are not true. 
Numerical Examples
We illustrate the theoretical results of the proposed estimator on two different real life data sets.
Example 1:
Mine Data Set. In this numerical example, the response has Poisson distribution with log link. The data set was originally given by Myers [14] and was also used by Marx [11] . Myers [14] presented 44 observations on mines in the coal fields of the Appalachian region of western Virginia. There are four continuous explanatory variables. These variables were analyzed for roles contributing to the number of injuries or fractures that occur in the upper seams of the mines.
In this study, as [14, 11] did, a generalized linear regression assuming the yi observations are from Poisson distribution and the log link function is going to be considered. The regression model is logμi =β0 +β1x1i +β2x2i +β3x3i +β4x4i, whereμi is the expected number of upper seam injuries or fractures in the ith coal mine area, x1i is the corresponding inner burden thickness, which is the shortest distance between seam floor and lower seam, x2i is the percent extraction of the lower previously mined seam, x3i is the lower seam height and x4i is the time that the mine has been opened.
Our computations here were performed by using R. We used 1×10 −6 (sufficiently close to zero) as a convergence criterion. If the sum of absolute difference for the parameter estimates between the iterations is smaller than 1 × 10 −6 , the iterations stop. The eigenvalues of X ⊤Ŵ X at final iteration of IRLS method are obtained as λ1 = 416468, λ2 = 338966, λ3 = 30607.8, λ4 = 3824.86, λ5 = 0.95040. Thus, by following [11] the condition indices of the information matrix are 1.0000, 3.5052, 11.6647, 32.9976 and 2093.3225, indicating severe ill conditions and justifying an optional estimation technique.
To make comparisons, all the estimators are obtained by the first-order approximation. The ordinary least square (ls) estimatorβ ls = (X ⊤ X) −1 X ⊤ y is used as an initial value of β in computing the estimators and calculated asβ ⊤ . We calculate the weight matrixŴ (0) with the diagonal element
is exp(xβ (0) ). The working response for Poisson distribution is defined
. . , n. The Liu-biasing parameter d is computed asd h which is proposed by Kurtoğlu and Özkale [8] . Therefore, according to the conditions given by Kurtoğlu and Özkale [8] ,d h value is arbitrarily chosen as 0.95.
The values of β affect the value of Rβ − r which measures the relative performances of the estimators. Therefore, to see how the restrictions affect the MSE values, four different types of restrictions are used corresponding to: The estimated parameter values, scalar MSE values and the change percentage in coefficients are given in Table 1 . The percentage change in βs are calculated asβi = [{β(new)i −β(old)i}/β(old)i] × 100% whereβ shows any estimators. In computing the scalar MSE values, unknown β parameter vector is replaced byβ (1) which is approximately unbiased (this idea is similar to those which are done the linear regression model). Table 1 shows that the estimators behave differently with respect to the model parameters and restrictions. For example, when the estimators are compared under restrictions under
where sMSE is the scalar MSE value.
There absolutely exists a biased estimator which outperformsβ (1) . It is observed that which estimator is superior than the other depends on the restriction and the Liubiasing parameter used. Under the (iii) and (iv) restrictions, the FOARML and FOARL estimators give almost the same scalar MSE values. As seen from Table 1 Table 1 . In other words, since d = 0.95 is larger than 0.90, the FOARL estimator has less scalar MSE value than the others as Figure 2 shows. As seen from Figure 1 that under restrictions (iii) and (iv), scalar MSE values of the FOARML and FOARL estimators are almost same (see Table 1 for d = 0.95). As seen from Table 1 and Figure 1 that FOARML estimator performs better than FOAML estimator in the sense of scalar MSE criterion under the restrictions (i) and (iii). But it seen that FOARML estimator for the restrictions (ii) and (iv) is not superior over FOAML estimator in terms of scalar MSE. Figure 1 displays the behaviour of the scalar MSE value of FOAL estimator that d gets larger (approaches 0.95), the scalar MSE value of FOAL estimator decreases more rapidly until d = 0.95. After this value, the scalar MSE value of FOAL estimator increases slightly. As a consequence, we can say that the restrictions and the Liu-biasing parameter affect the performance of the estimators.
Example 2:
Weather Data Set. In this numerical example, the response has gamma distribution with reciprocal link. The data set was first analyzed by Chatterjee and Hadi [3] . The data correspond to the weather factors and nitrogen dioxide concentrations (y), in parts per hundred million (p.p.h.m.), for 26 days in September 1984 as measured at a monitoring station in the San Francisco Bay area. There are four explanatory variables. The variables considered in the study are: mean wind speed in miles per hour (x1) in m.p.h., maximum temperature (x2) in
• F , insolation (x3) in langleys per day and stability factor (x4) in
• F . Our computations here were performed by using R. Chatterjee and Hadi [3] have shown that this data set has a gamma distribution.
The gamma model with reciprocal link isμi = ( Thus, the condition number (see [10] ) which is computed as λmax/λmin = 213.8097 indicates that multicollinearity exists.
To compute the IRLS estimator, we assigned with Hardin and Hilbe's [5] initial fitted valuesμ
and the working response z with the ith observationẑ
2 for the gamma distribution with reciprocal link. All the estimators are obtained by the first-order approximation. The ordinary ls estimatorβ ls = (X ⊤ X) −1 X ⊤ y is used as an initial value of β and calculated asβ Liu-biasing parameter d is computed asd h which is proposed by [8] . Therefore, according to the conditions given by [8] , two d h values are arbitrarily chosen as 0.25 and 0.90.
The restrictions are chosen as follows: Table 2 shows that the restrictions and thed h values affect the MSE performance of the estimators. In computing the scalar MSE values, unknown β parameter vector is replaced byβ (1) which is approximately unbiased. When the results in Table 2 are considered, it §
We recognized that as the deviation from 0 increases, scalar MSE values of the FOAL and FOARL estimators inflate. Therefore, 0.01 is arbitrarily choosen. is observed that under restriction (i), the ordering sMSE[β(d = 0.25)
r ] exists. This ordering changes to sMSE[β(d = 0.25)
r ] under restriction (ii), and sMSE[βr(d = 0.25) (1) ] < sMSE[β
In general, there absolutely exists a biased estimator which outperformsβ (1) . It is observed that which estimator is superior than the other depends on the restriction and the Liu-biasing parameter used.
To consider the effect of the restrictions and the Liu-biasing parameter on the estimators, the scalar MSE values of the estimators corresponding to d values in the interval (0, 1) are given in Figure 3 . Because of scaling, the performance of the FOARML and FOARL estimators are not obviously seen from the left side of Figure 3 . Therefore, the scalar MSE values of the FOARML and FOARL estimators versus d under all restrictions are plotted separately in the right side of Figure 3 . As seen from Figure 3 Figure 3 suggests that under restriction (iii), the FOARML and restricted Liu estimators perform better than the others. At restrictions (i) and (ii), the FOAL estimator shows better performance than the other estimators which is also supported by Table 2 .
Monte Carlo simulation studies
In this section, we examine the performance of the FOARL to the FOARML, FOAL and FOAML estimators in GLMs via simulation studies. Since the distribution of response, degree of multicollinearity, sample size, restriction types, and Liu-biasing parameter impact the performance of the estimators, simulation studies are conducted under various choices of these parameters. Our Monte Carlo simulation studies are performed by using R and the seed value of the generator of R is taken as 12345. We design two simulation studies where one considers gamma response and the other Poisson response.
Experiment 1:
Simulation study with gamma response. In this experiment, the response has gamma distribution with log link. The setting is as follows.
(1) To see the effect of the number of observations, the sample sizes are chosen as n = 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 and the number of explanatory variables is chosen as q = 4. (2) Following McDonald and Galarneau [13] , the explanatory variables are generated by
where wij are independent standard normal pseudo-random numbers and γ is specified so that the correlation between any two explanatory variables is given by γ 2 . The explanatory variables are then standardized by using unit length scaling so that X ⊤ X is a matrix of correlations. 
Note that in (i)-(ii), the restrictions are not true that is Rβ ̸ = r and in (iii)-(iv) the restrictions are indeed true that is Rβ = r. (6) The response of the gamma model is generated using pseudo-random numbers from Gamma(u =μ (8) We assign the working response z with the ith observationẑ
for the gamma distribution. (9) In the simulation procedure, the dispersion parameter is estimated to be the Pearson methodφ The performance of the estimators is calculated in terms of the estimated MSE (EMSE):
where the subscript (r) refers to the rth replication andβ (r) is the estimate of β in the rth replication of the experiment. The simulation results are reported in Tables C1-C10 . The main conclusions obtained from the simulation results are as follows:
(a) While the degree of collinearity becomes larger at fixed Liu-biasing parameter except for restriction (iv), the EMSE values of the estimators increase. 
. +βqxiq).
We calculate the weight matrixŴ (0) with the diagonal elementμ
). The working response for Poisson distribution is defined asẑ 
Conclusions
In this paper, to cope with the effects of multicollinearity in GLMs, a new estimator, called restricted Liu estimator in GLMs is introduced by unifying Liu and restricted ML estimators in GLMs. The superiority of the FOARL estimator over the FOAL, FOARML and FOAML estimators is examined with respect to the scalar MSE criterion. The numerical examples and simulation studies are conducted on the superiority of the FOARL estimator over the FOAML, FOARML, and FOAL estimators.
Based on the analyses, we conclude that the FOARL estimator outperforms the other estimators under certain restrictions. The Liu-biasing parameter affects the performance of the FOARL and FOAL estimators in GLMs.
Appendix A. Derivation of the restricted Liu estimator
Assuming that Λ * and X ⊤ WX + I are invertible, application of inverse theorem (see p.428 [6] ), we obtain
By using (2.2), (2.4) and (A.1), we get
Following (A.1) and (A.2),βr(d) (m+1) simplificies tô
After multiplying the terms and by using the following equationβ(d)
, we get, after algebric simplifications,
For further simplifications and from (A.1), we obtain
Appendix B. Theorems

B.1. Theorem. [[6]] Let R represent an n × q matrix, S an n × m matrix, T an m × p matrix, and U a p × q matrix. If ℜ(STU) ⊂ ℜ(R) and C(STU) ⊂ C(R), then the matrix R
− is a g-inverse of the matrix R + STU. 
B.2. Theorem. ([4]) Let
1 (In − AA − ) * (In − AA − )a2]/[a * 1 (In − AA − ) * (In − AA − )a1], provided that a1 / ∈ R(A). Then A + a1a * 1 − a2a * 2
is nnd if and only if any one of the following sets of conditions hold.
(a) A is nnd, a1 ∈ R(A), a2 ∈ R(A) and (f11 + 1)(f22
where (U : v) (with U possibly absent) is a subunitary matrix, ∆ is a pd diagonal matrix (occuring when U is present) and δ is a positive scalar. Further, the conditions (a)-(c) are all independent of the choice of A
− ∈ ς(A). Table C5 : EMSEs of estimators for GLMs with gamma response when n = 500. Table C7 : EMSEs of estimators for GLMs with gamma response when n = 700. 
Appendix C. Tables of simulation studies
FOAML FOARML FOAL FOARL Restrictions Restrictions d corr (i) (ii) (iii) (iv) (i) (ii) (iii) (iv)FOAML FOARML FOAL FOARL Restrictions Restrictions d corr (i) (ii) (iii) (iv) (i) (ii) (iii) (iv)
