This paper is dedicated to the memory of Jean-Jacques Moreau.
Introduction
The Moreau envelope e r f of a proper lower-semicontinuous (lsc) function f, is a smoothing, approximating function that made its first appearance in the mid-1960s [23, 24] . It was presented by Jean-Jacques Moreau, together with its associated proximal mapping P r f, as a tool in locating and studying the minima of convex functions. A parametrized function of the proxparameter r, the Moreau envelope is defined as the infimal convolution of f with the scaled norm-squared function r 2 · −x 2 . It is largely used in matters of minimization of convex functions [1, 2, 5, 6, 15, 17, 19, 20, 31, 33, 34] , and more recently it has found a place in non-convex optimization as well [4, 10, 11, 12, 13, 14, 16, 25, 26] .
Given a function f and a prox-parameter r, the Moreau envelope is formally defined e r f (x) := inf x∈dom f f (x) + r 2 x −x 2 .
One of the most inviting properties of the Moreau envelope is that of regularization. Starting with a sufficiently well-behaved function f, such as a convex and lower semicontinuous function, the Moreau envelope is continuously differentiable. In fact, f does not have to be differentiable, or even continuous for that matter, in order for this to happen [13, Proposition 2.1] . Moreover, the global minimum of e r f coincides with that of f, in the case where it exists [31, Proposition 13.37] . So the value of this regularization is clear in matters of minimization of nonsmooth functions. This paper explores the properties of the threshold of prox-boundedness (hereafter referred to simply as threshold where convenient). A function f is called prox-bounded if there exist r ≥ 0 and x ∈ dom f such that e r f (x) ∈ R. The infimum of all such r is called the threshold of proxboundedness of f, and throughout this paper is denoted byr. This numberr is of interest, as any r >r yields e r f (x) ∈ R for all x [31, Theorem 1.25], and (ifr > 0) any r such that 0 ≤ r <r yields e r f (x) = −∞ for all x. At the threshold itself, the Moreau envelope may be −∞ everywhere, a real number everywhere, or some combination of the two, depending on the characteristics of f. In this paper we seek to identify the proximal threshold and understand the behavior of the envelope at the threshold.
Thresholds are also of interest due to their importance when dealing with certain programmable tasks in optimization. A prime example is the proximal point method, a well-known algorithm used for minimizing functions [22, 24, 29] . The algorithm starts at an arbitrary point x 0 ∈ dom f and iteratively calculates the proximal mapping
This method is known to converge to the solution point for convex functions [9] , and for certain nonconvex functions as well [14, 18, 32] . There is a question of how to choose the sequence r i , and it appears that an ideal starting choice is to use the thresholdr [28] . So for this algorithm, and others that use variants of the proximal point method, it is desirable to be able to calculate the threshold for the function in question. With that in mind, the main result of this work is a computational method of identifying and classifying the thresholds of piecewise linear-quadratic (PLQ) functions. A PLQ function is a function whose domain is a union of polyhedral sets, and that is linear or quadratic on each of those sets [31, Definition 10.20 ] (see Definition 2.1 herein). This is a logical family of functions on which to focus in the present work, as they are commonly used in applications and computational optimization [7, 8, 21, 27, 30] . They are easily programmable, but complex enough to allow us to illustrate the variety of situations that arise at the threshold.
The organization of this work is as follows. Section 2 provides background definitions and presents the method we use to identify the domain of the Moreau envelope, on R. In Section 3, we consider full-domain, quadratic functions on R n . In Section 4 we work with functions that have conic or general polyhedral domains, and we present the main result: computation and classification of the thresholds for PLQ functions. Section 5 provides several examples that illustrate some special cases and the procedures given in previous sections. Section 6 provides some concluding thoughts, and proposes areas of future research.
Preliminaries

Notation
For all that follows, we use the notation S n for the set of symmetric matrices, S n + for the set of symmetric positive-semidefinite matrices, and S n ++ for the set of symmetric positive-definite matrices. We introduce the notation D n , D n + , and D n ++ to represent the sets of diagonal matrices that are arbitrary, positive semidefinite, and positive definite, respectively. For a function f : R n → R ∪ {−∞, +∞}, we will denote by dom f the set of points where f is finite, that is,
Definitions
Definition 2.1. A function f : R n → R ∪ {+∞} is called piecewise linear-quadratic (PLQ) if dom f can be represented as the union of finitely many polyhedral sets, relative to each of which f (x) is given by an expression of the form 1 2 x Ax + b x + c for some scalar c ∈ R, vector b ∈ R n , and symmetric matrix A ∈ S n . Definition 2.2. The Moreau envelope of a proper, lsc function f : R n → R ∪ {+∞} is denoted e r f and is defined e r f (x) := inf
The parameter r ≥ 0 is called the prox-parameter, and x is called the prox-center.
The infimum of all such r is called the threshold of prox-boundedness, and is denotedr.
For brevity's sake, we refer to the threshold of prox-boundedness of a function simply as its threshold. The goal of this paper is to be able to identify the threshold of any PLQ function, and to describe the behavior of the Moreau envelope at the threshold. We want to be able to say, given any pointx ∈ R n , whether or notx ∈ dom erf. It is known that for all r >r, dom e r f = R n , and (ifr > 0) for any r ∈ [0,r), dom e r f = ∅. At the threshold itself, however, a variety of situations arise. Depending on the function f, as we see in Examples 2.5, 2.6, and 2.7 below, we can have
We conclude this subsection with a lemma that will be useful in proving some of the results that follow.
Lemma 2.4. Let f : R n → R ∪ {+∞} be proper and lsc. Then f is bounded below if and only if r = 0 and dom erf = R n .
Proof: Notice that
> −∞ for allx ∈ R n ⇔r = 0 and dom erf = R n .
Full-domain single-variable quadratic functions
We present three examples here, without proof, to show that all three cases above exist in the form of basic functions. The proofs of the example statements are covered by Lemma 2.8. Example 2.6 also demonstrates the importance of the "dom e r f = R n " component of Lemma 2.4.
Example 2.6. Let f (x) = x, x ∈ R. Thenr = 0 and dom erf = ∅.
Example 2.7. Let f (x) = −x 2 , x ∈ R. Thenr = 2 and dom erf = {0}.
Now we consider a general quadratic function on R. In the next section, we generalize this result to quadratic functions on R n . . The second derivative is a + r, so the critical point gives a minimum for all r > −a, and a maximum for all r < −a. Indeed, r < −a results in (y − x) 2 being unbounded below. Hence,r = −a. Then we evaluate the Moreau envelope at the threshold:
Hence, dom erf = − 
Full-Domain Quadratic Functions
Lemma 2.8 can be extended to the case x ∈ R n , as we see in Lemma 3.1 and Theorem 3.3. We begin this section by considering the special case of a quadratic function on R n with full domain, whose quadratic coefficient is a diagonal matrix. Recall that we use D n , D + n , and D ++ n to denote the sets of n-dimensional diagonal, diagonal positive-semidefinite, and diagonal positive definite matrices, respectively.
Suppose that (without loss of generality) for i = 1, 2, . . . , n the diagonal elements λ i of A are in non-increasing order. Then the threshold of f is r = max{0, −λ n }, and dom erf depends on A and b in the following manner.
and there exists i such that λ i = 0 and
++ and b i = 0 for every i such that λ i = 0, then dom erf = R n .
Proof: We have
, then λ n is the negative eigenvalue of largest magnitude, since A is ordered. Fixx ∈ R n and r < −λ n , and consider the following limit:
This gives us that the threshold of f is at least −λ n .
|x −x| 2 is strictly convex quadratic, and is therefore bounded below. Hence,r = −λ n . Now we consider the Moreau envelope at the threshold:
Notice that
≥ 0 for all i, so that the argument of the infimum above consists of a sum of n single-variable functions, one function of each y i , that are either strictly convex quadratic (when λ i > λ n ) or linear (when λ i = λ n ). In particular, the n th such function is linear. Suppose the first k functions are quadratic, and the last n − k functions are linear. Then to find the infimum, we must choose y 1 through y k to be those numbers that give us the vertices of the parabolas
That gives us the minimum values for the first k components of the sum in equation (3.2). For the remaining components, however, we must choose the y i that give the infima of (b i +λ ixi )y i . This means that we will have a finite infimum whenx i = −
, and let k be such that λ k = 0 and b k = 0. Fixx ∈ R n and consider the Moreau envelope: inf
For any r > 0 the argument is strictly convex quadratic, so the infimum is a real number. Hence,r = 0. Now we consider
since f is linear and non-constant in directionx k . Therefore, dom erf = ∅.
, and b i = 0 for all i such that λ i = 0. Again we have a finite sum of strictly convex quadratic functions and linear functions, but since b i = 0 for every corresponding λ i = 0, the linear functions are in fact constant. Hence, the function is bounded below, and we apply Lemma 2.4 to conclude thatr = 0 and dom erf = R n .
In order to generalize Lemma 3.1 to include all real symmetric matrices, we use the spectral decomposition. Recall that a square matrix A is orthogonally diagonalizable if and only if there exists an orthogonal matrix Q and a diagonal matrix D such that A = Q DQ. x Ax + b x + c (where A is symmetric by definition), we are always able to diagonalize A, and the eigenvalues of the resulting diagonal matrix are the same as those of A. The consequence of this is that with a change of variable we will be able to apply Lemma 3.1 to any quadratic, full-domain function. With this tool at our disposal, we present the general form of Lemma 3.1 in Theorem 3.3.
Let Q DQ be the spectral decomposition of A, and suppose (without loss of generality) that for i = 1, 2, . . . , n the diagonal elements λ i of D are in non-increasing order. Then the threshold of f isr = max{0, −λ n }, and dom erf depends on D, Q and b in the following manner.
Proof: We implement the variable changes y = Qx andȳ = Qx. These changes do not affect the threshold, as Q is invertible and, by orthogonality,
Further,
Now we consider the Moreau envelope,
Since D is diagonal, we have the form of Lemma 3.1, with b replaced by Qb. The rest of the proof is analogous to that of Lemma 3.1. 
PLQ Functions
We next generalize the results we have so far to include functions that have polyhedral domains. We begin by stating some results about the domain of the Moreau envelope; they will be useful in later sections.
The Domain of the Moreau Envelope
In this subsection, we include some useful lemmas about the domain of e r f. In our first result, we see that the more we restrict the domain of a function, the bigger the domain of the Moreau envelope can be.
since domf ⊆ dom f. Therefore, dom e r f ⊆ dom e rf . Combining Theorem 3.3 with Lemma 4.1, we have the following corollary.
Proof
Polyhedral Conic Domains
Now we are ready to generalize the results of the previous section. We start with a simple case, f quadratic where dom f is a single, closed, unbounded, conic region. We will change variables to the generalized spherical coordinate form, also known as n-spherical coordinates. The variable change is as follows:
. .
For ease of notation, we introduce the capital sine-k function Sin k φ.
Definition 4.3. Let φ = (φ 1 , φ 2 , . . . , φ n−1 ). The Sin k function is defined
We adopt the conventions Sin 0 φ = 1 and φ n = 0, so that we may write x i = ρ Sin i−1 φ cos φ i for all i = 1, 2, . . . , n. For a quadratic function f (x) = 1 2
x Ax+b x+c, the change to n-spherical coordinates of the argument of the Moreau envelope results in
Then we have
where W (x) := (ρ, φ) by the change of variables. Now suppose that S is an unbounded, closed, convex cone. If S = R n , then the results of Section 3 hold. Otherwise, note that {φ : (1, φ) ∈ W (S)} is a compact set. Since our expression is quadratic in ρ, it is bounded below if (G(φ) + r) > 0 for all (ρ, φ) ∈ W (S), and unbounded below if there exists (ρ, φ) ∈ W (S) such that 1 2 (G(φ) + r) < 0. Since G(φ) is a sum and product of sines and cosines, it is bounded on the compact set {φ : (1, φ) ∈ W (S)}, and as such it has a minimum. So, defining
we have
If G > 0, then the threshold is 0, since it cannot be negative. Hence, r = max{0, −G}.
Now settingr = max{0, −G}, we define the following: Working with the first infimum, we note that φ ∈ Φ implies
ρHr(ρ,φ; φ) + Kr(ρ,φ) .
As Φ = H ++ r (ρ,φ), we have Hr(ρ,φ; φ) > 0, so the minimum occurs at ρ = 0. That is,
Turning our attention to the second infimum, given any φ / ∈ Φ, the inner quadratic is strictly convex. Thus, (using basic calculus) we have + Kr(ρ,φ) .
Finally, noting that Hr(ρ,φ; φ) and G(φ) are continuous functions in φ, and that φ is bounded, we note that the infimum is over a compact set. Hence, it is obtained:
erf (ρ,φ) = min Kr(ρ,φ), min Therefore,x ∈ dom erf. Proof: Consider
We first note that if
for all i, then Hr(ρ,φ; φ) = 0 for all φ. In this case Next, we show that there exists (ρ,φ) such that Hr(ρ,φ; φ) < 0 for some φ ∈ Φ. This means that (ρ,φ) meets the conditions of Theorem 4.4 (c), hence dom erf = R n . To see this, select any φ ∈ Φ. Consider the summation
Notice that not all of the factors Sin i−1 φ cos φ i can be zero. We see this by writing out these terms, Sin 0 φ cos φ 1 = cos φ 1 , Sin 1 φ cos φ 2 = sin φ 1 cos φ 2 , Sin 2 φ cos φ 3 = sin φ 1 sin φ 2 cos φ 3 , . . .
and observing that for the first term to be zero, φ 1 must be either
. Then, since sin φ 1 = ±1, we must have φ 2 = π 2 in order for the second term to be zero. Continuing in this manner, we find that φ i = π 2 for all i = 1, which leaves the last term equal to ±1. Hence, the summation is never equivalently zero due to φ.
Suppose then, that the k th term, Sin k φ cos φ k = 0. Selectingφ 1 =φ 2 = ...φ k−1 = π/2 and φ k =φ k+1 = ... =φ n−1 = 0 yields
Hence, b k −ρr Sin k−1φ cosφ k can be driven to −∞, while the other terms remain constant, by makingρ sufficiently large. Conversely, selectingφ 1 = 3π/2,φ 2 = ...φ k−1 = π/2 andφ k = φ k+1 = ... =φ n−1 = 0 yields
Hence, b k −ρr Sin k−1φ cosφ k can be driven to ∞, while the other terms remain constant, by makingρ sufficiently large. Therefore, it is always possible to select (ρ,φ) with Hr(ρ,φ; φ) < 0.
General polyhedral domains
Theorem 4.4 covers the case where dom f is an unbounded polyhedral cone. We now generalize to include all unbounded polyhedral domains. For this, we will need the recession cone, defined as follows.
Definition 4.7. [31, Definition 6.33] For any pointx ∈ S ⊂ R n , S = ∅, the recession cone R(x) is the cone defined as R(x) := {x :x + τ x ∈ S for all τ ≥ 0}.
If S is polyhedral, then R(x) is the same independent of the choice ofx [31, Exercise 6.34], and we use simply R. If S is bounded, then R = {0}. If S is unbounded, then R represents all unbounded directions of S. We will see that in order to understand the threshold, it suffices to focus solely on what happens on R. We first prove that the thresholds themselves are the same on R as on S, in Theorem 4.8 below.
Theorem 4.8. Let f : S → R be a quadratic function with S polyhedral. For anyx ∈ S, define R := R(x) +x. Definef
Letr f andrf be the thresholds of f andf , respectively. Thenrf =r f .
Proof: Let r >r f . Then dom e r f = R n , so dom e rf = R n by Lemma 4.1. This gives us an upper bound on the threshold off :rf ≤r f . Now let r >rf . It suffices to show that dom e r f = R n , since this implies that r ≥r f . LetG(φ),H r (ρ,φ; φ),K r (ρ,φ), andG be defined as in equations (4.1), (4.2), (4.3), and (4.5), respectively. To see that dom e r f = R n , suppose that x ∈ dom e r f. Since r >rf , we know dom e rf = R n , so there exists a sequence
Since r >rf , we haveG
> 0 for all φ with (1, φ) ∈ W (R). SinceG(φ),H r (ρ,φ; φ) and K(ρ,φ) are bounded, necessarily ρ n → ∞. By definition of the recession cone, and dropping to a subsequence if necesary, we may assume that φ n →φ such that (1,φ) ∈ W (R). SinceG 
This is a contradiction to equation (4.11) . Therefore, dom erf = R n . We henceforth drop the subscripts on the threshold and setr f =rf =r. We now turn our attention to the domain of the Moreau envelope for a polyhedral constrained function. x Ax + b x + c, (A ∈ S n , b ∈ R n , c ∈ R) be a quadratic function on S ⊆ R n with S polyhedral. For anyx ∈ S, define R := R(x) +x. Definẽ
Letr be the threshold of prox-boundedness off . Forf , defineG(φ),H r (ρ,φ; φ),G,Φ,H + r (ρ,φ), andH ++ r (ρ,φ) as in equations (4.1), (4.2), (4.5), (4.6), (4.7), and (4.8). Then the following hold.
Proof: Notice that the functionsG(φ) andHr(ρ,φ; φ) are the same for f as forf , with possibly different domains. a) IfG > 0, thenr = 0, and by the same argument as in the proof of Theorem 4.4 (a) we have
In order for equation (4.12) to be true, we must have a sequence
AsG(φ) > 0 for all φ with (1, φ) ∈ W (R), by the same argument as in the proof of Theorem 4.8, we get a contradiction to equation (4.12) and we conclude that dom erf = R n .
b) By Lemma 4.1, we have dom erf ⊆ dom erf . Suppose there existsx ∈ dom erf \ dom erf. As in part (a), this implies that we have a sequence
As in part (a), dropping to a subsequence if necessary we assume ρ n → ∞ and φ n →φ such that (1,φ) ∈ W (R). Note that (1,φ) is on the boundary of W (R). Since (1,φ) ∈ W (R), we haveG(φ) ≥G. In fact,G(φ) >G, since φ ∈Φ ⇒ (1, φ) ∈ int R. Hence,G 
PLQ Functions
For a quadatic function f whose domain is a single, closed, unbounded polyheral region, we use Theorems 4.8 and 4.9 to identify the thresholdr, and dom erf. We will now use this as a basis for doing the same with a PLQ function. Since a PLQ function is continuous [31, Proposition 10.21] , every piece is bounded below except possibly those whose domains are unbounded sets. Theorem 4.11 explicitly identifies the thresholds, and the domains of the Moreau envelopes at the thresholds where possible, of PLQ functions.
Theorem 4.11. For i = 1, 2, . . . , m, let f i : R n → R be quadratic functions on closed, polyhedral domains S i := dom f i , such that S i ∩ int S j = ∅ for every i = j, and f i (x) = f j (x) for all x ∈ S i ∩ S j . Letr i be the threshold of f i for each i (findr i and dom er i f i by applying Theorem 4.9 to each f i ). Define the function
. . .
Then the threshold of f isr = max
Moreover, if we define the active set A := {i :r i =r}, then
Proof: We will make use of the following equation in the proof: 
Examples
We now provide a few examples that illustrate some of the nuances of the results and highlight the procedures given in this paper. The first example illustrates the basic techniques for a full-domain quadratic function. Finally, in accordance with Corollary 4.2, we observe that 1 r b ∈ dom erf. Our next example shows the difficultly in computing dom erf when non-conic sets are involved.
and define
Then both f 1 and f 2 have G = 0 and Φ = H + r (ρ,φ) \ H ++ r (ρ,φ), but dom erf 1 = R 2 , whereas dom erf 2 = ∅.
Details:
i) On S 1 , the function f 1 is equivalently zero. This makes it trivial to find that G = 0 and Hr(ρ,φ; φ) = 0 for all
ii) The recession cone of S 2 is S 1 . It is left to the reader to verify that G(φ) = sin 2φ, G =r = 0, Φ = {0, π}, and Hr(ρ,φ; φ) = 0, so that
Therefore, dom erf 2 = ∅.
Next we have a simple example that shows it possible to construct PLQ functions with equal, positive thresholds, whose Moreau envelope domains are different.
Example 5.3. Define two regions on R :
Then the PLQ functions
both have thresholdr f =r g = 2, but dom e 2 F = {0}, whereas dom e 2 G = ∅. , the common real value of the Moreau envelopes is e 2 f 1 (0) = e 2 f 2 (0) = 0. Hence, e 2 F (0) = 0 and e 2 F (x) = −∞ for all x = 0, which gives dom e 2 F = {0}. For G(x), we see that e 2 g 1 (−1) = e 2 g 2 (1) = 0 and the real values of the Moreau envelopes are not at the same point, which gives e 2 G(x) = −∞ everywhere. Hence, dom e 2 G = ∅.
Finally, we have an example of a six-piece PLQ function on R 2 . We identify the threshold of each piece, and that of the PLQ function. We also make some conclusions with respect to the domain of the Moreau envelope for each piece, and for that of the PLQ function. , (x, y) ∈ S 1 , f 2 (x, y), (x, y) ∈ S 2 , f 3 (x, y), (x, y) ∈ S 3 , f 4 (x, y), (x, y) ∈ S 4 , f 5 (x, y), (x, y) ∈ S 5 , f 6 (x, y), (x, y) ∈ S 6 .
Then f has thresholdr = Moreover, dom erf = R n , dom erf = ∅.
Details: Figure 2 shows the six regions of the domain of f, and Figure 3 is the graph of f. It is left to the reader to verify that f is indeed a PLQ function, that is, it is continuous at all boundary points.
This region is not a cone, so we identify the recession cone R 1 and use W (R 1 ) = (ρ, φ) : ρ ≥ 0, φ ∈ π 2 , π .
We consider the restricted functionf 1 = f 1 with domf 1 = R 1 + (−2, 0). In polar coordinate form, the function becomes f 1 (ρ, φ) = −4ρ 2 cos φ sin φ + ρ(cos φ − 3 sin φ).
We find that G(φ) is minimized uniquely at π 4 
Conclusion
In this paper, a variety of methods for identifying the thresholds and domains of Moreau envelopes for functions built on quadratics was presented. Several examples were given to illustrate the techniques. The results found in this paper are applicable to areas of ongoing computational research, wherever calculation of prox-thresholds is needed. This research raises several questions for further study. For example: i) Is it possible to determine computationally the exact threshold of prox-boundedness for some other useful class of functions?
ii) Any threshold found in this paper, when the domain of the Moreau envelope was the whole space, was equal to zero; does there exist a function f with dom erf = R n such thatr > 0?
iii) Can a calculus of proximal thresholds be created? I.e., given the proximal thresholds of two lsc functions f and g, could the proximal thresholds (or bounds for the proximal thresholds) be determined for their sum, product, and composition? iv) We relied on the partitioning of R n being polyhedral (each region convex, in particular) in order to employ the recession cone for each piece; can this restriction be relaxed? v) We also required n-dimensional functions, so as to take advantage of the compactness of closed, bounded sets. Can any or all of these results be extended to infinite-dimensional spaces?
