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Abstract
We prove the unique existence of solutions of the 3D incompressible Navier-Stokes equations
in an exterior domain with small non-decaying boundary data, for t ∈ R or t ∈ (0,∞). In the
latter case it is coupled with small initial data in weak L3. As a corollary, the unique existence
of time-periodic solutions is shown for the small periodic boundary data. We next show that
the spatial asymptotics of the periodic solution is given by the same Landau solution at all
times. Lastly we show that if the boundary datum is time-periodic and the initial datum is
asymptotically discretely self-similar, then the solution is asymptotically the sum of a time-
periodic vector field and a forward discretely self-similar vector field as time goes to infinity. It
in particular shows the stability of periodic solutions in a local sense.
Keywords: Navier-Stokes equations, exterior domain, spatial asymptotics, time asymptotics,
time-periodic, Landau solution, discretely self-similar, stability.
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1 Introduction
Let Ω ⊂ R3 be an exterior domain with smooth boundary ∂Ω and unit outernormal N , and I = R
or I = (0,∞) be the time interval. In I ×Ω we consider the nonstationary Navier-Stokes equations
∂tu−∆u+ (u · ∇)u +∇p = f, div u = 0, (1.1)
u|∂Ω = u∗, lim|x|→∞u = 0, (1.2)
where u(t, x) : I¯ ×Ω→ R3 is the unknown velocity field, p(t, x) : I¯ ×Ω→ R the unknown pressure,
u∗ the given boundary data and f = f0+∇ ·F the given force with F = (Fij) being a 2-tensor and
(∇ · F )j = ∂iFij . We use summation convention for repeated index and u · ∇ = uj∂j . In the case
I = (0,∞), we add the initial condition
u|t=0 = u0, div u0 = 0. (1.3)
By an exterior domain we mean a connected open set with bounded complement. Without loss of
generality, we may assume the complement of Ω¯ contains the origin and is a subset of BR1 := {x ∈
R
3 : |x| < R1} for some R1 > 0.
In this paper, we first consider the solvability of the problem (1.1)–(1.3) with nondecaying bound-
ary data in time. Moreover, we also study the asymptotic properties of solutions with time-periodic
boundary data.
To explain the background, we start with the review of the stationary problem. In 1965 Finn [9]
showed the existence of a small stationary solution satisfying |u(x)| ≤ C|x|−1 in Ω for small data.
Nazarov and Pileckas [27] proved that the solution is asymptotically self-similar at spatial infinity,
i.e., the solution converges to a (-1)-homogeneous vector field faster than C|x|−1. Recently Korolev
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and Sverak [17] showed the asymptotic profile is given by a Landau solution. In particular the decay
rate |x|−1 is optimal in general.
Landau solutions are a family of vector fields U b and functions P b in R3, with parameter b ∈ R3,
that solve
−∆u + (u · ∇)u +∇p = bδ0, div u = 0, (1.4)
where δ0 is the delta function at the origin. They are axisymmetric: in spherical coordinates ρ, θ, ϕ
with b in the direction of the north pole,
U b =
2
ρ
(
A2 − 1
(A− cosϕ)2 − 1
)
eρ + 0eθ − 2 sinϕ
ρ(A− cosϕ)eϕ, (1.5)
where A = A(|b|) ∈ (1,∞] is determined by |b| = 16π(A + 12A2 log A−1A+1 + 4A3(A2−1) ) and strictly
decreasing in |b| ≥ 0. It is the unique solution of (1.4) in the class of (−1)-homogeneous vector fields
in R3. See Landau [22, 23], Tian and Xin [36], and Sverak [34].
On the other hand, there are also a lot of works on the time-periodic solutions in exterior domains.
After the earlier works by Salvi [30] and Maremonti-Padula [24], Yamazaki [37] showed the unique
existence of time-periodic solutions in the Lorentz space L3,∞ for zero boundary data and small
forces F ∈ L3/2,∞ with f0 = 0. Galdi and Sohr [12] further showed the existence of time-periodic
solutions satisfying the pointwise estimate |u(t, x)| ≤ C|x|−1 where C is independent of time.
When we are interested in time-periodic solutions or, more generally, the exterior problem for
nondecaying boundary data and forces, the function spaces should allow nondecaying functions in
time. On the other hand, in view of the optimal decay rate |x|−1 for the stationary solutions, it is
natural to choose the spaces L3,∞ (weak-L3 space) or X1 in spatial variables, where Xk (for k > 0)
is the space of functions defined by the norm
‖u‖Xk := sup
x∈Ω
(1 + |x|)k|u(x)|. (1.6)
Let BCw(J ;X) be the class of bounded and weak-star continuous X-valued functions defined on a
time interval J . We omit the subscript w if it is strongly continuous.
Our first result concerns the unique existence of very weak solutions, to be defined in §2.2, with
small nondecaying boundary data in the time interval R or (0,∞). As a consequence, we obtain an
existence theorem of time-periodic solutions.
Theorem 1.1 (Existence) Let Ω be a smooth exterior domain in R3 with ∂Ω ⊂ {x : |x| < R1}.
Let I be R or (0,∞). Let δ be a positive constant. There are constants ε0 > ε˜0 > 0 and C > 0 such
that the following holds: Let u0, u∗, f0 and F be given data with the convention u0 = 0 if I = R.
(i) Assume that
ε := ‖u∗‖W 1,∞(I;C2x(∂Ω)) + ‖f0‖L∞(I;X3+δ) + ‖F‖L∞(I;L3/2,∞(Ω)) + ‖u0‖L3,∞(Ω) ≤ ε0. (1.7)
Then there is a unique very weak solution u ∈ BCw(I¯;L3,∞(Ω)) of (1.1)–(1.3) satisfying
‖u‖L∞(I;L3,∞(Ω)) ≤ Cε. (1.8)
(ii) Let I = R. Assume that all u∗, f0 and F are periodic in time with period T > 0, then the
solution in (i) is also periodic in time with same period.
(iii) Let I = R. Assume that
ε˜ := ‖u∗‖W 2,∞(R;C2x(∂Ω)) + ‖f0‖W 1,∞(R;X3+δ) + ‖F‖W 1,∞(R;X2) ≤ ε˜0, (1.9)
then the solution in (i) satisfies
|u(t, x)| ≤ Cε˜|x|−1, (|x| > R1, t ∈ R). (1.10)
Comments for Theorem 1.1:
1. The initial condition (1.3) is understood in the weak-star sense. Thus we do not need a
compatibility condition between u∗ and u0. When u∗ = 0, we usually also require u belongs
L3,∞σ (Ω) which is the subspace of L
3,∞(Ω;R3) with div u = 0 and u · N |∂Ω = 0, N being
the outer-normal of Ω, see §2.1. This is not suitable for the inhomogeneous boundary value
problem.
2
2. In the case I = R and u∗ is time-independent or time-periodic, we recover the results of Finn
[9], Galdi and Sohr [12] on the existence of solutions behaving like |x|−1 as |x| → ∞.
3. As noted above, there are a lot of literature on the existence of periodic exterior flows for
zero boundary data [30, 24, 37, 12]. Our result allows nonzero boundary data. There are also
results on existence of solutions for nonzero boundary data e.g. Amann [2], Farwig, Kozono
and Sohr [8]. However, most of them require time decay of the boundary data, which is not
suitable for the periodic solutions. Since the maximal regularity estimates in [2, 8] are not
available in our solution spaces, we use the duality argument by Yamazaki [37] to construct
the solution. In fact, we first decompose u = E + v where E is an extension of the boundary
data u∗, and then we construct the unique mild solution v of the difference equation (3.8)
following the method by [37]. Unlike [37], we do not require time continuity of the force (in
part (i)) and our solution is only weak-star continuous in t. We then show the equivalence of
this solution and a very weak solution in §3.2. Note the datum u∗ is in the C2 class, not usual
C2,α, 0 < α < 1. The existence of the extension E is shown in Lemma 2.4.
Our second result concerns the spatial asymptotics of time-periodic solutions. To describe it, we
recall the momentum flux density tensor for a solution (u, p) of (1.1),
Tij(u, p, F ) = pδij + uiuj − ∂iuj − ∂jui − Fij . (1.11)
Equation (1.1) can be written as
∂tuj + ∂iTij = f0j, div u = 0. (1.12)
We show that the asymptotic profile of a time-periodic solution is given by a Landau solution
determined by the tensor Tij and chosen independent of time.
Theorem 1.2 (Spatial asymptotics of time-periodic solutions) For any T > 0, R > 0 and
α ∈ (1, 2), there are constants ε1 > 0 and C > 0 such that the following holds. Suppose (u, p) is a
time-periodic solution of (1.1) with period T for R < |x| <∞, and satisfies
ε := sup
t∈R
{
sup
|x|>R
{|x|2+α|f0(t, x)| + |x|1+α|F (t, x)|} + ‖u(t, ·)‖L3,∞(|x|>R)+
+ sup
R<|x|<R+1
{|u(t, x)|+ |∇u(t, x)|+ |p(t, x)|}
}
≤ ε1.
(1.13)
Then |u(t, x)| ≤ Cε|x|−1 for |x| > R and all t ∈ R. Moreover, let Tij be defined by (1.11), let
bj = lim
ρ→∞
1
T
∫ T
0
∫
|x|=ρ
TijnidSx dt, (ni =
xi
|x| , i = 1, 2, 3), (1.14)
and let U b be the Landau solution corresponding to b, whose choice is independent of t. Then
|u(t, x)− U b(x)| ≤ Cε|x|−α, (|x| > R; t ∈ R). (1.15)
Comments for Theorem 1.2:
1. In Theorem 1.2 we do not specify a boundary condition for u. All we need is a solution for
|x| > R. Thus our result is applicable to the periodic solutions constructed in Theorem 1.1
(ii), (iii).
2. If u is independent of time, Theorem 1.2 recovers the result of Korolev-Sverak [17] for small
exterior stationary Navier-Stokes flows. We observe that the decay rate |u(t, x)| ≤ C|x|−1 for
small periodic solutions is optimal as well as the stationary case.
3. In order to see that the limit in (1.14) exists, denote the integral as Ij(ρ) and then we have
from (1.12) that
Ij(ρ2)− Ij(ρ1) = 1
T
∫ T
0
∫
ρ1<|x|<ρ2
f0j (R < ρ1 < ρ2). (1.16)
We would like to emphasize that the choice of b in (1.15) is independent of t. There is some
sort of cancellation effect behind it.
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Finally we consider the large time asymptotics of solutions of the problem (1.1)–(1.3) when the
boundary data and the force are time-periodic. Borchers and Miyakawa [3] showed the stability
of stationary exterior flows under small initial perturbation in L3,∞ vanishing at boundary. For
earlier stability results, see e.g. [14, 19]. Our third theorem extends these stability results to small
time-periodic solutions.
Theorem 1.3 (Time asymptotics) For any T > 0, δ > 0, η > 0 and 3 ≤ q1 < 3δ+η , there is
ε2 > 0 such that the following holds. Let u∗ and f be time-periodic data satisfying (1.9). Assume
the initial data u0 is asymptotically self-similar in the sense that there is a (-1)-homogeneous vector
field u˜0 ∈ X1 such that div u˜0 = 0 and
‖u˜0‖X1 ≤ ε2, ∇u˜0 ∈ X2 and ε˜ := ‖u0 − u˜0‖L3,∞∩L 31+δ ,∞ ≤ ε2. (1.17)
Then the solution u in Theorem 1.1 (i) for t ≥ 0 can be decomposed as
u = Q+ w + r. (1.18)
Here Q is the periodic solution for the data u∗ and f in Theorem 1.1 (iii). The term w is the forward
self-similar solution of the perturbed Navier-Stokes system in (0,∞)× R3,
∂tw −∆w +∇(w ⊗ w + U b ⊗ w + w ⊗ U b) +∇p0 = 0, divw = 0, (1.19)
with initial data w0 = u˜0 − U b, where U b(x) is the Landau solution corresponding to Q given in
Theorem 1.2 with α = 1 + δ, and w satisfies
|w(t, x)| ≤ Cε2(|x|+
√
t)−1+η|x|−η, (t ∈ (0,∞); x ∈ R3).
The term r satisfies the following decay estimate:
‖r(t)‖Lq,∞(Ω) ≤ Cε˜t−
3
2
( 1
3
− 1q )− δ2 ∀t > 0, ∀q ∈ [3, q1].
Comments for Theorem 1.3:
1. The last assumption in (1.17) means that the profile of u0 at spatial infinity is given by u˜0.
Since ‖Q(t, x)‖Lq,∞ ≤ C, ‖w(t, x)‖Lq,∞ ≤ Ct−
3
2
( 1
3
− 1q ) for 3 ≤ q ≤ q1 and r decays faster than
the other terms as t→∞, our theorem shows that u is asymptotically equal to the sum of Q
and w. In particular, this implies the stability of the periodic solution.
2. In the case Ω = R3 with zero force and no boundary data, Planchon [29] showed that if the
initial data is asymptotically self-similar, the solution is also asymptotically self-similar. Here
the asymptotic profile of the solution at large time is given by the self-similar solution of the
non-perturbed equations (1.1) with zero force. See also [7]. In our case, the asymptotic profile
w satisfies an equation modified by the Landau solution U b, but it is still self-similar. Unique
existence of the self-similar solutions for (1.19) is considered in Proposition 5.1.
3. If u˜0 is not self-similar, we still have similar decomposition like (1.19). In particular, if u0 is
asymptotically discretely self-similar, w becomes forward discretely self-similar. The notion of
the discretely self-similar solution is discussed in the introduction of section 5. In section 6,
we will show a more general decomposition. See Theorem 6.1.
Our previous three theorems can be similarly posed in the entire R3 with a singular force sup-
ported at the origin
∂tu−∆u+ (u · ∇)u +∇p = b(t)δ0, div u = 0, (x ∈ R3), (1.20)
which is studied by Cannone and Karch [4]. The problem will be pursued elsewhere.
This paper is organized as follows. In section 2, we recall some preliminary results related to the
exterior problem. In section 3 we prove Theorem 1.1. Section 4 is devoted to the proof of Theorem
1.2. In section 5 we consider the perturbed Navier-Stokes system (1.19) which plays an important
role in the next section. Finally we consider the time asymptotics of the exterior flows and prove
Theorem 1.3 in section 6.
Notation. a . b means a ≤ Cb for some constant C. a ∼ b means a . b . a. 〈a〉 =√|a|2 + 1.
For 1 ≤ p ≤ ∞, its conjugate exponent p′ is defined by 1/p+ 1/p′ = 1. We denote R+ = (0,∞).
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2 Preliminaries
In this preparation section we recall Helmholtz decomposition and Stokes semigroup in §2.1, define
very weak solutions in §2.2, prove extension lemmas in §2.3, show that f0 can be absorbed into ∇F
in §2.4, and prove decay estimates for Stokes system in §2.5.
Recall Ω denotes an exterior domain in R3 with smooth boundary ∂Ω and unit outer-normal N .
We also assume 0 6∈ Ω¯ and ∂Ω ⊂ BR1 .
2.1 Helmholtz decomposition and Stokes operator
The Helmholtz decomposition
Lq(Ω;Rn) = Lqσ(Ω)⊕Gq(Ω), (1 < q <∞), (2.1)
for a C1-exterior domain Ω ⊂ Rn, n ≥ 2, is well understood. It is first proved for n = 3 by Miyakawa
[26] and for all n ≥ 2 by Simader-Sohr [31]. Let P = Pq be the associated Helmholtz projector from
Lq onto Lqσ. Then P can be extended by interpolation to a bounded projector on each Lorentz space
Lq,r(Ω), 1 < q <∞, 1 ≤ r ≤ ∞, with the Helmholtz decomposition
Lq,r(Ω;Rn) = Lq,rσ (Ω)⊕Gq,r(Ω), (2.2)
where
Lq,rσ (Ω) = {u ∈ Lq,r(Ω;Rn) : div u = 0, u ·N |∂Ω = 0},
Gq,r(Ω) = {∇p ∈ Lq,r(Ω;Rn) : p ∈ Lq,rloc(Ω¯)}.
(2.3)
Furthermore, if 1 ≤ r <∞, then (Lq,rσ )∗ = L(q
′,r′)
σ and (Gq,r)∗ = G(q
′,r′). See [3, Th. 5.2].
The Stokes operator Aq on L
q
σ(Ω) with the dense domain
D(Aq) = L
q
σ(Ω) ∩W 1,q0 (Ω) ∩W 2,q(Ω) (2.4)
is defined by Aqu = −Pq∆u for u ∈ D(Aq). It extends to a closed linear operator on Lq,rσ (Ω) with
domain
D(Aq,r) = {u ∈ Lq,rσ (Ω) : ∇ju ∈ Lq,r(Ω), j = 1, 2, u|∂Ω = 0}. (2.5)
One also has
D(A1/2q,r ) = L
q,r
σ (Ω) ∩W 1,(q,r)0 (Ω). (2.6)
The semigroup {e−tA}t≥0 also extends to Lq,rσ (Ω).
We now recall some estimates in Lorentz spaces.
Lemma 2.1 Let Ω ⊂ R3 be an exterior domain with smooth boundary. One has
‖A1/2u‖Lp,r . ‖∇u‖Lp,r , (1 < p <∞, 1 ≤ r ≤ ∞), (2.7)
‖∇u‖Lp,∞ . ‖A1/2u‖Lp,∞, (1 < p < 3), (2.8)
‖∇u‖Lp,1 . ‖A1/2u‖Lp,1, (1 < p ≤ 3). (2.9)
The above is [37, Theorem 2.1].
For 1 ≤ p < 3, we define p∗ by 1/p∗ = 1/p− 1/3.
Lemma 2.2 Let Ω ⊂ R3 be an exterior domain with smooth boundary.
(i) For 1 < p ≤ q <∞, σ = 32 ( 1p − 1q ) and 1 ≤ r ≤ ∞, for any φ ∈ Lp,rσ (Ω)
‖e−tAφ‖Lq,r . t−σ‖φ‖Lp,r , t > 0, (2.10)
‖A1/2e−tAφ‖Lq,r . t−σ− 12 ‖φ‖Lp,r , t > 0. (2.11)
(ii) For 1 < p < 3, for some c = c(Ω, p) > 0, for any φ ∈ Lp,1σ (Ω),∫ ∞
0
‖A1/2e−tAφ‖Lp∗,1dt ≤ c‖φ‖Lp,1 . (2.12)
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(iii) For 1 < p < 3 and 0 < σ < 1, for some c = c(Ω, p, σ) > 0, for any φ ∈ Lp,1σ (Ω),∫ t
0
s−σ‖A1/2e−(t−s)Aφ‖Lp∗,1ds ≤ ct−σ‖φ‖Lp,1, t > 0. (2.13)
If 1 < p ≤ 32 , we may replace A1/2 in (2.12) and (2.13) by ∇ due to (2.9).
Proof. The decay estimates (2.10) amd (2.11) are [37, (2.4), (2.5)]. (Although [37] only states
the case r = 1, it works for other r.) The integral estimate (2.12) follows from [37, (2.11)].
To show (2.13), divide the integral to s ≤ t/2 and s > t/2. Applying (2.11) for s ≤ t/2 and
(2.12) for s > t/2, we get (2.13). 
As a corollary, we have the following lemma. Here BCw denotes the class of bounded and
weak-star continuous functions.
Lemma 2.3 Let Ω ⊂ R3 be an exterior domain with smooth boundary. Let I = R or I = R+. For
f(t) ∈ L∞(I;Lq,∞(Ω)), 3/2 ≤ q < 3, define
(GIf)(t) =
∫ t
inf I
e−(t−s)AP∇f(s)ds, (t ∈ I) (2.14)
in the sense that, for p = (q∗)′, that is, 1/p = 4/3− 1/q,
((GIf)(t), φ) =
∫ t
inf I
(f(s),∇e−(t−s)Aφ)ds, ∀φ ∈ Lp,1σ , ∀t ∈ I. (2.15)
Then GIf ∈ BCw(I¯;Lq∗,∞σ (Ω)), and for some c = c(Ω, q) > 0
‖GIf‖L∞(I;Lq∗,∞σ ) ≤ c‖f‖L∞(I;Lq,∞). (2.16)
Note the integral GIf is in weak sense and may not converge absolutely.
Proof. For any φ ∈ Lp,1σ and t ∈ I, we have
|(GIf(t), φ)| = |
∫ t−inf I
0
(f(t− τ),∇e−τAφ)dτ |
≤
∫ ∞
0
‖f(t− τ)‖Lq,∞‖∇e−τAφ‖Lq′,1dτ.
(2.17)
Note that 3/2 ≤ q < 3 is equivalent to 1 < p ≤ 3/2 and that q′ = p∗. Then Lemma 2.2 (ii) implies
that
|(GIf(t), φ)| ≤ c‖f‖L∞(I;Lq,∞)‖φ‖Lp,1, (2.18)
which shows GIf ∈ L∞(I;Lq∗,∞σ (Ω)) and (2.16). To show weak continuity, a computation similar to
the above shows ∀t < t′ ∈ I and ε := t′ − t
|(GIf(t′)− GIf(t), φ)|
≤
∫ ε
0
|(f(t′ − τ),∇e−τAφ)|dτ +
∫ ∞
0
|(f(t− τ),∇e−τA(e−εA − 1)φ)|dτ
≤ ‖f‖L∞Lq,∞
(∫ ε
0
‖∇e−τAφ‖Lq′,1dτ +
∫ ∞
0
‖∇e−τA(e−εA − 1)φ‖Lq′,1dτ
)
.
(2.19)
By Lemma 2.2 and by the strong continuity at ε = 0 of the Stokes semigroup in Lp,1, the right hand
side converges to 0 as ε→ 0+, and hence |(GIf(t′)− GIf(t), φ)| → 0 with either t or t′ fixed. 
2.2 Very weak solutions
In this subsection we define very weak solutions in an exterior domain Ω with unit outernormal N .
Our definition is a variant of that in Amann [2] and Farwig, Kozono and Sohr [8]. We take the
constant κ to be 1 for the Navier-Stokes system, and κ = 0 for the Stokes system.
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For finite or infinite time interval J , denote the space of test functions
DJ :=
{
w ∈ C(ΩJ ;R3) : ∂
a
t∇bxw ∈ C(ΩJ ), (a ≤ 1; b ≤ 2);
divw = 0, suppw ⋐ ΩJ , w|∂Ω = 0
}
, (2.20)
where ΩJ = J¯ ×Ω contains the boundary. Thus ∇w may be nonzero on boundary, and w(t0, ·) may
be nonzero if t0 = inf J is finite.
Let I = R or I = R+. A vector field u ∈ L2loc(I¯ × Ω¯;R3) is called a very weak solution of the
Navier-Stokes system (when κ = 1) or of the Stokes system (when κ = 0) with initial datum u0 (with
the convention u0 = 0 if I = R), boundary datum u∗, force f and mass source k (with sufficient
regularity) if ∫
I
{−(u , wt +∆w)Ω + (u∗ , N · ∇w)∂Ω − (κu⊗ u , ∇w)Ω − (ku , w)Ω} dt
= (u0 , w(0))Ω +
∫
I
(f , w)Ωdt, ∀w ∈ DI ,
(2.21)
and
div u(t) = k(t), N · u(t)|∂Ω = N · u∗(t) for a.e. t ∈ I. (2.22)
An elementary calculation shows that for w ∈ DJ
N · ∇w = curlw ×N on ∂Ω. (2.23)
Thus (2.21) contains a condition only on the tangential componentN×u∗ of u∗ on ∂Ω, and we have to
assume the additional condition in (2.22) for the normal componentN ·u|∂Ω = N ·u∗. Note that, when
Ω is a bounded domain, one needs to assume the compatibility condition
∫
∂Ω u∗(t) ·NdS =
∫
Ω k(t)dx
for a.e. t. When Ω is an exterior domain, however, this is unnecessary. For the rest of this paper we
take k = 0.
2.3 Extension lemmas
We will use the following extension lemma to extend a given boundary data u∗ with zero flux on
every connected component of ∂Ω to a divergence-free vector field of compact support in Ω. The
special case we need is u∗ ∈ C2(∂Ω) and Ω is a smooth exterior domain in R3.
Lemma 2.4 Let l ∈ N and 0 ≤ α ≤ 1. Assume Ω is a domain in Rn, n ≥ 2, with compact
boundary ∂Ω of class Cl+1,α and unit outernormal N . Suppose ∂Ω has M connected components
Γk, k = 1, . . . ,M . For any δ > 0, there is a linear map E which assigns for each u∗ ∈ Cl,α(∂Ω,Rn)
with
∫
Γk
u∗ ·N = 0 for all k, a vector field u = E(u∗) ∈ Cl,α(Ω¯) so that
div u = 0, u|∂Ω = u∗, suppu ⊂ Ω¯δ, ‖u‖Cl,α(Ω¯) ≤ C‖u∗‖Cl,α(∂Ω). (2.24)
Above Ωδ = {x ∈ Ω : dist(x, ∂Ω) < δ} and C = C(Ω, l, α, δ). This linear map restricted to smooth
u∗ is the same for all (l, α) so that ∂Ω ∈ Cl+1,α.
The following is a more general result which we will not use.
Lemma 2.5 Let l ∈ N and 0 ≤ α ≤ 1. Assume Ω is a domain in Rn, n ≥ 2, with compact boundary
∂Ω of class Cl+1,α and unit outernormal N . For any open convex set ω ⊂ Rn containing ∂Ω, there
is a linear map E which assigns for each u∗ ∈ Cl,α(∂Ω,Rn) with
∫
∂Ω
u∗ · N = 0, a vector field
u = E(u∗) ∈ Cl,α(Ω¯) so that
div u = 0, u|∂Ω = u∗, suppu ⊂ Ω¯ ∩ ω, ‖u‖Cl,α(Ω) ≤ C‖u∗‖Cl,α(∂Ω). (2.25)
This linear map restricted to smooth u∗ is the same for all (l, α) so that ∂Ω ∈ Cl+1,α.
Remarks on Lemmas 2.4 and 2.5:
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1. If u∗ ∈ C2,α(∂Ω), 0 < α < 1, Lemmas 2.4 and 2.5 (Lemma 2.5 in the case Ω is bounded)
is proved in Kapitanski˘i-Piletskas [15]. In addition to induction in dimension, they write
ui = ∂i(wij + δijφ) with wij anti-symmetric and estimate Newtonian potentials in Ho¨lder
spaces. This is why they do not allow α = 0 or α = 1, which are allowed in Lemmas 2.4 and
2.5.
2. In case Ω is an exterior domain, the extension constructed in [15] does not have compact
support unless one further assumes
∫
Γk
u∗ ·N = 0 for all k. See also Kozono-Yanagisawa [21]
for extensions in more general domains.
3. A related problem is the construction of a vector field v for a given f : Ω → R satisfying∫
Ω f = 0 so that
div v = f, (x ∈ Ω), v|∂Ω = 0, ‖∇v‖ ≤ C‖f‖ (2.26)
for suitable norms. The extension problem is reduced to (2.26) as follows: first extend u∗ to
U ∈ Ck,α(Ω) which may not be divergence-free, then solve (2.26) with f = divU , and finally
define u = U − v. The problem (2.26) is solved first for f ∈ C∞c (Ω) and then for general f by
approximation. For 1 < q <∞, this approach is good for u∗ ∈ W 1−1/q,q(∂Ω), but not suitable
for u∗ ∈ W k−1/q,q(∂Ω), k ≥ 2, since C∞c (Ω) is not dense in W k,q ∩W 1,q0 . Similarly it is not
suitable for u∗ ∈ C2(∂Ω).
4. Remark VIII.4.1 on [11, p25] says that there is no linear map which assigns a v satisfying
(2.26) for a given f so that ‖v‖Lq ≤ c‖f‖W−1,q , which we fully agree. However, we do not
understand why it continues to assert that, “by the same token”, there is no linear map which
assigns a v for f ∈ C(Ω¯) so that ‖v‖C1 ≤ c‖f‖C .
5. Theorem 4 of [15] asserts the existence a solution v of (2.26) satisfying (for 0 < α < 1)
‖v‖Ck+1,α(Ω) ≤ C‖f‖Ck,α(Ω). (2.27)
However, its proof assumes dist(supp f, ∂Ω) > 0 and the constant C depends on this distance.
See [15, §6].
Proof of Lemma 2.4. We will prove the case n = 3 for notational simplicity. The general case
(n ≥ 2) is proved in the same way. Denote x′ = (x1, x2) and the open square K = {x′ ∈ R2 : −1 <
x1, x2 < 1}.
We first consider the case that the support of u∗ is on K×{0} with 54K× (0, 1) ⊂ Ω. In this case
we have
∫
K
u3∗ = 0. Extend u∗(x
′) = 0 for x′ ∈ R2\K. Choose φ ∈ C∞(R2) so that φ(ξ) = φ(|ξ|),
φ(ξ) = 0 for |ξ| < 1/8 and |ξ| > 1/4, and ∫
R2
φ(ξ)dξ = 1. Also choose χ ∈ C∞(R) so that χ(s) = 1
for s < 1/8 and χ(s) = 0 for s > 1/4. We define the extension by
u(x) =
(
∂3Φ1, ∂3Φ2, −∂1Φ1 − ∂2Φ2
)
, (2.28)
where1
Φj(x
′, x3) = χ(x3)
[
x3
∫
R2
uj(x′ + x3ξ)φ(ξ)dξ + f j(x′)
]
, (j = 1, 2), (2.29)
and, with g(x1) =
∫
R
u3∗(x1, x¯2)dx¯2, supported in |x1| ≤ 1 and
∫ 1
−1 g(x1)dx1 = 0,
f1(x′) = −χ′(x2)
∫ x1
−∞
g(x¯1)dx¯1, f
2(x′) =
∫ x2
−∞
u3∗(x1, x¯2)dx¯2 − g(x1)(1− χ(x2)). (2.30)
(See the proof of Lemma 2.6.) Note f j are supported in K¯, divR2 f = u
3
∗, and u is supported in
9
8K¯ × [0, 1/4]. One verifies (2.24) directly.
We next consider the case that the support of u∗ is on a graph over K: x3 = h(x′) for x′ ∈ K
with |h(x′)| < 1/4, and Ω ∩ (32K × [−1, 1]) lies in x3 > h(x′). We have
N =
1
ℓ
(∂1h, ∂2h, −1), ℓ =
√
|∇h|2 + 1, dA = ℓdx1dx2, (2.31)
1The formula for u3 is from Lemma 2.5. The formula for u1 and u2 extends the n = 2 case of [15, (7.3)].
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and 0 =
∫
∂Ω
u∗ ·NdA =
∫
K
u∗ · (∂1h, ∂2h, −1)dx1dx2. Define new coordinates
y1 = x1, y2 = x2, y3 = x3 − h(x′), (2.32)
and, for each vector field defined for x ∈ Ω¯ ∩ (K × [0, 1]) define a new vector field for y ∈ K ×
[−3/4, 3/4]:
U(y) = (u1(x), u2(x), u3(x) − u1(x)∂1h(x′)− u2(x)∂2h(x′)). (2.33)
For a given u∗ defined on ∂Ω, we define U∗ on K by the same formula. Then U∗ satisfies
∫
K
U3∗ = 0
and we can extend U from U∗ by the previous case so that divU = 0 and suppU ⊂ K× [−1/2, 1/2].
We finally define u from U by (2.33). One checks directly that divx u = divy U = 0.
For the general case, we can find finitely many balls Bj , j = 1, . . . , J , with same radius ρ and
concentric balls B∗j with double radius 2ρ, so that ∂Ω ⊂ ∪jBj , ∪jB∗j ⊂ BR1 , and that ∂Ω ∩B∗j is a
graph in B∗j in direction µj , and belongs to |(x−xj) ·µj | ≤ ρ/8 where xj is the center of Bj . Choose
a smooth partition of unity {ηj}j on ∂Ω so that
∑
j ηj = 1 on ∂Ω and supp ηj ⊂ Bj ∩ ∂Ω.
For any given u∗ with
∫
Γk
u∗ ·N = 0 for all k, we claim we can decompose
u∗ =
∑
j
u∗,j, suppu∗,j ⊂ ∂Ω ∩Bj ,
∫
∂Ω
u∗,j ·N = 0, (2.34)
with suitable estimates. When ∂Ω has only one component (M = 1), choose χk, k = 1, . . . , J − 1,
so that χk ∈ C∞c (∂Ω ∩ Bk ∩ ∪j>kBj) with
∫
∂Ω
χk = 1. We define u∗,j by induction: Let U1 = u∗,
and for j = 1, . . . , J − 1,
u∗,j = Ujηj − χj
∫
∂Ω
Ujηj , Uj+1 = Uj − u∗,j (2.35)
and u∗,J = UJ . When ∂Ω has more than one component, we can perform the above decomposition
for each component. (The above decomposition follows the proof of [10, Lemma III.3.2].)
Since
∫
∂Ω u∗,j ·N = 0, by the second case above with a suitable rescaling we can extend u∗,j to
divergence-free uj supported in B
∗
j ∩ Ω¯δ. We now define E(u∗) =
∑
j uj . 
Remark. If u∗ is prescribed in K×{0, 1} with u∗(x′, 0) = (0, 0, v0(x′)), u∗(x′, 1) = (0, 0, v1(x′))
and
∫
K v0(x
′)dx′ =
∫
K v1(x
′)dx′, we can extend u∗ to K × [0, 1] by
u(x) = (ψ′(x3)f1(x′), ψ′(x3)f2(x′), (1 − ψ(x3))v0(x′) + ψ(x3)v1(x′)), (2.36)
where ψ = 1− χ,
f1(x′) = ψ′(x2)
∫ x1
−∞
g(x¯1)dx¯1, f
2(x′) =
∫ x2
−∞
(v0 − v1)(x1, x¯2)dx¯2 − g(x1)ψ(x2), (2.37)
and g(x1) =
∫
R
(v0 − v1)(x1, s)ds.
Proof of Lemma 2.5. The case M = 1 follows from Lemma 2.4, with δ > 0 chosen so small
that Ωδ ⊂ ω. Suppose now M ≥ 2.
Claim: We can chooseM−1 line segments Lk connecting Γj, so that Lk intersect ∂Ω only at end
points and at right angles, and each Γj intersects at least one Lk. This is chosen by induction. Let
A1 = {1} and AM = {1, . . . ,M}. Suppose Ak, a subset of AM has been chosen for k = 1, . . . ,M −1.
Since ∂Ω is compact, one can find a line segment Lk minimizing the distance
dist(∪j∈AkΓj , ∪j 6∈AkΓj). (2.38)
Clearly Lk intersects ∪j∈AkΓj only at one endpoint and Lk intersects ∪j 6∈AkΓj , say Γjk+1 , at the
other endpoint. Moreover, Lk without endpoints is inside Ω. Now let Ak+1 = Ak ∪ {jk+1} and
continue.
Once all Lk have been chosen, we give a rank of Γj and Lk as follows: Γj is assigned rank one
if it intersects only one Lk. This line segment is renumbered as Lj and also assigned rank 1. Let A
be the set of Γj and Lk without those of rank one. Rank one boundaries and line segments in this
reduced set are assigned rank 2. We continue this exercise until we exhaust all Γj and Lk.
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Fix 0 < ε≪ 1. For each k, let ek be the unit direction vector of Lk (unique up to a negative sign),
let Lεk be those points on the line extending Lk with distance to Lk less than ε, let rk(x) = dist(x, L
ε
k),
and let Uk(x) = ε1−nχ(ε−1rk(x))ek where χ : R → [0, 1] is a fixed smooth cut-off function with
χ(r) = 1 for r < 1 and χ(r) = 0 for r > 2. For ε > 0 sufficiently small (depending on ∂Ω), we have∫
Γj
Uk · N = ±(∫
Rn−1
χ(|x′|)dx′ + o(1)) 6= 0 if Γj is one of the two boundaries intersecting Lk. We
also have suppUk ⊂ ω.
Now, for a given u∗, let u0∗ = u∗ and define recursively for k ≥ 1:
uk∗(x) = u
k−1
∗ (x) −
∑
Γj of rank k
cjU
j(x), cj =
∫
Γj
uk−1∗ ·N∫
Γj
U j ·N . (2.39)
Denote the final one as uM∗ . One verifies that
∫
Γk
uM∗ · N = 0 for all k and ‖uM∗ ‖Cl,α +
∑
j |cj | ≤
C‖uM∗ ‖Cl,α . We now define
E(u∗) = E(uM∗ ) +
M∑
j=1
cjU
j(x), (2.40)
where E(uM∗ ) is defined by Lemma 2.4. One verifies that ‖E(u∗)‖Cl,α(Ω) ≤ C‖uM∗ ‖Cl,α +C
∑
j |cj | ≤
C‖uM∗ ‖Cl,α , and that the support of E(u∗) is inside ω. 
2.4 Source terms
In this subsection we show that any force f(x) in Rn decaying like |x|−n−ε as infinity can be
decomposed in the form f = f0 +∇ · F with supp f0 being compact.
Lemma 2.6 If f(x) is defined in Rn with |f(x)| . 〈x〉−a, a > n ≥ 1, then for any R > 0 we can
rewrite
f(x) = f0(x) +
n∑
j=1
∂jFj(x) (2.41)
where supp f0 ∈ BR(0) and |Fj(x)| . 〈x〉−a+1‖〈x〉af(x)‖L∞.
Remark. (i) If f(x) is defined in an exterior domain Ω ⊂ Rn with 0 6∈ Ω¯, we may extend f
by zero to entire Rn, and choose R > 0 so small that Ω ∩BR = ∅. Then the first term f0(x) in the
decomposition (2.41) can be ignored for x ∈ Ω.
(ii) If f = g0 +∇ ·G with |g0(x)| . 〈x〉−a, a > n ≥ 1, and |G(x)| . 〈x〉−a+1, we may assume g0
has compact support by decomposing g0i = f0i(x) +
∑n
j=1 ∂jFji(x) as in the lemma and absorbing
F to G. If f is defined in an exterior domain we may assume g0 = 0 by (i) above.
Proof. We will prove the case n = 3. The proof for the general case is similar. By rescaling
we may assume R = 1 and ‖〈x〉af(x)‖L∞ = 1. We first consider the case supp f ⊂ B2. Choose
a smooth ψ(t) : R → R, ψ(t) = 1 for t > R1 = 3−1/2 and ψ(t) = 0 for t < −R1. The region
{x : |xj | < R1} ⊂ B1. Define
G3(x) =
∫ x3
−∞
f(x1, x2, x¯3) dx¯3, I3(x1, x2) = lim
x3→+∞
G3(x), (2.42)
F3(x) = G3(x) − ψ(x3)I3(x1, x2). (2.43)
Then f = ∂3F3 + ψ
′(x3)I3(x1, x2). Define
G2(x1, x2) =
∫ x2
−∞
I3(x1, x¯2) dx¯2, I2(x1) = lim
x2→+∞
G2(x1, x2), (2.44)
F2(x) = ψ
′(x3)[G2(x1, x2)− ψ(x2)I2(x1)]. (2.45)
Then f = ∂3F3 + ∂2F2 + ψ
′(x2)ψ′(x3)I2(x1). Define
G1(x1) =
∫ x1
−∞
I2(x¯1) dx¯1, I = lim
x1→+∞
G1(x1) =
∫
R3
f, (2.46)
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F1(x) = ψ
′(x2)ψ′(x3)[G1(x1)− ψ(x1)I]. (2.47)
Then
f = ∂3F3 + ∂2F2 + ∂1F1 + ψ
′(x1)ψ′(x2)ψ′(x3)I. (2.48)
The last term vanishes if
∫
f = 0. Also note Fj are at least as regular as f ,
|Fj(x)| . ‖f‖L∞, and suppFj ⊂ {x : |xj | < 2}. (2.49)
For the general case, choose a smooth ϕ(x) supported in {x ∈ R3 : 2−1 ≤ |x| ≤ 2} satisfying
ϕ(x) > 0 for 2−1 < |x| < 2 and ∑∞k=−∞ ϕ(2−kx) = 1 for x 6= 0. Let ϕk(x) = ϕ(2−kx) for k ≥ 0 and
ψ(x) = 1−∑∞k=1 ϕ(2−kx). Define
ak =
1
2k
∫
ϕ
∫
f
∑
j>k
ϕj , (k ≥ 0). (2.50)
Then |ak| . 2−ka. Decompose
f =
∞∑
k=0
fk, f0 = fψ + a0ϕ0, fk = (f + ak)ϕk − ak−1ϕk−1, (k ≥ 1). (2.51)
One verifies that ∫
f0 =
∫
f,
∫
fk = 0, (k ≥ 1), (2.52)
supp fk ⊂ {x : 2k−2 ≤ |x| ≤ 2k+1}, and |fk(x)| ≤ C〈x〉−a. The rescaled function f˜k(x) = fk(2kx) is
supported in B2. The previous case gives the existence of Fkj , j = 1, 2, 3, so that
fk =
3∑
j=1
∂jFkj , |Fkj(x)| ≤ C〈x〉−a+1. (2.53)
Thus
f = f0 +
3∑
j=1
∂jFj , Fj =
∞∑
k=1
Fkj , |Fj(x)| ≤
∑
k & ln |x|
2−(a−1)k . 〈x〉−a+1. (2.54)
This shows the lemma. 
2.5 Stokes system
In this subsection we proved decay estimates for the Stokes system in R×R3. Recall the fundamental
solutions of the Stokes system (see [28] and [33, page 27])
Sij(t, x) = Γ(t, x)δij +
1
4π
∂2
∂xi∂xj
∫
R3
Γ(t, y)
|x− y|dy, Qj(t, x) =
δ(t)
4π
xj
|x|3 , (2.55)
where Γ is the fundamental solution of the heat equation. It is known in [33, Theorem 1] that the
tensor S = (Sij) satisfies the following estimates:∣∣Dℓx∂kt S(t, x)∣∣ ≤ Ck,l(|x|+√t)−3−ℓ−2k, (ℓ, k ≥ 0), (2.56)
where Dℓx indicates ℓ-th order derivatives with respect to the variable x.
A solution of the non-stationary Stokes system in R3,
∂tw −∆w +∇p = g +∇G, divw = 0, ((t, x) ∈ R1+3), (2.57)
if g and G have sufficient decay, is given by
w = Λ(g) + Θ(G), (2.58)
where
(Λg)i(t, x) =
∫ ∞
0
∫
R3
Sij(s, x− y)gj(y, t− s)dyds. (2.59)
(ΘG)i(t, x) = −
∫ ∞
0
∫
R3
∂kSij(s, x− y)Gjk(y, t− s)dyds. (2.60)
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Lemma 2.7 (i) Suppose G ∈ L∞Xα+1, 0 < α < 2. Then ΘG ∈ L∞Xα with ‖ΘG‖L∞Xα ≤
Cα‖G‖L∞Xα+1 .
(ii) Suppose g ∈ L∞Xα+2, 1 < α. Then Λg ∈ L∞X1 with ‖Λg‖L∞X1 ≤ Cα‖g‖L∞Xα+2 .
(iii) Suppose g ∈ L∞Xα+2, 1 < α, g is time periodic of period T > 0, and
∫ T
0
∫
gdx dt = 0. Then
Λg ∈ L∞X2 with ‖Λg‖L∞X2 ≤ Cα‖g‖L∞Xα+2 .
Note that time periodicity is only assumed in (iii).
Proof. (i) For ΘG defined by (2.60), using the estimate (2.56) and integrating in time, we
obtain
|ΘG(t, x)| ≤
∫ ∞
0
∫
R3
C
(|x− y|+√s)4 〈y〉
−α−1
dyds . Iα(x), (2.61)
where
Iα(x) =
∫
R3
1
|x− y|2 〈y〉
−α−1
dy, (α > 0). (2.62)
If |x| < 10, then Iα(x) . 1. If |x| ≥ 10, then
Iα(x) ≤
∫
|y|<1
dy
|x|2 +
∫
dy
|x− y|2|y|α+1 = C|x|
−2 + C|x|−α, (2.63)
if 0 < α < 2. We conclude Iα(x) ≤ Cα〈x〉−α and the estimate for ΘG.
(ii) Due to Lemma 2.6, g can be decomposed as g = g0 + ∇G˜, where supp g0 ∈ B1(0) and
‖G˜‖L∞Xα+1 . ‖g‖L∞Xα+2 . Since ∇G˜ can be treated as in the case (i), we consider the only the case
that g0 6= 0 and G˜ = 0. We may assume ‖g0‖L∞Xα+2 ≤ 1. By Young’s convolution inequality
|Λg(t, x)| .
∫ ∞
0
‖Sij(s, ·)‖L2+L∞‖gj(·, t− s)‖L2∩L1ds
.
∫ ∞
0
min(s−3/4, s−3/2)ds . 1.
(2.64)
For |x| > 2 we have
|Λg(t, x)| ≤
∫ ∞
0
∫
|y|≤1
|Sij(x− y, s)| |gj(y, t− s)| dyds
≤ C
∫ ∞
0
∫
|y|≤1
1
(|x|+√s)3 dyds ≤ C
∫ ∞
0
1
(|x|+√s)3 ds ≤
C
|x| .
(2.65)
(iii) Continue part (ii) and assume |x| > 2. Using ∫ T0 ∫ g(t, y)dydt = 0, we have
(Λg)i(t, x) =
∫ ∞
0
∫
R3
(Sij(s, x− y)− Sij(s, x)) gj(y, t− s)dyds. (2.66)
Using the mean-value formula and (2.56),
|(Λg)(t, x)| ≤
∫ ∞
0
∫
|y|≤1
|∇ySij(s, x− θy) · y| |gj(t− s, y)| dyds
≤ C
∫ ∞
0
∫
|y|≤1
1
(|x− θy|+√s)4 dyds ≤ C
∫ ∞
0
1
(|x|+√s)4 ds ≤
C
|x|2 ,
(2.67)
where θ = θ(x, y, s) ∈ [0, 1], and we have used that gj is bounded and supported in |y| ≤ 1 and
|x| > 2. This shows ‖Λg‖L∞X2 ≤ Cα‖g‖L∞Xα+2 and completes the proof. 
3 Existence of flows with non-decaying boundary data
In this section we prove Theorem 1.1. By Lemma 2.6, we may assume f0 = 0 by absorbing f0 into
F .
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3.1 Construction of a mild solution
Proof of part (i). We first consider the case I = R and denote
X q = L∞(R, Lq,∞). (3.1)
Let Γk, k = 1, . . . ,M , be the connected components of ∂Ω, and choose xk in the bounded open
region enclosed by Γk. Let H0(x) =
1
|x| . Note∫
Γk
∇H0(x − xl) ·N = 4πδkl, ∀k, l. (3.2)
For each t ∈ I, let
H(t, x) =
∑
gk(t)H0(x− xk), gk(t) = 1
4π
∫
Γk
u∗(t) ·N. (3.3)
Note H is harmonic in x ∈ Ω. Denote uq∗(t) = u∗(t)−∇H(t)|∂Ω. By (3.2) and (3.3),∫
Γk
uq∗(t) ·N = 0, ∀k, ∀t. (3.4)
By Lemma 2.4, we can define E1 = E(uq∗(t)) ∈ C2(Ω¯) with compact support in BR1 .
Decompose
u = v + E, E = ∇H + E1, p = π − ∂tH. (3.5)
Then we have E|∂Ω = u∗, and v, π satisfy
vt −∆v +∇π = g(v), div v = 0, v|∂Ω = 0, (3.6)
where
g(v) = ∇ · [F − (E + v)⊗ (E + v)]− ∂tE1 +∆E1 (3.7)
and E satisfies ‖E‖L3/2,∞ ≤ ‖u∗‖C2(∂Ω). Moreover, since ∂tE1 is compactly supported in Ω, we can
apply Lemma 2.6 so that ∂tE1 can be written as
∂tE1 = ∇F1 with ‖F1‖Lq,∞ . ‖〈·〉a∂tE1‖L∞ . ‖∂tu∗‖C2(∂Ω)
for q ≥ 3/2 and a > 3. Therefore we can rewrite
g(v) = ∇G(v) with ‖G(v)‖X 3/2 . ‖F‖X 3/2 + (‖u∗‖+ ‖v‖X 3)2 + ‖u∗‖.
Here, ‖u∗‖ = ‖u∗‖W 1,∞(R,C2(∂Ω)), and we do not distinguish ∇ and ∇· , since the difference does
not play any roles in our argument.
Following [37], we consider the fixed point problem
v = Φv, (Φv)(t) :=
∫ t
−∞
e−(t−s)AP∇G(v)(s) ds, (3.8)
where the integral is defined weakly in the sense of Lemma 2.3.
Applying Lemma 2.3, we have
‖Φv‖X 3 . ‖G(v)‖X 3/2 . ‖F‖X 3/2 + (‖u∗‖+ ‖v‖X 3)2 + ‖u∗‖. (3.9)
Similarly,
‖Φv − Φv˜‖X 3 . (‖u∗‖+ ‖v‖X 3 + ‖v˜‖X 3)‖v − v˜‖X 3. (3.10)
Thus, if
ε = ‖F‖X 3/2 + ‖u∗‖ (3.11)
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is sufficiently small, there is a unique fixed point of Φ in the class
‖v‖X 3 . ε, (3.12)
and v ∈ BCw(R, L3,∞σ ) by Lemma 2.3.
The case I = (0,∞) is proved similarly: We define gk(t) and E1(t, x) as above for t ≥ 0, and
decompose u = v + E as in (3.5). The vector field v(t, x) satisfies the initial condition
v(0, x) = v0(x) := u0(x)− E(0, x). (3.13)
It is a fixed point of Φ where
Φv = e−tAv0 +
∫ t
0
e−(t−s)AP∇G(v)(s) ds. (3.14)
Denote X q+ = L∞(R+, Lq,∞). By similar estimates, there is a unique fixed point of Φ in the class
‖v‖X 3
+
≤ Cε, ε = ‖v0‖L3,∞ + ‖F‖X 3/2
+
+ ‖u∗‖, (3.15)
if ε is sufficiently small, and v ∈ BCw([0,∞), L3,∞σ ) by Lemma 2.3.
3.2 Equivalence to a very weak solution
We now verify that our solution u = v + E is the unique very weak solution in the class u ∈
BCw(I¯ , L
3,∞(Ω)) of (1.1) with the given data u0, u∗, and f , with I = R or I = (0,∞).
A mild solution is a very weak solution. We first show that our solution is a very weak
solution. Clearly u satisfies (2.22) and div u = 0. It suffices to show (2.21).
By divergence theorem, for w ∈ DI , defined in (2.20), and fixed t,
(u∗ , N · ∇w)∂Ω = (E , N · ∇w)∂Ω = (E,∆w) + (∇E,∇w) = (E,∆w) − (∆E,w). (3.16)
Thus, upon writing u = E + v, (2.21) is equivalent to∫
I
−(v , wt +∆w)dt = (v0 , w(0))−
∫
I
(F2 , ∇w)dt, ∀w ∈ DI (3.17)
for F2 = F2(v) = F − (E + v) ⊗ (E + v) +∇E1 − F1. Recall ∇F1 = ∂tE1. Above v0 = 0 if I = R,
and v0 is given by (3.13) if I = (0,∞).
Let
D := {ψ ∈ C2c (Ω¯;R3), divψ = 0, ψ|∂Ω = 0}. (3.18)
Note∇ψ|∂Ω may not be zero for ψ ∈ D, andD is a dense subset ofD(A). Choosing w(t, x) = θ(t)ψ(x)
with θ(t) ∈ C1c (I¯) and ψ ∈ D, (2.21) implies∫
I
−(v , ψ)θ′dt = (v0 , ψ)θ(0) +
∫
I
θ [〈v,∆ψ〉 − (F2 , ∇ψ)] dt. (3.19)
In turn this also implies (2.21) since linear combinations of such w(t, x) = θ(t)ψ(x) with θ ∈ C1c (I¯)
and ψ ∈ D is dense in DI in the norm
∑
a≤1,b≤2 ‖∂at∇bxw‖C0 .
Denote t0 = inf I. Being a mild solution v = Φv of (3.8) means v(t) satisfies
(v(t), ψ) = (e−tAv0, ψ) +
∫ t
t0
(−F2(s),∇e−(t−s)Aψ)ds, ∀ψ ∈ L3/2,1σ (Ω), ∀t ∈ I. (3.20)
Plug this in the left side of (3.19). For ψ ∈ D and θ(t) ∈ C2c ((t0,∞)), since [θ′(t)− ε−1(θ(t)− θ(t−
ε))]→ 0 as ε→ 0+ uniformly in t,∫
I
−(v , ψ)θ′dt = lim
ε→0+
ε−1
∫
I
(v(t) , ψ)[−θ(t) + θ(t− ε)]dt = (3.21)
= lim
ε→0+
ε−1
∫
I
(v(t+ ε)− v(t) , ψ)θ(t)dt = Iε + IIε (3.22)
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where
Iε =
∫
θ(t)(e−tAv0, ε−1(e−εA − 1)ψ)dt
+
∫
θ(t)
∫ t
t0
(−F2(s),∇e−(t−s)Aε−1(e−εA − 1)ψ)ds dt,
(3.23)
IIε = ε
−1
∫
θ(t)
∫ t+ε
t
(−F2(s),∇e−(t+ε−s)Aψ)ds dt. (3.24)
For ψ ∈ D ⊂ D(A), −Aψ = P∆ψ ∈ L3/2,1σ and
‖ε−1(e−εA − 1)ψ +Aψ‖
L
3/2,1
σ
→ 0 as ε→ 0+. (3.25)
Thus, by Lemma 2.2 and v ∈ BCw(I¯;L3,∞σ ),
Iε →
∫
θ(t)(e−tAv0, P∆ψ) dt+
∫
θ(t)
∫ t
t0
(−F2(s),∇e−(t−s)AP∆ψ)ds dt
=
∫
θ(t)(v(t), P∆ψ)dt =
∫
θ(t)(v(t),∆ψ)dt,
(3.26)
as ε→ 0+. Moreover, with τ = (t+ ε− s) and by Fubini theorem,
IIε = ε
−1
∫
θ(t)
∫ ε
0
(−F2(t+ ε− τ),∇e−τAψ)dτ dt (3.27)
= −ε−1
∫ ε
0
(
∫
θ(t)F2(t+ ε− τ)dt, ∇e−τAψ) dτ. (3.28)
Since
∫
θ(t)F2(t+ ε− τ)dt =
∫
θ(t− ε+ τ)F2(t)dt and θ(t − ε+ τ) − θ(t) → 0 as ε → 0 uniformly
in t and τ ∈ [0, ε], we get
IIε + ε
−1
∫ ε
0
(
∫
θ(t)F2(t)dt, ∇e−τAψ) dτ → 0 (3.29)
as ε→ 0+. Since e−τAψ is continuous in L3/2,1σ , we get
lim
ε→0+
IIε = −(
∫
θ(t)F2(t)dt, ∇ψ). (3.30)
The above shows (3.19) for ψ ∈ D and θ(t) ∈ C2c ((t0,∞)). By approximation, (3.19) is also valid
for ψ ∈ D and θ(t) ∈ C1c ([t0,∞)).
A very weak solution is a mild solution. We next show that if u is a small very weak solution
in the class BCw(I¯ , L
3,∞), then v = u − E is a mild solution. This implies their equivalence, and
also the uniqueness of small very weak solutions in the above class.
Let u be small very weak solution in the class BCw(I¯ , L
3,∞), then v = u − E satisfies (3.19).
Taking θ(t) ∈ C1c (I), (3.19) is the weak form of
d
dt
(v(t), ψ) = (v,∆ψ) − (F2,∇ψ). (3.31)
If we now take ψ = ψ(t) = e−(t1−t)Aη with t ≤ t1 and η ∈ D, we get ddtψ(t) = −∆ψ(t) and
d
dt (v(t), e
−(t1−t)Aη) = −(F2,∇e−(t1−t)Aη) weakly, that is
−
∫
(v(t), e−(t1−t)Aη)θ′(t)dt = −
∫
(F2(t),∇e−(t1−t)Aη)θ(t) dt (3.32)
for any θ(t) ∈ C1c ((inf I, t1)). Take t0 ∈ [inf I, t1) and θ(t) = φ( t−t1ε +1)−φ( t−t0ε ) where 0 < ε≪ 1,
φ(t) ∈ C1(R), φ(t) = 1 for t < 0 and φ(t) = 0 for t > 1. Send ε → 0+. We have θ(t) → 1t0<t<t1
and, by continuity of (v(t), e−(t1−t)Aη),
(v(t1), η) − (v(t0), e−(t1−t0)Aη) = −
∫ t1
t0
(F2(t),∇e−(t1−t)Aη) dt. (3.33)
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If I = R, we send t0 → −∞. Since v ∈ L∞(R;L3,∞) and e−(t1−t0)Aη → 0 in L3/2,1σ as t0 → −∞,
we get
(v(t1), η) = −
∫ t1
−∞
(F2(t),∇e−(t1−t)Aη) dt, ∀t1 ∈ I, ∀η ∈ D. (3.34)
If I = (0,∞), we take t0 → 0+ and get
(v(t1), η)− (v0, e−t1Aη) = −
∫ t1
0
(F2(t),∇e−(t1−t)Aη) dt, ∀t1 ∈ I, ∀η ∈ D. (3.35)
In either case v(t) is a mild solution and is the unique one we constructed in the previous subsection.
3.3 Periodicity and spatial decay
Proof of part (ii). Since u(t + T, x) is another solution of (1.1)–(1.2) with the same data and
estimates, we have u(t+ T, x) = u(t, x) by the uniqueness of part (i).
Proof of part (iii). We now assume I = R and the stronger assumption of (iii).
We first prove some a priori bounds. By Lemma 2.3 again for a fixed q ∈ (3/2, 3) and q∗, we
have
‖v‖X q∗ . ‖G(v)‖X q
. ‖F‖X q + (‖E‖X 3 + ‖v‖X 3)(‖E‖X q∗ + ‖v‖X q∗ ) + ‖u∗‖.
(3.36)
Hence, we obtain,
‖v‖X q∗ . ‖F‖X q + ‖u∗‖ (3.37)
when ε is sufficiently small.
We now estimate w = vt. It satisfies
wt −∆w +∇πt = ∇∂tG, divw = 0, w|∂Ω = 0, (3.38)
where
∂tG = (Ft − (Et + w) ⊗ (E + v)− (E + v)⊗ (Et + w))− ∂2t F1 + ∂t∆E1. (3.39)
For fixed 3/2 < q < 3 we have
‖∂tE‖X q∗∩X 3 + ‖∂2t F1‖X q∩X 3/2 + ‖∂t∇E1‖X q∩X 3/2 . ‖∂tu∗‖W 1,∞(R,C2(∂Ω)). (3.40)
Similar estimates show vt ∈ X 3 ∩ X q∗ and
‖vt‖X 3∩X q∗ . ε1 := ‖F‖W 1,∞(R,L3/2∩Lq) + ‖u∗‖W 2,∞(R,C2(∂Ω)). (3.41)
From now on we choose q = 2 and thus q∗ = 6 for convenience.
Rewrite equation (3.6) for v as a time-independent Stokes system,
−∆v +∇π = g(v)− vt, div v = 0. (3.42)
We have v ∈ X 3 ∩ X q∗ , F ∈ X 3/2 ∩ X q, and −∂tE1 + ∆E1 − vt ∈ X 3 ∩ X q∗ . By bootstrapping as
in [16], also see [25], locally E and π − φ(t) with a suitable φ(t) are bounded uniformly in t. Let
Rcut := {x ∈ R3 : R1 < |x| < R1 + 1}. (3.43)
We now replace π(t, x) by π(t, x)− φ(t) with a suitable φ(t) so that
|v(t, x)| + |∇v(t, x)| + |π(t, x)| ≤ Cε1, ∀t ∈ R, ∀x ∈ Rcut. (3.44)
Back to u = E + v and p = π − ∂tH , we have
‖u‖X 3∩X q∗ ≤ Cε˜; (3.45)
|u(t, x)|+ |∇u(t, x)|+ |p(t, x)| ≤ Cε˜, ∀t ∈ R, ∀x ∈ Rcut. (3.46)
The pointwise decay estimate of (iii) follows from the following lemma. 
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Lemma 3.1 (Spatial decay of time-entire solutions) For any R1 > 0, there are ε1 > 0 and
C > 0 such that the following holds. Suppose u, p is a solution of (1.1) with force f = f0 + ∇ · F
for R1 < |x| <∞ and t ∈ R, and satisfies
ε := sup
t∈R
{
sup
|x|>R1
{|x|2+α|f0(t, x)| + |x|1+α|F (t, x)|} + ‖u(t, ·)‖L3,∞(|x|>R1)+
+ sup
R1<|x|<R1+1
{|u(t, x)|+ |∇u(t, x)|+ |p(t, x)|}
}
≤ ε1.
(3.47)
We do not assume any boundary condition at |x| = R1. Then
|u(t, x)| ≤ Cε|x|−1, (|x| > R1; t ∈ R). (3.48)
Proof. We perform a cut-off and the extend the solution for |x| > R1 to entire R3. Fix a smooth
function ζ(x) which is 1 for |x| > R1 + 0.9 and 0 for |x| < R1 + 0.1. Let
u˜ = ζu+∇η, div u˜ = 0, p˜ = ζp− ∂tη, (3.49)
where, for each t, η is defined by the Newtonian potential so that div u˜ = 0, i.e.,
η(t, x) =
∫
Rcut
u(t, y) · ∇ζ(y)
4π|x− y| dy, −∆η = u · ∇ζ. (3.50)
Note that u˜, p˜ are defined for x ∈ R3 and satisfy the Stokes system for (t, x) ∈ R1+3
∂tu˜−∆u˜ +∇p˜ = ζf0 +∇ · F3(u˜) + f4, div u˜ = 0, (3.51)
where2
F3(u˜) = ζF − (u˜−∇η)⊗ (u˜−∇η),
f4 = −(∇ζ) · F +∇(u · ∇ζ) +∇ · [(ζ2 − ζ)u ⊗ u)]
− 2(∇ζ · ∇)u − u∆ζ + (u · ∇ζ)u + p∇ζ.
(3.52)
Note F3 contains u˜ and global source terms, while f4(t, x) contains only local source terms,
supp f4 ⊂ R×Rcut, ‖f4‖L∞t,x ≤ Cε1. (3.53)
Consider now the fixed point problem w = Φw for the map Φ from the class of vector fields defined
on R× R3 into itself, defined by
(Φw) = Λ(ζf0 + f4) + Θ(F3(w)). (3.54)
Here Λ and Θ are defined by (2.59) and (2.60), respectively. We want to show it is a contraction
mapping in the class of small vector fields in L∞X1. By Lemma 2.7,
‖Φw‖L∞X1 ≤ C‖ζf0 + f4‖L∞X3+δ + C‖F3‖L∞X2
≤ Cε1 + C(ε1 + ‖w‖L∞X1)‖w‖L∞X1
‖Φw − Φw˜‖L∞X1 ≤ C(ε1 + ‖w‖L∞X1 + ‖w˜‖L∞X1)‖w − w˜‖L∞X1 .
(3.55)
Thus there is a constant C1 so that Φ is a contraction mapping in the class
{w(t, x) : R× R3 → R3, ‖w‖L∞X1 ≤ C1ε1}. (3.56)
Thus there is a unique solution of w = Φw in L∞X1.
By uniqueness of small solutions in L∞(R, L3,∞(R3)), we have w = u˜ = ζu +∇η. Thus
|u(t, x)| ≤ |w(t, x)| + |∇η(t, x)| ≤ C1ε 1|x| , (|x| > R1 + 1). (3.57)

2Eq. (3.52) seems complicated because it is used for the construction of u˜ without assuming decay estimates of u,
and hence cannot allow u in F3.
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4 Spatial asymptotics of time periodic solutions
In this section we prove Theorem 1.2. We start with a T -periodic solution (u, p) of (1.1)–(1.2) with
force F for |x| > R, satisfying the estimates assumed in Theorem 1.2. Proceed as in the proof of
Lemma 3.1 and let R1 = R, we fix a cut-off function ζ(x) with ∇ζ supported in Rcut and define
u˜ = ζu+∇η, p˜ = pζ − ∂tη, −∆η = ∇ζ · u, (4.1)
as in (3.49) and (3.50). Then u˜ and p˜ satisfies (3.51)–(3.53). By Lemma 3.1 we have |u(t, x)| ≤
Cε|x|−1 for |x| > R.
Let b be the constant vector defined by (1.14),
bj = lim
ρ→∞
1
T
∫ T
0
∫
|x|=ρ
Tij(u, p, F )nidSx dt, (ni =
xi
|x| , i = 1, 2, 3), (4.2)
where Tij(u, p, F ) = pδij + uiuj − ∂iuj − ∂jui − Fij . By the fast spatial decay of ∇η, the time
periodicity, and divergence theorem,
bj = lim
ρ→∞
1
T
∫ T
0
∫
|x|=ρ
Tij(u˜, p˜, F )nidSx dt =
1
T
∫ T
0
∫
|x|≤R1+1
(ζf0 + f4)j dx dt. (4.3)
Also let U b be the corresponding Landau solution, and let
U˜ = ζU b + Uˆ , P˜ = ζP b, (4.4)
where Uˆ has compact support in Rcut, div Uˆ = −U˜ · ∇ζ, and
‖Uˆ‖W 3,6 ≤ C‖U˜ .∇ζ‖W 2,6(Rcut) ≤ C|b| ≤ Cε1. (4.5)
Note that U˜ , P˜ satisfies
−∆U˜ +∇.(U˜ ⊗ U˜) +∇P˜ = fU˜ , div U˜ = 0, (4.6)
for x ∈ R3, where
fU˜ =−∆Uˆ − 2∇U b · ∇ζ − U b∆ζ + P∇ζ + (ζ2 − ζ)∇.(U b ⊗ U b)
+∇ · (U˜ ⊗ U˜ − ζU b ⊗ ζU b) + (U b · ∇ζ2)U b.
(4.7)
‖fU˜‖L∞ ≤ Cε1, supp fU˜ ⊂ Rcut. (4.8)
Moreover, ∫
R3
(fU˜ )jdx =
∫
|x|≤R1+2
∂iTij(U˜ , P˜ )dx =
∫
|x|=R1+2
Tij(U˜ , P˜ )
xi
|x|dSx
=
∫
|x|=R1+2
Tij(U
b, P b)
xi
|x|dSx = bj .
(4.9)
Let
v = u˜− U˜ , π = p˜− P˜ . (4.10)
They satisfy, for (t, x) ∈ R1+3,
∂tv −∆v +∇π = g +∇G(v), div v = 0, |v(t, x)| ≤ Cε2〈x〉−1 (4.11)
where (note G(v) = F3(u˜) + U˜ ⊗ U˜)
g = ζf0 + f4 − fU˜ ,
G(v) = ζF − (v −∇η)⊗ (v + U˜ −∇η) − U˜ ⊗ (v −∇η). (4.12)
Because
∫
R3
(fU˜ )idx = bi,
1
T
∫ T
0
∫
R3
g(t, x) dx dt = 0. (4.13)
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Consider now the fixed point problem v = Φv for the map Φ from the class of vector fields defined
on R× R3 into itself, defined by
Φv = Λg +ΘG(v). (4.14)
Here Λ and Θ are defined by (2.59) and (2.60), respectively. We want to show it is a contraction
mapping in the class of small vector fields in L∞Xα, 1 < α < 2. By Lemma 2.7,
‖Φv‖L∞Xα ≤ C‖g‖L∞X3+δ + C‖G(v)‖L∞Xα+1
≤ Cε1 + C‖ζF‖Xα + C‖v −∇η‖Xα(‖v −∇η‖Xα + ‖U˜‖X1)
≤ Cε1 + C(ε1 + ‖v‖L∞Xα)‖v‖L∞Xα
‖Φv − Φv˜‖L∞Xα ≤ C(ε1 + ‖v‖L∞Xα + ‖v˜‖L∞Xα)‖v − v˜‖L∞Xα .
(4.15)
Thus there is a constant C2 so that Φ is a contraction mapping in the class
{v(t, x) : R× R3 → R3, ‖v‖L∞Xα ≤ C2ε1}. (4.16)
Thus there is a unique solution of v = Φv in L∞Xα, which agrees with u˜− U˜ by uniqueness of small
solutions in L∞(R, L3,∞(R3)).
Since v = ζu +∇η − ζU b − Uˆ , for |x| > R1 + 1, we have
|u(t, x) +∇η(t, x) − U b(x)| ≤ C2ε〈x〉−α. (4.17)
Since |∇η(t, x)| ≤ C〈x〉−2, we have proven Theorem 1.2. 
5 Perturbed Navier-Stokes flows
This section prepares a few lemmas for the proof of Theorem 1.3 in §6. We first consider the
solvability of the perturbed Navier-Stokes system (1.19) in Proposition 5.1 and Lemma 5.2. We
then prove a few estimates in Lemmas 5.3–5.4.
We now recall a few notions related to self-similar solutions. The Navier-Stokes equations (1.1)
in I × Ω = (0,∞) × R3 with zero force enjoy the scaling property that if u(t, x) is a solution, then
so are uλ(t, x) := λu(λ
2t, λx) for any λ > 0. If uλ = u for all λ > 1, then the solution is called
forward self-similar (SS), and u(t, x) = t−1/2u(1, t−1/2x). If uλ = u for a particular λ > 1, then
the solution is called forward discretely self-similar (DSS), and it is completely decided by its values
when T ≤ t < Tλ2 for any T > 0. The existence of both type of solutions for small initial data u0
with u0(x) = λu0(λx) for all λ > 1 or a particular λ > 1, (also called SS or DSS), follows from Giga
and Miyakawa [13], see also Cannone, Meyer and Planchon [5] and Cannone and Planchon [6].
We now state our result on the solvability of the perturbed Navier-Stokes system which is useful
to describe the time-asymptotics of solutions for the initial-boundary value problem (1.1)–(1.3) in
the next section. In particular, it implies the existence of the self-similar solution in Theorem 1.3.
Proposition 5.1 (Perturbed system) For any 0 < η < 1 there is ε0 = ε0(η) > 0 such that the
following holds. Let U, U˜, w0 be vector fields in R
3 satisfying supx |x|(|U(x)| + |U˜(x)| + |w0(x)|) ≤
ε ≤ ε0 and divw0 = 0. Then there is a unique solution w(t, x) of the perturbed Navier-Stoke system
∂tw −∆w +∇(w ⊗ w + U ⊗ w + w ⊗ U˜) +∇p = 0, divw = 0 (5.1)
in R3 with initial data w(0) = w0, satisfying
|w(t, x)| . ε(|x|+√t)−1+η|x|−η. (5.2)
The pressure satisfies ‖p(t)‖Ls,∞(R3) . ε2t−1+ 32s for any 32 ≤ s ≤ 31+η .
If furthermore supx |x|2(|∇U(x)| + |∇U˜(x)| + |∇w0(x)|) ≤ ε, then
|∇w(t, x)| . ε(|x|+
√
t)−1+η|x|−1−η. (5.3)
Comments for Proposition 5.1:
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1. U and U˜ need not be divergence-free or self-similar. If we assume in the following that both
U and U˜ are SS, the solution set of (5.1) has the same scaling symmetry as the usual Navier-
Stokes flows: If w(t, x) is a solution of (5.1), then so is
wλ(t, x) = λw(λt, λ
2x) (5.4)
for any λ > 0. By this scaling symmetry and the uniqueness part of Proposition 5.1, w is
forward SS (or forward DSS) if w0 is SS (or DSS).
2. If w is forward self-similar, then w(t, x) = W (x/
√
t)/
√
t with W (x) = w(1, x). In the case
U = U˜ = 0 and w0 is SS and small, we have W ∈ L3,∞ and expect |W (y)| ≤ ε〈y〉−1, i.e.,
|w(t, x)| ≤ ε(|x|+
√
t)−1. (5.5)
3. For general initial data |w0(x)| < ε|x|−1 and U = U˜ = 0, we can construct solution of (5.1)
satisfying the same bound (5.5). However, this is impossible if U or U˜ is nonzero. See Remarks
(i) and (ii) after the proof of Proposition 5.1.
4. In the case U and U˜ are nonzero, and all U , U˜ and w0 are SS and small, W (y) satisfies
divW = 0 and
− 1
2
W − 1
2
x · ∇W −∆W +∇(W ⊗W + U ⊗W +W ⊗ U˜) +∇P = 0. (5.6)
Since W ∈ L3,∞, we expect |W (y)| . ε|y|−1 for large y. Due to the local singularity of U and
U˜ , and the local analysis of [25], we can show |W (y)| . ε|y|−η for small y and some η > 0,
with a smaller ε needed if we want a smaller η. Thus
|W (y)| ≤ ε(|y|η + |y|)−1, (5.7)
which corresponds to (5.2) for w. For general data w0 ∈ X1, Proposition 5.1 asserts the unique
existence of solutions w satisfying the bound (5.2).
In order to prove Proposition 5.1 we start with a lemma.
Lemma 5.2 Let n ∈ N, b ≥ 0, c ≥ 0, b+ c < n, µ > 0, λ ≥ 0, and t > 0. Then∫
Rn
(|x− y|+ λ)−b|x− y|−c(|y|+
√
t)−n−µdy ∼
√
t
−µ
(|x|+ λ+
√
t)−b(x+
√
t)−c. (5.8)
Proof. We may assume t = 1 since the general case follows from the change of variables
y =
√
tyˆ, x =
√
txˆ and λ =
√
tλˆ. Denote the integral with t = 1 as J(x) and ρ = |x|+ λ. We want
to show J(x) ∼ 〈ρ〉−b〈x〉−c. Let a = µ+ b+ c. If ρ < 10, we have
J(x) .
∫
|y|<20
|x− y|−b−cdy +
∫
|y|>20
|y|−n−ady . 1. (5.9)
We also have J(x) &
∫
|y|>20 |y|−n−ady & 1. Assume now ρ ≥ 10. We have
J(x) =
∫
|y|<ρ/4
+
∫
|y|>ρ/4
=: J1 + J2. (5.10)
For J2, by replacing the factor (|y|+ 1) of the integrand by |y| and rescaling y → y/ρ,
J2 ≤ ρ−a
∫
|y|≥1/4
(|xˆ− y|+ λˆ)−b|xˆ− y|−c|y|−n−a+b+cdy, (5.11)
where xˆ = x/ρ, λˆ = λ/ρ and |xˆ| + λˆ = 1. The integral is of order 1 by the previous case ρ < 10.
Thus J2 . ρ
−a.
For J1, because |x− y|+ λ ≥ ρ/4 when |y| ≤ ρ/4,
J1 . ρ
−b
∫
Rn
|x− y|−c〈y〉−n−(a−b)+cdy. (5.12)
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Repeating the previous argument with λ = 0 and (b, a) replaced by (0, a− b), we get J1 . ρ−b〈x〉−c.
We also have J1 & ρ
−b ∫
|y|<5/2 |x− y|−cdy & ρ−b〈x〉−c.
Since ρ−a . ρ−b〈x〉−c, we get J(x) ∼ ρ−b〈x〉−c. 
Proof of Proposition 5.1:
Equation (5.1) can be written in the integral form using the heat kernel Γ and the Stokes tensor
(2.55),
w = wL + wN (w), (5.13)
where
wL = e
t∆w0, wL(t, x) =
∫
Γ(t, y)w0,i(x− y)dy, (5.14)
wN (w)(t, x) = −
∫ t
0
∫
R3
∂kSij(s, y)Fkj(x− y, t− s)dyds, (5.15)
and F = F (w) = w ⊗ w + U ⊗ w + w ⊗ U˜ . Since e−p2 ≤ Ck〈p〉−k for any k > 0, we can take k = 4
and have
Γ(t, y) . t−3/2〈x/
√
t〉−4 =
√
t(|x|+
√
t)−4. (5.16)
Suppose |w0(x)| ≤ ε(|x|+ λ)−1, λ = 0, 1. We have
|wL(t, x)| .
∫ √
t(|y|+
√
t)−4ε(|x− y|+ λ)−1dy. (5.17)
By Lemma 5.2 with (n, µ, b, c) = (3, 1, 1, 0),
|wL(t, x)| . ε(|x|+ λ+
√
t)−1. (5.18)
Suppose further |∇w0(x)| ≤ ε(|x|+ λ)−2. By Lemma 5.2 again with (n, µ, b, c) = (3, 1, 2, 0),
|∇wL(t, x)| .
∫ √
t(|y|+
√
t)−4ε(|x− y|+ λ)−2dy . ε(|x|+ λ+
√
t)−2. (5.19)
For 0 < η < 1, define two norms for functions on R+ × R3:
‖f‖Y1 = sup
(t,x)∈R+×R3
[
(|x|+√t)1−η |x|η |f(t, x)|
]
, (5.20)
‖f‖Y2 = ‖f‖Y1 + sup
(t,x)∈R+×R3
[
(|x|+√t)1−η |x|1+η |∇f(t, x)|
]
. (5.21)
Estimates (5.18) and (5.19) show ‖wL‖Y1 ≤ C1ε (resp. ‖wL‖Y2 ≤ C1ε) if ‖w0‖X1 ≤ ε (resp. ‖w0‖X1+
‖∇w0‖X2 ≤ ε) for some C1.
We now estimate the nonlinear term wN (w). We will show
‖wN (w) − wN (w˜)‖Y1 . ε‖w − w˜‖Y1 (5.22)
if ‖w‖Y1 ≤ ε and ‖w˜‖Y1 ≤ ε, and
‖wN(w)‖Y2 . ε‖w‖Y2 (5.23)
if ‖w‖Y2 ≤ ε. Note (5.22) implies ‖wN (w)‖Y1 . ε‖w‖Y1 by taking w˜ = 0. These two estimates
imply that the map
w → wL + wN (w) (5.24)
is a contraction mapping in the class of vector fields defined on R+ × R3 with ‖w‖Y1 ≤ 2C1ε
(resp. ‖w‖Y2 ≤ 2C1ε) if ‖w0‖X1 ≤ ε (resp. ‖w0‖X1 + ‖∇w0‖X2 ≤ ε) and ε is sufficiently small.
If ‖w‖Y1 ≤ ε, ‖w˜‖Y1 ≤ ε, and ‖U‖X1 + ‖U˜‖X1 ≤ ε, then
|F (w) − F (w˜)|(t, x) . ε‖w − w˜‖Y1(|x|+
√
t)−1+η |x|−1−η . (5.25)
If ‖w‖Y2 ≤ ε and ‖U‖X1 + ‖U˜‖X1 + ‖∇U‖X2 + ‖∇U˜‖X2 ≤ ε, then
|∇F (w)|(t, x) . ε2(|x|+√t)−1+η |x|−2−η . (5.26)
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Thus, using the definition of wN and ∇S-estimate (2.56), to prove (5.22) and (5.23) it suffices to
show∫ t
0
∫
R3
(|y|+√s)−4(|x− y|+√t− s)−1+η |x− y|−k−η dyds . (|x|+√t)−1+η |x|1−k−η (5.27)
for k = 1, 2. Decompose the integral as
I + II :=
∫ t
2
0
∫
R3
· · · dyds+
∫ t
t
2
∫
R3
· · · dyds. (5.28)
We first estimate I. Since (|x− y|+√t− s) & t,
I .
√
t
−1+η
∫ t
2
0
∫
R3
(|y|+√s)−4 |x− y|−k−η dyds. (5.29)
By Lemma 5.2 with (n, µ, b, c) = (3, 1, 0, k + η) and t replaced by s,
I .
√
t
−1+η
∫ t
2
0
√
s
−1 (|x|+√s)−k−η ds = t−1+η2
|x|k+η−1
∫ t
2x2
0
dτ√
τ (1 +
√
τ )k+η
. (5.30)
where we used the scaling s = |x|2 τ . Using ∫ T
0
dτ√
τ(1+
√
τ)k+η
.
√
T√
T+1
for k + η > 1, (thus we need
η > 0 for k = 1), we get
I .
t
η
2
|x|k+η−1
1
(|x|+√t) (5.31)
which is bounded by (|x|+√t)−1+η |x|1−k−η.
Next we estimate II. Bounding the factor (|y|+√s)−4 by (|y|+√t)−4 and then integrating in
time,
II .
∫
R3
(|y|+√t)−4[(|x− y|+
√
t/2)1+η − |x− y|)1+η] |x− y|−k−η dy. (5.32)
Using (A+B)1+η −A1+η ∼ (A+B)ηB ∼ AηB +B1+η for A,B, η ≥ 0,
II .
∫
R3
(|y|+√t)−4[|x− y|)−k√t+ |x− y|−k−η√t1+η]dy. (5.33)
By Lemma 5.2 with (n, a, b) = (3, 1, 0) and c = k or c = k + η,
II . (|x|+
√
t)−k, (5.34)
which is also bounded by (|x|+√t)−1+η |x|1−k−η. Summing up, we have shown (5.27) and thus the
existence of w satisfying (5.2) and (5.3).
It remains to show the estimate of the pressure, which follows from its equation
−∆p = ∂j∂i(wiwj + Uiwj + wiUj) in R3, (5.35)
the Calderon-Zygmund estimates, and F (w)-estimate in (5.25) with w˜ = 0. 
Remarks. (i) If U = U˜ = 0 and |w0(x)| ≤ ε(|x| + λ)−1 with λ = 0 or λ = 1, then one can
construct solutions in the class
|w(t, x)| . ε(|x|+ λ+
√
t)−1. (5.36)
Indeed, in this case, we have |F (t, x)| . ε2(|x|+λ+√t)−2 and can bound wN (w)(t, x) by Cε2(|x|+
λ+
√
t)−1 using
∫ t
0
∫
(|y|+√s)−4(|x− y|+ λ+√t− s)−2dyds . √t(|x| + λ+√t)−2. (5.37)
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(ii) If U or U˜ is nonzero, we need to take η > 0 in (5.2). If η = 0, we have |F (t, x)| . ε2(|x| +√
t)−1|x|−1 and need
I =
∫ t
0
∫
R3
(|y|+√s)−4(|x− y|+√t− s)−1|x− y|−1dyds . (x +√t)−1. (5.38)
However, when |x| ≪ √t,
I &
∫ t/2
0
∫
|y|<√t
(|y|+√s)−4(√t)−1|x− y|−1dyds. (5.39)
Integrating in ds first,
I &
∫
|y|<√t
|y|−2(√t)−1|x− y|−1dy. (5.40)
Restricted in the subregion 2|x| < |y| < √t,
I &
∫
2|x|<|y|<√t
|y|−3(
√
t)−1dy ∼ (
√
t)−1 log
√
t
2|x| . (5.41)
It is larger than (x+
√
t)−1 by a factor log
√
t
2|x| when |x| ≪
√
t.
(iii) Since ∇2F 6∈ L1x,loc and ∇2S 6∈ L1x,t,loc, there is no suitable integral formula for ∇2w, and
the above method does not allow us to estimate ∇2w pointwise.
(iv) If all U , U˜ and w0 are self-similar, then w(t, x) = W (x/
√
t)/
√
t with W (y) satisfying the
elliptic equation (5.6), and one can estimate higher derivatives of W . It is not clear if w0 is DSS.
In the rest of this section, we give two lemmas to be used in the next section.
Lemma 5.3 Let Rcut and cut-off function ζ be as in section 3. There is a linear map
Λ :
{
w ∈ L1loc(R3;R3), divw = 0
}→ {wˆ ∈ L1loc(R3;R3), supp wˆ ⊂ Rcut} (5.42)
such that, for any 1 < q <∞ and q ≤ r ≤ ∞, wˆ = Λw satisfies div wˆ = −∇ζ · w and
‖wˆ‖W 1,q,r(Rcut) + ‖∇Pwˆ‖Lq,r(Ω) + ‖Pwˆ‖L3/2,∞(Ω)∩Lqb,∞(Ω) ≤ Cq‖w‖Lq,r(Rcut) (5.43)
where P is the Helmholtz projection on Lq,r(Ω;R3), qb = q
∗ if q < 3, and qb = 100 if q ≥ 3.
Proof. The usual construction of the solution of the problem div u = f (see [10, Thm. III.3.1])
gives such a linear map with ‖wˆ‖W 1,q(Rcut) ≤ Cq‖w‖Lq(Rcut). The bounds in Lorentz spaces follow
from interpolation. It remains to show ‖Pwˆ‖W 1,q,r(Ω) ≤ Cq‖w‖Lq,r(Rcut). Decompose wˆ = Pwˆ+∇π
where the scalar function π solves the following Neumann boundary value elliptic problem:
∆π = −∇ζ · w in Ω, ∇π ·N = 0 on ∂Ω. (5.44)
Due to Lp theory for elliptic equations with Neumann boundary condition, (by partition of unity
and boundary estimates in [1], also see [32]), we have
‖∇2π‖Lq,r(Ω) . ‖∇ζ · w‖Lq,r(Ω) . ‖w‖Lq,r(Rcut). (5.45)
Combining estimates,
‖∇Pwˆ‖Lq,r(Ω) . ‖wˆ‖W 1,q,r(Ω) + ‖∇2π‖Lq,r(Ω) . ‖w‖Lq,r(Rcut). (5.46)
To bound ‖Pwˆ‖L3/2,∞(Ω)∩Lqb,∞(Ω) amounts to bounding ∇π is in the same space. This can be
shown by cut-off: u = πζ is inW 2,q,rloc , C
2
loc outside of Rcut, and solves ∆u = f for some f ∈ Lq,r with
compact support. Thus |∇u(x)| ≤ C|x|−2 for |x| large using Newtonian potential. This completes
the proof. 
Note: Although f = ∆u is a divergence, we do not know if
∫
f = 0 (which would imply extra
decay for u) since ∆u is not integrable and we cannot use divergence theorem.
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Lemma 5.4 Let w be the solution in Proposition 5.1 with w0 and ∇w0 satisfying the stated esti-
mates. Let wˆ = Λw be defined by Lemma 5.3. Then, for all 3 ≤ q ≤ q1,
‖wˆ(t)‖W 1,q,∞ + ‖
∫ t
0
e−(t−s)AP∂swˆ(s)ds‖Lq,∞ ≤ Cε〈t〉−σ (5.47)
where σ = 1+δ2 − 32q > 0.
Proof. Denote µ = 1−η2 . Note σ ≤ µ if q ≤ q1. By Lemma 5.3 and Proposition 5.1,
‖wˆ(t)‖W 1,q,∞ . ‖w(t)‖Lq,∞(Rcut) . ‖w(t)‖L∞(Rcut) . ε〈t〉−µ. (5.48)
For the integral, using integration by parts, we have∫ t
0
e−(t−s)AP∂swˆ(s)ds = Pwˆ(t)− e−tAPwˆ(0)−K(t) (5.49)
where
K(t) =
∫ t
0
A
1
2 e−(t−s)AA
1
2Pwˆ(s)ds. (5.50)
Choose p so that µ = 32 (
1
p∗ − 1q ), with 1p∗ = 1p − 13 . (We need q > 32(1−µ) = 31+η .) By Lemma 5.3
and Proposition 5.1,
‖Pwˆ(t)‖Lq,∞ . ‖∇Pwˆ(t)‖
L
3q
q+3
,∞ ≤ ε〈t〉−µ. (5.51)
‖e−tAPwˆ(0)‖Lq,∞ . t−σ‖Pwˆ(0)‖
L
3
1+δ
,∞ . εt
−σ, (5.52)
while for t < 1, ‖e−tAPwˆ(0)‖Lq,∞ . ‖Pwˆ(0)‖Lq . ε.
To estimate K(t), let Z = {ϕ ∈ Lq′,1σ : ‖ϕ‖Lq′,1σ ≤ 1}, with 1/q + 1/q
′ = 1 and r = (q′)∗ i.e.
1/r = 1/q′ − 1/3. We have
tµ‖K(t)‖Lq,∞ = sup
ϕ∈Z
(tµK(t), ϕ) = sup
ϕ
(tµ
∫ t
0
(s−µA
1
2 e−(t−s)Aϕ, sµA
1
2Pwˆ(s))ds (5.53)
. sup
ϕ
tµ
∫ t
0
s−µ‖A 12 e−(t−s)Aϕ‖Lr,1ds sup
s<t
sµ‖A 12Pwˆ(s)‖Lr′,∞ (5.54)
. ε sup
ϕ
tµ
∫ t
0
s−µ‖A 12 e−(t−s)Aϕ‖Lr,1ds . ε‖ϕ‖Lq′,1 , (5.55)
where we used (2.13). This completes the proof. 
6 Time asymptotics
In this section we consider large time asymptotics of the solution close to the periodic solution. We
obtain Theorem 1.3 as a consequence of a more general result about the asymptotics:
Theorem 6.1 (Time asymptotics) For any T > 0, δ > 0, η > 0 and 3 ≤ q1 < 3δ+η , there is
ε2 > 0 such that the following holds. Let u∗ and f be time-periodic data satisfying (1.9). Let u0 ∈ X1
be initial data satisfying ‖u0‖L3,∞ ≤ ε2. Assume that there exists a vector field u˜0 ∈ X1 such that
‖u˜0‖X1 ≤ ε2, ∇u˜0 ∈ X2 and ε˜ := ‖u0 − u˜0‖
L3,∞∩L
3
1+δ
,∞ ≤ ε2, (6.1)
then the solution u in Theorem 1.1 (i) can be decomposed as the follows:
u = Q+ w + r.
Here Q is the periodic solution for the data u∗ and f in Theorem 1.1 (iii). The term w is the
unique solution of the perturbed Navier-Stokes system (5.1) in R3 with U = U˜ = U b and initial data
w0 = u˜0−U b in Theorem 5.1, where U b is the Landau solution corresponding to Q given in Theorem
1.2 with α = 1 + δ. The term r satisfies the following decay estimate:
‖r(t)‖Lqw(Ω) ≤ Cε˜t−
3
2
( 1
3
− 1q )− δ2 ∀t > 0, ∀q ∈ [3, q1].
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Comments for Theorem 6.1:
1. Theorem 1.3 is a special case of this theorem when u˜0 is self-similar (or (-1)-homogeneous).
We are also able to show that w is DSS when u˜0 is DSS as we mentioned in the comments of
Proposition 5.1.
2. The restriction q ≥ 3 is related to the fact on the lack of the coercive estimate for the Stokes
operator in Lp,∞(Ω) for large p in the exterior domain. See Lemma 2.1. Note that it is not
the case when Ω = R3 or when Ω is bounded.
3. By taking δ+ η small, we can choose q1 <∞ arbitrarily large. But our method does not allow
q1 =∞.
4. Our method allows us to consider u∗ = u˜∗ + uˆ∗ where u˜∗ is time periodic and uˆ∗ decays in
time. We assume uˆ∗ = 0 for simplicity.
Proof. Suppose ∂Ω belongs to the region 0 < R0 < |x| < R1 and let Rcut and cut-off function
ζ(x) be defined as in section 3. To prove Theorem 6.1, we will study z = u − Q − w˜ instead of
r = u−Q − w where w˜ is a cut-off of w which vanishes near ∂Ω:
v = u−Q = w˜ + z, w˜ = ζw + wˆ, (6.2)
where wˆ with compact support in Rcut and div wˆ = −w · ∇ζ is given by Lemma 5.3. Since the
difference w− w˜ is localized near the boundary, it is easy to show that it decays in time. Compared
to (3.49), this choice ensures z|∂Ω = 0 but introduces ∂twˆ as a source term in ∂tz equation.
Specifically, v and w satisfy
∂tv −∆v +∇p1 = −∇Fv, div v = 0, (6.3)
∂tw −∆w +∇p0 = −∇Fw, divw = 0, (6.4)
with
Fv = (v +Q)⊗ v + v ⊗Q, Fw = (w + U b)⊗ w + w ⊗ U b, (6.5)
and
v(0) = v0 := u0 −Q(0), v|∂Ω = 0, w(0) = w0 := u˜0 − U b. (6.6)
Thus, w˜ defined by (6.2) satisfies the Stokes system for (t, x) ∈ R+ × R3
∂tw˜ −∆w˜ +∇(ζp0) = −∇(ζFw +∇wˆ) + f˜ + ∂twˆ, div w˜ = 0, (6.7)
with w˜(0) = w˜0 := ζw0 + wˆ0, where
f˜ = (∇ζ) · Fw − 2(∇ζ · ∇)w − (∆ζ)w + p0∇ζ. (6.8)
The vector field z = v − w˜ = u−Q− w˜, defined by (6.2), satisfies, for p3 = p1 − ζp0,
∂tz −∆z +∇p3 = ∇Fz − f˜ − ∂twˆ, div z = 0, (x ∈ Ω) (6.9)
z(0) = z0, z|∂Ω = 0, (6.10)
where Fz = ζFw − Fv +∇wˆ and
z0 := P (v0 − w˜0) = P [(u0 − u˜0) + (U b −Q(0)) + ((1− ζ)w0 − wˆ0)], (6.11)
and, using (1.15) with α = 1 + δ,
‖z0‖
L3,∞∩L
3
1+δ
,∞ . ε. (6.12)
Note we can add the Helmholtz projection P in the definition of z0 since z(0) = z0 is understood in
weak sense. Since
Fv − Fw =z ⊗ z + (w˜ +Q)⊗ z + z ⊗ (w˜ +Q) + (Q− U b)⊗ w˜ + w˜ ⊗ (Q− U b)
− (w − w˜)⊗ (w + U b)− (w˜ + U b)⊗ (w − w˜), (6.13)
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we can decompose Fz as
Fz = z ⊗ z + F1(z) + F2 + F3 + F4 (6.14)
where
F1(z) = z ⊗ (w˜ +Q) + (w˜ +Q)⊗ z,
F2 = w˜ ⊗ (Q− U b) + (Q− U b)⊗ w˜,
F3 = (w − w˜)⊗ (w + U b)− (w˜ + U b)⊗ (w − w˜),
F4 = (ζ − 1)Fw +∇wˆ.
(6.15)
Note that F3 and F4 have compact supports.
We will prove
sup
t>0
tσ‖z(t)‖Lq,∞ . ε for q ∈ [3, q1], (6.16)
with
σ = σ(q, δ) =
3
2
(
1
3
− 1
q
) +
δ
2
> 0. (6.17)
By unique existence of u ∈ L∞L3,∞ (Theorem 1.1) and Ho¨lder inequality, it suffices to prove the
existence of z satisfying (6.9), (6.10) and
‖z‖Z := sup
t>0
{tδ/2‖z(t)‖L3,∞ + tσ1‖z(t)‖Lq1,∞} . ε (6.18)
where σ1 = σ(q1, δ).
Denote
Ψ(f)(t) =
∫ t
0
e−(t−s)APf(s)ds (6.19)
where the integral is in the weak sense,
(Ψ(f)(t), ϕ) =
∫ t
0
(f(s), e−(t−s)Aϕ)ds, ∀ϕ ∈ C∞c,σ(Ω). (6.20)
A solution z(t) of (6.9) and (6.10) is a fixed point of the nonlinear map Φ defined for z ∈ Z,
Φz(t) = z1(t) + Ψ(∇[z ⊗ z + F1(z)])(t) (6.21)
where
z1(t) = e−tAz0 +Ψ(∇[F2 + F3 + F4]− f˜ − ∂twˆ)(t). (6.22)
We will show that for ε sufficiently small,
‖Φz‖Z ≤ Cε, ‖Φz − Φz˜‖Z ≤ Cε‖z − z˜‖Z , (6.23)
which guarantees the unique existence of a fixed point z of Φ with ‖z‖Z ≤ Cε.
By Lemma 2.2 (i), we have
tσ‖e−tAz0‖Lq,∞ . ‖z0‖
L
3
1+δ
,∞ . (6.24)
Consider the terms of divergence form. By duality, we have
‖Ψ(∇F )‖Lq,∞ = sup
ϕ∈Lq′,1σ
|(Ψ(∇F ) , ϕ)|.
(6.25)
By (2.13) with 1/r = 1/q′ − 1/3 and 1/r′ = 1/q + 1/3, we have
|(Ψ(∇F ) , ϕ)| ≤
∫ t
0
‖F (s)‖Lr′,∞‖∇e−(t−s)Aϕ‖Lr,1ds
.
(
sup
t>0
tσ‖F (t)‖Lr′,∞
)∫ t
0
s−σ‖∇e−(t−s)Aϕ‖Lr,1ds
.
(
sup
t>0
tσ‖F (t)‖Lr′,∞
)
t−σ‖ϕ‖Lq′,1 .
(6.26)
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In the above we need 1 < q′ ≤ 3/2, thus 3 ≤ q <∞.
We now estimate F = Fz. First,
tσ‖z ⊗ z + F1(z)‖Lr′,∞ . tσ‖z‖q,∞(‖z‖3,∞ + ‖w˜‖3,∞ + ‖Q‖3,∞) . ε2. (6.27)
Next, since w−w˜ = (1−ζ)w+wˆ is compactly supported, it follows from Lemma 5.3 and Proposition
5.1 that, for 1 < q <∞,
‖w − w˜‖Lq,∞(Ω) . ‖w(1− ζ)‖q,∞ + ‖wˆ‖q,∞
. ‖w(1− ζ)‖q,∞ + ‖w‖Lq,∞(Rcut)
. ‖w‖L∞(Ω) . ε〈t〉−
1−η
2 .
(6.28)
Also note
‖w(t)‖Lr,∞(R3) . εt−
1
2
+ 3
2r , (3 ≤ r ≤ 3/η). (6.29)
With 1/q♭ = 1/q − δ/3, (hence 12 − 32q♭ = σ(q, δ)), we have
‖F2‖Lr′,∞ . ‖Q− U b‖ 31+δ ,∞‖w˜‖q♭,∞ . ε(‖w‖q♭,∞ + ε〈t〉
− 1−η
2 )
. ε2(t−σ + 〈t〉− 1−η2 ) . ε2t−σ.
(6.30)
Recall we take α = 1 + δ in Theorem 1.2 so that Q − U b ∈ L 31+δ ,∞. We have also used that
0 < σ ≤ 1−η2 for 3 ≤ q ≤ q1, which also implies
‖w − w˜‖Lq,∞(Ω) . εt−σ. (6.31)
Thus
tσ‖F3‖r′,∞ . tσ‖w − w˜‖q,∞(‖w‖3,∞ + ‖w˜‖3,∞ + ‖U b‖3,∞) . ε2. (6.32)
Finally F4 = (ζ − 1)Fw +∇wˆ can be estimated as follows:
‖F4‖r′,∞ . (‖w‖3,∞ + ‖U b‖3,∞)‖(ζ − 1)w‖q,∞ + ‖w‖Lr′,∞(Rcut)
. ‖w‖L∞(Ω) . ε〈t〉−
1−η
2 . εt−σ.
(6.33)
Next we consider Ψ(f˜). Denote r1 =
3
2+δ+η and r2 =
3
1+η . Note 1 < r1 < r2. By decay
estimates,
‖Ψ(f˜)(t)‖q,∞ .
∫ t
0
(t− s)−σ2‖f˜(s)‖r1,∞ds, σ2 =
3
2
(
1
r1
− 1
q
). (6.34)
Note 0 < σ2 < 1 since q ≤ q1 < 3δ+η . By Proposition 5.1, on Rcut we have |w| + |∇w| . ε〈t〉−
1
2
+η
2 ,
|Fw| . |w|2 + ε|w| . ε2〈t〉−
1
2
+ η
2 and ‖p0(t)‖r2,∞ ≤ ε2〈t〉−
1
2
+ η
2 . Thus, using supp f˜(t) ⊂ Rcut,
‖f˜(s)‖r1,∞ . ‖f˜(s)‖r2,∞ . ε〈s〉−
1
2
+ η
2 . (6.35)
We get
‖Ψ(f˜)(t)‖q,∞ .
∫ t
0
(t− s)−σ2ε〈s〉− 12+ η2 ds . εt−σ2+ 12+ η2 = εt−σ. (6.36)
Finally the estimate Ψ(∂twˆ) is proved by Lemma 5.4.
The above shows the first assertion ‖Φz‖Z ≤ Cε in (6.23). The second estimate in (6.23) on
‖Φz − Φz˜‖Z is proved similarly. This finishes the proof of Theorem 6.1. 
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