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Abst ract - -A  sufficient condition for the existence of positive solutions of the nonlinear boundary 
value problem 
u'(t) + f(t, u(t)) = O, 0 < t < 1, 
~'(0) = ~(1) = 0 
is constructed, where f : [0, 1) x (0, oo) --~ (0, oo) is continuous, f(t, u) is locally Lipsehitz continuous, 
and f(t, u)/u is strictly decreasing in u > 0 for each t E (0,1). 
Keywords - -Boundary  value problems, Positive solution, Locally Lipschitz continuous. 
1. INTRODUCTION 
In this paper, we establish the existence of positive solutions of the following boundary value 
problem: 
u"(t) + f(t, u(t)) = 0 in (0,1), (E) (BVP) 
u'(0) = u(1) = 0, (BC) 
where f : [0, 1) x (0, oo) --* (0, oo) is continuous (i.e., f may be singular at t = 1 and u = 0), f(t, u) 
is locally Lipsehitz continuous, and f(t, u)/u is strictly decreasing in u > 0 for each t E (0,1). 
This problem has been studied by many authors (see, for example, [1-16]). 
The main teelmiques of the above results are "Fixed Point Theory," 'q?opological Transver- 
ality," and "Comparison Theorem." In this paper, we apply a different approach from those 
used before. This method is due to Taliferro [17] and Usami [18]; they considered the following 
boundary value problem: 
Au+f(t,u(t))=O, tEB,  ueOB, 
where f(t, u) is a positive smooth function on B x (0, oo) which is nonincreasing in u > 0 and 
B is a unit ball. Applying the shooting method, they obtained some excellent existence results. 
Inspired by the power of this elementary method, we intend to construct some existence results of 
The authors would like to express their gratitude to R. P. Agarwal for his valuable suggestions about our original 
article and for bringing the excellent papers of Agarwal and O'Regan [1], Agarwal and Henderson [19], Agarwal, 
Sheng and Wong [20], Agarwal and Wong [21] and Wong and Agarwal [22] to the authors. 
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the boundary value problem (BVP) by using it. It also follows from our results that the existence 
results of the nonlinear ordinary differential equations 
u" + ql(t)u a + q2(t)u # + q3(t) = 0, t E (0, 1) 
can be constructed immediately, where ql,q2,q3 6 C([0,1); [0, c~)) and -c~ < a </~ < 1. For 
recent developments and related topics about this problem and the analogue problem for the 
higher-order differential equations, we refer the reader to the excellent results induced in [1-5]. 
2. MAIN  RESULT 
In order to discuss our main result, we need the following. 
For each a > 0, we define ua(t) by the local unique solution of the initial value problem 
u"(t) + f(t ,  u(t)) = 0 in (0, 1), 
u(O) = ~, u'(O) = O. 
(E) (WP) 
(IC) 
The local existence and uniqueness of Ua(t) is easily verified by our assumption. Therefore, 
Ua(t) depends continuously on its initial value a. However, the global existence of Ua(t), that is, 
the possibility of continuation of Ua(t) to the whole interval [0, 1) cannot be guaranteed by our 
assumption only. Throughout this paper, Ua(t) is interpreted as this mean. 
LEMMA 2.1. Let a and 1~ be positive numbers atis[yirlg a > 1~. If ua(t ) exists on [0,T), 
0 < T < 1, then u~(t) also exists on [0, T) and satisaes 
ua(t) > ua(t) for t 6 [0,T). (2.1) 
PROOF. It is obvious that ua(t) > ua(t) in some neighborhood of the origin. Suppose, on the 
contrary, (2.1) does not hold. That is, we can find r 6 (0, T) such that 
ua(t) > u~(t), for t E [0, r), 
(2.2) u~(~) = u~(~), ~'(~) _<-~(~). 
Let 
w(t) := uo(t)u~(t) - u~(t)ua(t ) 
be the wrouskian of ua and u a. It is clear that w(t) satisfies 
F fCt,uo(t)) f(t'uaCt)).l < 0 
w'(t) =ua(t)ua(t ) L uo(t) ua(t ) J 
in [0, v). Hence, we have that w(r) < w(O) = O. Therefore, 
o _< u~(~) [u~(~) - u 'O-)]  = ,,,(~) < o. 
This contradiction proves the validity of (2.1). 
THEOREM 2.2. Suppose that 
(H,) fo*(l - t)f(t,c)dt < c¢, for ~ c > O, 
(H2) maxce[o,,] lima--.co (f(t, ~))/a = O; minte[o,1] limo....o+ (f(t, ~))/~ = co. 
Then the boundary value problem (BVP) has a positive solution in C2[0, 1) N C[O, 1]. 
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PROOF. Ex istence.  Define the subsets S, _S c (0, oo), respectively, by 
-S = {5 > 0 : us(t) exists on [0, 1) and satisfies us( l )  > 0}, 
S = {5 > 0 : ua (t) vanishes before t = 1 }. 
It follows from Lamina 2.1 that 5 E S and f~ E _S implies 5 > f3. 
We separate the proof of existence into the following five steps. 
STEP (i). S is not  empty .  We will show that us(t) > 5/2, if 5 is sufficiently large, and 
therefore, such an 5 belongs to S. By the strict decreasing property of f(t, u)/u and (H2), there 
exists 5 > 0 sufficiently large such that f~ fo(f(r ,5/2))/(5/2)drds < 1/2, i.e., 
/01/0" ° f r, drds< -~. 
Note that the convergence of integral in (2.3) is an immediate consequence of (HI). We claim 
that for a satisfying (2.3), us(t) > 5/2 for t E [0, 1). In fact, if this is not the case, then there 
exists tl E (0,1) such that 
5 5 
Integrating (E) and using (IC), we have 
f/: u~,(tl) - 5 + f (r,u~,(r)) drds = 0, 
which, in view of decreasing property of f(t, u)/u, implies that 
5/ot l fo"  
2 
=I"I" 
/ (r, us(r))  dr ds 
f (~r ) )  ~.(r) d,- d~ 
f(r, (a/2)) u "r" "r" -~  at )a as 
</ot'/o 
/o"/: ( °) =2 f r ,~ drds 
5 
<2. - -  
4 
5 
=3"  
This contradiction shows that ua(t) > a/2  on [0, 1). 
STEP (ii). _S is not  empty.  Next, we claim that there exists a sufficiently small a > 0; ua(t) 
must vanish before t -- 1/2. Suppose to the contrary, that for all a > 0, ua(t) can be prolonged 
to t = 1/2 and remains positive, then choose a > 0 to be so small that 
/ ( t ,a )  
- -  > 12. (2.4) 
5 
Let h(t) := -25t  + 5 and U(t) := ua(t) - h(t) on [0,1/2]. It follows from ua(0) ffi 5 -- h(0) and 
h~(0) = -25  < 0 = u~(0), we see that 
u'(t)  = u',Ct) + 25, 
u"(t) =.:(,)---/(,,~,o(0) < o, on [0, ~-], 
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and there exists to E [0, 1/2] satisfying 
v(t) _> 0, on [O, to]. 
Now, we claim that U(t) > 0 on [0, 1/2). Assume to the contrary that there exists ta E [to, 1/2) 
such that 
U (ta) = O and U' (tl) < O. 
Since 
there is t2 E (t l ,  1/2) such that U'(t2) >_ 0 (see Figure 1), which contradicts to U"(t) < 0 on 
[0, 1/2]. Therefore, we obtain 
(2.s) ua(t) >_ -2~t +a on [0,1) . 
U :t) 
Z 
tl ~1/2  >t 
Figure 1. 
Since ua(t) <_ a, t E [0, (1/2)], integrating (E) and using (2.4),(2.5), and the monotone property 
of f(t, u)/u, we get 
f112 
---- -a  + JO ~ f (~  r))'ua(r)drds 
rlla , 
> -a+ J0 J~0 f(;a)ua(r)drds 
> -a + ~oll2 foS f(~a) (-2c~r + a)drds 
jofl/2 fs fC~.a)t. = -a  + a /. (1 - 2r) dr ds 
~vJ  
__ ?1/2/, 
> -~ + 12a Jo (1 - 2r ) dr ds 
= - -O~+OL 
= O, 
implying that ua(1/2) < 0, a contradiction. Thus, ~. contains ~ satisfying (2.4). 
STEP (iii). in fS  does  not  be long to S. Put a ,  -- in f ' .  It is clear that a ,  E (0, oo). Suppose 
to the contrary that cx, E ~. Then ua. (1) -- l exists in (0, oo). Choose tl sufficiently close to 1 
so that 
S /0' (') " y r,~ drds<4a,. (2.6) 
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By the continuous dependence of solutions of problem (IVP) on initial data, for all/~ E (0,a.)  
sufficiently close to a . ,  u~(t) are defined on [0,tl] and satisfy u~(tl) > 4. Now, we claim that 
such a u~(t) satisfies u~(t) > 1/2 on its interval of existence, and consequently, can be extended 
to [0, 1). In fact, if this is not true, then there exists t2 E (tl, 1) such that 
l l 
u~(t)  > ~,  t~ < t < t2, u~ (t2) = ~. 
Integrating (E) and our choice of t2 yield the following condition: 
4 
= us  (t2) = us  (t l )  - 
= us  (t~) - 
i 2 L" S (r, u~(r)) dr ds 
~I'  L" S (r, ua(r)) 
ua(r) ua(r) dr ds 
> un ( t l )  - / 
/:/o > u~ (t l )  - I 
(,', (4 /2 ) )  u " , - ' "  " 
112 at J ar  as  
(r,(412)),_ ds 
~/2 par 
~i 2 L s f (r, (//2)) >_ u~ (tl) - ~/2 . dr ds 
ilL"/(%(W2)) > 4 - l/2 ~. dr ds 
> l - 2a . .  l 2 
l 4a,  
l 
m 
2" 
This is a contradiction. Therefore, such a/~ must be a member of S. This contradicts the 
definition a .  = infS. 
STEP (iv). supS  does not  be long to  S. Suppose that a* -- sups  E S and let tl be the point 
in ( 0,1) where ua.(t) vanishes. Choose T E (tl, 1) arbitrarily and let it be fixed. There exists a 
constant ~ > 0 sufficiently small such that 
stT /tt f(t'e) (1 - s )  1 'e ~ dsdt>l .  (2.7) 
Then for all/~ > a* sufficiently close to a*, u~(t) exist on [0,tl] and satisfy 0 < u~(tl) < e. We 
now assert hat such a u~(t) vanishes before t = T. Assume to the contrary that u~(t) exists on 
[0,T] and remains positive. Then we obtain 0 < u~(t) < e, tl <_ t <_ T. Similar to (2.5), we have 
u~(t )>-~t+~ on [0,T]. (2.8) 
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Integrating (E) twice and using (2.7), (2.8), we get 
-uo(T) -- -ue (h) + l(s,u~(@) dsdt 
> -u~(t~) + /(8,u~(@) dsdt 
~iTsi / (s 'u l~(s))u~(s)dsdt  : --Ufl (tl) -[- Ufl(') 
~;~ie)u~(s )  dsdt > _~ + f(s, 
>-/~+ f(s,e) - s+/? dsdt 
~;~i f ( s 'e ) (1  - s )  = - f~+ f~ e ~ dsdt 
> - /~+~ 
----0. 
This contradiction shows that such a/~ is contained in _S. However, this contradicts the definition 
of a* = sup S. 
STEP (V). From the above observation, we see that the point c~0 = inf S = sups  belongs to 
neither S nor _S and from the definition of S and _S, it follows that u~ o (t) is a positive solution 
of class C2[0, 1) N C[0, 1] of problem (BVP). 
Applying Theorem 2.2, we immediately obtain the following result. 
COROLLARY 2.3. The singular ordinary differential equation 
u'+ql(t)uaTq2(t)u~+q3(t)=O, O<t<l ,  
has a positive solution u satisfying u'(O) -- u(1) = O, where ql , q2 ,q3 E C([0,1); [0,oo)) and 
-oo < a </~ < 1. 
3. REMARKS AND EXAMPLES 
REMARK 3.1. If the solutions considered in Theorem 2.2 and Corollary 2.3 are of class C 1 [0, 1], 
then it follows from the result of [23] that the uniqueness of positive solutions holds. 
Recently, Usami [18] and Agarwal and O'Regan [1] showed the following excellent results. 
THEOREM 3A. [18] Suppose that 
(C1) f : [0,1) x (0, eo) -~ (0, eo) is continuous, locally Lipschitz continuous in u > 0 and strictly 
decreasing in u > 0 for fixed t E [0,1), and 
(%) 
f l °g (1)  "f(t'c) <eo, 
'(1 - t ) . / ( t ,c )  < oo, 
Then the boundary value problem 
( tN - Iu ' ) '  Jr" ~N-lf(t, ,  ") --~ O, 
u'(O) = u(1) = 0 
for all c > O, if N = 2, 
for all c > O, if N >_ 3. 
O<t<l, 
(BVP') 
has a positive solution in C2[0, 1) N C[0, 1]. 
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THEOREM 3B. [3] Assume that 
(Cs) f : (0,1) x (0, oo) --* (0, c¢) is continuous; 
(C4) q : (0,1) --, (0, ~)  is continuous and satisfies f~ q(s) ds < c¢; and 
(Cs) there exist a positive constant H and two functions g E C( (O, co); (0, c¢)), @n E C((0, H); 
(o, oo)) satis~ng 
0 < f(t, u) < g(u), on (0,1) x (0, oo), 
thH <_ f(t,u), on (0,1) x (0,H], 
fo 1 g(s) < ~,  ds 
sup [e  du 
c~(o,~)Jo ~/n(~-  R(~) > pq > 0, 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
where R(u) := fo  g(s) ds and pq is a positive constant depends on the function q(t). 
Then, the Dirichlet problem 
u"(t) + q(t)f(t, u) = O, 0 < t < 1, 
u(0) = =(1) = 0 
(DP) 
has a positive solution in C[0,1] t3 02(0,1), ffq(t) and g(t) satisfy one of the following: 
(C6) q is bounded on [0, 11 (let pq = ./1/2(supq(t))); 
V [o,xl 
(C7) q is monotonic on (0,1) with v~ f~ v/q-~ds = pq < oo and g(u) := gl(u)(1 + g2(u)), 
where gl and g2 are decreasing and increasing, respectively. 
REMARK 3.2. Investigating the results of [1,18] and our result, we have the following: 
(I) It is clear that if f(t,  u) is (strictly) decreasing in u E (0, c¢) and 
f(t, u) = ql(t)u a,q2(t)u fs, ql(t)u a + q2(t)u ~ + qs(t), sin(t)u a + cos(t)u ~ 
(II) 
for any given a E [0,oo), ]3 E [0,1), ql,q2,q3 E C([0,1);[0,oo)), then f(t ,u) satisfies 
"f(t, u)/u" is strictly decreasing in u E (0, oo). But, Theorem 3A cannot be applied to 
most of these functions. 
Assumption (3.4) of Theorem 3B implies 
f(t, u) = p(t)u "Y, for - 1 < "y < oo. 
Therefore, Theorem 3B cannot be applied to the function f(t, u) =- p(t)u "y for 7 <_ -1.  Unfortu- 
nately, our result cannot also be applied to the function 
f(t, u) ~ p(t)u "r, for ~y > 1. 
Inspired by the statements as mentioned above, we know that if we can combine the main 
technique in Theorem 3B and our main result, then we may generalize the existence theorems 
in [1] and our article to 
I ( t ,  u) - p(t)u~, for 7 e ( -oo ,  eo). 
By our main results, we can discuss the existence of solution to the following boundary value 
problems. 
48 F.-H. WON(] AND W.-C. LIAN 
EXAMPLE 3.3. Consider the following boundary value problem: 
uH(t) + tu-2(t) + 1-~t2u1/2( t )  = 0, in (0, 1), 
(BVPI) 
u'(O) = u(1)  = O. 
It is clear that f(t,  u) is locally Lipschitz continuous and f(t, u)/u is strictly decreasing in u > 0 
for each t E (0, 1), end 
- t )  c -?+ 1+t2  j d t<~,  for all c > 0, 
max lim f ( t ,a )  
tE[0,1] ct--*oo 
rain lira f(t,a______)) =
tE[0,1] a-*0 + rr 
Then, it follows from Theorem 2.2 that 
O[0,11. 
EXAMPLE 3.4. Consider the following 
+ (1 + lift(t) 
\ 
[ -L-I  -11 ] 
max lira tot -3 + = 0, 
tei0,x] a-.oo I + t 2 J 
rain lira t~ -3+ = e¢. 
tel0,1] a-+0 + I + t 2 J 
problem (BVP1) has a positive solution of class G 2 [0, 1)N 
boundary value problem: 
lsint) e-U(t) =o, in (0,1), 
u'(0) = u(1) = 0. 
(BVP2) 
It is clear that f(t, u) is locally Lipschitz continuous and f(t, u)/u is strictly decreasing in u > 0 
for each t E (0, 1), and 
[(1 )] 
- t )  l+~s int  e -c dt<oo, fo ra l l c>O,  
max lim f(t'°0 (I + (1/2)sint)e -a -- max lira -- 0, 
rE[0,1] a-+oo O~ rE[0,1] a--+oo Ot 
rain lim .f(t,a) rain lira (1+ (1/2)sint)e -a ~ ~.  
re[0,1] a-+0+ O¢ te[0,1] a-+0+ O~ 
Then, it follows from Theorem 2.2 that problem (BVP2) has a positive solution of class C 2 [0,1) N 
C[0, Z]. 
EXAMPLE 3.5. Consider the following boundary value problem: 
u"(t) + (i + t 2) ue -"(t) = 0, in (0, 1) 
(BVP3) 
u'(0) = u(1) = O, 
It is clear that f(t,  u) is locally Lipschitz continuous and f(t, u) /u is strictly decreasing in u > 0 
for each t E (0,1), and 
~o l(1-t)[(l+t2)ce-C]dt<oo, for all c > O, 
max lim .f(t,a.___)) = max lira (1 + t 2) ae -a = 0, 
rE[O,1] a - .co  ~ tel0,1] a - .co  O~ 
rain lira rain lira -o  
rE[0,1] a--+0+ O~ tE[0,1] a--+0 + O~ 
Then, it follows from Theorem 2.2, that problem (BVP1) has a positive solution of class C 2[0,1) N 
C[0, 1]. 
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