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Abstract. We determine the optimal ensemble size for a simulated annealing problem based on 
assumptions about scaling properties of the system dynamics and of the density of states in the 
low energy regime. The derivations indicate the optimal annealing time for any one ensemble 
member, thereby providing a stopping criterion and an explanation for the “brick wall effect”. 
Simulated annealing was conceived as an optimization technique [l] using only one copy 
of the system randomly walking through its state space according to the Metropolis algo- 
rithm [2]. The standard analogy to statistical mechanics, however, suggests that one could 
use an ensemble, i.e., a collection of copies of the system rather than a single copy [3,4]. 
One practical advantage of using ensembles is the possibility of getting better estimates of 
thermodynamic data gathered during the cooling. This is important for those simulated 
annealing procedures which rely on such data [5]. Another computational advantage is that 
the ensemble approach is conveniently implemented on vector or parallel machines. Last, 
but .not least, the number of copies in the ensemble can be considered as an optimization 
parameter (31. 
Let us assume that we have a total computing time Cc available for solving our optimizaton 
problem. The question we face is how many copies of the system should share this time. 
The extreme cases are random search and the usual annealing with one copy of the system. 
One could expect the optimal ensemble size to lie between these extremes, and to depend 
on the structure of the state space and the quantity to be optimized. Pedersen et al. [3] 
studied this question first for a graph partitioning problem. In this letter we describe an 
analytical approach which explains their numerical results. We show how a recently found 
relation [S] between the BSFE distribution and the density of states of certain combinatorial 
problems can be exploited to determine optimal ensemble sizes for parallel implementations 
of simulated annealing. 
Technically, the ensemble approach to simulated annealing proceeds by randomly selecting 
n different initial states, where n is the ensemble size. Then all these states are subjected 
to the same cooling schedule and evolve according to the Metropolis dynamics. 
During the cooling, the B(est)S(o)F(ar) energy EBSF(L) = minc<tj..t E(1’) of each ran- 
dom walker is monitored. Finally at the end of the procedure the V(ery)BSF energy is 
found by selecting the lowest EBSF in the ensemble. 
Let F(E,t) denote the cumulative distribution of Ees~(t). Note that F(E,t) is the 
probability that a random walker has found a state with energy E up to time t. Thus 
1 - F(E, 1) is the probability that a random walker has not seen energy E up to time t. As 
the n random walkers of the ensemble walk independently, (1 - F(E, t))” is the probability 
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that none of them has found a state with energy E up to time t. Let G(E,t,n) denote the 
cumulative distribution of EvBsF(~). It can be expressed as 
G(E,t,n) = 1 - (1 - F(E,t))“. (I) 
The quantity we want to minimize by selecting the optimal ensemble size is some charac- 
teristic parameter of G(E, t, n). This parameter could be the mean, the mode, the median 
or, more generally, an energy Ek which cuts off a certain fraction /C of G, i.e., G(Ek, t, n) = k. 
In order to calculate G(E, 2, n), it is useful to relate the BSF energy distribution F(E,t) 




F(E,t) = l- WE,E.&)D(EO)dEO, (2) 
E 
where WE &(t) is the probability of waiting at least time 2 before reaching energy E averaged 
with a uniform distribution over all microstates with energy E,J, and D(E) is the density 
of states of the problem under consideration. We investigated the behaviour of WE,E,,(~) 
for a graph partitioning problem as well as for a travelling salesman problem. For these 
optimization problems we suggest that, for sufficiently low E and Eo, WE,E~(~) depends on 
its three arguments in the following fashion: 
where W is a monotonically decreasing function with values between 1 and 0, and 0 < o < 
1. Here, energies are measured relative to the ground state. We found good numerical 
confirmation for such a dependence of WE,E~(~). 
With the additional assumption that the function W(t) changes very quickly from 1 to 
0 and choosing the time unit such that this step occurs when the argument equals unity, 






For the purpose of this letter, eq.(4) is taken as an assumption. 
The density of states D(E) required in eq.(4) can be obtained for instance by a lumping 
technique [7]. Its form will depend on the problem under consideration; for a travelling 
salesman problem, Lam and Delosme [S] advocate fitting it to a r-distribution. 
We expect eq.(4) only to apply for small values of F(E, t), and thus only for small values 
of G(E, t, n). We thus choose as our objective the fractile Ek with R sufficiently small. With 
k a 1, eq.( 1) becomes 
G(Ek,t,n) = 1- (1- nF(Ek,l)) = nF(Ek,l)Ak. (5) 
As the time available for one member of the ensemble to find a low energy state is 2 = Co/n, 
we have thus the optimization problem to find that ensemble size flop: which minimizes 
Ek(n) defined implicitly by the constraint 
So far the density of states D(E) and thus the BSF energy distribution F(E,t) have not 
been specified. We now assume that for small energies above the ground state 
f(E) = AE” + BEP, Occ!<P (7) 
where A > 0 and B are arbitrary real numbers. This form can be regarded as a general small 
E approximation and includes the case of the r-distribution [8]. Introducing EO = A+ aa 
the unit of energy and with E = E/E0 and 6 = B. (i):, ~(EEo) becomes 
f(eEo) = 8 + 68 E f(c). 
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We now introduce the inverse function g(y) of j(c), such that g(j(E)) = E. As we are only 
interested in the small E regime, more precisely for E such that b&P-‘J < 1, we determine 
g(y) only to the two lowest powers in y: 
g(y) = y7 + dy6, y < 6. (9) 
From g(j(c)) = &w( 1+ b+-“) + d.@ Z!E E, we have 7 = $, b = 7(1+ P) - I, and d = --by. 
Now eq.(6) becomes f(Ek - (t” + 1)) = k/n or with z = k/n and Co = (Co/k)= 
g(x) 
&k = EdEo = coxQ + 1 - 
Minimizing 6k with respect to x yields 
0 A &&k = (cOxQ + l)(yx- + dt5x6-‘) - (x7 + dx6)cocrxa-’ (11) 
Neglecting terms of order x6-7 and solving eq.(ll) for ~0, the lowest order approximation 
to the optimal value of I, we find 
and thus 
nopt = (-- cY - 7)*co. 
7 
(13) 
The result eq.(13) contains two interesting features: 
i) 
ii) 
A positive solution nopt exists only if CK > 7. For a travelling salesman problem, 7 was 
shown to be of the order of l/500 [8], thus indicating that for this example the inequality 
should not be very restrictive. 
If (Y > 7 then the optimal ensemble size nopt is proportional to the total available time. 
However, as nopt is an integer, it will depend very much on the constant of proportionality 
whether nopt g rows rapidly with CO or whether nopt = 1 for realistic CO. 
Deviations from this behavior can be calculated by taking higher orders in x into account: 
From eq.(12) we see that x0 is proportional to l/Co. We thus make the ansatz for the next 
order approximation 
Xl = x0(1 + hc;) 
with Y < 0 and h still to be determined. 
Inserting eq.( 14) in eq.(ll), neglecting t.erms of order C~-‘, dividing by 
G = COT; we find 
0 =[G( 1 + crK,y) + l][y( 1 + (7 - l)hC,“) + db$7C,7-6] 
-aG(l-(a- l)hC,‘)[(l + 7%‘;) + d5;-‘C,7-6]. 
(14) 
xi-’ and letting 
(15) 
Choosing u = 7 - 6 < 0, eq.(15) is fulfilled for h = dZi-‘(6/7 - l)/(a - 7). Thus we have 
found the first correction to eq.(13) 
nopt = (y)tCo (l+d~Z~mv.C~B6). (l@ 
From this formula, we see that for b c 0 the asymtotic regime given by eq.( 13) is approached 
from above. This was seen in numerical computations by Pedersen et al. [3]. 
It is important to note that the optimal ensemble size is in its leading order completely 
determined by the scaling exponent of the waiting time distribution and the exponent de- 
scribing the power law behavior of the density of states. Since it is possible to estimate 
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these exponents during an annealing run, they could - for a given ensemble size - provide 
a good stopping criterion. Any further available computer time should then be allocated to 
additional random walkers. 
Summarizing, we have addressed the problem of finding the optimal ensemble size nopl 
for a parallel implementation of simulated annealing under the constraint that the total 
available computer time CO is given. Based on assumptions about scaling properties of 
system dynamics and of the functional behavior of the low energy regime of the density 
of states, we determined the optimal ensemble size. We found that the optimal number 
of random walkers in the limit of large computing time becomes proportional to CO which 
agrees well with previous numerical studies. The time available to each of the system copies 
is independent of CO and solely determined by properties of the system. We also determined 
the first order correction to this behavior. 
The fact that there is a time limit for each of the ensemble members has been dubbed the 
“brick wall effect”. It has been seen experimentally by Pedersen et al. [3]. In case of a fixed 
ensemble size, this effect provides a stopping criterion. The underlying reason for this effect 
is that after a time CO/nopt the progress towards lower energies, i.e. better solutions, has 
slowed down so much that it is more favourable to start a new random walker; after time 
Co/nopt the random walker has hit the “brick wall”. 
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