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 Rapid developments in computer vision technologies have been transforming many 
traditional fields in engineering and science in the last few decades, especially in terms of 
diagnosing problems from visual images. Leveraging computer vision technologies to inspect, 
monitor, assess infrastructure conditions, and analyze traffic dynamics, has gained significant 
increase in both effectiveness and efficiency, compared to the cost of traditional instrumentation 
arrays to monitor, and manually inspect civil infrastructures and traffic conditions. Therefore, to 
construct the next-generation intelligent civil and transportation infrastructures, this dissertation 
develops a comprehensive computer-vision based sensing and fusion framework for structural 
health monitoring and intelligent transportation systems.  
 First, the dissertation presents a context-aware deep convolutional semantic segmentation 
network to effectively detect concrete cracks in structural infrastructures under various conditions. 
Specially, a pixel-wise deep semantic segmentation network is applied to segment the cracks on 
images with arbitrary sizes without retraining the prediction network. Moreover, a context-aware 
fusion algorithm that leverages local cross-state and cross-space constraints is proposed to fuse the 
predictions of image patches. Compared with normal deep convolutional semantic segmentation 




sizes, and also achieves promising generalizations when the number of training samples is limited. 
In the testing phase, this proposed method advances the state-of-the-art performance of Boundary 
F1 (BF) score by an average of 2.77% in all three concrete crack datasets used in the experiments, 
e.g., CrackForest Dataset (CFD), Tomorrows Road Infrastructure Monitoring, Management 
Dataset (TRIMMD), and Customized Field Test Dataset (CFTD). 
Second, this dissertation presents a hybrid inertial vision-based displacement measurement 
system that can measure three-dimensional structural displacements of civil infrastructures using 
a monocular charge-coupled device camera, a stationary calibration target, and an attached tilt 
sensor. The system does not require the camera to be stationary during the measurements, and the 
camera movements, i.e., rotations and translations, during the measurement are compensated by 
using a stationary calibration target in the field of view of the camera. An attached tilt sensor is 
further used to refine the camera movement compensation, and better infer the global three-
dimensional structural displacements. Specially, this proposed system with attached tilt sensor 
achieves an average of 1.440 mm Root Mean Square Error (RMSE) on the in-plane structural 
translations and an average of 2.904 mm RMSE on the out-of-plane structural translations.  
Finally, this dissertation presents a context-aware traffic surveillance system that integrates 
sensor information from autonomous vehicles to improve performance of night time vehicle 
detection and tracking. The sensor information is considered as low-rate contexts for recording 
relative vehicle distances and orientations of each autonomous vehicle to its neighboring vehicles. 
The key elements of the proposed method include a vehicle pairing framework that represents 
vehicles based on this low-rate sensor information and the detected vehicle taillights. Experiments 
are conducted on real traffic videos and the proposed system attains 0.6319 in Multiple Object 




As an extension of traffic surveillance system that integrates sensor information from 
autonomous vehicles, this dissertation proposes the first night time framework that combines the 
vehicle headlights and taillights to localize the vehicle contours. This framework includes a novel 
multi-camera vehicle representation that groups and reconstructs vehicle headlights and taillights 
following mutual geometric distances between different vehicle components. The vehicle contour 
representation successfully removes duplicated vehicle lights and also compensates for the missing 
vehicle lights in the detection process. Vehicle headlight alignment and contour adjustment are 
used to further refine the vehicle contours. The proposed multi-camera system considers typical 
four-wheel vehicles, e.g., cars and SUVs, in the monitoring and might not be able to handle large 
trucks. The experiments are conducted on night time traffic videos under various scenarios and the 
proposed system attains an average of 0.896 in Multiple Object Tracking Accuracy (MOTA) and 
an average of 0.904 in Jaccard Coefficient (JC), which indicates 19.2% and 15.9% increases over 
the state-of-the-art approaches. 
As mentioned above, comprehensive numerical experiments conducted on simulated and 
on-field environments have shown the context-aware deep convolutional semantic segmentation 
network, hybrid inertial vision-based structural displacement measurement system and intelligent 
night time traffic surveillance system all perform well in practical structural health monitoring and 
intelligent transportation applications. Although the proposed framework has already achieved 
promising performance at present, placing physical calibration targets to a vantage point before 
monitoring process and handling the limited lighting conditions at night still remains as challenges. 
Therefore, the future research directions of the proposed sensing and fusion framework for 
structural health monitoring and intelligent transportation systems at night are listed as: 




• Design a drone-based mobile system for structural health monitoring.  
• Design an intelligent vision-based system using other types of sensors, e.g., LiDAR, 
Time-of-Flight sensors. 
As a result, the future directions of the proposed framework in this dissertation would be extended 
to an intelligent multi-modal sensing system, where multiple cutting-edge technologies including 
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CHAPTER 1  
INTRODUCTION 
In the last decade, rapid developments in data-driven technologies along with computer vision 
techniques have been increasingly capable of diagnosing practical engineering problems from 
visual image inputs. In such a context, automatic monitoring systems that rely on computer vision 
techniques are desired in structural health monitoring (SHM) of civil infrastructures [1]-[9].  
SHM refers to the process of developing a structural impairment detection and characterization 
strategy for civil infrastructures. SHM typically involves the collection of structural measurements 
over time using periodically sampled measurements, extraction of damage-sensitive features from 
these measurements, and statistical analysis of these extracted features to determine the current 
state of structural health. In civil engineering, detecting and mitigating structural impairments are 
significant challenges for structural engineers, and is a critical aspect of managing the integrity of 
civil infrastructures. The normal inspections of bridges, roadways and railways, tunnels and 
pavements usually require time-consuming inspections from trained civil engineers. However, 
these manual inspections increase the maintenance expenditures when structural inspections are 
of high frequency or the maintenance structures are difficult to access. Therefore, the main goal of 
designing such autonomous vision-based systems is to aid or partially substitute human resources 
in challenging structural inspections, and provide reliable alternatives in short-term and long-term 
SHM. The structural damages in SHM are defined as changes of geometric properties that might 




main types of structural damages that can be detected by the required vision-based system are 
given as: 
• Structural visual defects including concrete crack, bolt corrosion and steel delamination. 
• Structural static displacements and dynamic vibrations. 
These mentioned structural damages reduce the integrity of civil infrastructures and will 
probably engender structural failures when the cracks or corrosions are formed on stress points, 
such as squared corners or bolt holes that are close to material edge. These cracks or corrosions 
grow as the material being stressed reaches a critical length and eventually cause structural failure. 
Significant advancements of the vison-based SHM systems present opportunities for preventing 
these failures by directly detecting the visual defects or by finding out the abnormal structural 
displacements of civil infrastructures when subjected to forces. The detailed system descriptions 
of detecting structural visual defects and measuring structural static displacements and dynamic 
vibrations will be discussed in Chapter 2 and Chapter 3 of this dissertation.  
In Chapter 2, a computer-vision based system is proposed to detect concrete cracks for civil 
infrastructures. The motivation of designing this concrete crack detection system originates from 
the fact that the same in-field structural impairments might be observed simultaneously by multiple 
observers or by a single observer at different times. These real-field images will possibly have 
overlaps in their fields of view or might contain the same region of interest. The information within 
overlaps in the field of views are considered as “context”, and the system that fuses this 
information is denoted as “context-aware”. Unlike the state-of-the-art algorithms for detecting 
concrete cracks, this proposed context-aware system has designed a novel fusion process that 




of overlapping image patches. The proposed fusion method has two advantages compared with the 
current deep semantic segmentation networks:  
• Since not all the pixels or regions of the input image are equally treated, the proposed 
fusion method focuses more on the region proposals with the retrieved local crack textures 
(attention scheme) in extracting local image patches.  
• As for the image samples with different textures in training and test sets, the model may 
not perform well on those “unseen” test images due to the limited training samples. The 
proposed fusion method increases the network generalization by training and testing the 
network on multiple image patches and are then fusing these image patches to the original 
scale. Since those small image patches with local crack textures share more similarities 
between training and test sets, the less model generalization caused by limited training 
images at original scale will be addressed. 
Therefore, three main contributions of the context-aware vision-based concrete crack detection 
system for civil infrastructures at Chapter 2 are listed as:   
Contribution 2-1: We propose a novel context-aware overlapping-patch fusion (CAOPF) scheme 
that integrates the pixel-wise prediction results from multiple local overlapping image patches. 
The prediction result for each of the local image patches is obtained as the output of a normal deep 
convolutional semantic segmentation network. The CAOPF scheme has two steps: (a) modelling 
the cross-state and cross-space contextual information across different local image patches that 
observe the same output pixel, and (b) designing an energy function that combines the cross-state 
and cross-space potential functions to fuse local information from multiple image patches.  
Contribution 2-2: In the image patch prediction process, a NMIPS strategy is used to suppress 




The NMIPS strategy is a trade-off between retaining original local textural information in image 
patches and the high computational cost by keeping all those localized image patches.  
Contribution 2-3: We propose a Majority-State-Maximum-Probability (MSMP) pooling variation 
of proposed fusion method that spatially aggregates the intermediate pixel-wise prediction results 
on each image patch to reduce the spatial size of the representation. Since the MSMP pooling 
variation represents local textural information by spatially partitioning the pixel-wise textures into 
local patch regions, the resulting fusion process provides pixel-level prediction at the original 
resolution with marginal increases in prediction performance but significant reductions in the 
computation complexity.  
In Chapter 3, a hybrid inertial vision-based system is designed to measure three-dimensional 
structural displacements for civil infrastructures. The motivation of designing this measurement 
system originates from the fact that in monitoring civil infrastructures such as bridges, the installed 
cameras are not stationary during the monitoring, and the normal single-camera system might not 
compensate the camera movements as usual. Specially, this hybrid inertial system is a target-based 
measurement system using a monocular CCD camera that is located in the near distance of the 
bridge pivot pier being monitored. The measurement backbone is the camera calibration algorithm 
[118]. The proposed measurement system addresses the challenges described by prior works where 
camera is not stationary, and develops the methodology into multiple dimensions (both in-plane 
and out-of-plane displacement measurements). A further refinement of the method is developed 
that couples the camera with a tilt sensor to improve the measurement accuracy, especially in the 
direction perpendicular to the imaging plan, i.e., out-of-plane translations.  
Therefore, three main contributions of the hybrid inertial vision-based system for measuring 




Contribution 3-1: The proposed hybrid inertial vision-based system is able to measure both the 
in-plane and out-of-plane translations for civil infrastructures such as bridges.  
Contribution 3-2: The proposed hybrid inertial vision-based system does not require the utilized 
camera to be stationary during the monitoring process. The method utilizes multiple targets, at 
least one of which is placed on a stationary surface within the camera’s FOV, to compensate for 
camera movements (both rotations and translations), and accurately infer the global displacements 
of the structure under study.  
Contribution 3-3: The robustness of the hybrid inertial vision-based system is improved, 
especially to rotations of the camera, by utilizing a tilt sensor that is attached to the camera and 
provides accurate synchronized rotational information about the camera itself. This additional 
camera rotational information allows the proposed system for better compensating the camera’s 
own movements and infer the global displacements of the civil infrastructures. 
Besides the SHM of civil infrastructures presented in Chapter 2 and Chapter 3, with the recent 
development of sensing technologies in transportation systems, vison-based traffic surveillance is 
considered as one of the most essential components for intelligent transportation systems. The 
advanced technologies in intelligent transportation systems improve transportation safety and 
mobility by fusing sensing and communication technologies into transportation infrastructures and 
into vehicles. The intelligent transportation system aims to build up an advanced network that can 
provide innovative services that are related to different modes of transportation and traffic 
management, such as car navigation and traffic signal control by using widely-deployed traffic 
surveillance cameras. The vehicle drivers might also receive warning from intelligent systems 
about collision avoidance for better driving safety [10], [11]. Moreover, vision-based traffic 




but also aid or even replace human resources in extracting useful information from a huge amount 
of traffic videos in limited time by automatically detecting, tracking, and recognizing objects or 
vehicles of interests, and understanding and analyzing their activities for security and privacy 
purposes [12]. In intelligent transportation system (ITS), the main vision-based technologies for 
traffic surveillances are focused on the following:  
• Static or dynamic traffic scenarios and object recognition, such as vehicle classification, 
detection, and tracking. 
• Traffic activity understanding, such as traffic flow management and traffic anomaly 
detection. 
The detailed system descriptions of intelligent traffic monitoring at night time will be discussed in 
Chapter 4 and Chapter 5 of this dissertation.  
In Chapter 4, a computer-vision based night time traffic surveillance system that integrates 
sensor information from autonomous vehicles is designed for monitoring traffic dynamics. The 
motivation of designing this surveillance system originates from the fact that traffic surveillance 
infrastructures and on-road autonomous and semi-autonomous vehicles are unified components, 
such that the vehicles can provide information that benefits surveillance systems. We model the 
information from vehicles as “low-rate sensor information”, which only represents distances and 
orientations of each vehicle to its neighboring vehicles. Compared with the traffic videos with 
more than hundreds of megabytes, this sensor information takes at most hundreds of bytes at one 
time stamp. In order to explore and verify the advantages of using this low-rate sensor information 
for improving the current traffic surveillance systems, this sensor-based system designs the first 




traffic surveillance systems are usually analyzed for better the safety and convenience of vehicles. 
We focus on the reversed logics that the vehicles on road still benefit the traffic surveillances.  
Therefore, two main contributions of the computer-vision based night time traffic surveillance 
system that integrates sensor information from autonomous vehicles at Chapter 4 are listed as: 
Contribution 4-1: We present the first vehicle taillight pairing framework that incorporates sensor 
information from autonomous vehicles to improve the traffic surveillance systems.  
Contribution 4-2: A novel sensor-based vehicle representation is proposed for night time traffic 
surveillance systems that not only pairs the detected vehicle taillights, but also reconstructs the 
locations of missing vehicle taillights following the provided sensor information and historical 
tracking cues from autonomous vehicles.  
In Chapter 5, a computer-vision based multi-camera night time traffic surveillance system that 
localizes vehicle contours is designed for monitoring the traffic dynamics, referred to the article 
[146]. The motivation of designing this multi-camera surveillance system originates from the fact 
that using these paired vehicle taillights or headlights to represent vehicles (mentioned in Chapter 
4) is sometimes not sufficient in certain industrial applications that require detection and tracking 
of the integrated vehicle contours. These integrated vehicle contours are necessary prerequisites 
for the night time traffic surveillance systems when analyzing vehicle spatial occupancies. In order 
to localize these integrated vehicle contours, LiDAR and Infrared Camera might be the first option 
at night. However, the large costs and limited deployments of LiDAR or Infrared Camera has 
restricted their widespread usage in the current traffic surveillance infrastructures. Therefore, 
motivated by the requirements and high cost of these night time sensors, we focus on using visual 
cameras to solve this problem as alternatives. In visual imaging domain, the only salient vehicle 




how to localize the vehicle contours from these available vehicle headlights and taillights are 
designed in this multi-camera system. Unlike the state-of-the-art systems that only pairing either 
vehicle headlights or taillights to represent vehicles, this multi-camera system is the first 
framework that focusing on vehicle contour localizations.  
Therefore, three main contributions of the computer-vision based multi-camera night time 
traffic surveillance system at Chapter 5 are listed as: 
Contribution 5-1: We present the first fusion framework that integrates the vehicle headlights and 
taillights to localize the vehicle contours at night. This fusion framework also includes a temporal 
tracking scheme that helps to retrieve the number of vehicle clusters. The proposed vehicle contour 
localization algorithm is able to work in the field in a completely online manner after one-time 
system initialization, during which the lane markings and typical vehicle geometries, e.g., a small 
validation set of vehicle widths and heights, are provided as priors.  
Contribution 5-2: A novel multi-camera vehicle representation is proposed that not only groups 
the available vehicle headlights and taillights at night, but also reconstructs the missing vehicle 
headlights and taillights following the mutual geometric compatibility between different vehicle 
components.  
Contribution 5-3: A vehicle contour refinement that consists of vehicle lane change detection and 
headlight alignment is proposed to fine-tune the localized vehicle contours. A vehicle lane change 
is detected when the estimated vehicle motion direction (obtained from the prior frames) intersect 
with the lane markings. 
In summary, Chapter 2 and Chapter 3 present vision-based systems for detecting visual 
structural impairments such as concrete cracks and abnormal structural displacements for civil 




to enhance vehicle detection and tracking purposes and localize vehicle contours by limited vehicle 
salient features. These proposed vision-based systems all attain considerable performance in both 
SHM and ITS by reducing human involvements in structural inspections, lowering the inspection 






CONTEXT-AWARE VISION-BASED CONCRETE CRACK DETECTION FOR CIVIL 
INFRASTRUCTURES 
2.1. Related Works 
Many research efforts on vison-based crack detection applications use traditional image 
processing techniques to extract key features and then combine them with machine learning 
algorithms to identify desired characteristics such as crack location, depth and width. Examples 
include spatial crack feature extraction using Gabor filter [13], Histogram of Oriented Gradient 
(HOG) features [14], Spatially Tuned Robust Multi-feature (STRUM) classifier [15], Local 
Directional Pattern (LDP) features [16], and Textural Morphological (TM) features [17]. Based on 
the extracted feature vectors, machine learning schemes such as support vector machine (SVM) 
[15], [18], Random Forest (RF) [18] and Neural Networks (NN) [16] are used to train classifiers. 
The individual classifications of each trained classifier are then combined using AdaBoost 
Ensemble to better classify new examples [13]-[15], [17]. Some researchers use unsupervised 
learning schemes, such as Parzen windows and K-nearest neighbor (K-NN) to cluster extracted 
crack pixels [19], [21]. The advantage of these unsupervised learning schemes is that the detection 
model does not require manually labeled ground truth data. However, these unsupervised 
algorithms do not perform well on crack images under different lighting conditions and with 
complicated backgrounds, such as oil stains and dirt. Other methods have also been used to detect 




(GMM) [24] and 3D shadow modeling [25]. However, a challenge with using these traditional 
image processing techniques is the problem-dependent structural impairment characteristics which 
makes generalized detection of diverse crack types difficult.  
To address these limitations, some researchers attempt to automatically extract features from 
the available data. Fortunately, with the development of convolutional neural networks (CNNs) 
and deep learning [26], the features of an image are automatically learned during the supervised 
learning process without prior knowledge. The features learned during the process more robustly 
and accurately represent the textural characteristics of images than features extracted using 
traditional image processing methods. Recent research on crack detection using deep learning is 
divided broadly into two branches: 
• Detecting crack candidate regions by using an image bounding box. 
• Pixel-wise crack semantic segmentation. 
Example of crack detection using image bounding box and region-based deep CNN include [27]-
[28]. In region-based deep CNN, the trained deep CNN is combined with a sliding-window region 
proposal [27] to exhaustively search all spatial locations of the input image to localize potential 
crack locations. However, using exhaustive sliding-windows is not computationally-efficient and 
it is difficult to find the optimal window size due to the various aspect ratios and scales of test 
images. The exhaustive sliding-window scheme might also increase false positives (FP) due to 
overlapping bounding-box detections. A crack detection method using fast-RCNN [30] with 
bounding box regression is used [28] to further improve the performance of traditional sliding-
window-based deep CNNs. However, in practice, these crack detection systems using image 
bounding box groups crack pixels in a region to form rectangular cracks boxes, which may not be 




bounding box that fits the candidate crack region is difficult. Classification of the central pixel in 
a sliding window is the first attempt to bridge image bounding box methods to pixel-wise semantic 
segmentation [20]. However, this method is not able to retrieve accurate textures as it simply uses 
the patch-wise classification results to estimate the label of the pixel that is centered at each patch. 
Since the patch-wise pixel estimation process dilates the crack textures, a pixel-wise semantic 
segmentation that strictly assigns a classification label for each pixel is needed.  
Therefore, the recent researches of crack detection using deep learning are gradually switched 
to pixel-wise semantic segmentation. These pixel-wise crack semantic segmentation algorithms 
assign classification labels to each image pixel, which enhances localizing accuracies of cracks as 
it do not incorporate the bounding-box simplification [28], [31]-[36]. Along with pixel-wise crack 
detection, fusion algorithms such as multi-scale neighborhood fusion [28], [31] and Naïve Bayes 
fusion [32] are usually embedded into the semantic segmentation pipeline. These fusion algorithms 
leverage crack texture information from spatial or hierarchal neighbors to improve the crack 
segmentation performance.  
Due to the newly-arise pixel-wise semantic segmentation frameworks for concrete crack 
detections, there are multiple research areas that can be developed to improve the current pixel-
wise crack semantic segmentations. Unlike the crack detection using image bounding box, the 
pixel-wise crack segmentation is more sensitive to crack images with different scales. The 
generally-used image resizing techniques, e.g., sampling and interpolation, in bounding box 
detection and classification is not appropriate for pixel-wise segmentation due to pixel-wise 
information loss while resizing the input images. Therefore, many researches about pixel-wise 
crack segmentation require resizing the input images to a fixed size before feeding in into the 




segmentation pipeline still requires improvement. For example, the multi-scale neighborhood 
fusion in [31] merges the multiple-scale image patches at each pixel using maximum operation 
and dilates the border of the obtained cracks to improve the connectivity. The Naïve Bayes fusion 
[32] fuses the crack “tubelets” without considering the spatial constraints and lacks flexibilities to 
apply general machine learning algorithms due to different number of patches within each tubelet. 
A general framework of fusing these multi-scale spatial or hierarchal neighbored crack textures 
are lacking in the current fusion algorithms.  
To summarize, the main research directions that can be developed to improve the current pixel-
wise crack semantic segmentation frameworks are given as: 
• Build up a scale-invariant pixel-wise crack detection framework.  
• Improve fusion of neighbored crack textures by using context information. 
Similar to the recent research on crack detection using deep learning, the required pixel-wise 
crack detection system learns the crack features in a supervised manner without any prior 
knowledge. 
2.2. Research Objectives and Proposed Approaches 
The main objective of this context-aware vision-based concrete crack detection system is to 
obtains pixel-wise binary crack prediction with the same size as the input image by considering 
both spatial and state constraints across a series of overlapping image patches. This proposed 
system is required to support arbitrary-size input images without retraining the prediction network. 
The motivation of designing this context-aware concrete crack detection system originates from 
the fact that the same in-field structural impairments might be observed simultaneously by multiple 





Figure 1 The overview of context-aware concrete crack detection system. (a) The original input 
image. (b) The retained image patches (solid-lined and dash-lined sliding windows). The black 
pixels are detected as edges by Sobel edge detector. (c) The retained dash-lined image patches 
pictured as left-to-right in (b) are shown as top-to-bottom. (d) The individual segmented results of 
image patches. (e) The fused segmented result at original input resolution. 
overlaps in their fields of view or might contain the same region of interest [106]. The context 
information across those images that have overlapping regions of interest could be leveraged to 
enhance detection accuracy [107]. Motivated by this cross-image context information, the local  
 



























Table 1 Frequently used notations of the context-aware concrete crack detection system 
Symbol Description 
𝐼𝐼 Gray-scale or RGB input with arbitrary size. 
(𝑖𝑖, 𝑗𝑗) Pixel coordinate (𝑖𝑖, 𝑗𝑗) of input image 𝐼𝐼 
(𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 
A M×N region originated at pixel coordinate (𝚤𝚤̃, 𝚥𝚥̃) of input image 𝐼𝐼. Note that 
the origin of the M×N region is the top-left pixel coordinate (𝚤𝚤̃, 𝚥𝚥̃). 
𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘  
Binary pixel state of pixel (𝑖𝑖, 𝑗𝑗) at image patch 𝑘𝑘. Note that 𝑘𝑘 is the index of 
image patches, where 𝑘𝑘 = 1, … ,𝐾𝐾. 
𝐶𝐶𝑘𝑘 Center pixel coordinate of image patch 𝑘𝑘 
𝜒𝜒�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 , 𝑆𝑆𝑖𝑖,𝑗𝑗𝑙𝑙 � Cross-state potential function between states 𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘  and 𝑆𝑆𝑖𝑖,𝑗𝑗𝑙𝑙 . 
𝜑𝜑(𝐶𝐶𝑘𝑘,𝐶𝐶𝑙𝑙) Cross-space potential function between central pixel coordinates 𝐶𝐶𝑘𝑘 and 𝐶𝐶𝑙𝑙. 
𝑆𝑆𝑖𝑖,𝑗𝑗CAOPF Pixel (𝑖𝑖, 𝑗𝑗) state using CAOPF 
𝑆𝑆(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  Region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 state using CAOPF 
𝑃𝑃𝑖𝑖,𝑗𝑗CAOPF Pixel (𝑖𝑖, 𝑗𝑗) probability using CAOPF 
𝑃𝑃(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  Region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 probability using CAOPF 
𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 Majority-state of region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 at image patch 𝑘𝑘 
𝑃𝑃MSMP𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 MSMP probability of region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 at image patch 𝑘𝑘 
 
context information across different image patches within one input image can also be used to 
integrate the local prediction results.  
The key elements in the proposed system are shown in Figure 1, where this context-aware 
concrete crack detection system supports both RGB and grayscale images with arbitrary input 
sizes. The system output is a pixel-wise binary prediction that has the same size as the input image. 
A list of frequently used notations is given in Table 1. The proposed context-aware concrete crack 
detection system has three main parts:  
• Localization of local image patches.  
• Pixel-wise prediction of cracks in each localized image patch. 




2.2.1. Localization of local image patches 
As illustrated in Figure 1, the proposed context-aware concrete crack detection system needs 
to create multiple local image patches that observe the same output pixel. As the first step, the 
input images are partitioned into multiple fixed-sized non-overlapping sliding windows that span 
the entire input image, which are considered as primary image patches. These primary image 
patches guarantee that every pixel in the original input image is observed by at least one image 
patch. However, the real cracks at the boundary of a primary image patch will not be able to 
incorporate all local spatial information. Hence, for localizing the image patches that contain the 
most required textural information, a Sobel Edge Detector [108] is applied to retrieve the wide 
range of crack edges in input images, and a set of sliding windows centered at each retrieved edge 
pixel are then localized. The Sobel-edge adaptive sliding-window is computationally-efficient 
compared with the exhaustive sliding-window region proposals, and also retains the original local 
textural information.  
To further reduce the overall processing time, only a subset of the image patches generated by 
the Sobel edge detector are retained. This select process, e.g., NMIPS, based on an effective Non-
Maximum Suppression [109] is applied. In this image patch localization process, the edge texture 
score of an image patch is defined as the ratio of Sobel-detected crack pixels within this image 
patch, i.e., 𝑝𝑝𝑖𝑖. Given a set of image patches, the NMIPS retains the image patches with significant 
local edge textures such that an image patch IP𝑖𝑖  is only retained if the edge texture score 𝑝𝑝𝑖𝑖 is 
higher than any other image patches which have significant overlap with this IP𝑖𝑖 . Each image patch 





Figure 2 The overall structure of deep convolutional encoder-decoder architecture (SegNet). 
2.2.2. Pixel-wise prediction of cracks in each localized image patch 
Each localized image patch is now input to a deep convolutional encoder-decoder architecture, 
termed SegNet [110], for semantic segmentation. The architecture of SegNet is shown in Figure 
2, and is used to predict binary pixel-wise classification labels for each image patch. The details 
of SegNet architecture is given as:  
• Blue (13 layers in encoder and decoder, respectively): convolutional layer + batch 
normalization + ReLU activation  
• Green (5 layers in encoder): non-overlap max pooling  
• Orange (5 layers in decoder): up-sampling; Gold: binary pixel-wise softmax layer  
• Input image: 3-channel RGB input  
• Segment output: binary output corresponding to each pixel in image input.  
Since the absence of fully-connected layer in the SegNet encoder architecture reduces the number 
of trainable parameters and speeds up the training process significantly compared with other 
semantic segmentation architectures [111]-[114], we select SegNet as our prediction network. The 












2.2.3. Cross-patch context information fusion of image patch predictions 
After feeding the localized image patches to semantic segmentation network, the binary pixel-
wise classification of each image patch is obtained, and the segmented results of the image patches 
are fused based on cross-patch context information. The proposed cross-patch fusion incorporates 
context information through cross-state and cross-space potential functions. The cross-state 
potential function 𝜒𝜒 depends on state difference between the binary pixel classification states, i.e., 
crack foreground and non-crack background, in overlapping image patches that observe the same 
pixel. The cross-state context modeling is motivated by the assumption that the pixel class 
assignment of an observed pixel location depends on the majority state of that pixel among all 
overlapping image patches that observe this pixel location. Moreover, the cross-space potential 
function 𝜑𝜑 depends on the spatial distance between two overlapping image patches. The cross-
space context modeling is motivated by the assumption that correlation in pixel class assignment 
of an observed pixel location in overlapping regions is high when the image patches are spatially 
closer. In modeling the cross-patch context information, several frequently used notations are 
described in Table 1. In the notations, the image input 𝐼𝐼  and image patches follow the same 
Cartesian reference coordinate system where the system origin is located at (0, 0) in input image 
𝐼𝐼. The details of the cross-patch fusion approach are discussed in the following paragraphs, and 
the modeling is illustrated in Figure 3.  
1) Cross-state potential function  
Since the pixel states in overlapping regions of the input image are determined by their 
corresponding binary pixel states 𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘  in overlapping image patches, we model the state context 
information of pixel (𝑖𝑖, 𝑗𝑗) as the cross-state potential function across multiple image patches. As 





Figure 3 Illustration of cross-patch fusion approaches. (a) Cross-state and cross-space contextual 
information between two overlapping image patches at pixel (𝑖𝑖, 𝑗𝑗). (b) Majority-state-maximum-
probability pooling variation of the cross-state and cross-space contextual information of region 
between two overlapping image patches.  
(𝑖𝑖, 𝑗𝑗) at image patch 𝑘𝑘 is classified as part of a crack (foreground), and 0 when it is not classified 
as a crack (background). As illustrated in Figure 3(a), given a set of pixel states of image patches 
that observe pixel (𝑖𝑖, 𝑗𝑗), the cross-state potential function is defined to measure the state similarity 
between each pair of those pixel states. The pixel class assignment of an observed pixel location 
depends on the majority state of that pixel among all overlapping image patches that observe this 
pixel location. We model the cross-state potential function 𝜒𝜒�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 ,𝑆𝑆𝑖𝑖,𝑗𝑗𝑙𝑙 � between state 𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘  and 𝑆𝑆𝑖𝑖,𝑗𝑗𝑙𝑙  
as a Gaussian distribution with mean equal to 𝜇𝜇𝑠𝑠 and variance equal to 𝜎𝜎𝑠𝑠2. The cross-state potential 
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2𝜎𝜎𝑠𝑠2 , ‖𝐶𝐶𝑘𝑘 − 𝐶𝐶𝑙𝑙‖ ≤ 𝛼𝛼
          1                 , otherwise
  (2-1) 
where Euclidean distance between central pixel coordinate of image patch 𝑘𝑘 and 𝑙𝑙, i.e., 𝐶𝐶𝑘𝑘 and 𝐶𝐶𝑙𝑙, 
is denoted as ‖𝐶𝐶𝑘𝑘 − 𝐶𝐶𝑙𝑙‖. The maximum acceptable value of the Euclidean distance over all pairs 
of overlapping image patches is set as 𝛼𝛼. The selection of mean 𝜇𝜇𝑠𝑠 and variance 𝜎𝜎𝑠𝑠2 is determined 
by the relative importance of cross-state potential function compared to that of cross-space 
potential function.  
2) Cross-space potential function  
Since the pixel states in overlapping regions of input image 𝐼𝐼 depend more on image patches 
that are spatially close, the spatial context information of the same pixel (𝑖𝑖, 𝑗𝑗) is modeled as the 
cross-space potential function across multiple image patches. Given a set of central pixel 
coordinates of image patches that observe pixel (𝑖𝑖, 𝑗𝑗), the cross-space potential function is defined 
to measure the spatial similarity between each pair of those central pixel coordinates. Correlation 
in pixel class assignment of an observed pixel location is high when the image patches are spatially 
close. We model the cross-space potential function 𝜑𝜑(𝐶𝐶𝑘𝑘,𝐶𝐶𝑙𝑙) between 𝐶𝐶𝑘𝑘 and 𝐶𝐶𝑙𝑙 as a Gaussian 
distribution with mean equal to 𝜇𝜇𝑐𝑐 and variance equal to 𝜎𝜎𝑐𝑐2. The cross-space potential function 











2𝜎𝜎𝑐𝑐2 ,‖𝐶𝐶𝑘𝑘 − 𝐶𝐶𝑙𝑙‖ ≤ 𝛼𝛼
            1                , otherwise
  (2-2) 
where 𝜌𝜌 is normalization factor such that the value of ‖𝐶𝐶𝑘𝑘 − 𝐶𝐶𝑙𝑙‖ falls within [0, 1]. The context 




those cross-state and cross-space potential functions are assumed to be equally weighted. 
Therefore, the means are set as 𝜇𝜇𝑠𝑠 = 𝜇𝜇𝑐𝑐  and the variances are set as 𝜎𝜎𝑠𝑠2 = 𝜎𝜎𝑐𝑐2, where the exact 
values are not critical. In this study, for simplicity, the means are set as 𝜇𝜇𝑠𝑠 = 𝜇𝜇𝑐𝑐 = 0 and the 
variances are set as 𝜎𝜎𝑠𝑠2 = 𝜎𝜎𝑐𝑐2 = 1.  
3) Energy inference  
As each image patch might capture unique or additional local features that are not detected by 
other image patches, the energy function fuses the evidence from those overlapping image patches 
by considering the combined state and space contexts. Based on the defined cross-state and cross-
space potential functions in Equation (2-1) and Equation (2-2), and motivated by the desire to 
capture contexts across a family of object detectors [107], [115], [116], the proposed cross-patch 
context fusion is formulated as a constrained optimization for finding the candidate image patch 





log�Pr�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 ��𝜒𝜒�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 , 𝑆𝑆𝑖𝑖,𝑗𝑗𝑙𝑙 �
𝑘𝑘≠𝑙𝑙
𝜑𝜑(𝐶𝐶𝑘𝑘,𝐶𝐶𝑙𝑙)�  (2-3) 
where a set of image patches is defined as ℒ = �1,2, … ,𝑁𝑁𝑖𝑖,𝑗𝑗�, 𝑁𝑁𝑖𝑖,𝑗𝑗 is the total number of image 
patches that observe the pixel (𝑖𝑖, 𝑗𝑗) and Pr�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 � is the probability of pixel (𝑖𝑖, 𝑗𝑗) at the image patch 
𝑘𝑘 being classified as a crack. This probability Pr�𝑆𝑆𝑖𝑖,𝑗𝑗𝑘𝑘 � is obtained at the output of SegNet for image 
patch 𝑘𝑘. Logarithm is applied to avoid numerical overflow during the computations. 
Therefore, the estimated pixel state 𝑆𝑆𝑖𝑖,𝑗𝑗CAOPF after thresholding 𝑇𝑇 �Pr �𝑆𝑆𝑖𝑖,𝑗𝑗
𝑘𝑘𝑃𝑃
∗
�� is calculated as:  
𝑆𝑆𝑖𝑖,𝑗𝑗CAOPF = 𝑇𝑇 �Pr �𝑆𝑆𝑖𝑖,𝑗𝑗
𝑘𝑘𝑃𝑃
∗
�� = � 0,    𝑃𝑃𝑖𝑖,𝑗𝑗
CAOPF ≤ 𝑡𝑡
1,     otherwise




where the “context-aware overlapping patch fusion” is denoted as “CAOPF” for simplicity, and 
the optimal value of 𝑡𝑡 is determined such that the prediction results yield the highest BF score in 
the validation set [20].  
4) Majority-state-maximum-probability (MSMP) pooling variation  
While integrating the pixel-wise predictions from multiple image patches, a MSMP pooling 
variation is developed to reduce the computational complexities of the fusion process. Unlike the 
pixel-wise fusion process, the MSMP pooling variation operates on image patches. The input 
image 𝐼𝐼 is partitioned into a series of non-overlapping M×N regions that spans the entire input 
image. For instance, as seen in Figure 3(b), the red regions are two non-overlapping 2×2 regions. 
The inputs of the MSMP pooling operation are the prediction results of the red region (4, 4)2×2 
from both image patch 𝑘𝑘 and 𝑙𝑙. The region is denoted as (4, 4)2×2 where the region origin is (4, 4) 
and the region size is 2×2. In general, the inputs of MSMP pooling operation are the SegNet 
prediction results of each non-overlapping M×N region from multiple image patches, and the 
output is the representative region state at the corresponding image patch. The MSMP pooling 
operation has two steps:  
• Calculate the majority state over the M×N region. 
• Compute the MSMP probability within the majority-state pixels. 
Therefore, the majority state 𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 over the region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 at image patch 𝑘𝑘 is given by:  





















where the majority state 𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁  is the representative state of (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁  at image patch 𝑘𝑘. 
Equation (2-5) ensures that the binary majority state 𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 equals 1 when more than half 
of the pixel states 𝑆𝑆𝑚𝑚,𝑛𝑛𝑘𝑘  within the M×N region at image patch 𝑘𝑘 are 1; otherwise, 𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 
equals 0. Hence, the MSMP probability 𝑃𝑃MSMP𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 of the M×N region at image patch 𝑘𝑘 is 
computed as: 
𝑃𝑃MSMP𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 = Pr�𝑆𝑆𝑚𝑚∗,𝑛𝑛∗
𝑘𝑘 �  (2-6) 
where the representative pixel location (𝑚𝑚∗,𝑛𝑛∗)  within the M×N region at image patch 𝑘𝑘  is 
selected as the maximum probability within the pool of majority state as:  
(𝑚𝑚∗,𝑛𝑛∗) = argmax
𝑚𝑚∈ℳ,𝑛𝑛∈𝒩𝒩
Pr�𝑆𝑆𝑚𝑚,𝑛𝑛𝑘𝑘 �  (2-7) 
where we define the set ℳ = {𝑖𝑖, … , 𝑖𝑖 + 𝑀𝑀 − 1}  and set 𝒩𝒩 = {𝑗𝑗, … , 𝑗𝑗 + 𝑁𝑁 − 1} , and 𝑆𝑆𝑚𝑚,𝑛𝑛𝑘𝑘 =
𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 . The patch-wise cross-state potential function is modeled between representative 
region states 𝑆𝑆MS𝑘𝑘 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁  and 𝑆𝑆MS𝑙𝑙 (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 . The patch-wise cross-space potential function is 
modeled based on the spatial distance between central pixel coordinates 𝐶𝐶𝑘𝑘 and 𝐶𝐶𝑙𝑙. Hence, the 
MSMP cross-patch context fusion is formulated as a constrained optimization for finding the 





log�𝑃𝑃MSMP𝑘𝑘 (?̃?𝚤, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁�𝜒𝜒�𝑆𝑆MS𝑘𝑘 (?̃?𝚤, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 , 𝑆𝑆MS𝑙𝑙 (?̃?𝚤, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁�
𝑘𝑘≠𝑙𝑙
𝜑𝜑�𝐶𝐶𝑘𝑘 ,𝐶𝐶𝑙𝑙��  (2-8) 
where a set of image patches is defined as ℒ = �1,2, … ,𝑁𝑁(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁�, 𝑁𝑁(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 is the total number of 
image patches that observe the region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 . The logarithm is applied to avoid numerical 




Therefore, the estimated region state 𝑆𝑆(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  after a thresholding function 𝑇𝑇�𝑃𝑃(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF � is 
computed as:  
𝑆𝑆(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 






⎡ 𝑇𝑇 �Pr �𝑆𝑆𝑖𝑖,𝑗𝑗
𝑘𝑘𝑅𝑅













  (2-9) 
where 𝑆𝑆(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  is a M×N state matrix with binary values, and the probability 𝑃𝑃(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  is a M×N 
probability matrix. The thresholding function 𝑇𝑇�𝑃𝑃(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF � is performed on each element of the 
M×N probability matrix 𝑃𝑃(?̃?𝚤,?̃?𝚥)𝑀𝑀×𝑁𝑁 
CAOPF  using an identical threshold 𝑡𝑡. Similarly, the optimal value of 𝑡𝑡 
is determined such that the prediction results yield the highest BF score in the validation set.  
As a result, from Equation (2-9), a pixel-wise binary prediction that has the same size as the 
input image is obtained as output of the proposed context-aware vision-based concrete crack 
detection system. To summarize, the proposed context-aware system has two advantages 
compared with feeding the entire image input to the semantic segmentation network:  
• Since not all the pixels or regions of the input image are equally treated [117], the proposed 
method focuses more on the region proposals with retrieved local textures.  
• For the image samples with different textures in training and test sets, if the SegNet is 
trained on the original image scale, the model may not perform well on those “unseen” test 
images due to the limited training samples. Since the original images are firstly cropped 
into multiple image patches and are then fused to the original scale, these small image 





In this section, we present the experiments of the proposed vision-based crack detection 
system. We focus the experiments on three datasets: 
• CrackForest Dataset (CFD) with RGB images. 
• Tomorrows Road Infrastructure Monitoring, Management Dataset (TRIMMD) with 
grayscale images. 
• Customized Field Test Dataset (CFTD) with RGB images. 
The descriptions consist of the details and analysis about data preparation, model configurations 
and experimental results.  
2.3.1. Data preparation 
Data preparation including data splitting and augmenting is an important part of the proposed 
vision-based crack detection system. Data in CFD comprises 118 RGB images captured by an 
iPhone5 with 4mm focus, f/2.4 aperture and 1/134s exposure time under natural lighting conditions 
in Beijing, China. Since the width of the crack is not measured, only the labeled ground truth 
contour is provided in CFD. We fill the crack region within the provided contours of each image. 
The TRIMMD comprises 53 grayscale images with 38 of them captured from a dynamic 
stroboscopic lighting system, e.g., Aigle-RN, and the remaining 15 images using a static 
uncontrolled lighting system, e.g., ESAR. Since the pretrained VGG-16 encoder architecture in 
SegNet only supports 3-channel RGB image inputs, we convert the grayscale images in TRIMMD 
to 3-channel pseudo-RGB images by repeating the grayscale intensity for each component of RGB 
channels. The CFTD is composed of 4700 RGB images, where 2350 images, i.e., 1175 with cracks 
and 1175 without crack, are randomly selected from SDNET 2018 [128] and the rest 2350 images, 




contains cracks in bridge decks, pavements and walls, where shadows, surface roughness and 
background debris are included. Besides the 2350 SDNET 2018 images, the rest 2350 field images 
are collected on walls and pavements under various orientations of camera plane with object plane, 
and at different distances between camera and object. Since there is no provided pixel-wise label 
in SDNET 2018 and due to the limited labors in data labeling, only these 4700 images are collected 
and labeled to generate the CFTD. 
Following the original data splitting used in [18] , we use 60% images for training, 20% images 
for validation and the remaining 20% for testing in CFD, TRIMMD and CFTD. Based on the trade-
off between the computational cost and the segmentation accuracy, a fixed-scale (80 × 120) 
exhaustive sliding-window with 5-pixel translation is generated by densely cropping the original 
images. However, most of the cropped training samples only contain a small amount of crack 
textures, which makes the pixel-wise training samples largely imbalanced. To improve the model 
generalization, we use an efficient non-maximum suppression algorithm [109] to select the training 
samples with the most crack pixel labels. Similar to the NMIPS described in Section 2.2.1, the 
score of each cropped sliding window is defined as the number of pixel crack labels within this 
sliding window, and the IOU threshold 𝛾𝛾 is set as 0.7 to suppress those densely-cropped sliding 
windows. Eventually, the ratio of positive crack pixels to the negative background pixels is set to 
approximately 1:10 in training and validation sets of CFD, TRIMMD and CFTD.  
2.3.2. Model configurations 
All the experiments are performed using a desktop with Intel(R) Quad-Core(TM) i7-7700 
CPU@3.6GHz Processor, 16GB RAM and NVIDIA GeForce GTX 1060 6GB GPU. The 




R2018a with VGG-16 support package. We use pre-trained VGG-16 as the encoder architecture 
in SegNet implementation with an input size of 80×120×3 pixels.  
Since the pixel classes in CFD, TRIMMD and CFTD are not balanced, e.g., approximately 
1:10, we apply median frequency class weighting [129] to balance pixel classes. To improve the 
accuracy of the semantic segmentation network, random horizontal (vertical) translation of ±2 
pixels and random horizontal (vertical) range scales between [0.75, 1.5] are applied to augment 
the training samples. During the training, stochastic gradient descent (SGD) with 0.9 momentum, 
10−3 initial learning rate, and 10−4 𝐿𝐿2 regularization [130] is applied. We shuffle the training set 
each time and the mini-batch (8 images) is packed in order before starting a new epoch. The early 
stop criterion is set to 7 validation epochs to prevent the model from overfitting. We monitor the 
training progress, and the best validated model configuration is selected.  
The main hyperparameters of the proposed cross-patch context information fusion in Section 
2.2.3 are the maximum value of the Euclidean distance over all pairs of overlapping image patches, 
i.e., 𝛼𝛼, the scales of the M×N region in MSMP pooling variation, i.e., 𝛽𝛽, the overlapping IOUs in 
NMIPS, i.e., 𝛾𝛾, and the threshold 𝑡𝑡. The hyperparameter selection is applied on the validation sets 
by considering both effectiveness and efficiency. The “pixel-wise CAOPF” is denoted as 
“PCAOPF”, the “MSMP version of CAOPF” is denoted as “MCAOPF”, and NMIPS is also added 
as naming prefix for simplicity. Without MSMP pooling and NMIPS, the test evaluation result and 





Table 2 Comparative test evaluations on CFD (𝑡𝑡=0.9, 𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method Precision Recall BF 
CrackIT 0.6597 0.3490 0.4285 
CrackForest 0.5061 0.5010 0.5022 
ConvNet 0.4580 0.5998 0.5140 
MFCD 0.6733 0.7239 0.6817 
PGM-SVM 0.8366 0.7676 0.7963 
NOPF 0.7808 0.7832 0.7807 
Original-SegNet 0.6081 0.6171 0.6109 
PCAOPF 0.7689 0.8308 0.7976 
MCAOPF 0.8203 0.8283 0.8234 
NMIPS-PCAOPF 0.7318 0.8124 0.7685 
NMIPS-MCAOPF 0.8065 0.8181 0.8112 
Table 3 Averaged processing time (s) of CAOPFs on CFD (𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝒂𝒂𝒂𝒂𝒂𝒂 
PCAOPF 49.9 1640.7 1690.6 
MCAOPF 49.9 18.4 68.3 
NMIPS-PCAOPF 1.6 65.0 66.6 
NMIPS-MCAOPF 1.6 0.8 2.4 
Table 4 Comparative test evaluations on TRIMMD (𝑡𝑡=0.9, 𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method Precision Recall BF 
CrackIT 0.7211 0.6139 0.6079 
ConvNet 0.3888 0.3724 0.3758 
MPS 0.7512 0.8431 0.7873 
MFCD 0.8130 0.8159 0.8105 
NOPF 0.6128 0.8643 0.7092 
PCAOPF 0.7493 0.8531 0.7969 
MCAOPF 0.7999 0.8538 0.8252 
NMIPS-PCAOPF 0.7278 0.8369 0.7756 





Table 5 Averaged processing time (s) of CAOPFs on TRIMMD (𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝒂𝒂𝒂𝒂𝒂𝒂 
PCAOPF 134.2 5449.8 5584.0 
MCAOPF 134.2 55.4 189.6 
NMIPS-PCAOPF 3.6 164.6 168.2 
NMIPS-MCAOPF 3.6 2.2 5.8 
 
Due to the high computational cost of the proposed crack detection system, a MSMP pooling 
variation is needed. A sensitivity analysis of BF score regarding different scales 𝛽𝛽  of region 
(𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁  in MSMP pooling variation and various threshold 𝑡𝑡  is provided on both CFD and 
TRIMMD under the error tolerance margin 𝜀𝜀 = 2. In this study, the 𝛼𝛼 is set as 145, which is the 
diagonal length of the SegNet input, i.e., (80×120), and is also the maximum value of the possible 
Euclidean distances between the central pixel coordinates over all pairs of the overlapping image 
patches. Since the aspect ratio of the region (𝚤𝚤̃, 𝚥𝚥̃)𝑀𝑀×𝑁𝑁 is identical to that of the SegNet input, we 
vary the integer region size M×N from (2×3) to (80×120) by fixing the aspect ratio as 2/3. In this 
case, the integer scale 𝛽𝛽 is ranged from 1 to 40. Meanwhile, a sensitivity analysis of the processing 
time regarding different scales 𝛽𝛽 is also provided on both CFD and TRIMMD. Note that the image 
sizes in TRIMMD are not identical and the processing time is sensitive to specific image sizes. 
Hence, we use averaged processing time per image as the metric in this study. The sensitivity 
analysis results are shown in Figure 4, where the threshold 𝑡𝑡 ∈ [0.5, 0.6, 0.7, 0.8, 0.9] and the 
integer scale 𝛽𝛽 is ranged from 1 to 40. From Figure 4(a), and Figure 4(c), in the validation 
process, we can see the BF score achieves the highest when threshold 𝑡𝑡 equals to 0.9 in both CFD 
and TRIMMD. Moreover, both the BF score and the processing time decrease as scale parameter 
𝛽𝛽 increases. In order to trade-off between effectiveness and efficiency, the 𝛽𝛽 is selected as 4, i.e., 





Figure 4 Validation results of BF and processing time on MCAOPF regarding different 𝑡𝑡 and 𝛽𝛽 
on CFD and TRIMMD. 
input, i.e., 𝛽𝛽  equals 40, the MCAOPF is simplified to the non-overlapping patch fusion, i.e., 
NOPF. Based on the obtained 𝑡𝑡 and 𝛽𝛽 from the validation sets of both CFD and TRIMMD, the 
selected hyperparameters are evaluated on the test sets. The test evaluation result and the 
processing time of MCAOPF on CFD and TRIMMD are shown from Table 2 to Table 5. The 
image patch prediction time, i.e., 𝑡𝑡1 is the same for both PCAOPF and MCAOPF. The image patch 
fusion time, i.e., 𝑡𝑡2, is reduced from 1640.7s to 18.4s in CFD and 5449.8s to 55.4s in TRIMMD 
by applying MSMP pooling variation. Note that the prediction process is implemented on NVIDIA 
GeForce GTX 1060 6GB GPU with 256 batch size, and the fusion process is run on Intel(R) Quad-















Figure 5 Validation results of BF and processing time of embedding NMIPS regarding different 
γ on CFD and TRIMMD. 
developments that optimize the fusion process using CUDA can be applied to further reduce the 
processing time. Compared with computationally expensive PCAOPF, MCAOPF not only exhibits 
better performance but with less processing time in fusion process. However, for some large-scale 
industrial applications, the processing time of applying MCAOPF for one image with at least 
320×480 size, i.e., over 60s, is not desirable when thousands of images are required for real-time 
processing.  
Therefore, to further reduce the processing time, a NMIPS strategy described in Section 2.2.1 
is embedded into the proposed PCAOPF and MCAOPF algorithms. Similarly, to discuss the trade-
offs between effectiveness and efficiency of embedding NMIPS into the pipeline, sensitivity 














Table 6 Comparative test evaluations on CFTD (𝑡𝑡=0.9, 𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method Precision Recall BF 
CrackIT 0.6791 0.6534 0.6560 
NOPF 0.7760 0.7972 0.7802 
Original-SegNet 0.7405 0.7814 0.7523 
NMIPS-PCAOPF 0.7732 0.8225 0.7915 
NMIPS-MCAOPF 0.7864 0.8113 0.7937 
Table 7 Averaged processing time (s) of NMIPS-CAOPFs on CFTD (𝛼𝛼=145, 𝛽𝛽=4, γ=0.5) 
Method 𝒕𝒕𝟏𝟏 𝒕𝒕𝟐𝟐 𝒕𝒕𝒂𝒂𝒂𝒂𝒂𝒂 
PCAOPF 16.8 461.2 478.0 
MCAOPF 16.8 5.6 22.4 
NMIPS-PCAOPF 0.4 26.4 26.8 
NMIPS-MCAOPF 0.4 0.3 0.7 
 
𝛾𝛾, are provided on the validation sets of both CFD and TRIMMD. The sensitivity analysis results 
are shown in Figure 5, where overlapping IOUs 𝛾𝛾 ∈ [0.1, 0.2, 0.3, … ,0.9]. From Figure 5(a) and 
Figure 5(c), we can see that MCAOPF outperforms PCAOPF under NMIPS in both CFD and 
TRIMMD. In this study, the 𝛾𝛾 is selected as 0.5 for trade-offs. Therefore, based on the obtained 𝑡𝑡, 
𝛼𝛼, 𝛽𝛽 and 𝛾𝛾, the test evaluation result and averaged processing time of pipeline with embedded 
NMIPS for both CFD and TRIMMD are shown from Table 2 to Table 5. 
Since there is no analytical method to obtain the optimal values of all hyperparameters in the 
proposed context-aware vision-based crack detection system, we select the hyperparameters on 
validation sets by using grid search and then apply those selected hyperparameters to the test sets. 
To avoid the complicated grid searches on different tasks and improve the model generalization, 
we select 𝛼𝛼  as 145, 𝛽𝛽  as 4, 𝛾𝛾  as 0.5 and 𝑡𝑡  as 0.9 in this study. Based on the selected 
hyperparameters, the proposed system is evaluated on CFTD. The comparative evaluation result 





For objective comparison, the performance of several state-of-the-art methods are also 
reported. In CFD, we compare the proposed system with CrackIT [19], CrackForest [18], ConvNet 
[20], MFCD [29], PGM-SVM [31] and Original-SegNet [110]. In TRIMMD, the performance of 
CrackIT, ConvNet, MPS [22], and MFCD are used for comparisons. In CFTD, CrackIT and 
Original-SegNet are used as comparisons. Unlike the proposed CAOPF, Original-SegNet uses the 
original images as the input for training and testing purpose and hence is not applicable for 
TRIMMD since the image sizes of TRIMMD are not identical. 
The evaluation results of CFD, TRIMMD, and CFTD are shown on Table 2, Table 4 and 
Table 6, respectively. The non-overlapping patch fusion (NOPF) is the simplified MSMP pooling 
variation of CAOPF when region size M×N equals the size of our SegNet input, i.e., 80×120. Due 
to the high computational cost, only NMIPS versions of CAOPF are evaluated on CFTD. The 
evaluation metrics used in the crack semantic segmentation task are precision, recall and Boundary 
F1 (BF) score. Precision is the fraction of retrieved true positive (TP) pixel predictions among the 
relevant pixel predictions, i.e., TP and false positive (FP) predictions. Recall is the fraction of TP 
pixel predictions that have been retrieved over the total pixel predictions, i.e., TP and false negative 
(FN) predictions. The BF score measures the similarity between predicted object boundaries and 
the ground truth labels and is computed as the harmonic mean of precision and recall. Formally, 
they are defined as follows: 
Precision =
TP
TP + FP  
Recall =
TP





2 × Precision × Recall
Precision + Recall  (2-10) 
In this study, the pixel error tolerance margin 𝜀𝜀 is set as 2 pixels to determine whether a predicted 
boundary point has a match on the ground truth boundary. The Precision, Recall, and BF score are 
averaged across two classes, i.e., crack and non-crack, over all test images. The comparative 
evaluation results of CFD are provided in Table 2. The proposed MCAOPF achieves the highest 
BF Scores among the current state-of-the-art methods: 2.71% over PGM-SVM and 14.2% over 
MFCD. Similarly, from Table 4, the improvements on TRIMMD are also evident, where an 1.47% 
and 3.79% increase of BF Score is over MFCD and MPS, respectively. Compared with feeding 
the entire image to the SegNet, i.e., Original-SegNet, the proposed patch prediction and fusion 
method verifies the model prediction ability when the training images are limited in CFD. The 
patch prediction and fusion method also illustrates its flexibility in supporting images with various 
input sizes in TRIMMD. In addition, consider the CFTD results of Table 6, the proposed NMIPS-
MCAOPF also outperforms the Original-SegNet by 4.14%. The numerical evaluation shows that 
MCAOPF outperforms PCAOPF in CFD, TRIMMD and CFTD, where the largest increase is 
around 3%. As shown in Table 3, Table 5 and Table 7, the averaged processing time is reduced 
by more than 20 times from PCAOPF to MCAOPF. Moreover, the embedded NMIPS strategy 
further reduces the averaged processing time by more than 20 times but with an average of 2.07% 
trade-off in BF score.  
As for the visualizations, the left-four columns of Figure 6 shows examples of the prediction 
results on CFD. In this figure, the first two rows show original images and their corresponding 
ground truth labels. The prediction results of comparative state-of-the-art methods such as 
CrackIT, CrackForest, MFCD and ConvNet are shown in order from the third to sixth row. The 




CrackIT is not able to detect most of the crack topologies, and the ConvNet fails to clearly delineate 
crack textures. Although the detection results from CrackForest are more accurate than those from 
CrackIT and ConvNet, the widths of crack are not appropriately measured by CrackForest. The 
detected crack textures of MFCD in the first column is not precise (noisy pixels around the target 
cracks). Even though the performance of NOPF and MCAOPF are similar in terms of detected 
textures and crack topologies, the MCAOPF outperforms NOPF at better smoothing the 
boundaries and reduces noisy pixel predictions on image backgrounds. The noisy pixel predictions 
of NOPF in the second and third columns are removed by MCAOPF and the boundary textures in 
the fourth column are better detected by MCAOPF. The right-four columns of Figure 6 shows the 
prediction results of CrackIT, ConvNet, MFCD, MPS, NOPF, and MCAOPF on TRIMMD, which 
are in order from the third to eighth row. In this figure, CrackIT performs better than in CFD, but 
some background noises such as oil spots in the original image of the fourth column are detected 
as false positives. The performance of ConvNet has the same drawbacks as in CFD, where crack 
textural boundaries are not accurately delineated. The detections in MPS are more accurate than 
CrackIT and ConvNet, however, the detailed textures along the crack boundaries are not clearly 
differentiated. The crack textures with similar intensity on the backgrounds in the first and second 
columns are not detected due to the assumption of MFCD that a crack pixel has a lower intensity 
value than background pixels. As for the detection performance, NOPF and MCAOPF methods 
outperform the other state-of-the-art methods in background noise removal and boundary 
delineation. In addition, MCAOPF outperforms the NOPF by accurately capturing complex crack 
textures and removing background noises in the images shown from the first to the fourth column. 
The crack boundaries detected by MCAOPF are more continuous and smoother since contextual 





Figure 6 Comparative segmentation results of pavement cracks on CFD and TRIMMD. 
reported. Similar to those prediction results on CFD and TRIMMD, the CrackIT is not able to 
detect most of the crack topologies. The original-SegNet does not perform well in detecting cracks 
with similar intensity with backgrounds, and the width of crack boundaries are not accurately 
delineated.  
The NOPF shows better results than CrackIT and Original-SegNet but also shows less 
continuity at the boundaries of fused non-overlapping image patches. The proposed NMIPS-













































Figure 7 Comparative segmentation results on CFTD for the three infrastructural cracks, e.g., 
pavement, bridge deck and wall. 
 
Figure 8 Examples of failure detections on the three different infrastructural cracks. 
crack textures, i.e., different crack widths, shadows, surface roughness, and background debris, in 
three different civil infrastructures, i.e., pavement, bridge deck, and wall. Those pavement cracks 
shown in CFTD are captured from different angles and distances, where some cracks are not 
captured at the center of the image. The NMIPS-MCAOPF performs well on smoothing the 
boundaries and reduces noisy pixel paints and small holes on image backgrounds, especially for 
wall cracks. In addition, the cracks with different colors, i.e., rust or filled with dirt, are detected. 
However, since the proposed techniques are not able to achieve perfect crack detection accuracy 
on all crack images, we now highlight some examples when the proposed MCAOPF does not 
perform well. From the detection results shown in Figure 8, we see that the proposed model 
MCAOPF does not always perform well on detecting cracks with similar color or pixel intensity 
information to the backgrounds in pavement, bridge deck and wall. As for some complicated 
backgrounds, the proposed MCAOPF fails at detecting the pavement curbs with shadow, cracks 














provided training datasets lack sufficient training samples to identify the difference between crack 







HYBRID INERTIAL VISION-BASED THREE-DIMENSIONAL STRUCTURAL 
DISPLACEMENT MEASUREMENT FOR CIVIL INFRASTRUCTURES 
This chapter is a joint work with Dr. Yasha Zeinali.  
3.1. Related Works 
Monitoring displacements of a structure in civil infrastructures provides significant insights 
into its structural behavior, operating condition, and health [37]. Many SHM methods focus on 
monitoring structural acceleration [38], [39], but these acceleration-based measurements are 
typically not accurate when the structural dynamic responses are in the low-frequency ranges. 
Some researchers have used a laser scanning technique [40], but it is not cost-efficient. With 
development of smart sensors, sensor-based techniques have also been applied to monitor 
structural health and detect structural damage, including radar sensors [41], Fiber Bragg grating 
(FBG) sensors [42], [43], optical fiber sensors [44]-[46], and piezoelectric wafer active sensors 
[47]. However, those sensor-based techniques usually require direct field installations, which 
might not be convenient when the monitored structures are of limited access. Therefore, one of the 
most recent attempts to overcome the limitations of using direct sensor-based techniques is the use 
of indirect drive-by approaches [48], where the utilized sensors, e.g., lasers, are mounted on 
passing vehicles to detect the presence and location the bridge damage [49], [50]. In such drive-




identified [53]. Although these drive-by approaches have shown promising results in the last 
decade, vehicle-dependent problems arise with this methodology.  
Due to the increasing development of computer vision, indirect vision-based structural 
displacement measurement systems have rapidly emerged as an alternative for SHM of civil 
infrastructures. The most representative literature reviews regarding using vision-based 
technologies for SHM are included in [54]-[56]. The major advantages of these vision-based 
measurement systems include their cost efficiency, ease of facility setup, and flexibility in 
extracting displacements of the feature points within multiple region of interests (ROIs) [57] of 
the civil structures.  
Specifically, for measuring structural displacements, the vision-based displacement 
measurement systems can be broadly classified into target-less and target-based systems. One of 
the most representative articles regarding noncontact SHM using vison-based systems is [58], in 
which the performance of both the target-less and target-based systems was analyzed and 
validated. In the target-less systems, the displacements of distinct features of the monitored 
structure, such as the corners or the edges, are detected and tracked by computer-vision techniques 
[59]-[61]. The performance of target-less systems is sensitive to various effects, such as ambient 
illumination, camera lens distortion, and uncertainties in the displacement directions of the 
structures. A common limitation of target-less systems is that the ambient illumination should 
remain unchanged in the measurements; otherwise, motion may be falsely perceived due to the 
changes in illumination, and be interpreted as structural displacement [62], [63]. Therefore, to 
improve measurement accuracy and to ensure robustness in the field conditions, many industrial 
SHM applications have been designed based on target-based systems, where multiple calibration 




enhance the distinctiveness of the features in the acquired images. In general, using target-based 
systems can provide more reliable and accurate displacement measurements than using target-less 
systems, in situations such as when addressing light-induced measurement under extreme field 
conditions with strong sunlight [64]. Many vision-based structural displacement measurement 
systems use different characteristics of the imaging system, where the most works use monocular 
camera systems to measure the structural displacements that are parallel to the imaging plane [61], 
[63], [65]. These works focus mainly on detecting the in-plane structural translations. To measure 
the structural displacements that are perpendicular to the imaging plane, stereo or binocular 
cameras [66]-[68], depth camera [69], [70], and monochrome high-speed cameras [71], have been 
widely used. However, these depth and high-speed cameras are typically more expensive than 
monocular cameras, and stereo-camera systems always require accurate image synchronization 
and registration.  
Another common assumption of recent vision-based displacement measurement systems is the 
utilized camera is assumed to be stationary during the SHM process. However, in many outdoor 
SHM, it may be difficult to ensure that the camera is stationary during the entire monitoring 
process. In recent years, several camera compensation methods have been developed to 
compensate the camera movements in SHM and infer the global structural displacements [61], 
[63], [65]. However, those methods consider structural displacements to be in-plane translations, 
i.e., structural displacements parallel to the imaging plane. The out-of-plane translations, i.e., 
structural displacements that are perpendicular to the imaging plane, are not explicitly included. 
One of the reasons that these out-of-plane translations are not considered in the SHM process is 
that the measurement errors from the current vison-based approaches are significant when the 




work [72] proposes a vision-based system to measure the out-of-plane translations, camera 
movement during the SHM has not been well studied. 
In addition, some compensation methods consider camera movements as pure translations 
without rotation during the measurements [61], [63]. Errors from such methods may arise if a 
camera is placed on a platform that has a rotation, such as UAV-based SHM approaches [73]-[75]. 
Instead of installing the monitoring cameras on the structure, these UAV-based SHM approaches 
might overcome the limitations of the camera deployment, while presenting another scenario in 
which camera translations and rotations need to be compensated.  
To summarize, the main research directions that can be developed to improve the current vison-
based structural displacement measurement system are given as:  
• Measure structural displacements that are subject to both in-plane and out-of-plane. 
• Compensate the possible camera movements during the measurements. 
Similar to the recent research on vison-based structural displacement measurements, the required 
vision-based structural displacement system only requires one monocular charge-coupled device 
(CCD) camera for visual acquisitions. The physical calibration targets are attached to the 
monitored structure as feature enhancement before the SHM.  
3.2. Research Objectives and Proposed Approaches 
The main objective of this propose noncontact vision-based system is to measure three-
dimensional structural displacements for civil infrastructures by using a monocular charge-coupled 
device (CCD) camera and attached calibration targets. This proposed system is required to 
compensate the camera movements during the measurements. The motivation of designing this 
noncontact vision-based system originates from the fact that in outdoor SHM of civil 





Figure 9 The design motivations of the proposed noncontact vision-based system in monitoring a 
swing bridge pivot pier.  
process. As illustrated in Figure 9, a stationary target is mounted to the stationary reference Pier 
#1. The movements of the cameras and the moving target are subject to the moving Pier #2, and 
the pivot pier, respectively. We assume that there is no relative movement between the two 
installed cameras. These calibration targets are used to enhance the features of the bridge piers. 
The pivot pier is the structure that is being monitored but with limited access, and the reference 
Pier #1 is stationary and will be negligibly displaced and rotated as it rests upon a solid bedrock 
foundation; Pier #2 and the pivot pier are located in the waterway and are prone to settlement 
during the bridge’s service life. Installation of cameras on reference Pier #1 provides stability for 
the monitoring camera, but long distances between reference Pier #1 and the pivot pier, and a lack 
of clear line of sight preclude such a solution in application. Shorter distances and a clear line of 
sight exist between moving Pier #2 and both reference Pier #1 and the pivot pier. Due to the 
movements of Pier #2, the proposed noncontact vision-based system should include a scheme that 
can compensate the movements of Pier #2, and finally measure the displacements of the pivot pier. 
Moving Target Stationary Target Moving Cameras





Figure 10 Illustration of structural displacement measurement using a moving camera. 
Since we assume that there is no relative movement between the two installed monitoring 
cameras, the effective model of the proposed noncontact vision-based system consists of one 
moving camera, one stationary calibration target, and one moving calibration target. Also, to 
substitute the usage of Pier #1 as a stationary reference in the field, the stationary and moving 




























World Coordinate SystemImage PlaneCamera Coordinate System
• Images captured (both calibration and monitoring images): 𝑰𝑰𝑡𝑡1 , 𝑰𝑰𝑡𝑡2 , … , 𝑰𝑰𝑡𝑡𝑖𝑖 , …
• CX-1 tilt sensor measures: Δ𝐫𝐫𝑊𝑊𝐶𝐶𝑡𝑡𝑖𝑖−𝑡𝑡1
• Feature point detection and its spatial location generation:
• Obtained/estimated camera parameters: 𝐀𝐀𝑀𝑀 ,𝐤𝐤𝑀𝑀 ,𝐑𝐑
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ,𝐓𝐓𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ,𝐀𝐀𝑆𝑆 ,𝐤𝐤𝑆𝑆 ,𝐑𝐑
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 ,𝐓𝐓𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖








Therefore, the proposed noncontact vision-based system for structural displacement 
measurement when camera is moving is shown in Figure 10. The stationary calibration target is 
assumed to have the same movements with the stationary structure, and the moving calibration 
target is assumed to have the same movements with the structure that is being monitored. Both the 
stationary and moving calibration targets are required to place within the same field of view of the 
camera. The calibration images (need to cover the whole camera field of view) are taken before 
the monitoring images. For better visualization, only the monitoring images 𝑰𝑰𝑡𝑡1, 𝑰𝑰𝑡𝑡𝑖𝑖  are shown. 
The key elements of the measurement process are illustrated as:  
• Combined displacement measurements of both monitoring structure and camera. 
• Separated camera movement measurement. 
• Global structural displacement measurement by compensating camera movements.  
Since finding a stationary platform on which to place the camera throughout the structure 
health monitoring may not be convenient, the proposed noncontact vision-based system is able to 
isolate the camera movements from the combined structural displacements by leveraging a novel 
camera movement compensation, and hence infers the global structural displacements. In the 
camera movement compensation, a calibration target mounted to an additional stationary structure 
within the same camera field of view is used to capture the camera movements. However, the 
camera movements captured by the stationary calibration target may not be accurate enough in the 
applications with increasing operating distances due to the sensitive camera rotation information. 
An attached tilt sensor is then utilized to supplement the stationary calibration target in camera 
movement compensation and improves the accuracies of global structural displacement 
measurements. In measuring the global 3D structural displacements, several frequently used 




Table 8 Frequently used notations of the noncontact hybrid inertial vision-based system 
Symbol Description 
𝑰𝑰 Input image sequence from time 𝑡𝑡1 to time 𝑡𝑡𝑖𝑖, 𝑰𝑰 = {𝑰𝑰𝑡𝑡1 , 𝑰𝑰𝑡𝑡2 , … , 𝑰𝑰𝑡𝑡𝑖𝑖} 
𝐶𝐶𝑡𝑡𝑖𝑖  Camera coordinate system at time 𝑡𝑡𝑖𝑖 
𝐼𝐼𝑡𝑡𝑖𝑖  Image plane at time 𝑡𝑡𝑖𝑖 
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  World coordinate system of the stationary structure at time 𝑡𝑡𝑖𝑖 
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  World coordinate system of the moving structure at time 𝑡𝑡𝑖𝑖 
𝑊𝑊𝐶𝐶𝑡𝑡𝑖𝑖  World coordinate system of the camera at time 𝑡𝑡𝑖𝑖 
𝐀𝐀𝑆𝑆 3×3 intrinsic camera parameter obtained from the stationary structure 
𝐤𝐤𝑆𝑆 1×4 camera distortion (warping) parameter obtained from the stationary structure 
𝐀𝐀𝑀𝑀  3×3 intrinsic camera parameter obtained from the moving structure 
𝐤𝐤𝑀𝑀 1×4 camera distortion (warping) parameter obtained from the moving structure 
𝐑𝐑𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  
3×3 rotation matrix of the camera in the world coordinate system of the stationary 
structure at time 𝑡𝑡𝑖𝑖 
𝐓𝐓𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  
3 × 1 translation vector of the camera in the world coordinate system of the 
stationary structure at time 𝑡𝑡𝑖𝑖 
𝐑𝐑𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  
3×3 rotation matrix of the camera in the world coordinate system of the moving 
structure at time 𝑡𝑡𝑖𝑖 
𝐓𝐓𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  
3×1 translation vector of the camera in the world coordinate system of the moving 
structure at time 𝑡𝑡𝑖𝑖 
Δ𝐫𝐫
𝑊𝑊𝐶𝐶𝑡𝑡𝑗𝑗−𝑡𝑡𝑖𝑖  
3×1 obtained difference of the camera rotation vector from time 𝑡𝑡𝑖𝑖 to time 𝑡𝑡𝑗𝑗 using 
an attached tilt sensor 
𝐩𝐩�𝑙𝑙
𝐼𝐼𝑆𝑆𝑡𝑡𝑖𝑖  
2 × 1 pixel-wise location of the 𝑙𝑙𝑡𝑡ℎ  detected feature points on the stationary 
calibration target at time 𝑡𝑡𝑖𝑖 
𝐩𝐩�𝑙𝑙
𝐼𝐼𝑀𝑀𝑡𝑡𝑖𝑖  
2×1 pixel-wise location of the 𝑙𝑙𝑡𝑡ℎ detected feature points on the moving calibration 
target at time 𝑡𝑡𝑖𝑖 
𝐩𝐩�𝑙𝑙
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  
3×1 spatial location of the 𝑙𝑙𝑡𝑡ℎ detected feature points on the stationary calibration 
target at time 𝑡𝑡𝑖𝑖 
𝐩𝐩�𝑙𝑙
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  
3×1 spatial location of the 𝑙𝑙𝑡𝑡ℎ detected feature points on the moving calibration 
target at time 𝑡𝑡𝑖𝑖 
𝐏𝐏𝑡𝑡𝑗𝑗
𝐶𝐶𝑡𝑡𝑖𝑖  3×1 spatial location of the monitored point 𝑃𝑃 at time 𝑡𝑡𝑗𝑗 in the camera coordinate system at time 𝑡𝑡𝑖𝑖 
𝐏𝐏𝑡𝑡𝑗𝑗
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  
3×1 spatial location of the monitored point 𝑃𝑃 at time 𝑡𝑡𝑗𝑗  in the world coordinate 
system of the stationary structure at time 𝑡𝑡𝑖𝑖 
𝐏𝐏𝑡𝑡𝑗𝑗
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  
3×1 spatial location of the monitored point 𝑃𝑃 at time 𝑡𝑡𝑗𝑗  in the world coordinate 
system of the moving structure at time 𝑡𝑡𝑖𝑖 
Δ𝐏𝐏𝑡𝑡𝑗𝑗−𝑡𝑡𝑖𝑖
𝑊𝑊𝑀𝑀𝑡𝑡𝑘𝑘  
3 × 1 measured structural displacement from time 𝑡𝑡𝑖𝑖  to time 𝑡𝑡𝑗𝑗  in the world 





based system is the image sequence 𝑰𝑰 with the calibration target on the monitored structure and an 
extra calibration target mounted on a stationary structure at each image frame. The output of this 
system is the measured three-dimensional structural displacements of the monitored structure in 
world unit. The details of global displacement measurements are discussed in the following 
paragraphs.  
3.2.1. Combined structural displacement measurement 
As shown in Figure 10, the pixel-wise locations of the feature points on the moving calibration 
target, i.e., magenta points on the image plane, are detected at the input image 𝑰𝑰𝑡𝑡𝑖𝑖 . The 𝑙𝑙𝑡𝑡ℎ detected 






, where 𝑙𝑙 ∈ �1,2, … ,ℒ𝑡𝑡𝑖𝑖� and ℒ𝑡𝑡𝑖𝑖  is the number of detected feature points on the 
moving calibration target of input image 𝑰𝑰𝑡𝑡𝑖𝑖 . The spatial locations of these detected feature points 
on the moving calibration target, i.e., red points in the world coordinate system, are generated for 
the input image 𝑰𝑰𝑡𝑡𝑖𝑖  based on the pre-known calibration target dimensions. The origin of the moving 
calibration target in the world coordinate system is assumed to be [0, 0, 0]𝑇𝑇, and the spacings 
between the checkerboard corners are known. As a result, the generated spatial location of the 𝑙𝑙𝑡𝑡ℎ 







, where 𝑙𝑙 ∈ �1,2, … ,ℒ𝑡𝑡𝑖𝑖�. Based on the pinhole camera model 
with the radial lens distortion, the relationship between the 3D spatial location 𝐩𝐩�𝑙𝑙
𝐼𝐼𝑀𝑀𝑡𝑡𝑖𝑖  and the 2D 
pixel location 𝐩𝐩�𝑙𝑙




































  (3-1) 
where 𝐀𝐀𝑀𝑀  is the intrinsic camera parameter, 𝐑𝐑
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  and 𝐓𝐓𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  are the extrinsic camera 
parameters, ℱ(∙) is the radial lens distortion function, and 𝐤𝐤𝑀𝑀 is the parameter of this radial lens 
distortion. The dimensions of those parameters in Equation (3-1) are given in Table 8. 
Given the ℒ𝑡𝑡𝑖𝑖  detected feature points on the moving calibration target of the input image 𝑰𝑰
𝑡𝑡𝑖𝑖 , 
the unknown camera parameters, i.e., 𝐀𝐀𝑀𝑀 ,𝐤𝐤𝑀𝑀 ,𝐑𝐑
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ,𝐓𝐓𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  in Equation (3-1) are obtained from 
the camera calibration algorithm [118] by minimizing the reprojection error, i.e., the least squares 
sense, through a constrained optimization problem, where the camera rotations are known from 
the attached tilt sensor as the constraints. Hence, the constrained optimization is defined as: 
𝐀𝐀�𝑀𝑀 , ?̃?𝐤𝑀𝑀 ,𝐑𝐑�













 𝑠𝑠. 𝑡𝑡.      𝐑𝐑𝑊𝑊𝑀𝑀𝑡𝑡𝑀𝑀+𝑖𝑖 = 𝐑𝐑𝑊𝑊𝑀𝑀𝑡𝑡𝑀𝑀+1 ⊕ �Δ𝐑𝐑𝑊𝑊𝐶𝐶𝑡𝑡𝑀𝑀+𝑖𝑖−𝑡𝑡𝑀𝑀+1� ,∀𝑖𝑖 ∈ {1, … ,𝑁𝑁}  (3-2) 
where the ℘(∙) is a projection function that maps the 3D spatial location 𝐩𝐩�𝑙𝑙
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  to the 2D pixel 
location 𝐩𝐩�𝑙𝑙
𝐼𝐼𝑀𝑀𝑡𝑡𝑖𝑖  by using the intrinsic camera parameter 𝐀𝐀𝑀𝑀 , the extrinsic camera parameters 𝐑𝐑
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 , 
𝐓𝐓𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 , and the radial lens distortion 𝐤𝐤𝑀𝑀. The difference of the rotation matrices of the camera 
from the moving structure between the time 𝑡𝑡𝑀𝑀+𝑖𝑖 and 𝑡𝑡𝑀𝑀+1, i.e., Δ𝐑𝐑
𝑊𝑊𝐶𝐶𝑡𝑡𝑀𝑀+𝑖𝑖−𝑡𝑡𝑀𝑀+1 , is converted from 
the difference of the rotation vectors of the camera (obtained from the attached tilt sensor) between 
the time 𝑡𝑡𝑀𝑀+𝑖𝑖 and 𝑡𝑡𝑀𝑀+1, i.e., Δ𝐫𝐫




is denoted as an addition operator between two rotation matrices, where the numerical addition is 
firstly applied on their corresponding rotation vectors and the Rodrigues conversion is then applied 
to the result of the numerical addition operations.  
The overall number of input images equals (𝑀𝑀 + 𝑁𝑁), where the 𝑀𝑀 calibration images provide 
sufficient geometric information required for estimating the unknown intrinsic camera parameters, 
and the 𝑁𝑁 monitoring images capture the structural displacements during the measurements. This 
constrained optimization problem is iteratively solved by the Levenberg-Marquardt Algorithm 
[120], where the initial estimates of the parameters are given in [121]. Based on these solved 
camera parameters, i.e., 𝐀𝐀�𝑀𝑀 , ?̃?𝐤𝑀𝑀 ,𝐑𝐑�
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ,𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 , from the moving calibration target in Equation (3-
2), the combined structural displacement measurements of both structural displacements and 
camera movements are obtained.   
3.2.2. Separated camera movement measurement 
Although the combined structural displacement measurements of both structural displacements 
and camera movements are obtained from Equation (3-2), the uncompensated camera movements 
will affect the accuracies of global structural displacement measurements. Therefore, to isolate the 
structural displacements from the camera movements, a stationary structure within the same 
camera field of view of the monitored structure is used to capture the camera movements on which 
the relative movements between the camera and the stationary structure are considered as pure 
camera movements. Similar to Equation (3-1), the relationship between the 3D spatial location 
𝐩𝐩�𝑙𝑙
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  and the 2D pixel location 𝐩𝐩�𝑙𝑙




































  (3-3) 
As shown in Figure 10, given the ℒ𝑡𝑡𝑖𝑖  detected feature points on the stationary calibration target 
of the input image 𝑰𝑰𝑡𝑡𝑖𝑖  (green points on the image plane), and their generated spatial locations (blue 
points in the world coordinate system), the unknown camera parameters, i.e., 𝐀𝐀𝑆𝑆 ,𝐤𝐤𝑆𝑆 ,𝐑𝐑
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 ,𝐓𝐓𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  
in Equation (3-3), are obtained by minimizing the reprojection error, i.e., the least squares sense, 
through a constrained optimization problem, where the camera rotations are known from the 
attached tilt sensor as the constraints. Hence, this constrained optimization is defined as: 
𝐀𝐀�𝑆𝑆, ?̃?𝐤𝑆𝑆,𝐑𝐑�













𝑠𝑠. 𝑡𝑡.      𝐑𝐑𝑊𝑊𝑆𝑆𝑡𝑡𝑀𝑀+𝑖𝑖 = 𝐑𝐑𝑊𝑊𝑆𝑆𝑡𝑡𝑀𝑀+1 ⊕ �Δ𝐑𝐑𝑊𝑊𝐶𝐶𝑡𝑡𝑀𝑀+𝑖𝑖−𝑡𝑡𝑀𝑀+1� ,∀𝑖𝑖 ∈ {1, … ,𝑁𝑁}  (3-4) 
Similarly, ℘(∙) is a projection function which maps the 3D spatial location 𝐩𝐩�𝑙𝑙
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  to the 2D 
pixel location 𝐩𝐩�𝑙𝑙
𝐼𝐼𝑆𝑆𝑡𝑡𝑖𝑖 . The 𝑀𝑀  calibration images provide geometric information required for 
estimating the unknown intrinsic camera parameters, and the 𝑁𝑁 monitoring images capture the 
camera movements during the measurements. Based on these solved camera parameters, i.e., 
𝐀𝐀�𝑆𝑆, ?̃?𝐤𝑆𝑆,𝐑𝐑�
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 ,𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 , from the stationary calibration target in Equation (3-4), the separated camera 
movements are obtained.  
3.2.3. Global structural displacement measurement 
Therefore, based on the solved camera parameters from the moving and stationary calibration 




vision-based system then measures the structural displacements Δ𝐏𝐏𝑡𝑡𝑖𝑖−𝑡𝑡1
𝑊𝑊𝑀𝑀𝑡𝑡1  from 𝑡𝑡1 to 𝑡𝑡𝑖𝑖  in world 
unit. The measurement process that leverages those obtained extrinsic camera parameters (both 
from the 𝑁𝑁 monitoring images) is provided from Equation (3-5) to Equation (3-11).  
Since the entire monitored structure is assumed to have the same displacement, a point 𝑃𝑃 on 
the moving calibration target is selected as the monitored point to represent the overall structural 
displacements in the measurements. Based on the pinhole camera model in camera calibration and 
the monitored point 𝑃𝑃, the relationship between the point locations 𝐏𝐏𝑡𝑡𝑖𝑖
𝐶𝐶𝑡𝑡𝑖𝑖  and 𝐏𝐏𝑡𝑡𝑖𝑖




𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 + 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖   (3-5) 
where the 𝐑𝐑�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  and 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  are the obtained extrinsic camera parameters from Equation (3-2). 
Following Equation (3-5), considering the monitored point 𝑃𝑃 is on a moving calibration target, the 
relationship between point locations in 𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  and in 𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  at time 𝑡𝑡𝑖𝑖 can be shown as: 
𝐑𝐑�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 + 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 = 𝐑𝐑�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 + 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 = 𝐏𝐏𝑡𝑡𝑖𝑖
𝐶𝐶𝑡𝑡𝑖𝑖   (3-6) 
where the 𝐑𝐑�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  and 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖  are the obtained extrinsic camera parameters from Equation (3-4). 





𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 + 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 − 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖�  (3-7) 
Since the world coordinate system of the stationary calibration target at 𝑡𝑡𝑖𝑖 remains the same as 
that at the initial time 𝑡𝑡1, the 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 ≡ 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡1  is achieved at any time 𝑡𝑡𝑖𝑖. Following the Equation (3-








𝑊𝑊𝑆𝑆𝑡𝑡1 + 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡1 − 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡1 �  (3-8) 
Following the stationary calibration target prior, e.g., 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡1 ≡ 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 , and substituting 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑆𝑆𝑡𝑡1  
using Equation (3-7), the location 𝐏𝐏𝑡𝑡𝑖𝑖







𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 + 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 − 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖� + 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡1 − 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡1�  (3-9) 
Since the orientations of the calibration targets regarding the monitoring camera are similar, 





𝐑𝐑�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ≈ 𝐈𝐈 is achieved at each time 𝑡𝑡𝑖𝑖. Therefore, the different selections 
of the monitored point 𝑃𝑃 are not critical in this study, and for simplicity, the origin of the moving 
calibration target in 𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖  is selected as the monitored point 𝑃𝑃 , i.e., 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 ≡ [0, 0, 0]𝑇𝑇 . The 
location 𝐏𝐏𝑡𝑡𝑖𝑖






�𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 − 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖 �+ 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡1 − 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡1�  (3-10) 
The structural displacements between 𝐏𝐏𝑡𝑡𝑖𝑖
𝑊𝑊𝑀𝑀𝑡𝑡1  and 𝐏𝐏𝑡𝑡1








�𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡𝑖𝑖 − 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡𝑖𝑖� + 𝐓𝐓�𝑊𝑊𝑆𝑆𝑡𝑡1 − 𝐓𝐓�𝑊𝑊𝑀𝑀𝑡𝑡1�  (3-11) 
Therefore, the Δ𝐏𝐏𝑡𝑡𝑖𝑖−𝑡𝑡1
𝑊𝑊𝑀𝑀𝑡𝑡1  in Equation (3-11) is the measured 3D structural displacements from the 
proposed noncontact hybrid inertial vision-based system. 
3.3. Experiments 
In this section, we present the experiment design of the proposed noncontact vision-based 





Figure 11 The simulated indoor experimental environment and samples of the captured calibration 
images in camera calibration: (a) utilized moving camera and attached tilt sensor (with weight); 
(b) utilized moving camera and attached tilt sensor (without weight); (c) experimental 
configuration of a stationary and a moving calibration targets; (d) samples of the calibration 
images, where the image intensities need not be constant due to the robust checkerboard corner 
detections. 
the camera is not required to be stationary during the 3D displacement measurements. The detailed 
designs and analysis of the proposed system are given as: 
• Experimental setups of this noncontact vision-based system for indoor 3D SHM. 
• Experimental results of the 3D displacement measurements in both short-term and long-
term SHM. 
3.3.1. Setups  
As illustrated in Figure 10, this designed noncontact vision-based system requires two 
calibration targets, i.e., one calibration target is kept stationary to compensate camera movements, 













the structural displacements. Since previous studies have suggested using a rigid and flat mounting 
surface to create a high-quality planar calibration target in SHM [118], [121], planar calibration 
targets with coplanar features, i.e., an empty 30 squares (5×6) black and white checkerboard with 
each square size equal to 1.25"×1.25", are utilized throughout the SHM. The displacements of this 
planar checkboard calibration target are captured by using 2592×2048-resolution GigE Genie 
Nano C2590 camera [131], and the camera movements during the displacement measurements are 
captured by the attached CX-1 tilt sensor, both are shown in Figure 11.  
For each calibration target, the input images used in the SHM include both calibration and 
monitoring images [118], [121]. The calibration images provide sufficient geometric information 
for estimating the unknown camera parameters described in Equation (3-1) and Equation (3-3). 
The monitoring images are captured for this vision-based system in measuring the target 
displacements during the SHM. The general process of acquiring the calibration images includes 
capturing these images under different target orientations and operating distances. Multiple 
calibration images that cover the entire camera field of view are encouraged, such that all of the 
detected feature points within the camera field of view are included in the camera calibration 
process [118], [121]. Samples of these calibration images are shown in Figure 11(d). Empirical 
experience suggests that the entire camera field of view can be covered by either moving the 
calibration target or moving the camera itself [118]. Andreas Geiger’s algorithm [122] is then 
applied to detect the corners of the calibration targets, i.e., checkerboards, in those calibration 
images with sub-pixel accuracy. The indoor illumination changes shown in Figure 11(d) do not 
affect the camera calibration algorithms due to the robust checkboard corner detections [122]. 
In this study, Root-Mean-Square Error (RMSE) is used as the evaluation metric to evaluate the 










where Δ�𝑖𝑖 is the 𝑖𝑖𝑡𝑡ℎ  measured target displacement, Δ𝑖𝑖 is the 𝑖𝑖𝑡𝑡ℎ  ground-truth target displacement 
and 𝑁𝑁 is the total number of measurements. 
3.3.2. Results  
Based on the simulated laboratory environment, a series of experiments is conducted to analyze 
the performance of 3D displacement measurements as described in Section 3.2.3. A 50 mm camera 
lens with 9.75 m operating distance between the camera and the monitored (moving) calibration 
target is used for this series of experiments. Also, to capture the camera movements, the distance 
between the camera and the stationary calibration target was set as 9.85 m. During the 
displacement measurements, both the stationary and moving calibration targets were required to 
be placed within the same field of view of the camera. The target displacements in the X and Y 
directions, i.e., longitudinal and vertical, are considered as “in-plane” translations, and 
displacements in the Z direction, i.e., towards and away from the camera, are considered as “out-
of-plane” translations. Similarly, 𝜀𝜀?̅?𝑥 and 𝜀𝜀?̅?𝑦 are termed as “in-plane” RMSE, and 𝜀𝜀?̅?𝑧 is termed as 
“out-of-plane” RMSE.  
As shown in Figure 11(a), a GigE camera with an attached CX-1 tilt sensor is fixed above the 
tip of a cantilever plate. And for simulating the camera movements in the field, a weight, i.e., 𝑊𝑊, 
is hung underneath the plate to move the camera. The initial position of the target before hanging 
the weight is set to zero in each of the X, Y and Z direction. The camera captures the static initial 
position of the target before hanging the weight and those seven static target positions after hanging 





Table 9 Validation results of the exact camera movements by using a LVDT sensor.  
Test Number 𝑷𝑷 (N) 𝑳𝑳 (mm) 𝜽𝜽 (rad) 𝜹𝜹𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳 (mm) 𝜹𝜹𝑪𝑪 (mm) Error (%) 
1 4.900 236.538 0.018 3.048 2.849 6.54% 
2 9.800 236.538 0.037 6.350 5.857 7.77% 
3 4.900 295.275 0.028 5.588 5.425 2.92% 
4 9.800 295.275 0.058 11.938 11.444 4.14% 
5 4.900 358.775 0.039 9.906 9.401 5.10% 
6 9.800 358.775 0.082 20.574 19.695 4.27% 
 
position and each of the seven target positions, where the hanging weight rotates the camera 
support axis and hence rotates and translates the camera.  
As a result, the camera movements mainly come from beam deflection, and can be controlled 
by using different weights and adjusting different lengths of the cantilever plate. In this study, the 
hung weight was 0.5 kg, and the length of the cantilever plate to the applied weight was equal to 
203 mm. We assume that there is no relative movement between the camera and the attached CX-
1 tilt sensor. The camera vertical displacement, 𝛿𝛿𝐶𝐶  , is hence given as [132]: 
𝛿𝛿𝐶𝐶 =
2
3𝜃𝜃𝐿𝐿  (3-13) 
where 𝜃𝜃 is the rotation captured by the CX-1 tilt sensor, and 𝐿𝐿 is length of the cantilever plate to 
the applied weight. To validate correctness of calculated camera movements in Equation (3-13), a 
validation of the exact camera movements is provided by using a LVDT sensor (SP2-50 Celesco 
string potentiometer). The validations are performed on two different weights under three different 
lengths of cantilever. The validation results are reported in Table 9, where the 𝛿𝛿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇  is the 
measurements from the LVDT sensor, the 𝛿𝛿𝐶𝐶  is the measurements given by Equation (3-13). The 







  (3-14) 
where 𝛿𝛿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇 is used as ground truth. The average of the error percentages across the six test sets 
between exact camera movements (𝛿𝛿𝐶𝐶) and LVDT sensor (𝛿𝛿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇) is 5.12% (less than 0.5 mm error 
in absolute value). Therefore, the validation results show that the exact camera movements given 
by Equation (3-13) are close to the camera movements measured by the LVDT sensor.  
1) Evaluation of the synthetic target displacements  
On these synthetic target displacements, the target is moved to seven different positions in the 
X, Y and Z directions. The synthetic target displacements are controlled on an optical table and 
are measured by a digital caliper with 0.0127 mm (0.0005") resolution as references. Measuring 
the static target displacements follows the assumption that the target and the camera do not move, 
or that the movements are so minimal that they can be ignored during image acquisition at each 
target position. As shown in Figure 11(c), a stationary calibration target is located near the moving 
calibration target, such that both the stationary and the moving calibration targets are detected in 
the same field of view of the camera in each of the captured image. During the image capture 
process, the attached CX-1 tilt-meter records the simultaneous camera rotations. The responses of 
the camera and the tilt sensor are synchronized based on the timestamps provided by the GigE 
Camera and the CX-1 tilt sensor. At each target position, the synchronized camera movements are 
provided in Table 10 for repeatability, where negative 𝛿𝛿𝐶𝐶  represents the camera movements are 
opposite to the Y direction (cantilever beam is concave downward). The initial camera position 
before hanging the weight is set as zero, and the exact camera movements are calculated between 





Table 10 The synchronized static camera movements at each position of the target displacements 
in the X, Y and Z directions. 
Direction of target displacements Test Number 𝜽𝜽 (rad) 𝑳𝑳 (mm) 𝜹𝜹𝑪𝑪 (mm) 
X 
1 −0.004 203.200 −0.493 
2 −0.004 203.200 −0.492 
3 −0.004 203.200 −0.493 
4 −0.004 203.200 −0.493 
5 −0.004 203.200 −0.495 
6 −0.004 203.200 −0.497 
7 −0.004 203.200 −0.501 
Y 
1 −0.004 203.200 −0.498 
2 −0.004 203.200 −0.501 
3 −0.004 203.200 −0.509 
4 −0.004 203.200 −0.500 
5 −0.004 203.200 −0.499 
6 −0.004 203.200 −0.502 
7 −0.004 203.200 −0.504 
Z 
1 −0.004 203.200 −0.491 
2 −0.004 203.200 −0.501 
3 −0.004 203.200 −0.499 
4 −0.004 203.200 −0.504 
5 −0.004 203.200 −0.497 
6 −0.004 203.200 −0.501 
7 −0.004 203.200 −0.496 
 
experimental facilities, only Y direction camera movements are provided as a reference throughout 
these experiments. 
The evaluation results of those synthetic static target displacements with a moving camera are 
reported in Table 11. To illustrates the outperformance of the utilized CX-1 tilt sensor in the 
measurements, a baseline system that only relies on a stationary calibration target for 
compensating the camera movements are provided. Following the Equation (3-2) and Equation (3-




Table 11 Evaluations on measuring the synthetic static target displacements using a moving 
camera (mm). 
Actual Static Target 
Displacements 
Using a Stationary 
Calibration Target 
Using a Stationary 
Calibration Target with an 
Attached Tilt Sensor 
X Y Z X Y Z X Y Z 
0.000 0.000 0.000 1.080 −1.699 0.119 −0.479 −0.722 0.961 
1.588 0.000 0.000 3.603 −2.122 −1.106 1.567 −1.117 2.857 
3.175 0.000 0.000 5.335 −1.836 −5.351 3.071 −0.705 1.565 
6.350 0.000 0.000 8.644 −1.567 −7.531 6.223 −0.297 1.860 
12.700 0.000 0.000 16.007 −1.801 −9.846 13.529 −0.238 2.762 
25.400 0.000 0.000 28.718 −2.634 −8.425 26.260 −1.079 3.055 
50.800 0.000 0.000 52.625 −2.233 −10.061 50.478 −0.088 4.479 














X Y Z X Y Z X Y Z 
0.000 0.000 0.000 0.800 −1.376 7.145 −0.650 −0.551 −0.205 
0.000 1.588 0.000 0.014 1.159 8.397 −1.203 1.973 −0.906 
0.000 3.175 0.000 0.034 3.214 7.902 −0.991 4.133 −1.670 
0.000 6.350 0.000 0.592 6.752 8.507 −0.995 7.271 −1.464 
0.000 12.700 0.000 −0.270 12.276 7.621 −1.248 13.300 −1.944 
0.000 25.400 0.000 0.297 25.588 6.175 −1.069 26.253 −3.710 
0.000 50.800 0.000 −3.449 47.445 79.469 −1.872 50.712 −5.650 














X Y Z X Y Z X Y Z 
0.000 0.000 0.000 1.186 13.767 −32.499 −0.493 −0.561 1.866 
0.000 0.000 1.588 3.476 13.146 −36.111 −0.051 0.073 6.874 
0.000 0.000 3.175 3.578 13.274 −35.506 −0.016 0.329 8.474 
0.000 0.000 6.350 0.013 −1.480 13.960 −0.259 0.744 11.423 
0.000 0.000 12.700 0.386 −0.532 21.522 0.429 1.845 18.657 
0.000 0.000 25.400 1.671 0.013 32.823 1.523 3.438 29.354 
0.000 0.000 50.800 1.359 2.609 57.991 2.406 7.088 53.406 



















the unknown camera parameters from stationary and moving calibration targets is estimated by 
minimizing the reprojection error, respectively as: 
𝐀𝐀�𝑀𝑀 , ?̃?𝐤𝑀𝑀 ,𝐑𝐑�












  (3-15) 
𝐀𝐀�𝑆𝑆 , ?̃?𝐤𝑆𝑆,𝐑𝐑�












  (3-16) 
Consistently, the measurement process that leverages these obtained extrinsic camera parameters 
(both from the 𝑁𝑁 monitoring images) is provided from Equation (3-5) to Equation (3-11). 
As shown in Table 11, the camera movement compensation using a stationary calibration 
target achieves the RMSE at an average of 7.529 mm and 11.832 mm on the in-plane and out-of-
plane translations, respectively. By using this supplemental attached tilt sensor, the RMSE is 
reduced to an average of 1.440 mm and 2.904 mm on the in-plane and out-of-plane translations, 
respectively. Specifically, the in-plane RMSE 𝜀𝜀?̅?𝑥 and 𝜀𝜀?̅?𝑦 are decreased from an average of 1.884 
mm to 0.852 mm, and from an average of 1.707 mm to 0.702 mm, both on in-plane translations. 
Similarly, on out-of-plane translations, 𝜀𝜀?̅?𝑥  is reduced from 2.107 mm to 1.109 mm, and 𝜀𝜀?̅?𝑦  is 
reduced from 8.846 mm to 3.081 mm after using the supplemental attached tilt sensor. However, 
by using only the stationary calibration target in compensating the camera movements, the Z 
direction measurements of the static target displacements are not accurate, where the out-of-plane 
RMSE 𝜀𝜀?̅?𝑧 is achieved at an average of 18.996 mm on in-plane translations and 24.542 mm on out-
of-plane translation. As a supplementary, the attached tilt sensor achieves the least averaged 𝜀𝜀?̅?𝑧 on 





2) Evaluation of the long-term indoor monitoring process  
In the long-term indoor monitoring process, as shown in Figure 11(b), without hanging the 
weight 𝑊𝑊 to move the camera, the used 50 mm lens GigE camera with an attached tilt sensor is 
fixed above a free-moving cantilever plate. The length of cantilever plate to the applied weight 
also equals to 203 mm. However, without hanging a weight underneath the tip of the cantilever 
plate, the camera is kept free during the entire monitoring process. In this long-term indoor 
monitoring process, some environmental effects, such as the temperature changes, causes the 
length changes of the cantilever, and hence move the camera support. Also, some small activities 
within the building might also slightly affect the of the camera position on the cantilever. At every 
ten minutes along the entire monitoring process, i.e., approximately six days, the camera captures 
the locations of the stationary and moving calibration targets, and the attached CX-1 tilt-meter 
records the simultaneous camera rotations. Similarly, for each camera capture, the synchronized 
camera movements are provided in Figure 12(b) for repeatability. Meanwhile, in Figure 12(c), 
the temperature history captured by the CX-1 sensor is also provided as a reference. The 
temperature changes share the similar trends of the camera movements, which indicates that the 
temperature changes cause length and stiffness changes of the cantilever, and hence moves the 
camera support and affects the measurements of target displacements. The moving calibration 
target is kept fixed in this long-term monitoring, and hence the measurement ground truths should 
indicate that there is zero target displacement in the X, Y, and Z directions of the measurements, 
respectively. 
The numerical results of the static target displacements in the long-term monitoring process 
are reported in Figure 12(a). In the X direction static displacement measurements, the camera 





Figure 12 Evaluations of static target displacements in long-term indoor monitoring process using 
a moving camera: (a) static target displacement measurements in the X, Y and Z directions. For 
the legends, a stationary calibration target is used as the camera movement compensation in the 
red plots, a stationary calibration target with an attached CX-1 tilt sensor is used as the camera 
movement compensation in the blue plots, and the green plots show the ground truth target 
displacements; (b) the synchronized and averaged camera movements at each camera capture in 








the supplemental attached CX-1 tilt-meter, the RMSE is further decreased to 0.514 mm. In the Y 
direction static displacement measurements using the supplemental attached CX-1 tilt-meter, the 
RMSE is further decreased to 0.514 mm. In the Y direction static displacement measurements, the 
camera movement compensation using a stationary calibration target achieves 2.525 mm RMSE, 
and by using the supplemental CX-1 tilt-meter, the RMSE is further decreased to 1.102 mm. In 
the Z direction static displacement measurements, the camera movement compensation using a 
stationary calibration target fails due to the inaccurate camera rotation information. The RMSE of 
Z direction increases to 35.844 mm by using a stationary calibration target, and an RMSE of 3.578 





CHAPTER 4  
SENSOR FUSION OF AUTONOMOUS VEHICLES FOR NIGHT TIME TRAFFIC 
MONITORING 
4.1. Related Works 
Designing automatic vision-based vehicle detection and tracking systems at night time have 
become an increasingly important research area in intelligent transportation systems. Compared 
with vehicle detection and tracking at day time, the night time situations are more challenging for 
vehicle detection and tracking purposes, where the vehicle appearance information is insufficient 
due to the limited illuminance. At night time, the vehicle appearance features at day time, such as 
color, shape, or specific vehicle visual patterns might not be visible. Instead, vehicle headlight and 
taillights are the only visible vehicle features that can be leveraged to infer the vehicle locations. 
Divided by the different deployments of visual sensors for intelligent transportation systems, 
previous studies on night time vehicle detection and tracking are classified into two tasks: 
• Vehicle detection and tracking systems for autonomous driving. 
• Vehicle detection and tracking systems for traffic surveillances. 
In night time autonomous driving, multiple sensors are installed on top of the moving vehicles 
for collecting on-road traffic dynamic information. Automatic systems such as self-driving and 
warning systems are then built upon this collected multimodal traffic dynamics to improve safety 
of these autonomous driving vehicles [76]-[82]. Meanwhile, in night time traffic surveillances, 




traffic flows and understand vehicle behaviors [83], [90]. Similar to autonomous driving vehicles, 
using multiple sensors such as infrared and LiDAR sensors becomes an increasingly popular 
approach in current traffic surveillance [84]-[89]. However, the cost price and limited deployment 
restrict its widespread usage.  
Recent night time vehicle detection algorithms mainly rely on a standard tracking-by-detection 
strategy [90]. As the initial stage of the whole system designs, detections of vehicle headlights and 
taillights at night time are usually considered as the prerequisite. Within the last five years, deep 
learning related algorithms have demonstrated considerable performances in night time vehicle 
headlight and taillight detection [77], [81], [91]-[98]. The detected vehicle headlights or taillights 
are tracked and paired, and the vehicle trajectories are then obtained by tracking these paired 
vehicle lights. Pairing of these detected vehicle lights helps to distinguish the vehicles from static 
light sources in the field of view. Reference [99] generates a graph-based Markov Random Field 
(MRF) to model vehicle spatial relationships. However, the vehicle license plates used as the 
prominent vehicle feature in modeling the MRF might not be clearly visible at night time. 
Reference [100] proposes a Maximal Weighted Independent Set (MWIS) method for pairing the 
detected headlights, and [101] further integrates this MWIS headlight pairing and tracking process 
into a unified framework. However, the main limitation of the MWIS is that they assume the 
candidate paired headlights in a frame is much larger than the set of true headlight pairs. This 
assumption is not valid when a subset of headlights are not detected. For effective pairing the 
detected vehicle headlights, some other pairing algorithms [102]-[104] are proposed based on 
vehicle symmetries, e.g., headlight areas and shapes. These symmetries might pair the vehicle 




Normally, night time autonomous driving and traffic surveillances are treated as two separate 
research modules. However, with the advent of autonomous vehicles, each vehicle might be 
equipped with multiple sensors that enable it to detect other local surrounding vehicles on road 
[105]. Such distributed and localized vehicle distance and orientation information from 
autonomous vehicles bridges the connections between autonomous vehicles and traffic 
surveillances, and could potentially be leveraged to update the performance of vehicle detection 
and tracking at night time. Due to a lack of related research work in modeling this connection, a 
general framework of fusing the acquired sensor information from autonomous vehicles to traffic 
surveillance system at night time is highly desired.   
As a result, the main research direction that can be developed to improve the night time traffic 
surveillance system is given as:  
• Build up a traffic surveillance system for night time vehicle detection and tracking that 
fuses sensor information from autonomous vehicles. 
Similar to the recent research on night time vehicle detection and tracking, the required context-
aware traffic surveillance system is only equipped with widely deployed visual cameras for night 
time traffic monitoring purposes. 
4.2. Research Objectives and Proposed Approaches 
The main objective of this vision-based night time traffic surveillance system that incorporates 
low-rate sensor information from autonomous vehicles (typically the distances and orientations to 
their neighboring vehicles) is to improve the vehicle detection and tracking at limited lighting 
conditions. This proposed system is required to equip only visual cameras due to the limited 
budgets and deployments. The motivation of designing this night time traffic surveillance system 





Figure 13 Core parts of the proposed night time vehicle detection and tracking system. (a) RGB 
input image from the rear-view traffic surveillance. (b) Detected and tracked vehicle taillights. The 
identities of vehicle taillights are represented by different colors. (c) Relative vehicle locations 
from sensors on autonomous vehicles. (d) Fused sensor information into this rear-view traffic 
surveillance as red stars. (e) Tracked vehicle taillight pairs. For better visualization, the tracking 
trajectories of both single and paired taillights are not shown in this figure. 
multiple sensors that enable it to detect other local surrounding vehicles [105]. Leveraging such 
distributed and localized low-rate sensor information from these vehicles might improve the 
performance of traffic surveillance systems. Based on this motivation, the goal of this study is to 
build up a bridge that incorporates this sensor information from autonomous vehicles to the night 
time traffic surveillance system. In this system, the vehicle taillights are the only visible features 
for localization of vehicle at night due to the limited illuminance. The core components of this 
proposed system are shown in Figure 13 and are illustrated as following aspects: 
• Vehicle taillight detection and tracking 
• Vehicle taillights pairing 
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Figure 14 Examples of detected vehicle taillights. (a) Extracted MSERs of the converted RGB 
image. (b) Detected vehicle taillights after NMS. The green polygon is the predefined traffic 
monitoring ROI. 
In this night time vehicle detection and tracking system, sensor information from autonomous 
vehicles that represents the relative vehicle locations to their neighboring vehicles is used as 
contexts for predicting and assigning the detected candidate vehicle taillights into a vehicle. This 
context-based vehicle representation is presented in vehicle taillights pairing where the vehicle 
locations to their neighboring vehicles are regared as prominent vehicle features along with the 
visible vehicle taillights to represent the vehicles at night. As for the remining system pipelines, 
the proposed system shares the same vehicle taillight detection algorithm as [99], and the Kalman 
Filter (KF) [123] is utilized as the backbone algorithm for vehicle taillight tracking and paired 
vehicle taillights tracking. The input of the proposed night time traffic surveillance system is the 
RGB video captured from a rear-view stationary visual traffic camera, and the outputs are night 
time vehicle trajectories along with the corresponding tracked vehicle identities. The proposed 
system has a real-time nature where the tracking history of each vehicle (context) location is 
continuously updated when temporal frames are subsequently processed. However, the current 
system implementation only process at most two frame per second (FPS), and improving the real-





4.2.1. Vehicle taillight detection  
The vehicle taillight detection is the first step in the proposed system. Following the taillight 
detection algorithm in [99], the night time vehicle taillights are detected in a converted RGB color 
space. Given an input RGB image 𝑰𝑰𝑘𝑘 = {𝑹𝑹𝑘𝑘 ,𝑮𝑮𝑘𝑘 ,𝑩𝑩𝑘𝑘}, the converted RGB color space for image 
pixel (𝑥𝑥, 𝑦𝑦) is given as: 
𝐶𝐶𝑥𝑥,𝑦𝑦𝑘𝑘 = 𝑅𝑅𝑥𝑥,𝑦𝑦𝑘𝑘 − 𝛼𝛼max�𝐺𝐺𝑥𝑥 ,𝑦𝑦𝑘𝑘 ,𝐵𝐵𝑥𝑥,𝑦𝑦𝑘𝑘 � − 𝛽𝛽�𝐺𝐺𝑥𝑥 ,𝑦𝑦𝑘𝑘 − 𝐵𝐵𝑥𝑥,𝑦𝑦𝑘𝑘 �                 (4-1) 
where 𝐶𝐶𝑥𝑥,𝑦𝑦𝑘𝑘  is the pixel value of the converted color space. The weighting parameters 𝛼𝛼 and 𝛽𝛽 are 
obtained from the validation set. In this case, 𝛼𝛼 is set as 1 and 𝛽𝛽 is set as 3. The Maximally Stable 
Extremal Regions (MSERs) of this converted RGB image are then extracted, as shown in Figure 
14(a). The smallest rectangle enclosing each MSER is used as its detected bounding box. The 
Ratio of pixels in the MSER to pixels in the detected bounding box is recorded as a bounding box 
extent. Following these recorded extents, a Non-Maximum Suppression (NMS) strategy with 0.01 
overlapping IoU is used to remove the overlaid detected bounding boxes. Since the vehicles in 
faraway traffic scene are usually beyond the surveillance interest at night time, we reduce the 
monitoring region of interest (ROI), as shown in Figure 14(b), into middle part of traffic 
surveillance camera, and the vehicle taillights are detected in this reduced ROI.  
4.2.2. Vehicle taillight tracking  
After detecting vehicle taillights at each frame 𝑰𝑰𝑘𝑘, vehicle taillight tracking is then performed 
to match and predict taillight locations in consecutive frames. In this proposed system, the KF is 
used to track vehicle taillights, where each KF corresponds to a tracked vehicle taillight. A tracked 




acceleration of the 𝑖𝑖𝑡𝑡ℎ  vehicle taillight at frame 𝑰𝑰𝑘𝑘  are treated as the state vector 𝒗𝒗𝑖𝑖𝑘𝑘 , which is 
shown as:  
𝒗𝒗𝑖𝑖𝑘𝑘 = �𝒄𝒄𝑖𝑖𝑘𝑘 , 𝒔𝒔𝑖𝑖𝑘𝑘 ,𝒂𝒂𝑖𝑖𝑘𝑘�  (4-2) 
where 𝒄𝒄𝑖𝑖𝑘𝑘 , 𝒔𝒔𝑖𝑖𝑘𝑘 , 𝒂𝒂𝑖𝑖𝑘𝑘  are two-value vectors that have components in both 𝑥𝑥 and 𝑦𝑦 directions. Since KF 
is a recursive algorithm, the KF tracking consists of both prediction and update.  
1) Prediction  
In this prediction step, the state vector and state covariance matrix for the 𝑖𝑖𝑡𝑡ℎ vehicle taillight 
at frame 𝑰𝑰𝑘𝑘 are predicted as:  
𝒗𝒗�𝑖𝑖𝑘𝑘 = 𝑨𝑨𝒗𝒗𝑖𝑖𝑘𝑘−1, 𝑷𝑷�𝑖𝑖𝑘𝑘 = 𝑨𝑨𝑷𝑷𝑖𝑖𝑘𝑘−1𝑨𝑨𝑇𝑇 + 𝑸𝑸       (4-3) 
where 𝒗𝒗𝑖𝑖𝑘𝑘−1 and 𝑷𝑷𝑖𝑖𝑘𝑘−1 are state vector and state covariance matrix at frame 𝑰𝑰𝑘𝑘−1. 𝑨𝑨 is the state 
transition matrix and 𝑸𝑸 is the process noise covariance.  
2) Update  
In this update step, the updated state vector and state covariance matrix for the 𝑖𝑖𝑡𝑡ℎ vehicle 
taillight at frame 𝑰𝑰𝑘𝑘 are given as: 
𝒗𝒗𝑖𝑖𝑘𝑘 = 𝒗𝒗�𝑖𝑖𝑘𝑘 + 𝑲𝑲𝑖𝑖𝑘𝑘�𝒚𝒚𝑖𝑖𝑘𝑘 − 𝑯𝑯𝒗𝒗�𝑖𝑖𝑘𝑘�, 𝑷𝑷𝑖𝑖𝑘𝑘 = �𝑰𝑰 − 𝑲𝑲𝑖𝑖𝑘𝑘𝑯𝑯�𝑷𝑷�𝑖𝑖𝑘𝑘     (4-4) 
The 𝒚𝒚𝑖𝑖𝑘𝑘 is observation of the 𝑖𝑖𝑡𝑡ℎ vehicle taillight at frame 𝑰𝑰𝑘𝑘, 𝑯𝑯 is the measurement matrix, and the 
KF gain 𝑲𝑲𝑖𝑖𝑘𝑘  is given as:  
𝑲𝑲𝑖𝑖𝑘𝑘 = 𝑷𝑷�𝑖𝑖𝑘𝑘𝑯𝑯𝑇𝑇�𝑯𝑯𝑷𝑷�𝑖𝑖𝑘𝑘𝑯𝑯𝑇𝑇 + 𝑹𝑹�
−1
  (4-5) 




3) Association  
At frame 𝑰𝑰𝑘𝑘 , the detected vehicle taillights are denoted as 𝑰𝑰𝑖𝑖𝑘𝑘 = �𝑥𝑥𝑖𝑖𝑘𝑘,𝑦𝑦𝑖𝑖𝑘𝑘,𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘�, where 𝑖𝑖 ∈
{1,2, … , |𝑰𝑰𝑘𝑘|}. The predicted vehicle taillights are denoted as 𝑰𝑰�𝑗𝑗𝑘𝑘 = �𝑥𝑥�𝑗𝑗𝑘𝑘, 𝑦𝑦�𝑗𝑗𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘,ℎ�𝑗𝑗𝑘𝑘�, where 𝑗𝑗 ∈
{1,2, … , �𝑰𝑰�𝑘𝑘�}. An association is performed with |𝑰𝑰𝑘𝑘| detected vehicle taillight and �𝑰𝑰�𝑘𝑘� predicted 
trackers. For each detected or predicted vehicle taillight, we assign a dummy association that 
accounts for the possibility that the detected or predicted vehicle taillight has no correspondence. 
Without loss of generality, the detected and predicted vehicle taillights at frame 𝑰𝑰𝑘𝑘 including the 
set of dummy elements, e.g., 𝒟𝒟𝑘𝑘 , is denoted as 𝒩𝒩𝑘𝑘 = {1, … ,𝑁𝑁𝑘𝑘}. Hence, this multi-detection 
association is formulated as a constrained optimization problem for finding the assignments 𝒜𝒜 =
�𝒶𝒶𝑖𝑖,𝑗𝑗𝑘𝑘 � ∈ {0, 1}𝑁𝑁


























, 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘
𝒶𝒶𝑖𝑖,𝑗𝑗𝑘𝑘 ∈ {0, 1}, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘
𝛷𝛷𝑖𝑖,𝑗𝑗𝑘𝑘 ≤ 𝜎𝜎, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘\𝒟𝒟𝑘𝑘
  (4-6) 
The 𝒶𝒶𝑖𝑖,𝑗𝑗𝑘𝑘  represents an association between the 𝑖𝑖𝑡𝑡ℎ detected vehicle taillight and the 𝑗𝑗𝑡𝑡ℎ  predicted 
trackers at frame 𝑰𝑰𝑘𝑘 (if a detection is not associated to any tracker, then it is assigned to a dummy 
element, and vice versa), 𝜎𝜎 is the association threshold (set as 50 pixels in this study), and 𝛷𝛷𝑖𝑖,𝑗𝑗𝑘𝑘  is 





Figure 15 Illustration of incorporated sensor information and vehicle spatial constraints in traffic 
surveillance. (a) Sensor information, e.g., context, acquired from autonomous vehicles in a bird’s 
eye view. (b) Vehicle spatial constraints between a fused context location and its neighbored 




, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘\𝒟𝒟𝑘𝑘
0, 𝑖𝑖 ∨ 𝑗𝑗 ∈ 𝒟𝒟𝑘𝑘
  (4-7) 
 
The numerator in (4-7) is Euclidean distance of center locations between the 𝑖𝑖𝑡𝑡ℎ detected vehicle 
taillight and the 𝑗𝑗𝑡𝑡ℎ  predicted tracker at frame 𝑰𝑰𝑘𝑘. 𝛹𝛹�𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘,ℎ�𝑗𝑗𝑘𝑘� is the aligned IoU between 
�1, 1,𝑤𝑤𝑖𝑖𝑘𝑘 ,ℎ𝑖𝑖𝑘𝑘�, �1, 1,𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘�, where  𝛹𝛹�𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘� ∈ (0, 1] and �𝑤𝑤�𝑗𝑗𝑘𝑘,ℎ�𝑗𝑗𝑘𝑘� = �𝑤𝑤𝑗𝑗𝑘𝑘−1, ℎ𝑗𝑗𝑘𝑘−1�. In 
this study, constrained optimization in (4-6) is solved by the Hungarian algorithm [124], and the 
trajectories of vehicle taillights are then obtained.  
During the KF tracking, a predicted vehicle taillight which is not assigned to any detection at 
frame 𝑰𝑰𝑘𝑘 is retained using a constant acceleration prediction model, but will be eventually deleted 
if it is invisible for more than a preset number of consecutive frames (set as two frames in this 
study). Also, a detected vehicle taillight which is not assigned to any predicted tracker at frame 𝑰𝑰𝑘𝑘 
















4.2.3. Vehicle taillight pairing  
After obtaining the trajectories of vehicle taillights, pairing these obtained vehicle taillights in 
each frame of the vehicle trajectories is essential for vehicle localizations.  
1) Sensor context fusion  
As illustrated in Figure 15(a) at frame 𝑰𝑰𝑘𝑘, the synchronized contexts provided from the sensor 
on the 𝑚𝑚𝑡𝑡ℎ vehicle are considered in the bird’s eye view as:  
𝑮𝑮𝑚𝑚𝑘𝑘 = �𝑢𝑢𝑚𝑚𝑘𝑘 ,𝑣𝑣𝑚𝑚𝑘𝑘 , 𝒓𝒓𝑚𝑚,𝑙𝑙𝑘𝑘 ,𝜽𝜽𝑚𝑚,𝑙𝑙𝑘𝑘 �  (4-8) 
The vehicle location is denoted as [𝑢𝑢𝑚𝑚𝑘𝑘 ,𝑣𝑣𝑚𝑚𝑘𝑘 ], and the relative distances and orientations between 
this vehicle and its |𝑮𝑮𝑚𝑚𝑘𝑘 | adjacent vehicles are denoted as �𝒓𝒓𝑚𝑚,𝑙𝑙𝑘𝑘 ,𝜽𝜽𝑚𝑚,𝑙𝑙𝑘𝑘 �, where 𝑙𝑙 ∈ {1,2, … , |𝑮𝑮𝑚𝑚𝑘𝑘 |}. 
For simplicity, all vehicles are treated as points in calculating the global vehicle locations, and 
relative distances and orientations. These provided sensor contexts (vehicle locations) are fused 
into the stationary rear-view traffic surveillance camera by using the pre-computed homography 
matrix [125] between Figure 13(b) and Figure 13(c). This pre-computed homography is also 
considered as a transformation matrix for plane image rectification [126], [127] between different 
cameras (views). In this study, finding preliminary ground point correspondences between Figure 
13(b) and Figure 13(c) is required for this computation, and the computed transformation matrix 
is only applicable to plane-to-plane transformation. As shown in Figure 13(d), the fused vehicle 
locations after performing this pre-computed transformation are denoted as red stars, and KF 
tracking is also used to improve the context localizations by adding predictions of the vehicle 
location into consecutive frames. 




Along with the detected vehicle taillights, the fused vehicle locations are regared as prominent 
vehicle features to represent the vehicle locations at each frame. Therefore, at frame 𝑰𝑰𝑘𝑘, one fused 
vehicle locaton of the 𝑚𝑚𝑡𝑡ℎ vehicle is considered as 𝒔𝒔𝑚𝑚𝑘𝑘 . The 𝑛𝑛 candidate vehicle taillights are found 
based on the spatial proximity of each 𝒔𝒔𝑚𝑚𝑘𝑘 . These 𝑛𝑛 candidate vehicle taillights are denoted as 
𝑭𝑭𝑚𝑚𝑘𝑘 = �𝒇𝒇𝑚𝑚,1𝑘𝑘 , 𝒇𝒇𝑚𝑚,2𝑘𝑘 , … ,𝒇𝒇𝑚𝑚,𝑛𝑛𝑘𝑘 �, where 𝒇𝒇𝑚𝑚,𝑖𝑖𝑘𝑘  is a bounding box formed as �𝑥𝑥𝑚𝑚,𝑖𝑖𝑘𝑘 ,𝑦𝑦𝑚𝑚,𝑖𝑖𝑘𝑘 ,𝑤𝑤𝑚𝑚,𝑖𝑖𝑘𝑘 , ℎ𝑚𝑚,𝑖𝑖𝑘𝑘 �. As 
shown in Figure 15(b), given a fused vehicle locaton and its neighbored candidate vehicle 
taillights, e.g., LVT and RVT, three vehicle spatial constraints are considered for the vehicle 
representation as: 
• The distance between projected context location and paired vehicle taillights, e.g., 𝑙𝑙.  
• The distance between two vehicle taillights, e.g., 𝑑𝑑.  
• The height of the paired vehicle taillights, e.g., ℎ.  
Based on these vehicle spatial constraints, paired-wise potential functions are required to model 
relationships between vehicle parts and the fused vehicle location.  
a) Perspective consistency 
Before modeling the pair-wise potential functions, a perspective consistency along traffic 
scene is leveraged. Since the rear-view surveillance camera captures traffic videos in a line 
perspective view, the vehicles appear smaller as their distances from this stationary rear-view 
traffic camera increase. As illustrated in Figure 15(b), as for the context location 𝒔𝒔𝑚𝑚𝑘𝑘 , distance 
between its adjacent traffic lanes is easily calculated. The estimation of vehicle part relationships 
at each fused vehicle location is based on this obtained lane distance map. We denote features of 
the 𝑚𝑚𝑡𝑡ℎ vehicle at frame 𝑰𝑰𝑘𝑘 as a vector:  




where 𝑋𝑋𝑚𝑚𝑘𝑘  and 𝑌𝑌𝑚𝑚𝑘𝑘  are 𝑥𝑥 and 𝑦𝑦 pixel coordinates, and 𝐿𝐿𝑚𝑚𝑘𝑘  is the corresponding lane distance. Due 
to the pespective consistency, suppose that the 𝑚𝑚𝑡𝑡ℎ  vehicle has been tracked in the past 𝑝𝑝 
consecutive frames, denoted as 𝑰𝑰 = {𝑰𝑰1, 𝑰𝑰2, … , 𝑰𝑰𝑝𝑝}, the vehicle part relationships of the 𝑚𝑚𝑡𝑡ℎ vehicle 
in these 𝑝𝑝 frames are assumed as linear with lane distance 𝑳𝑳𝑚𝑚, respectively.  
b) Online dynamic regression model (ODRM) 
For localizing and pairing vehicle taillights at neighbors of the 𝑚𝑚𝑡𝑡ℎ vehicle, the lane distance 






�, 𝒂𝒂𝑚𝑚 = �𝑙𝑙𝑚𝑚1 , … , 𝑙𝑙𝑚𝑚
𝑝𝑝 �𝑇𝑇, 𝒅𝒅𝑚𝑚 = �𝑑𝑑𝑚𝑚1 , … ,𝑑𝑑𝑚𝑚
𝑝𝑝 �𝑇𝑇, 𝒉𝒉𝑚𝑚 = �ℎ𝑚𝑚1 , … , ℎ𝑚𝑚
𝑝𝑝 �𝑇𝑇  (4-10) 
where 𝒂𝒂𝑚𝑚 is the distance between fused vehicle location and the paired vehicle taillights, 𝒅𝒅𝑚𝑚 is the 
distance between two vehicle taillights, and 𝒉𝒉𝑚𝑚  is the height of the paired rectangle vehicle 
taillights. The linear relationship between the lane distance and vehicle part relationships in the 
past 𝑝𝑝 consecutive frames are given as: 
𝒂𝒂𝑚𝑚 = 𝑳𝑳𝑚𝑚𝜶𝜶𝑚𝑚, 𝒅𝒅𝑚𝑚 = 𝑳𝑳𝑚𝑚𝜷𝜷𝑚𝑚, 𝒉𝒉𝑚𝑚 = 𝑳𝑳𝑚𝑚𝜸𝜸𝑚𝑚              (4-11) 
where the regression model parameters are denoted as: 
𝜶𝜶𝑚𝑚 = [𝛼𝛼𝑚𝑚0 ,𝛼𝛼𝑚𝑚1 ]𝑇𝑇, 𝜷𝜷𝑚𝑚 = [𝛽𝛽𝑚𝑚0 ,𝛽𝛽𝑚𝑚1 ]𝑇𝑇, 𝜸𝜸𝑚𝑚 = [𝛾𝛾𝑚𝑚0 ,𝛾𝛾𝑚𝑚1 ]𝑇𝑇       (4-12) 
Therefore, given 𝑳𝑳𝑚𝑚  and 𝒂𝒂𝑚𝑚, 𝒅𝒅𝑚𝑚 , 𝒉𝒉𝑚𝑚 as input vectors, the optimal values of three independent 






























  (4-15) 
After estimating these three independent optimal regression model parameters from the past 𝑝𝑝 
consecutive frames, the ODRM is able to predict vehicle part relationships of the tracked 𝑚𝑚𝑡𝑡ℎ 
vehicle when a new fused vehicle location 𝒔𝒔𝑚𝑚







𝑝𝑝+1�𝜸𝜸𝑚𝑚∗                  (4-16) 





𝑝𝑝+1�  (4-17) 
c) Potential functions 
The potential functions indicate the paring compatibility between any two candidate vehicle 
taillights in the neigoborhood of the fused vehicle location. Thereofore, at frame (𝑝𝑝+1), given the 
fused 𝑚𝑚𝑡𝑡ℎ vehicle location, e.g., 𝒔𝒔𝑚𝑚
𝑝𝑝+1, its candidate neighbored vehicle taillights, e.g., 𝑭𝑭𝑚𝑚
𝑝𝑝+1, and 
the obtained vehicle part relationships of the tracked 𝑚𝑚𝑡𝑡ℎ  vehicle, e.g., 𝑳𝑳�𝑚𝑚
𝑝𝑝+1 , the potential 





























𝑝𝑝+1; 𝜇𝜇ℎ ,𝜎𝜎ℎ2�  (4-20) 
The 𝜒𝜒(∙) , 𝜑𝜑(∙) , 𝜓𝜓(∙)  are modeled Gaussian potential functions. 𝜒𝜒(∙)  penalizes the distance 
between fused vehicle location and paired vehicle taillights; 𝜑𝜑(∙) penalizes the distance between 
two vehicle taillights; 𝜓𝜓(∙) penalizes the height of the paired vehicle taillights. The 𝒇𝒇𝑚𝑚,𝑖𝑖
𝑝𝑝+1 and 𝒇𝒇𝑚𝑚,𝑗𝑗
𝑝𝑝+1 
are 𝑖𝑖𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  candidate vehicle taillights in 𝑭𝑭𝑚𝑚
𝑝𝑝+1 , and 𝜇𝜇 and 𝜎𝜎2 are mean and variance of the 
Gaussian distribution. Since the three potential functions are equally weighted, for simplicity, the 
means are set as 𝜇𝜇𝑙𝑙 = 𝜇𝜇𝑑𝑑 = 𝜇𝜇ℎ = 0, and the variances are set as 𝜎𝜎𝑙𝑙2 = 𝜎𝜎𝑑𝑑2 = 𝜎𝜎ℎ2 = 1.  
d) Inference 
By combining the above modeled potential functions at frame (𝑝𝑝+1), the vehicle taillight 
pairing is then formulated as a constrained optimization for pair-wise finding the candidate vehicle 
taillights in 𝑭𝑭𝑚𝑚























𝑠𝑠. 𝑡𝑡.      𝜃𝜃�𝒇𝒇𝑚𝑚,𝑖𝑖
𝑝𝑝+1, 𝒇𝒇𝑚𝑚,𝑗𝑗
𝑝𝑝+1� ≤ 𝜖𝜖 (4-21) 
where the angle radius threshold 𝜖𝜖 is set as 0.2 in this study, and the angle radius 𝜃𝜃�𝒇𝒇𝑚𝑚,𝑖𝑖
𝑝𝑝+1, 𝒇𝒇𝑚𝑚,𝑗𝑗
𝑝𝑝+1� is 
















Figure 16 Illustration of vehicle taillight reconstruction. (a) Case 1. (b) Case 2.  
However, the inference returns empty result when 𝑭𝑭𝑚𝑚
𝑝𝑝+1 = 𝜙𝜙 or 𝑭𝑭𝑚𝑚









e) Vehicle taillight reconstruction 
By using modeled potential functions and energy inference, most of the candidate vehicle 
taillights within the spatial proximity of the fused vehicle location 𝒔𝒔𝑚𝑚
𝑝𝑝+1 are paired. However, there 
are two cases that additional process is required to reconstruct the missing vehicle taillights given 
the fused vehicle location, which are given as: 
• Case 1: 𝑭𝑭𝑚𝑚
𝑝𝑝+1 = 𝜙𝜙. As shown in Figure 16(a), since there is not any candidate vehicle 
taillight that is assigned to the 𝒔𝒔𝑚𝑚
𝑝𝑝+1, the two missing vehicle taillights, e.g., LVT and RVT, 
are reconstructed following the predicted 𝑳𝑳�𝑚𝑚
𝑝𝑝+1.  
• Case 2: 𝑭𝑭𝑚𝑚




= 𝜙𝜙 . As illustrated in Figure 16(b), candidate 
vehicle taillights in 𝑭𝑭𝑚𝑚
𝑝𝑝+1 are not paired due to 𝜖𝜖 constraint in Equation (4-21). The missing 
RVT is then reconstructed by ?̃?𝑑𝑚𝑚
𝑝𝑝+1. Once the missing vehicle taillight is reconstructed and 


















Therefore, as illustrated in Figure 16, the bounding box with white dash-lined represents the paired 






𝑝𝑝+1�  (4-23) 
f) ODRM initializations and updates 
The ODRM requires model parameter initializations when the trajectory of fused 𝑚𝑚𝑡𝑡ℎ vehicle 
location is newly started. The initialized model parameters 𝓟𝓟0∗ = {𝜶𝜶0∗ ,𝜷𝜷0∗ ,𝜸𝜸0∗ } are estimated from 
a validation set given lane distances and vehicle part relationships across all the tracked vehicles. 
As for the ODRM updates, after 𝑹𝑹𝑚𝑚




















𝑝𝑝+1 are added into 𝒂𝒂𝑚𝑚, 𝒅𝒅𝑚𝑚 and 𝒉𝒉𝑚𝑚 for subsequent ODRM predictions.  
4.2.4. Paired vehicle taillight tracking  
After pairing and reconstructing the vehicle taillights at each frame 𝑰𝑰𝑘𝑘, the 𝑹𝑹𝑚𝑚
𝑝𝑝+1 in Equation 
(4-23) is the paired vehicle taillights of the tracked 𝑚𝑚𝑡𝑡ℎ vehicle at frame (𝑝𝑝+1). Paired vehicle 
taillight tracking is the final step of the proposed system that tracks the vehicles in the video. KF 
is used for this paired vehicle taillight tracking, and associations of multiple paired vehicle 
taillights are also solved by the Hungarian algorithm [124]. The outputs of the proposed system 
include night time vehicle trajectories along with the corresponding tracked vehicle identities. 
4.3. Experiments 
In this section, we present the experimental results of the proposed night time vehicle detection 





Figure 17 Data simulation of sensor information acquired from moving vehicles. (a) Image input 
from rear-view traffic surveillance camera. (b) Synchronized image input from side-view traffic 
camera. The red stars are labeled vehicle locations. (c) Simulated relative vehicle locations 
projected from the side-view traffic camera in a bird’s eye view (with backgrounds). (d) Simulated 
relative vehicle locations in a bird’s eye view without backgrounds. Note that the background 
image in (c) is downloaded from Google Maps with limited accuracy. 
in Dallas, TX, USA. The details and analysis about data preparation, comparative evaluation and 
result visualization are provided. 
4.3.1. Data preparation  
The night time rear-view traffic surveillance videos are recorded by an iPhone 8 with 
3840×2160 resolution and 30 FPS. Currently, due to the limited access to “autonomous” vehicles, 
we simulate and create the required sensor information in this study by using a side-view camera. 
As shown in Figure 17(b), the vehicle locations on this side-view traffic camera are labeled and 
then projected onto a Ground Plane (GP) using the pre-computed ground-plane homography 
matrix. As shown in Figure 17(c), the relative vehicle locations from autonomous vehicles is 







Figure 18 Comparative visualizations of the proposed night time traffic surveillance system. (a) 
The proposed system with 100% SI. (b) Baseline system without SI. The same color in each 
column of three consecutive frame represent same tracked vehicle identity. 
from vehicle sensors, the backgrounds of simulated relative vehicle locations on GP are removed, 
which are shown in Figure 17(d).  
4.3.2. Results  
We evaluate the proposed night time vehicle detection and tracking system on this rear-view 
traffic surveillance camera. To our best knowledge, we are the first to propose this context-aware 
night time vehicle detection and tracking system by fusing sensor information from autonomous 
vehicles. Although [99] proposes a system for rear-view night time vehicle detection and tracking, 
the required license plate localization in taillight pairing is not visible in our system. Due to the 





Table 12 Comparative evaluations of the proposed system with different levels of provided 
spatial sensor information (SI).  
Method FNR FPR MOTP MOTA 
Baseline 0.2904 0.3116 0.7380 0.3705 
Ours + 10% SI 0.2543 0.2983 0.7396 0.4027 
Ours + 30% SI 0.2096 0.2716 0.7351 0.4937 
Ours + 50% SI 0.1978 0.2520 0.7376 0.5306 
Ours + 70% SI 0.1609 0.2159 0.7351 0.6138 
Ours + 100% SI 0.1570 0.2057 0.7376 0.6319 
 
for reproducing current vehicle taillight pairing, the baseline systems are not originally reproduced. 
Therefore, as an alternative for comparisons, a distance-based clustering is used in the baseline 
system for vehicle taillight pairing. The proposed context-aware system is compared with this 
baseline system while keeping the detection and tracking parts as consistency. To study the effects 
that only a portion of on-road vehicles are capable of autonomous operations, we benchmark the 
performance with different levels of sensor information supplemented in the baseline system. 
For quantitative evaluations, the CLEAR MOT metrics [133] are used in this study: false 
negative rate (FNR), false positive rate (FPR), multiple object tracking precision (MOTP), and 
multiple object tracking accuracy (MOTA). A paired vehicle taillights is considered as a true 
positive when the IoU with its associated ground truth is over 0.5. The comparative evaluations 
are given in Table 12, where our system with 100% provided sensor information achieves the best 
performance. Such evaluations indicate that the leveraged low-rate sensor information helps to 
improve the system performance at night.  
Comparative visualizations of the proposed system in three consecutive frames are shown in 
Figure 18, where the proposed system with all sensor information and a baseline system without 




taillight pairs when sensor information is leveraged. The provided sensor information helps 
reconstruct missing vehicle taillights such as the right vehicle taillight of white pickup truck in the 
middle traffic lane, and left vehicle taillight of white sedan on the rightmost traffic lane. The used 
sensor information also helps remove wrong pairings between vehicle taillights and brake lights, 





CHAPTER 5  
MULTI-CAMERA FUSION FOR NIGHT TIME TRAFFIC MONITORING 
5.1. Motivations and Research Objectives 
The proposed context-aware vision-based system in Chapter 4 has attained considerable 
improvements in traffic surveillance system. The fused sensor cues from autonomous vehicles 
illustrates its outperformance by advancing the current state-of-the-art approaches. Although this 
context-aware system also shows its outperformance in night time vehicle detection and tracking, 
using these paired vehicle taillights to represent the vehicles is sometimes not sufficient in certain 
industrial applications that require detection and tracking of the integrated vehicle contours. These 
integrated vehicle contours are necessary prerequisites for the night time traffic surveillance 
systems when analyzing vehicle spatial occupancies. Since the vehicle taillights are the only 
visible features that can be used to infer the exact vehicle locations in the current night time traffic 
surveillance system, reconstructing an integrated vehicle contour based on limited visible taillight 
features is not applicable for current rear-view traffic surveillance system. 
As an extension of the proposed night time vehicle detection and tracking system, the current 
work of this research project aims to reconstruct the integrated vehicle contours based on the 
limited salient vehicle features. The main objective of this research project for night time traffic 
surveillance system is to propose a vision-based night time traffic surveillance system with only 




Motivated by the recent articles for solving vehicle occlusions at crowded traffic scenes at day 
time that leverage multiple semantic vehicle sub-parts to infer the vehicle existence [134], [135], 
the vehicle contours at night time traffic surveillance system can also be reconstructed by multiple 
vehicle salient features. However, even supplemented by this incorporated sensor information, the 
current proposed single-camera traffic surveillance systems that only detect the vehicle taillights 
from a single view is not able to extract the necessary vehicle salient features for localizing the 
vehicle contours at night. Therefore, as an alternative, a multi-camera fusion network that monitors 
the same traffic field of view, e.g., intersections and highway, is able to solve the current 
limitations in single-camera approaches. By using this multi-camera network, the detected salient 
vehicle features, e.g., vehicle headlights and taillights, from different cameras are fused to infer 
the integrated location of vehicle contours. Since the current literatures of fusing multi-camera 
information for night time traffic surveillance system is limited, this context-aware fusion of multi-
camera semantic information is considered as a novel approach. The pipeline of this novel multi-
camera traffic surveillance system for detecting and tracking vehicle contours at night time is:  
• Detect and track vehicle taillights at rear camera. 
• Detect and track vehicle headlights at front camera.  
• Fuse the candidates of vehicle taillights and headlights to form the vehicle contours. 
• Track the integrated vehicle contours. 
The main contributed part of this pipeline is the fusion process, where these detected-and-tracked 
vehicle salient features from multiple cameras are integrated. Meanwhile, the spatial correlations 
between these salient features from different cameras also help to regularize the fusion process. 
The outputs of this novel context-aware night time traffic surveillance system include night time 




5.2. Related Works 
In the last decade, computer vision-based applications such as automated traffic surveillance 
have received significant attention as components of intelligent transportation systems (ITS) [105], 
[11], [136] and structural health monitoring (SHM) [137], [138]. These ITS aim to provide 
innovative services to enable dynamic on-road vehicles to be better and safely informed and 
coordinated with the infrastructure networks. Hence, as a foundation to collect and analyze vehicle 
behaviors on road, designing an automated vision-based vehicle detection and tracking system is 
an important component in ITS. In general, traffic monitoring, including vehicle classification, 
detection, and tracking are studied in day time conditions [139], [12], [83]. However, vehicle 
detection and tracking using visible light cameras is more challenging in night time situations due 
to the limited illuminance [83], [90], [140]. Typical vehicular appearance features, such as color, 
shape, or license plate, might not be visible at night time. Although several imaging sensors such 
as infrared and LiDAR camera have achieved promising performance in several night time traffic 
monitoring applications, the large costs and limited deployments of these sensors have restricted 
their widespread usage [84], [87], [141]-[143]. Instead, due to the prevalence of visual camera 
infrastructures, designing an automated vision-based vehicle detection and tracking system using 
only visual cameras is highly desired, which is the focus of this paper.  
Prior work on night time vehicle detection and tracking system using visual cameras mainly 
rely on a standard tracking-by-detection strategy [90], where the individual vehicle light feature is 
detected and tracked. Since headlights and taillights are the only salient and reliable features for 
vehicle localization at night, as the initial stage of the whole system designs, detections of vehicle 
headlights and taillights at night time are usually considered as the prerequisite. Within the last 




time vehicle headlight and taillight detection [77], [81], [91]-[98]. Leveraging these detected 
salient vehicle light features to infer vehicle locations at night time remains a critical issue [83]. A 
lightweight system that provides the ability to track vehicle taillights and detect alert signals 
regardless of lighting conditions is given in [144]. Analysis of night time vehicle dynamics by 
detecting three taillight activities, e.g., braking, turning left, and turning right is provided in [76]. 
A vehicle light paring is used to pairwise localize the vehicle headlights or taillights that belong to 
the same vehicle identity. The vehicle trajectories are eventually obtained by tracking these paired 
vehicle headlights or taillights [99]-[101], [104], [145]. A graph-based Markov Random Field 
(MRF) is designed to model the spatial relationship among vehicle taillights and license plate in 
[99]. However, using vehicle license plates as the prominent feature in modeling the MRF is not 
feasible when the license plates are not visible at night time. The spatial vehicle relationships 
between vehicle taillights based on the sensor information captured from the surrounding vehicles 
is studied in [145]. However, due to the limited access to data from surrounding vehicles, the 
availability of such sensor information may not be practical at the present time. An adaptive vehicle 
mask training that leverages vehicle symmetries to detect and track vehicle headlights is proposed 
in [104]. However, this symmetry-based approach is usually sensitive to high traffic densities when 
multiple vehicles are driving alongside, and might fail when vehicles are partially occluded. A 
Maximal Weighted Independent Set (MWIS) for pairing the vehicle headlights is given in [100], 
and [101] integrates this vehicle headlight pairing from MWIS and the headlight tracking into a 
unified framework. However, a limitation of MWIS is the assumption that the number of paired 
candidate vehicle headlights in a frame is much larger than the true number of headlight pairs. This 
assumption is not valid when a subset of vehicle headlights are not detected. Although these 




taillights at night, the common limitation about these literatures is the paired vehicle headlights or 
taillights are not able to associate the headlights and taillights of the same vehicle and estimate the 
entire vehicle contour. Such vehicle contour estimates are useful in several industrial applications, 
such as determining the class of vehicle or estimating its load.  
5.3. Proposed Approaches 
Since the main objective of this research project for night time traffic surveillance system is to 
propose a vision-based night time traffic surveillance system with only visual cameras to detect 
and track these integrated vehicle contours, vehicle headlights and taillights are first detected from 
both front and rear surveillance cameras. These detected results are then fused into the rear-camera 
view, and the tracking process is performed on these fused vehicle headlights and detected 
taillights, respectively. Vehicle contour localization is then proposed to group these tracked vehicle 
headlights and taillights. Although the vehicle headlights and taillights are detected from two 
cameras, the vehicle geometric information they are capturing is correlated. We leverage these 
correlations, and create a benchmark that integrates the vehicle headlights and taillights for 
localizing the vehicle contours at night. A vehicle contour refinement is also proposed to align 
these localized vehicle contours. This multi-camera vehicle contour localization does not require 
any offline training, and is completely self-updated based on the dynamic tracking history of 
vehicle headlights and taillights. Unlike the state-of-the-art algorithms in removing the false 
positive detections by assigning the grouped detections into their corresponding vehicles, this 
system is also able to reconstruct the missing (false negative) vehicle headlights or taillights while 
localizing the vehicle contours. The proposed multi-camera system considers typical four-wheel 






Figure 19 The overview of the proposed multi-camera night time vehicle detection and tracking 
system. (a) Synchronized RGB inputs from both front and rear-view traffic surveillances. (b) 
Detected vehicle headlights and taillights at both front and rear views. (c) Pixel coordinates of the 
fused vehicle headlights and detected vehicle taillights at rear view. (d) Tracked pixel coordinates 
of vehicle headlights (red index) and taillights (green index) at rear view. The identities of these 
tracked pixel coordinates with the same color are further determined by different numbers (index). 




















These tracked trajectories are determined by different index. Note that due to the limited access of 
placing front-view camera on the Highway, we place this stationary front-view camera on side-
view of a Freeway that can capture most of the vehicle headlights.  
Table 13 Frequently used notations of the multi-camera traffic monitoring system 
Symbol Description 
𝑯𝑯𝑘𝑘  The 𝑘𝑘𝑡𝑡ℎ RGB frame of the front-view video 
𝑳𝑳𝑘𝑘  The 𝑘𝑘𝑡𝑡ℎ RGB frame of the rear-view video 
𝑭𝑭𝑐𝑐𝑘𝑘 The 𝑐𝑐𝑡𝑡ℎ cluster of fused vehicle headlight trackers at 𝑳𝑳𝑘𝑘  
𝑭𝑭𝑐𝑐,𝑖𝑖𝑘𝑘  The 𝑖𝑖𝑡𝑡ℎ fused vehicle headlight tracker assigned to cluster 𝑭𝑭𝑐𝑐𝑘𝑘  
𝑳𝑳𝑐𝑐𝑘𝑘 The candidate vehicle taillight trackers assigned to cluster 𝑭𝑭𝑐𝑐𝑘𝑘 
𝑳𝑳𝑐𝑐,𝑖𝑖𝑘𝑘  The 𝑖𝑖𝑡𝑡ℎ candidate vehicle taillight tracker in 𝑳𝑳𝑐𝑐𝑘𝑘 
𝑺𝑺𝑐𝑐𝑘𝑘  The overall trackers for the 𝑐𝑐𝑡𝑡ℎ cluster at 𝑳𝑳𝑘𝑘 , 𝑺𝑺𝑐𝑐𝑘𝑘 = {𝑭𝑭𝑐𝑐𝑘𝑘,𝑳𝑳𝑐𝑐𝑘𝑘} 
𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘  The 𝑖𝑖𝑡𝑡ℎ candidate tracker in 𝑺𝑺𝑐𝑐𝑘𝑘  
𝒂𝒂𝑐𝑐,𝑖𝑖 
The past horizontal distances between two vehicle headlights regarding 𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘 , 𝒂𝒂𝑐𝑐,𝑖𝑖 =
�𝑎𝑎𝑐𝑐,𝑖𝑖1 , … , 𝑎𝑎𝑐𝑐,𝑖𝑖𝑘𝑘−1� 
𝑎𝑎�𝑐𝑐,𝑖𝑖𝑘𝑘  
The current predicted horizontal distance between two vehicle headlights regarding 
𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘  
𝒃𝒃𝑐𝑐,𝑖𝑖 
The past horizontal distances between two vehicle taillights regarding 𝑺𝑺𝑐𝑐 ,𝑖𝑖𝑘𝑘 , 𝒃𝒃𝑐𝑐,𝑖𝑖 =
�𝑏𝑏𝑐𝑐,𝑖𝑖1 , … ,𝑏𝑏𝑐𝑐 ,𝑖𝑖𝑘𝑘−1� 
𝑏𝑏�𝑐𝑐 ,𝑖𝑖𝑘𝑘  
The current predicted horizontal distance between two vehicle taillights regarding 
𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘  
𝒉𝒉𝑐𝑐,𝑖𝑖 
The past vertical distances between one vehicle headlight and one vehicle taillight 
regarding 𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘 , 𝒉𝒉𝑐𝑐,𝑖𝑖 = �ℎ𝑐𝑐,𝑖𝑖1 , … , ℎ𝑐𝑐,𝑖𝑖𝑘𝑘−1� 
ℎ�𝑐𝑐,𝑖𝑖𝑘𝑘  
The current predicted vertical distance between one vehicle headlight and one 
vehicle taillight regarding 𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘  
𝐿𝐿𝑐𝑐,𝑖𝑖𝑘𝑘  The current horizontal distance between two adjacent road landmarks regarding 𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘  
𝑳𝑳𝑐𝑐,𝑖𝑖 
The past (k-1) horizontal distances between two adjacent road landmarks regarding 
𝑺𝑺𝑐𝑐,𝑖𝑖𝑘𝑘 , 𝑳𝑳𝑐𝑐 ,𝑖𝑖 = �𝐿𝐿𝑐𝑐,𝑖𝑖1 , … ,𝐿𝐿𝑐𝑐,𝑖𝑖𝑘𝑘−1� 
𝜒𝜒(∙) The intra-class potential function between two vehicle headlights 
𝜑𝜑(∙) The intra-class potential function between two vehicle taillights 
𝜓𝜓(∙) The inter-class potential function between one vehicle headlight and one vehicle taillight 
𝑹𝑹𝑐𝑐𝑘𝑘 The output vehicle contour for 𝑺𝑺𝑐𝑐𝑘𝑘  
 
This system utilizes two stationary cameras which are placed at front and rear views to capture 




these two cameras can capture most of the vehicle headlights and taillights. The detailed in-field 
camera system setup is described in Section 5.4.1. The core objective of this system is to detect 
and track multiple vehicle contours from the stationary rear camera. The inputs of this system are 
RGB video sequences from both front and rear views at night time, and the outputs are rear-view 
vehicle contour trajectories in polygons formats. The proposed system has a real-time nature where 
the tracking history of each vehicle headlight or taillight trackers is continuously updated when 
temporal frames are subsequently processed. However, the current system implementation only 
process at most one frame per second (FPS), and improving the real-time processing speed would 
be a future work. The key elements of the proposed system are shown in Figure 19 and a list of 
frequently used notations is given in Table 13. This proposed system consists of three main parts 
given as follows:  
• Detecting and tracking the vehicle headlights and taillights, respectively,  
• Integrating the vehicle headlights and taillights to localize vehicle contours at the rear view. 
• Tracking the localized vehicle contours. 
In this system, tracking vehicle headlights and taillights in the rear view improves the detection 
and fusion results by adding predictions into consecutive frames [99], [145], and also leverages 
the temporal tracking cues. These temporal cues include the tracking history of each vehicle 
component and the prior vehicle headlight and taillight associations. These recorded temporal cues 
are then used as the first step in vehicle contour localization to determine the coarse vehicle 
locations in each frame.  
5.3.1. Vehicle headlight and taillight detection and fusion  
In the video capture process, one of the cameras labeled as the front-view camera C1 captures 





Figure 20 Illustration of vehicle headlight detection process. (a) Original RGB input image from 
the front-view camera. (b) Luminance of the input image. (c) Extracted MSERs of the luminance 
image. (d) Detected vehicle headlights after Non-Maximum suppression (NMS). The green 
polygons in (c) and (d) are the pre-defined traffic monitoring Region-of-Interest (ROI) for this 
front view.  
view camera C2 captures the RGB video sequences that contain vehicle taillights. Detection of 
vehicle headlights and taillights on both front and rear views is the first step in the proposed system. 
After detecting the vehicle headlights and taillights, a homography-based method is used to fuse 
the detected vehicle headlights into the rear view. The detection and fusion are discussed in the 
following paragraphs.  
1) Headlight  
The 𝑘𝑘𝑡𝑡ℎ RGB frame of the front-view video is denoted as 𝑯𝑯𝑘𝑘 = {𝑹𝑹𝑘𝑘 ,𝑮𝑮𝑘𝑘,𝑩𝑩𝑘𝑘}, where the 𝑹𝑹𝑘𝑘, 






luminance of the vehicle headlight pixels is large than other non-headlight pixels. Hence, the RGB 
input frame is converted into grayscale while retaining the luminance [147] as: 
𝑳𝑳𝑘𝑘 = 0.299𝑹𝑹𝑘𝑘 + 0.587𝑮𝑮𝑘𝑘 + 0.114𝑩𝑩𝑘𝑘                                (5-1) 
where 𝑳𝑳𝑘𝑘  is a matrix that represents the luminance of input frame 𝑯𝑯𝑘𝑘 , as shown in Figure 20(b). 
In this study, the size of 𝑳𝑳𝑘𝑘  is set as 1920×1088. The Maximally Stable Extremal Regions 
(MSERs) [149] are then extracted from this luminance, as shown in Figure 20(c). The smallest 
rectangle enclosing each MSER is hence used as its detected bounding box, where the ratio of 
pixels in MSER mask to the pixels in detected bounding box is recorded as a bounding box extent. 
A Non-Maximum Suppression (NMS) with 0.01 Intersection over Union (IoU) is then used to 
remove the overlaid detected bounding boxes using these recorded extents. We also determine 
which of the remaining bounding boxes are such that the pixel-wise mean luminance of each box 
is higher than a pre-defined threshold (set as 130 in this study). The detected vehicle headlights 
after NMS are shown in Figure 20(d). Vehicles that are farther away from the camera have very 
poor spatial resolution and are beyond our traffic monitoring interest at night time; Hence we 
specify the region of interest (ROI) as the middle part of the field of view (FOV) of the surveillance 
camera, as shown in Figure 20(c)-(d). In this study, we assume that each vehicle only possesses 
two headlights. Hence, we apply a postprocessing method [100] after NMS to remove the 
additional headlights when four vehicle headlights from the same vehicle or from the reflected 
beams are detected in the neighboring regions.  
2) Taillight  
Similar to the notations of headlights, the 𝑘𝑘𝑡𝑡ℎ RGB frame of the rear-view video is denoted as 
𝑳𝑳𝑘𝑘 = {𝑹𝑹𝑘𝑘 ,𝑮𝑮𝑘𝑘,𝑩𝑩𝑘𝑘}. We assume that the frames from the two stationary cameras are temporally 





Figure 21 Illustration of vehicle taillight detection process. (a) Original RGB input image from 
the rear-view camera. (b) CRGB space of the input image. (c) Extracted MSERs of the CRGB 
image. (d) Detected vehicle taillights after NMS. The green polygons in (c) and (d) are the pre-
defined traffic monitoring ROI for this rear view.  
overlap and this overlap region is the focus of interest. Following the vehicle taillights detection 
algorithms in [99], the RGB input frame is converted into a CRGB space, given as: 
𝑪𝑪𝑘𝑘 = 𝑹𝑹𝑘𝑘 − max{𝑮𝑮𝑘𝑘,𝑩𝑩𝑘𝑘} − 3|𝑮𝑮𝑘𝑘 − 𝑩𝑩𝑘𝑘|                              (5-2) 
where 𝑪𝑪𝑘𝑘  is a matrix that represents the CRGB of input frame 𝑳𝑳𝑘𝑘 . Similarly, the matrix size here 
is set as 1920×1088, and the maximum and absolute operations are both elementwise. The same 
MSERs are extracted from CRGB, and NMS is then applied to remove the duplicate detections. 
An example of the CRGB, MSERs, and detected vehicle taillights after NMS are given in Figure 
21(b)-(d).  






As illustrated in Figure 20(d) and Figure 21(d), the vehicle headlights and taillights are 
detected as bounding boxes in the temporally synchronized front and rear view, respectively. Since 
the vehicle contours are localized in the rear view, we fuse the detected vehicle headlights from 
front view into this rear view. For simplicity, only the center coordinates of these detected vehicle 
headlights are considered in this fusion process. These detected center coordinates are fused into 
the rear view by using a pre-estimated homography matrix between Figure 20(a) and Figure 21 
(a). Since these two cameras are stationary, the homography matrix is estimated on synchronized 
images captured from day time surveillances, where the corresponding features points on the 
traffic lane markings between these two cameras are visible and easily detected.  
After detecting those feature points on the ground, the 3×3 homography matrix used to relate 
the front and rear-view cameras is then estimated following the reference [125]. Due to the 
inaccuracies in the projected position of the desired vehicle headlight point before applying 
homography matrix and the finite accuracy of the pre-estimated homography matrix, there are 
some errors in the position of the fused point in the rear view. Our subsequent adaptive processing 
is able to compensate for these errors and fine-tune the location of the desired point. The details of 
detecting corresponding feature points on both front and rear grounds are included in Section 5.4.2, 
where the precisions of this homography-based headlight fusion are also reported. As shown in 
Figure 19(c), the fused vehicle headlights are marked as red stars and the detected vehicle taillights 
are marked as green stars. Tracking using information from consecutive frames [99] is then 
performed to improve the precision of the fused vehicle headlights and detected vehicle taillights.  
5.3.2. Vehicle headlight and taillight tracking 
After fusing the detected vehicle headlights and taillights in each frame into the rear view, 




headlights and taillights is to match and predict the missing vehicle headlights and taillights in 
consecutive frames at rear view. In this tracking process, a Kalman Filter (KF) is used to track the 
vehicle headlights and taillights, where each KF is termed as a tracker. Associations between the 
KF trackers and the vehicle headlight or taillight detections are then assigned at each frame.  
Since an identical tracking process is performed on both the fused vehicle headlight centers 
and the detected vehicle taillights, we only describe the tracking process on detected vehicle 
taillight bounding boxes. Tracking of the vehicle headlights is accomplished in a similar manner. 
The center coordinates of these tracked vehicle taillights are retained for subsequent processing. 
Since the traffic surveillance follows a perspective view, a constant acceleration model is used in 
the KF prediction step. The details of KF and association are discussed in the following paragraphs. 
1) KF  
Given a detected vehicle taillight, the state vector, 𝒔𝒔𝑖𝑖𝑘𝑘 , is defined as: 
𝒔𝒔𝑖𝑖𝑘𝑘 = �𝒄𝒄𝑖𝑖𝑘𝑘,𝒗𝒗𝑖𝑖𝑘𝑘,𝒂𝒂𝑖𝑖𝑘𝑘�
T
                                              (5-3) 
where 𝒄𝒄𝑖𝑖𝑘𝑘  is the center coordinate of the 𝑖𝑖𝑡𝑡ℎ vehicle taillight at frame 𝑳𝑳𝑘𝑘 , 𝒗𝒗𝑖𝑖𝑘𝑘  is the velocity and 𝒂𝒂𝑖𝑖𝑘𝑘  
is the acceleration of the center coordinate. Note that 𝒄𝒄𝑖𝑖𝑘𝑘 , 𝒗𝒗𝑖𝑖𝑘𝑘  and 𝒂𝒂𝑖𝑖𝑘𝑘  are each vectors of length two, 
which represent the 𝑥𝑥 and 𝑦𝑦 components in a Cartesian coordinate system. The KF is a recursive 
algorithm which consists of both prediction and update steps.  
a) Prediction 
In prediction step, the current state vector 𝒔𝒔�𝑖𝑖𝑘𝑘 and state covariance matrix 𝑷𝑷�𝑖𝑖𝑘𝑘 are predicted as: 




where 𝑨𝑨 is the state transition matrix, and 𝑸𝑸 is the noise covariance matrix. The 𝒔𝒔𝑖𝑖𝑘𝑘−1,and 𝑷𝑷𝑖𝑖𝑘𝑘−1 
are updated state vector and state covariance matrix of the 𝑖𝑖𝑡𝑡ℎ vehicle taillight at previous frame 
𝑳𝑳𝑘𝑘−1. The initialization and empirical parameter settings of this KF prediction process in (5-3)-(5-
4) follow reference [148]. 
b) Update 
In the update step, the current state vector 𝒔𝒔𝑖𝑖𝑘𝑘  and state covariance matrix 𝑷𝑷𝑖𝑖𝑘𝑘  are updated as: 
𝒔𝒔𝑖𝑖𝑘𝑘 = 𝒔𝒔�𝑖𝑖𝑘𝑘 + 𝑲𝑲𝑖𝑖𝑘𝑘�𝒚𝒚𝑖𝑖𝑘𝑘 −𝑴𝑴𝒔𝒔�𝑖𝑖𝑘𝑘�, and 𝑷𝑷𝑖𝑖𝑘𝑘 = �𝑰𝑰 − 𝑲𝑲𝑖𝑖𝑘𝑘𝑴𝑴�𝑷𝑷�𝑖𝑖𝑘𝑘                          (5-5) 
where 𝒚𝒚𝑖𝑖𝑘𝑘 is the current observation, and 𝑴𝑴 is the measurement matrix. The KF gain 𝑲𝑲𝑖𝑖𝑘𝑘  in (5-5) 
is calculated as:  
 𝑲𝑲𝑖𝑖𝑘𝑘 = 𝑷𝑷�𝑖𝑖𝑘𝑘𝑴𝑴𝑇𝑇�𝑴𝑴𝑷𝑷�𝑖𝑖𝑘𝑘𝑴𝑴𝑇𝑇 + 𝑹𝑹�
−1
                                      (5-6) 
where 𝑹𝑹 is the measurement noise covariance matrix. The parameters of this KF update process in 
(5-5)-(5-6) also follows reference [148].  
2) Association  
In parallel to the KF updates, the associations between current detections and predicted KF 
trackers are performed. Denote the 𝑖𝑖𝑡𝑡ℎ  detected vehicle taillights at frame 𝑳𝑳𝑘𝑘  as 𝑳𝑳𝑖𝑖𝑘𝑘 =
�𝑥𝑥𝑖𝑖𝑘𝑘,𝑦𝑦𝑖𝑖𝑘𝑘,𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘�  and the 𝑗𝑗𝑡𝑡ℎ  predicted vehicle taillight as 𝑳𝑳�𝑗𝑗𝑘𝑘 = �𝑥𝑥�𝑗𝑗𝑘𝑘, 𝑦𝑦�𝑗𝑗𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘,ℎ�𝑗𝑗𝑘𝑘� , where 𝑖𝑖 ∈
{1,2, … ,𝑃𝑃}  and 𝑗𝑗 ∈ {1,2, … ,𝑄𝑄} . At frame 𝑳𝑳𝑘𝑘 , in addition to the associations between the 𝑃𝑃 
detections and the 𝑄𝑄 predictions, we also assign dummy associations to account for possibilities 
when the detections or predictions have no correspondences. Therefore, without loss of generality, 
these assigned dummy associations make the association matrix square [100], where the sets of 




{1, 2, … ,𝑁𝑁𝑘𝑘}. This association is formulated as a constrained optimization problem for finding 























, 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘
𝒶𝒶𝑖𝑖,𝑗𝑗𝑘𝑘 ∈ {0, 1}, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘
𝛷𝛷𝑖𝑖,𝑗𝑗𝑘𝑘 ≤ 𝜎𝜎, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘\𝒟𝒟𝑘𝑘
  (5-7) 
where 𝒶𝒶𝑖𝑖,𝑗𝑗𝑘𝑘  is an association between the 𝑖𝑖𝑡𝑡ℎ detection and the 𝑗𝑗𝑡𝑡ℎ  prediction (if a detection is not 
assigned to any prediction, then it is assigned to the dummy elements 𝒟𝒟𝑘𝑘 , and vice versa). The 𝜎𝜎 
is the association threshold, which is set to 60 pixels in this study, and 𝛷𝛷𝑖𝑖,𝑗𝑗𝑘𝑘  is the similarity 




, 𝑖𝑖 ∧ 𝑗𝑗 ∈ 𝒩𝒩𝑘𝑘\𝒟𝒟𝑘𝑘
0, 𝑖𝑖 ∨ 𝑗𝑗 ∈ 𝒟𝒟𝑘𝑘
  (5-8) 
The term ��𝑥𝑥𝑖𝑖𝑘𝑘, 𝑦𝑦𝑖𝑖𝑘𝑘� − �𝑥𝑥�𝑗𝑗𝑘𝑘, 𝑦𝑦�𝑗𝑗𝑘𝑘�� is the Euclidean distance between the center coordinates of the 
𝑖𝑖𝑡𝑡ℎ  detection and the 𝑗𝑗𝑡𝑡ℎ  prediction that have mutual correspondence. The quantity 
𝛹𝛹�𝑤𝑤𝑖𝑖𝑘𝑘,ℎ𝑖𝑖𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘� is an aligned IoU between �1, 1,𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘� and �1, 1,𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘�, where �𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘� =
�𝑤𝑤𝑗𝑗𝑘𝑘−1,ℎ𝑗𝑗𝑘𝑘−1�. Note that 𝛹𝛹�𝑤𝑤𝑖𝑖𝑘𝑘, ℎ𝑖𝑖𝑘𝑘,𝑤𝑤�𝑗𝑗𝑘𝑘, ℎ�𝑗𝑗𝑘𝑘� equals one when tracking center coordinates of these 
fused vehicle headlights. The constrained optimization in (5-7) is solved using the Hungarian 




obtained, both from the rear perspective. During the tracking process, a KF tracker that is not 
assigned to any detection will be retained using the constant acceleration prediction model for 
several consecutive frames (two frames in this study). Also, a detection will start a new trajectory 
if it is not assigned to any KF tracker. 
5.3.3. Vehicle contour localization 
After tracking the fused vehicle headlights and the detected vehicle taillights at the rear view 
described in Section 5.3.2, a vehicle contour localization process is undertaken, which is a key 
contribution of the proposed system. In this section, the prominent vehicle information obtained 
from the fused center coordinates of vehicle headlights is used to determine the coarse vehicle 
locations in each frame. Based on these identified vehicle locations, the vehicle headlights and 
taillights are grouped to form the vehicle contours. Afterwards, a vehicle contour refinement is 
proposed to align these obtained vehicle contours. The details of these steps are discussed in the 
following paragraphs.  
1) Vehicle location identification  
After tracking the vehicle headlights and taillights at each rear frame, the trajectories of center 
coordinates of the vehicle headlights and taillights are then separately obtained. Motivated by 
using the vehicle license plates [99] and the fused sensor information [145] to localize vehicles, 
finding the prominent vehicle features from available trackers are desired. Before combining 
multiple vehicle parts into one valid vehicle, prominent vehicle features are selected to determine 
coarse information about the number of vehicles and their locations. It is observed that the vehicle 
headlights are more stably tracked than the vehicle taillights due to the robustness of the luminance 
component and shapes in the earlier detection and tracking process. As a result, the tracked vehicle 





Figure 22 Vehicle location identification. (a) Distance-based clustering of the fused vehicle 
headlights. (b) Vehicle headlight clusters after applying vehicle cluster retrieval. The same index 
represents the vehicle headlights are assigned to the same cluster. 
locations. We assume that each vehicle only possesses two headlights, and these two headlights 
are usually within a certain distance (measured equivalently in units of number of pixels). Also, 
this distance can be predetermined based on the stationary camera parameters and relative location 
(orientation) with respect to the vehicles in the desired FOV. The proposed vehicle location 
identification consists of distance-based clustering and vehicle cluster retrieval as detailed next. 
a) Distance-based clustering 
In this clustering step, two tracked vehicle headlights are clustered as a vehicle, if the distance 
between these two clustered vehicle headlights is smaller than a threshold 𝜀𝜀 . This distance 
threshold 𝜀𝜀 is set to the average of the two horizontal distances between this clustered tracker and 
its two adjacent road landmarks. The vehicle headlight clusters are then obtained by performing 
this distance-based clustering strategy on every pair of these tracked vehicle headlights in frame 
𝑳𝑳𝑘𝑘 . However, this simple distance-based clustering is unable to differentiate multiple vehicle 
headlights into separate clusters when these vehicles are driving alongside each other. As shown 
in Figure 22(a), vehicle headlights with index 4 are assigned as one cluster due to the spatial 






Figure 23 Illustration of the vehicle cluster retrieval. Each node (circle) denotes a tracker of the 
fused vehicle headlight, and the trackers within a rectangle are assigned to the same set (subset).  
b) Vehicle cluster retrieval 
The main objective of this retrieval step is to determine the true vehicle clusters when multiple 
vehicles are driving alongside. Given a cluster with more than two tracked vehicle headlights in 
the current frame, the process of determining the exact number of vehicles, which are known as 
sub-clusters, requires cues from their tracking history. As shown in Figure 23, the 𝑐𝑐𝑡𝑡ℎ clustered 
vehicle headlights at frame 𝑳𝑳𝑘𝑘  from distance-based clustering is denoted by set 𝒇𝒇𝑐𝑐𝑘𝑘 =
�𝑓𝑓𝑐𝑐 ,1𝑘𝑘 ,𝑓𝑓𝑐𝑐 ,2𝑘𝑘 , … , 𝑓𝑓𝑐𝑐 ,𝐿𝐿𝑘𝑘 � with 𝐿𝐿 (>2) vehicle headlight trackers, where each tracker identity is denoted as 
𝑓𝑓𝑐𝑐 ,𝑖𝑖𝑘𝑘  and the tracker identities within one set are assigned to the same vehicle cluster. To explore 
the connection between different trackers and then retrieve the real vehicle clusters, we trace back 
to the beginning frame, 𝑳𝑳𝑘𝑘−𝑁𝑁, of these 𝐿𝐿 trackers, where 𝑁𝑁 is the longest tracking history. At each 
frame 𝑳𝑳𝑘𝑘−𝑛𝑛  between 𝑳𝑳𝑘𝑘  and 𝑳𝑳𝑘𝑘−𝑁𝑁 , the 𝑚𝑚𝑡𝑡ℎ  subset of 𝒇𝒇𝑐𝑐𝑘𝑘−𝑛𝑛  is found as 𝒇𝒇𝑐𝑐,𝑚𝑚𝑘𝑘−𝑛𝑛 = �𝑓𝑓𝑐𝑐 ,𝑖𝑖𝑘𝑘−𝑛𝑛 ,𝑓𝑓𝑐𝑐 ,𝑗𝑗𝑘𝑘−𝑛𝑛�, 




tracker exists. Also, we pad these headlight trackers with tracking history less than 𝑁𝑁 frames using 
empty identities for generalizations. Therefore, at each frame 𝑳𝑳𝑘𝑘−𝑛𝑛 , the relationship between 
subsets and the set 𝒇𝒇𝑐𝑐𝑘𝑘  at 𝑳𝑳𝑘𝑘  is given as: 
𝒇𝒇𝑐𝑐𝑘𝑘 ≡ 𝒇𝒇𝑐𝑐𝑘𝑘−𝑛𝑛 = �𝒇𝒇𝑐𝑐,𝑚𝑚𝑘𝑘−𝑛𝑛
𝑚𝑚
  (5-9) 
where the set 𝒇𝒇𝑐𝑐𝑘𝑘  equals to 𝒇𝒇𝑐𝑐𝑘𝑘−𝑛𝑛 across all 𝑁𝑁 tracked frames. Since the vehicle cluster retrieval is 
an online algorithm that is performed following the sequence order, the number of trackers 
remaining in each subset 𝒇𝒇𝑐𝑐,𝑚𝑚𝑘𝑘−𝑛𝑛 is no more than two. 
We then count the number of times the set 𝒇𝒇𝑐𝑐,𝑚𝑚𝑘𝑘−𝑛𝑛, which consists of the same tracker index pair, 
appears, and also record its size, i.e., number of elements, while tracking these 𝑁𝑁 consecutive 
frames. As a result, from these 𝑁𝑁 tracked frames, the relation between trackers with identities 𝑓𝑓𝑐𝑐,𝑖𝑖𝑘𝑘  




𝑘𝑘𝑐𝑐 �  (5-10) 
where 𝑝𝑝𝑖𝑖,𝑗𝑗
𝑘𝑘𝑐𝑐  is the obtained duplicate occurrence of subset 𝒇𝒇𝑐𝑐𝑘𝑘−𝑛𝑛 with identical tracker index pair 
(𝑖𝑖, 𝑗𝑗) from all 𝑁𝑁 tracked frames, and 𝑤𝑤𝑖𝑖,𝑗𝑗 
𝑘𝑘𝑐𝑐  is the connection weight. The vehicle cluster retrieval 
from current set 𝒇𝒇𝑐𝑐𝑘𝑘  is then formulated as a constrained optimization problem for finding binary 
connections 𝒞𝒞𝑐𝑐 = �𝒸𝒸𝑖𝑖,𝑗𝑗


























= 1, 𝑖𝑖 ∈ {1, 2, … , 𝐿𝐿}
𝒸𝒸𝑖𝑖,𝑗𝑗
𝑘𝑘𝑐𝑐 ∈ {0, 1}
  (5-11) 
Since one vehicle is assumed to possess only two headlights and several headlights might also be 
missing in the trajectories, the connections between two different trackers are weighted more than 
those are self-connected. Hence, the connection weight 𝑤𝑤𝑖𝑖,𝑗𝑗 
𝑘𝑘𝑐𝑐  between the trackers with identities 
𝑓𝑓𝑐𝑐 ,𝑖𝑖𝑘𝑘  and 𝑓𝑓𝑐𝑐 ,𝑗𝑗𝑘𝑘  at frame 𝑳𝑳𝑘𝑘  is defined as: 
𝑤𝑤𝑖𝑖,𝑗𝑗 
𝑘𝑘𝑐𝑐 = �
𝜌𝜌,       𝑖𝑖 ≠ 𝑗𝑗
1,       𝑖𝑖 = 𝑗𝑗  (5-12) 
where, setting 𝜌𝜌 ≫ 1 ensures that these mutual connections have higher priority. However, as for 
the vehicle headlight clusters with more than two assigned trackers but without any tracking 
history, e.g., new trajectories, we simply split these clusters into several sub-clusters using the 
provided road landmarks. In addition, we repeat the retrieval process on each of the clustered 
vehicle headlights and the obtained connections {𝒞𝒞1∗,𝒞𝒞2∗, … 𝒞𝒞𝐶𝐶∗} are used to identify the preliminary 
vehicle locations from multiple available vehicle headlight trackers. The resulting vehicle 
headlight clusters from the obtained connections are shown in Figure 22(b). These connections 
are added into the tracking history of the corresponding trackers for subsequent processing. The 





Algorithm 1 Vehicle Location Identification (VLI) 
Input: Tracking history of the ℒ fused rear-view vehicle headlight centers 
Output: Connections {𝒞𝒞1∗,𝒞𝒞2∗, … 𝒞𝒞𝑐𝑐∗} between these ℒ fused vehicle headlight centers at  
               current frame 𝑘𝑘 
1. for 𝑖𝑖 ← 1 to ℒ do 
2.     for 𝑗𝑗 ← 𝑖𝑖 + 1 to ℒ do 
3.         Assign the two fused vehicle headlight centers with index 𝑖𝑖 and 𝑗𝑗 into one cluster  
                    when the spatial distance is smaller than a threshold 𝜀𝜀 
4.     end for 
5. end for 
6. Record C vehicle headlight clusters as �𝒇𝒇1𝑘𝑘 ,𝒇𝒇2𝑘𝑘 , … 𝒇𝒇𝐶𝐶𝑘𝑘�, where the 𝑐𝑐𝑡𝑡ℎ cluster with 𝐿𝐿  
            headlight trackers is 𝒇𝒇𝑐𝑐𝑘𝑘 = �𝑓𝑓𝑐𝑐 ,1𝑘𝑘 ,𝑓𝑓𝑐𝑐 ,2𝑘𝑘 , … , 𝑓𝑓𝑐𝑐 ,𝐿𝐿𝑘𝑘 � 
7. for 𝑐𝑐 ← 1 to C do 
8.     𝑛𝑛𝑐𝑐 ← number of headlight trackers at 𝒇𝒇𝑐𝑐𝑘𝑘  
9.     for 𝑖𝑖 ← 1 to 𝑛𝑛𝑐𝑐 do 
10.         for 𝑗𝑗 ← 1 to 𝑛𝑛𝑐𝑐 do 
11.             Compute the connections between trackers with identities 𝑓𝑓𝑐𝑐,𝑖𝑖𝑘𝑘  and 𝑓𝑓𝑐𝑐,𝑗𝑗𝑘𝑘  from the  




12.         end for 
13.     end for 
14.     Record the connections as �Γ1,1
𝑘𝑘𝑐𝑐 , … Γ𝑖𝑖,𝑗𝑗
𝑘𝑘𝑐𝑐 , … Γ𝑛𝑛𝑐𝑐,𝑛𝑛𝑐𝑐
𝑘𝑘𝑐𝑐 � 
15.     Retrieve vehicle clusters as solving a constrained optimization by finding  
                connections within 𝒞𝒞𝑐𝑐 that maximize (5-11) 
16. end for 
17. Record the obtained connections {𝒞𝒞1∗,𝒞𝒞2∗, … 𝒞𝒞𝑐𝑐∗} 
18. Update the tracking history of current ℒ fused headlight trackers by adding the  
            obtained connections 
19. return {𝒞𝒞1∗,𝒞𝒞2∗, … 𝒞𝒞𝑐𝑐∗} 
 
2) Grouping  
After determining the vehicle locations from the tracked vehicle headlights, the clusters of 
vehicle headlights which belong to the same vehicles are retrieved from multiple vehicle headlight 
trackers. Let C be the number of clusters retrieved at frame 𝑳𝑳𝑘𝑘 , where the 𝑐𝑐𝑡𝑡ℎ cluster is denoted as 
𝑭𝑭𝑐𝑐𝑘𝑘. In the 𝑐𝑐𝑡𝑡ℎ cluster, the m tracked vehicle headlights are denoted as 𝑭𝑭𝑐𝑐𝑘𝑘 = �𝑭𝑭𝑐𝑐,1𝑘𝑘 ,𝑭𝑭𝑐𝑐,2𝑘𝑘 , … ,𝑭𝑭𝑐𝑐,𝑚𝑚𝑘𝑘 �. 




tracker identity, 𝐹𝐹𝑐𝑐,𝑖𝑖𝑘𝑘  is the horizontal distance of this tracker between two adjacent road landmarks, 
and �𝑥𝑥𝑐𝑐,𝑖𝑖𝑘𝑘 , 𝑦𝑦𝑐𝑐,𝑖𝑖𝑘𝑘 � is the pixel coordinate of this tracker. 
Since the clustered vehicle headlight trackers are considered as prominent features to identify 
the vehicle locations, the main objective of the grouping process is to combine earlier tracked 
vehicle taillights and these clustered headlight trackers into valid vehicle contours. In this grouping 
process, we adopt mutual geometric distances between two vehicle components, e.g., vehicle 
headlights and taillights, as grouping criteria. The details of this grouping process are discussed. 
a) Vehicle taillight assignment 
As the first step of this grouping process, the vehicle taillight trackers are required to be 
assigned to these retrieved headlight clusters. Considering the 𝑐𝑐𝑡𝑡ℎ clustered vehicle headlight 𝑭𝑭𝑐𝑐𝑘𝑘 
at frame 𝑳𝑳𝑘𝑘 , the n candidate vehicle taillight trackers 𝑳𝑳𝑐𝑐𝑘𝑘 are then found based on spatial proximity 
of the centroid of each cluster 𝑭𝑭𝑐𝑐𝑘𝑘, a process which is similar to the sensor context fusion in [145]. 
These 𝑛𝑛 candidate trackers are denoted as 𝑳𝑳𝑐𝑐𝑘𝑘 = �𝑳𝑳𝑐𝑐,1𝑘𝑘 ,𝑳𝑳𝑐𝑐,1𝑘𝑘 , … ,𝑳𝑳𝑐𝑐,𝑛𝑛𝑘𝑘 �, and each element 𝑳𝑳𝑐𝑐,𝑖𝑖𝑘𝑘 =
�𝑑𝑑𝑐𝑐,𝑖𝑖𝑘𝑘 ,𝐷𝐷𝑐𝑐,𝑖𝑖𝑘𝑘 ,𝑢𝑢𝑐𝑐,𝑖𝑖𝑘𝑘 ,𝑣𝑣𝑐𝑐,𝑖𝑖𝑘𝑘 � , where 𝑑𝑑𝑐𝑐,𝑖𝑖𝑘𝑘  is the tracked vehicle taillight identity, 𝐷𝐷𝑐𝑐,𝑖𝑖𝑘𝑘  is the horizontal 
distance of this tracker between two adjacent road landmarks, and �𝑢𝑢𝑐𝑐,𝑖𝑖𝑘𝑘 ,𝑣𝑣𝑐𝑐,𝑖𝑖𝑘𝑘 �  is the pixel 
coordinate of the vehicle taillight tracker. Therefore, the output of vehicle taillight assignment for 
each vehicle headlight cluster 𝑭𝑭𝑐𝑐𝑘𝑘 is the n candidate vehicle taillight trackers 𝑳𝑳𝑐𝑐𝑘𝑘, and the grouping 
is then performed on each 𝑺𝑺𝑐𝑐𝑘𝑘 = {𝑭𝑭𝑐𝑐𝑘𝑘 ,𝑳𝑳𝑐𝑐𝑘𝑘}. 
b) Geometric grouping criteria 
There are three vehicle geometric distances that we consider as grouping criteria to combine 
the estimated vehicle headlights and taillights into a valid vehicle contour. As it is observed, the 




necessary vehicle geometric distances that are used to define the grouping compatibilities between 
different vehicle components are given as: 
• The horizontal distance, denoted as a, between two provided vehicle headlights. 
• The horizontal distance, denoted as b, between two provided vehicle taillights. 
• The vertical distance, denoted h, between the center points of the two headlights and the 
two taillights. 
Similar to the assumption that each vehicle possesses only two headlights, we also assume that 
each vehicle in our data possesses only two taillights. Using these vehicle geometric distances to 
determine compatibility, the grouping of vehicle headlights and taillights are performed. 
c) Online dynamic regression and prediction (ODRAP) 
The spatial distances between different vehicle parts are estimated to determine their geometric 
compatibility. Considering the 𝑖𝑖𝑡𝑡ℎ tracker 𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 within 𝑺𝑺𝑐𝑐




𝑝𝑝+1, which correspond to the aforementioned vehicle geometric distances 𝑎𝑎, 𝑏𝑏 
and ℎ. Since these vehicle headlights and taillights are complementary parts in forming the vehicle 
contours, the proposed ODRAP method predicts the current spatial distances based on the tracking 
history of each tracker 𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 at current frame 𝑳𝑳𝑝𝑝+1 . If the 𝑺𝑺𝑐𝑐 ,𝑖𝑖
𝑝𝑝+1 has been tracked in the past 𝑝𝑝 
consecutive frames, the spatial distances regarding 𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 are then estimated based on its past 𝑝𝑝 
consecutive spatial distances and the corresponding horizontal distances between two adjacent 
road landmarks, given as: 
𝒂𝒂𝑐𝑐,𝑖𝑖 = �𝑎𝑎𝑐𝑐,𝑖𝑖1 , … , 𝑎𝑎𝑐𝑐,𝑖𝑖
𝑝𝑝 �, 𝒃𝒃𝑐𝑐,𝑖𝑖 = �𝑏𝑏𝑐𝑐,𝑖𝑖1 , … ,𝑏𝑏𝑐𝑐 ,𝑖𝑖





𝑳𝑳𝑐𝑐,𝑖𝑖 = �𝐿𝐿𝑐𝑐,𝑖𝑖1 , … , 𝐿𝐿𝑐𝑐,𝑖𝑖
𝑝𝑝 � = �
�𝐹𝐹𝑐𝑐,𝑖𝑖1 , … ,𝐹𝐹𝑐𝑐 ,𝑖𝑖
𝑝𝑝 �,   𝑺𝑺𝑐𝑐 ,𝑖𝑖
𝑝𝑝+1 ∈ 𝑭𝑭𝑐𝑐
𝑝𝑝+1
�𝐷𝐷𝑐𝑐,𝑖𝑖1 , … ,𝐷𝐷𝑐𝑐,𝑖𝑖
𝑝𝑝 �,   𝑺𝑺𝑐𝑐 ,𝑖𝑖
𝑝𝑝+1 ∈ 𝑳𝑳𝑐𝑐
𝑝𝑝+1  (5-13) 
The 𝒂𝒂𝑐𝑐,𝑖𝑖, 𝒃𝒃𝑐𝑐 ,𝑖𝑖, and 𝒉𝒉𝑐𝑐,𝑖𝑖  are, respectively, the prior horizontal distances between two headlights, 
horizontal distances between two taillights, and vertical distances between center points of two 
vehicle headlights and taillights, and 𝑳𝑳𝑐𝑐 ,𝑖𝑖 are the past horizontal distances of this tracker between 
two adjacent road landmarks. The model parameters used to predict the spatial distances of tracker 
𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 at frame 𝑳𝑳𝑝𝑝+1are estimated from these past 𝑝𝑝 consecutive frames. Therefore, given the three 
vector pairs �𝑳𝑳𝑐𝑐,𝑖𝑖 ,𝒂𝒂𝑐𝑐,𝑖𝑖�, �𝑳𝑳𝑐𝑐,𝑖𝑖 ,𝒃𝒃𝑐𝑐 ,𝑖𝑖� and �𝑳𝑳𝑐𝑐,𝑖𝑖 ,𝒉𝒉𝑐𝑐,𝑖𝑖� obtained from the past 𝑝𝑝 consecutive frames, 
the parameters between 𝑳𝑳𝑐𝑐 ,𝑖𝑖 and each of these 𝒂𝒂𝑐𝑐,𝑖𝑖, 𝒃𝒃𝑐𝑐 ,𝑖𝑖, 𝒉𝒉𝑐𝑐,𝑖𝑖 are separately estimated as: 
𝜶𝜶𝑐𝑐,𝑖𝑖∗ = argmin
𝜶𝜶𝑐𝑐,𝑖𝑖
�𝒂𝒂𝑐𝑐,𝑖𝑖 − ℱ𝜶𝜶𝑐𝑐,𝑖𝑖�𝑳𝑳𝑐𝑐,𝑖𝑖��   
𝜷𝜷𝑐𝑐,𝑖𝑖∗ = argmin
𝜷𝜷𝑐𝑐,𝑖𝑖
�𝒃𝒃𝑐𝑐 ,𝑖𝑖 − ℱ𝜷𝜷𝑐𝑐,𝑖𝑖�𝑳𝑳𝑐𝑐,𝑖𝑖��   
𝜸𝜸𝑐𝑐,𝑖𝑖∗ = argmin
𝜸𝜸𝑐𝑐,𝑖𝑖
�𝒉𝒉𝑐𝑐,𝑖𝑖 − ℱ𝜸𝜸𝑐𝑐,𝑖𝑖�𝑳𝑳𝑐𝑐,𝑖𝑖��  (5-14) 
where 𝜶𝜶𝑐𝑐,𝑖𝑖∗ , 𝜷𝜷𝑐𝑐,𝑖𝑖∗  and 𝜸𝜸𝑐𝑐,𝑖𝑖∗  are the estimated model parameters. We use a quadratic form, i.e., 
ℱ(𝑥𝑥) = 𝑎𝑎𝑥𝑥2 + 𝑏𝑏𝑥𝑥 + 𝑐𝑐, to model the relations between variables in each vector pair. Also, we 
initialize the model parameters 𝓟𝓟0∗ = {𝜶𝜶0∗ ,𝜷𝜷0∗ ,𝜸𝜸0∗ } from a small validation set given these vector 
pairs (𝑳𝑳0,𝒂𝒂0), (𝑳𝑳0,𝒃𝒃0) and (𝑳𝑳0,𝒉𝒉0) from labeled vehicles contours [145]. Therefore, based on 
these estimated model parameters, the ODRAP predicts the spatial distances of tracker 𝑺𝑺𝑐𝑐 ,𝑖𝑖
𝑝𝑝+1 as: 
𝑎𝑎�𝑐𝑐,𝑖𝑖
𝑝𝑝+1 = ℱ𝜶𝜶𝑐𝑐,𝑖𝑖∗ �𝐿𝐿𝑐𝑐,𝑖𝑖
𝑝𝑝+1� = �
𝑎𝑎�𝑐𝑐,𝚤𝚤




𝑝𝑝+1�⃖��������,     𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 ∈ 𝑳𝑳𝑐𝑐
𝑝𝑝+1





𝑝𝑝+1 = ℱ𝜷𝜷𝑐𝑐,𝑖𝑖∗ �𝐿𝐿𝑐𝑐,𝑖𝑖
𝑝𝑝+1� = �
𝑏𝑏�𝑐𝑐,𝚤𝚤










𝑝𝑝+1 = ℱ𝜸𝜸𝑐𝑐,𝑖𝑖∗ �𝐿𝐿𝑐𝑐,𝑖𝑖
𝑝𝑝+1� = �
ℎ�𝑐𝑐,𝚤𝚤









where the input 𝐿𝐿𝑐𝑐,𝑖𝑖










𝑝𝑝+1  (5-16) 
From (5-15), the obtained spatial distances for the tracker 𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 at current frame 𝑳𝑳𝑝𝑝+1 have two 
values which are denoted as two directions, e.g., → and ←. These directions represent the spatial 
distance estimates from vehicle headlights or taillights, and will be used in modeling potential 
functions. Note that the frame index (𝑝𝑝+1) illustrates that ODRAP is an online algorithm, where 
the past 𝑝𝑝 consecutive frames are leveraged. 
d) Intra-class potential functions 
After predicting the three spatial distances of each tracker 𝑺𝑺𝑐𝑐,𝑖𝑖
𝑝𝑝+1 , the intra-class potential 
functions indicate the compatibility between two trackers of the same type (headlight or taillight). 
Since vehicle headlights and taillights are complementary parts in forming vehicle contours, the 
intra-class potential functions are further modeled as two directions, e.g., → and ←. Note the index 
(𝑖𝑖, 𝑗𝑗) or (𝑚𝑚,𝑛𝑛) are used to represent the trackers and estimated spatial distances from vehicle 
headlights or taillights. Therefore, the intra-class potential functions between two trackers when 













































  (5-17) 
where the 𝜒𝜒(∙) and 𝜑𝜑�⃗ (∙) are Gaussian distributions with means  𝜇𝜇𝑎𝑎 , 𝜇𝜇𝑏𝑏  and variances 𝜎𝜎𝑎𝑎2, 𝜎𝜎𝑏𝑏2, 









, where 𝑥𝑥  is input variable, and 𝜇𝜇  and 𝜎𝜎2  are mean and varianace. Specifically, 
considering the two tracked vehicle headlights, the 𝜒𝜒(∙)  models the difference between their 
detected horizontal distance and their estimated spatial (horizontal) distance. Also, the 𝜑𝜑�⃗ (∙) 
models the difference between their detected horizontal distance and their current estimated 
horizonal distance between the taillights. The parameters 𝜌𝜌𝑎𝑎����⃗  and 𝜌𝜌𝑏𝑏����⃗  are normalization factors to 
make the inputs have respective mean 𝜇𝜇𝑎𝑎����⃗ , 𝜇𝜇𝑏𝑏����⃗  and variance 𝜎𝜎𝑎𝑎����⃗
2, 𝜎𝜎𝑏𝑏����⃗
2. The direction “→” denotes the 
spatial distances are estimated from vehicle headlight trackers. Similarly, the intra-class potential 
functions between two vehicle trackers when the current spatial (horizontal) distances are 













































  (5-18) 
where the notations are similar to (5-17) except the direction “←” denotes the spatial distances are 
estimated from taillight trackers. Since the two intra-class potential functions in each direction are 
equally weighted, for simplicity, the means are set as 𝜇𝜇𝑎𝑎����⃗ = 𝜇𝜇𝑏𝑏����⃗ = 0 and 𝜇𝜇𝑎𝑎�⃖��� = 𝜇𝜇𝑏𝑏�⃖��� = 0, and the 
variances are set as 𝜎𝜎𝑎𝑎����⃗
2 = 𝜎𝜎𝑏𝑏����⃗
2 = 1 and 𝜎𝜎𝑎𝑎�⃖���
2 = 𝜎𝜎𝑏𝑏�⃖���
2 = 1. 
e) Inter-class potential functions 
After predicting three spatial distances of each tracker 𝑺𝑺𝑐𝑐 ,𝑖𝑖
𝑝𝑝+1, the inter-class potential functions 
are then modeled between headlight tracker and taillight tracker and indicate their compatibility. 
Similarly, two directions, e.g., → and ←, are also considered in modeling the inter-class potential 
functions. Therefore, the inter-class potential functions between two vehicle trackers at both 










;  𝜇𝜇ℎ����⃗ ,𝜎𝜎ℎ����⃗











2�  (5-19) 
Both 𝜓𝜓�⃗ (∙)  and ?⃖?𝜓�(∙)  model the difference between their detected vertical distance and their 
estimated spatial (vertical) distance. The 𝜌𝜌ℎ����⃗  and 𝜌𝜌ℎ�⃖��� are normalization factors to make the inputs 
have respective mean 𝜇𝜇ℎ����⃗ , 𝜇𝜇ℎ�⃖��� and variance 𝜎𝜎ℎ����⃗
2 , 𝜎𝜎ℎ�⃖���
2 . Similarly, the direction “→” denotes the 




distances are estimated from vehicle taillight trackers. For simplicity, the means are set as 𝜇𝜇ℎ����⃗ = 0 
and 𝜇𝜇ℎ�⃖��� = 0, and the variances are set as 𝜎𝜎ℎ����⃗
2 = 1 and 𝜎𝜎ℎ�⃖���
2 = 1. 
f) Energy 
In this step, by combining the bidirectional intra-class and inter-class potential functions, the 
energy functions ℰ⃗ and ℰ⃖ are given as: 



































𝑝𝑝+1 is the center coordinate of 𝑭𝑭𝑐𝑐,𝑖𝑖
𝑝𝑝+1 and 𝑭𝑭𝑐𝑐,𝑗𝑗
𝑝𝑝+1 in the inter-class terms, and the 𝑳𝑳�𝑐𝑐
𝑝𝑝+1 is 
the center coordinate of 𝑳𝑳𝑐𝑐,𝑚𝑚
𝑝𝑝+1  and 𝑳𝑳𝑐𝑐,𝑛𝑛
𝑝𝑝+1 . Hence, the corresponding predicted spatial distances 
ℎ�𝑐𝑐
𝑝𝑝+1���������⃗  and ℎ�𝑐𝑐















Since the potential functions are modeled between two different trackers if they both exist, and 
without loss of generality, we set the value of the intra-class terms in (5-20) to a constant value 𝜆𝜆 
when 𝑖𝑖 = 𝑗𝑗 or 𝑚𝑚 = 𝑛𝑛. In our numerical evaluations, 𝜆𝜆 is set to 10−4. Moreover, the inter-class 
terms, 𝜒𝜒(∙) and 𝜑𝜑(∙), in (5-20) equals 1 when 𝑭𝑭𝑐𝑐
𝑝𝑝+1 = ∅ or 𝑳𝑳𝑐𝑐
𝑝𝑝+1 = ∅. 




Since the vehicle headlights and taillights are complementary components in forming the 
vehicle contours, we combine the modeled bidirectional energy in (5-20). The grouping process 
of the trackers in 𝑺𝑺𝑐𝑐




𝑝𝑝+1 and the taillight pair �𝑳𝑳𝑐𝑐,𝑚𝑚
𝑝𝑝+1,𝑳𝑳𝑐𝑐,𝑛𝑛
𝑝𝑝+1� ∈ 𝑳𝑳𝑐𝑐
𝑝𝑝+1 at the same time, 























where logarithm is used to avoid numerical overflow. The threshold on the angle 𝜖𝜖𝐹𝐹  and 𝜖𝜖𝐿𝐿  are 













𝑝𝑝+1� , 𝑖𝑖 ≠ 𝑗𝑗
            0             , 𝑖𝑖 = 𝑗𝑗









𝑝𝑝+1� , 𝑚𝑚 ≠ 𝑛𝑛
            0             , 𝑚𝑚 = 𝑛𝑛
  (5-23) 





(5-22), the vehicle contour for 𝑺𝑺𝑐𝑐








𝑝𝑝+1 ;  𝑢𝑢𝑐𝑐,𝑛𝑛∗
𝑝𝑝+1, 𝑣𝑣𝑐𝑐,𝑛𝑛∗
𝑝𝑝+1�  (5-24) 




h) Vehicle spatial distance update 
Since ODRAP is an online algorithm, the vehicle spatial distances are required to be updated 
based on the obtained vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1  at current frame (𝑝𝑝+1). This update process is 
identically performed on each candidate tracker that forms the 𝑹𝑹𝑐𝑐
𝑝𝑝+1, Therefore, we only explain 
the update process for 𝑭𝑭𝑐𝑐,𝑖𝑖∗






𝑝𝑝+1� ,              𝑖𝑖 ≠ 𝑗𝑗      
           ∅            , otherwise




𝑝𝑝+1�,            𝑚𝑚 ≠ 𝑛𝑛    











𝑝𝑝+1 ≠ ∅ ∧ 𝑳𝑳𝑐𝑐
𝑝𝑝+1 ≠ ∅
         ∅                    ,                    otherwise 
  (5-25) 
where the updates only exist between two grouped candidate trackers, and the empty set means 
the update is not performed. These updated vehicle spatial distances in current frame (p+1) are 
then added into 𝒂𝒂𝑐𝑐,𝑖𝑖∗ , 𝒃𝒃𝑐𝑐,𝑖𝑖∗  and 𝒉𝒉𝑐𝑐,𝑖𝑖∗  from the past p consecutive frames for future ODRAP 
processing.  
i) Intra-class reconstruction 
After above bidirectional inference, the candidate trackers of headlights and taillights within 
𝑺𝑺𝑐𝑐
𝑝𝑝+1 are grouped as a vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1, as given in (5-24). However, when certain vehicle 
headlights or taillights are missing, e.g., 𝑖𝑖∗ = 𝑗𝑗∗ or 𝑚𝑚∗ = 𝑛𝑛∗, the bidirectional inference is not able 
to reconstruct these missing vehicle parts. In such cases, the mutual vehicle geometric 




predicted vehicle spatial distances from (5-15). Considering the trackers obtained from (5-22), the 


































𝑝𝑝+1���������⃗ � sin 𝛼𝛼′
3  
 (5-26) 
The angle 𝛼𝛼′ = 0, when the vehicles are not undergoing lane changes, where the vertical pixel 
coordinates of the predicted trackers are equal to the corresponding candidate trackers. 
j) Inter-class reconstruction 
Similar to the intra-class reconstruction, the inter-class reconstruction is required when 𝑭𝑭𝑐𝑐
𝑝𝑝+1 =
∅ or 𝑳𝑳𝑐𝑐
𝑝𝑝+1 = ∅. Unlike intra-class reconstructions, we need to consider the tilt angle, 𝛼𝛼, between 
two polygon vertices when the reconstructions are across the top and bottom vertices, which 
represent respectively the headlights and taillights. Similarly, when a vehicle is undergoing lane 
change, an adaptive angle 𝛼𝛼′ is used to dynamically compensate the tilt angle at each frame of the 
lane change as (𝛼𝛼 + 𝛼𝛼′) . The determination of this tilt angle 𝛼𝛼  with and without vehicles 
undergoing lane changes is discussed in vehicle contour refinement. For a given tilt angle 𝛼𝛼 and 
adaptive angle 𝛼𝛼′, the inter-class reconstruction of these missing vehicle headlights or taillights 


























2 tan(𝛼𝛼 + 𝛼𝛼′) 
  
𝑣𝑣�𝑐𝑐,𝑚𝑚∗







This adaptive angle 𝛼𝛼′ = 0 when the vehicles are not undergoing lane changes. As a result, these 
predicted pixel coordinates from (5-26) and (5-27) are used to represent the corresponding missing 
portions, and hence form the vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1. The main steps in the vehicle light grouping 
and reconstruction are shown in Algorithm 2. 
3) Vehicle contour refinement  
After localizing the vehicle contours, a contour refinement is proposed to further align these 
obtained vehicle contours. The motivation behind this vehicle contour refinement is again because 
the vehicle headlights and taillights are complementary components in forming the vehicle 
contours. In addition to the mutual geometric distances used between vehicle components for 
grouping and reconstructing different vehicle parts, the dynamic cues from vehicle taillights that 
estimate the vehicle driving trajectories help to align the locations of these fused vehicle 
headlights. Therefore, for better leveraging these cues, a vehicle contour refinement is further 





Algorithm 2 Vehicle Light Grouping and Reconstruction (VLGR) 
Input: Retrieved C vehicle headlight clusters from vehicle location identification 




            The 𝜂𝜂 candidate vehicle taillight trackers 




1. for 𝑖𝑖 ← 1 to 𝜂𝜂 do 
2.     Assign the 𝑖𝑖𝑡𝑡ℎ candidate vehicle taillight trackers to the corresponding vehicle  
                headlight clusters based on spatial proximity of the centroid of each cluster 
3. end for 
4. Record the assigned candidate vehicle taillight trackers along with their corresponding  
            vehicle headlight cluster as C sets: �𝑺𝑺1
𝑝𝑝+1, 𝑺𝑺2
𝑝𝑝+1, … 𝑺𝑺𝐶𝐶
𝑝𝑝+1�, where the 𝑐𝑐𝑡𝑡ℎ set is denoted  




5. for 𝑐𝑐 ← 1 to C do 
6.     𝑛𝑛𝑐𝑐 ← number of trackers at set 𝑺𝑺𝑐𝑐
𝑝𝑝+1  
7.     for 𝑖𝑖 ← 1 to 𝑛𝑛𝑐𝑐 do 
8.         Collect the past 𝑝𝑝 consecutive spatial distances of the tracker and their  
                    corresponding horizontal distances between two adjacent road landmarks as 
                    �𝒂𝒂𝑐𝑐,𝑖𝑖,𝒃𝒃𝑐𝑐,𝑖𝑖,𝒉𝒉𝑐𝑐,𝑖𝑖 ,𝑳𝑳𝑐𝑐,𝑖𝑖� in (5-13) 
9.         Estimate the model parameters from the past 𝑝𝑝 consecutive frames as  
                    �𝜶𝜶𝑐𝑐,𝑖𝑖∗ ,𝜷𝜷𝑐𝑐,𝑖𝑖∗ ,𝜸𝜸𝑐𝑐,𝑖𝑖∗ � in (5-14) 
10.         Predict the spatial distance and compute the horizontal distance of the tracker  
                    between two adjacent road landmarks at current frame 𝑝𝑝+1 as  




𝑝𝑝+1� in (5-15)-(5-16) 
11.     end for 
12.     Model intra-class and Inter-class potential functions as (5-17)-(5-19) and design a  
                bidirectional energy that combines these modeled potential functions for the set 𝑺𝑺𝑐𝑐
𝑝𝑝+1  
                as (5-20) 
13.     Apply bidirectional inference to the energy as (5-22)  
14.     Record the localized vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1 
15.     𝑚𝑚𝑐𝑐 ← number of trackers at vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1 
16.     for 𝑖𝑖 ← 1 to 𝑚𝑚𝑐𝑐 do 




                    and add these updated spatial distances into past �𝒂𝒂𝑐𝑐,𝑖𝑖 ,𝒃𝒃𝑐𝑐,𝑖𝑖 ,𝒉𝒉𝑐𝑐,𝑖𝑖� for subsequent  
                    ODRAP processing 
18.     end for 
19.     Calculate initial tilt angle 𝛼𝛼 following perspective consistency and rear-view road  
                landmarks, and assign the adaptive angle 𝛼𝛼′ (default value is 0) if the vehicle is  
                detected as undergoing lane change 
20.     Perform both intra-class reconstruction and inter-class as reconstruction to the  
                localized vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1 as (5-26)-(5-27) 









Figure 24 Illustration of vehicle contour refinement. (a) Vehicle lane change detection. The 
monitoring regions are denoted as 𝑅𝑅1 to 𝑅𝑅4. The current frame is denoted as frame 𝑘𝑘, and the 𝜏𝜏 is 
a scale number used to represent the unit of past consecutive frames. (b) Vehicle headlight 
alignment. The blue-marked polygon is the vehicle contour before headlight alignment, and the 
red one is the vehicle contour after headlight alignment. The green lines in both (a) and (b) 
represent the traffic lane markings.  
a) Vehicle lane change detection 
As the first step in this vehicle contour refinement, we detect whether this vehicle is undergoing 
lane changes. We observed in the captured data that the vehicles are mostly driving in the same 
lanes and change lanes infrequently. 
Since we obtain the tracking history of each grouped vehicle headlight as left headlight (LH) 
and right headlight (RH), and vehicle taillight as left taillight (LT) and right taillight (RT) from 
earlier grouping process in forming the vehicle contours, the corresponding regions that each 
tracker lies on are known. Hence, the vehicle lane change detection is formulated as detecting 
region changes of each tracker. As shown in Figure 24(a), the red vehicle has undergone a lane 
change from region 𝑅𝑅3  to 𝑅𝑅4  in the past 3𝜏𝜏  consecutive frames. The lane change is currently 
detected when each grouped tracker of vehicle headlights and taillights is not able to provide its 
own region moving consistencies from these 3𝜏𝜏 consecutive frames, shown as frame (𝑘𝑘-3𝜏𝜏) to 





back to the same region 𝑅𝑅4. Also, the blue vehicle has been driving in the region 𝑅𝑅2 and has not 
been detected as lane change from the past 𝜏𝜏 consecutive frames. In this study, only the vehicle 
lane changes detected within the past 60 frames are counted. At the given frame capture rate, 60 
frames corresponds to 2 seconds, which is a typical time to transition between lanes. 
b) Vehicle headlight alignment 
The vehicle headlight alignment process leverage cues from vehicle taillights to refine these 
fused headlight locations. As shown in Figure 24(b), the localized blue-marked vehicle contour is 
refined into the red-marked polygon, where the two fused vehicle headlights are aligned. 
As illustrated in Figure 24(b), two horizontal distances 𝑙𝑙1 and 𝑙𝑙2 are known for the vehicle 
taillight 𝐷𝐷 based on the provided road landmarks, and the horizontal distance of vehicle taillight 
𝐷𝐷 between two adjacent road landmarks is also known as 𝐿𝐿 = 𝑙𝑙1 + 𝑙𝑙2. The aligned location of the 
fused vehicle headlight regarding the vehicle taillight 𝐷𝐷 is denoted as 𝐴𝐴′, where 𝐴𝐴′ has the same 
vertical coordinate with the vehicle headlight 𝐴𝐴  before applying vehicle headlight alignment. 
Similar to the vehicle taillight 𝐷𝐷, the horizontal distance of vehicle headlight 𝐴𝐴′ between the two 
adjacent road landmarks is computed as 𝐿𝐿′ = 𝑙𝑙1
′ + 𝑙𝑙2
′. As a result, the objective of this vehicle 
headlight alignment is to find the unknown distance 𝑙𝑙1
′  and 𝑙𝑙2
′ , such that the aligned vehicle 
headlight 𝐴𝐴′ can be localized. Following the perspective consistency at this rear view, the relations 







  (5-28) 





















Therefore, the aligned vehicle headlight 𝐴𝐴′ is localized based on the calculated 𝑙𝑙1
′ and 𝑙𝑙2
′, and the 
tilt angle 𝛼𝛼 between vehicle taillight 𝐷𝐷 and aligned vehicle headlight 𝐴𝐴′ is obtained. The alignment 
of headlight 𝐵𝐵 is performed in a similar manner. Moreover, when a vehicle is undergoing lane 
change, an extra adaptive angle 𝛼𝛼′  at each frame of the lane change is used to dynamically 
compensate the tilt angle 𝛼𝛼 for vehicle headlight alignment. Although this angle is changing at 
each frame while the lane change process, for simplicity, we average these dynamic extra angles 
and set 𝛼𝛼′ as a constant (0.23 radians) in this study. Note that the vehicle headlight alignment only 
exists when the corresponding vehicle taillights belong to the candidate trackers instead of the 
reconstructed ones. Also, the compensation happens after the alignment using 𝛼𝛼, where both the 
refined vehicle headlights are further rotated. The rotation center is determined by the lane change 
direction at either the left or right vehicle taillight in this study. As a result, the outputs of vehicle 
headlight alignment at rear view are the refined vehicle contours in polygon formats (four vertices). 
The main steps in the proposed vehicle contour refinement are given in Algorithm 3. 
5.3.4. Vehicle contour tracking 
After localizing vehicle contours at rear-view surveillance camera, tracking these refined 
vehicle contours is the final step of the proposed system. Similar to the vehicle headlight and 
taillight tracking process described in Section 5.3.2, KF and HA are also used for vehicle contour 




Algorithm 3 Vehicle Contour Refinement (VCR) 




            Road landmarks at rear view 
            Tracking history of vehicle headlights and taillights in forming each localized vehicle  
            contour in the past 𝑝𝑝 consecutive frames 




1. for 𝑐𝑐 ← 1 to C do 
2.     𝛼𝛼′ ← 0 
3.     Determine the region that current vehicle contour is located at:  






4.     for 𝑖𝑖 ← 𝑝𝑝 to 1 do 
5.         𝒓𝒓𝑐𝑐𝑖𝑖 ← �𝑅𝑅𝑐𝑐,𝐿𝐿𝐻𝐻𝑖𝑖 ,𝑅𝑅𝑐𝑐,𝑅𝑅𝐻𝐻𝑖𝑖 ,𝑅𝑅𝑐𝑐,𝐿𝐿𝑇𝑇𝑖𝑖 ,𝑅𝑅𝑐𝑐,𝑅𝑅𝑇𝑇𝑖𝑖 � 
6.         if 𝒓𝒓𝑐𝑐𝑖𝑖 ≠ 𝒓𝒓𝑐𝑐𝑖𝑖+1 and (𝑝𝑝 + 1 − 𝑖𝑖) ≤ 60 then 
7.             𝛼𝛼′ ← 0.23 
8.             break 
9.         end if 
10.     end for 
11.     Perform vehicle headlight alignment to the vehicle contour 𝑹𝑹𝑐𝑐
𝑝𝑝+1 following  
                perspective consistency, input rear-view road landmarks, and the obtained 𝛼𝛼′ 
12.     Record the refined vehicle contour 𝑹𝑹�𝑐𝑐
𝑝𝑝+1 






tracking system are vehicle contour trajectories along with the tracked vehicle contour identities. 
The visualization and analysis of output vehicle trajectories are presented in Section 5.4.5. 
5.4. Experiments 
In this section, we present experimental results of the proposed multi-camera based night time 
vehicle detection and tracking system. The experiments are conducted on night time traffic videos 
captured on a Freeway near the SMU campus in Dallas, TX, USA. The details of data preparation, 






Figure 25 Multi-camera network setup near SMU campus in Dallas, TX, USA. The location of 
the front-view camera C1 and the rear-view camera C2 are shown. The green dash-lined rectangle 
encloses the traffic monitoring ROI. 
5.4.1. Data preparation 
The front and rear-view night time traffic surveillance videos are recorded by two iPhone 8 
with 1920×1088 resolutions at 30 FPS. Due to the limited access of placing “front-view” camera 
onto the Highway, we place this front-view camera on side view of a Freeway that can capture 
most of the vehicle headlights without occlusion. The setup of this multi-camera network is shown 
in Figure 25, where the cameras are synchronized before data capture.  
To demonstrate the robustness of the proposed detection and tracking system, we capture 
videos in both sparse and dense traffic situations. Also, within each night time traffic scenarios, 
two lighting conditions, e.g., low and dark, are separately provided by adjusting the iPhone lens 
exposure time. The effects of different weather conditions are not currently evaluated in field, but 
this weather diversity would be considered in the future studies. Therefore, these four sets of traffic 





Figure 26 Example frames of the combined four night time datasets. (a) Sparse traffic, low 
lighting. (b) Sparse traffic, dark lighting. (c) Dense traffic, low lighting. (d) Dense traffic, dark 
lighting. The left column shows original frames, and the right column shows these frames with 








Table 14 Combined four dataset information 
Traffic Lighting Resolution Frames 
Vehicles 
Identities Objects 
Sparse Low 1920×1088 1800 113 2494 
Sparse Dark 1920×1088 1800 97 2090 
Dense Low 1920×1088 1800 127 5160 
Dense Dark 1920×1088 1800 104 7169 
 
 
Figure 27 Examples of front and rear frames with corresponding detected feature points on the 
ground. (a) Front-view image. (b) Rear-view image. The feature points are denoted as red stars.  
datasets. Since the current system only supports 4-wheel vehicles, the large trucks and motorbikes 
are not included in this dataset. The example frames of these datasets are shown in Figure 26, 
where the ground truth vehicle contours are hand labeled as polygons within the traffic monitoring 
ROI. Due to the limited labor in labeling the datasets, each of the current four datasets only consists 
of 1800 frames. Details of these four datasets are listed in Table 14. 
5.4.2. Homography estimation precision 
Since a multi-camera network is designed in this study, a homography matrix that relates the 
synchronized front and rear cameras is required. This estimation of this homography matrix 





landmarks) on both front and rear cameras are localized on the ground plane. Since the front and 
rear cameras are stationary during the entire monitoring process, estimating this homography is a 
one-time effort and the corresponding features points can be easily detected from day time 
surveillance videos. Examples of front and rear frames with corresponding feature points are 
shown in Figure 27, and the homography matrix is estimated based on these detected feature points, 
plotted as red stars. Using this homography, we can transform points on the ground from front to 
rear camera. As a result, the average precision of this ground-to-ground homography transform 
equals 6.94 pixels in this study. Typically, the average size of a vehicle under 1920× 1088 
resolution input is of 138.92 width and 125.25 height in pixels. 
Since the homography is estimated between ground features points between the front and rear 
cameras, we add the vertical distance, ∆𝑦𝑦, to each detected candidate headlight center such that 
these detected headlight centers are projected to front ground before applying estimated 
homography transform. For each headlight center, ∆𝑦𝑦 is set as 0.22𝑢𝑢 in this study, where 𝑢𝑢 is the 
horizontal distance of this headlight center between two adjacent front road landmarks. Also, these 
fused headlight centers on rear ground are then subtracted by ∆𝑦𝑦′, where these fused headlight 
centers are shifted back to their real positions. In this study, ∆𝑦𝑦′ is then set as 0.3𝑣𝑣, where 𝑣𝑣 is the 
horizontal distance of the fused headlight center between two adjacent rear road landmarks. These 
fused vehicle headlights are marked as red stars in Figure 19(c). 
As a result, the average precision of these fused vehicle headlights to the ground truth headlight 
centers at rear view equals 32.03 pixels in this study. Compared with the ground-to-ground 
homography transform, the fusion precision of vehicle headlights is around 5 times in pixels (32.03 
vs. 6.94). Although this precision can be improved by using more sophisticated methods, our 




5.4.3. Evaluation metrics 
To evaluate the performance of the proposed multi-camera night time vehicle detection and 
tracking system, both the CLEAR MOT metrics [133] and Jaccard Coefficient [150] are used in 
this study. The CLEAR MOT includes True Positive Rate (𝑅𝑅TP−poly ), False Negative Rate 
(𝑅𝑅FN−poly), False Positive Rate (𝑅𝑅FP−poly), and Multiple Object Tracking Accuracy (𝐴𝐴MOT−poly). 
The 𝐴𝐴MOT−poly is defined as: 
𝐴𝐴MOT−poly = 1−
∑ �𝑁𝑁FN𝑘𝑘 + 𝑁𝑁FP𝑘𝑘 + 𝑁𝑁IDSW𝑘𝑘 �𝑘𝑘
∑ 𝑁𝑁GT𝑘𝑘𝑘𝑘
  (5-30) 
where 𝑁𝑁FN𝑘𝑘 , 𝑁𝑁FP𝑘𝑘 , 𝑁𝑁IDSW𝑘𝑘  and 𝑁𝑁GT𝑘𝑘  denotes the number of false positive, false negative, ID switch 
and ground truth vehicle contours (polygons) at frame 𝑘𝑘 , respectively. Also, the Jaccard 
Coefficient 𝐽𝐽poly is defined as: 
𝐽𝐽poly =
∑ 𝑁𝑁TP𝑘𝑘𝑘𝑘
∑ �𝑁𝑁TP𝑘𝑘 + 𝑁𝑁FP𝑘𝑘 + 𝑁𝑁FN𝑘𝑘 �𝑘𝑘
  (5-31) 
where 𝑁𝑁TP𝑘𝑘  denotes the number of true positive vehicle contours (polygons) at frame 𝑘𝑘. An output 
vehicle contour (polygon) is considered as true positive when the IoU with its associated polygon 
ground truth is greater than 0.5.  
5.4.4. Numerical evaluations 
We evaluate this proposed multi-camera night time vehicle detection and tracking system on 
rear-view traffic surveillance camera, where ground truth trajectories of vehicle contours are 
provided in polygons. Although there are algorithms that detect vehicle contours by using infrared 
or LiDAR sensors [84], [87], [141]-[143], the limited budget and reduced flexibility in deploying 




use visual cameras only pair either vehicle headlights or taillights to form vehicles [99]-[101], 
[104], [145], which are not integrated vehicle contours. To the best of our knowledge, we are the 
first to propose such multi-camera visual system that localizes the vehicle contour trajectories at 
night. Therefore, we conduct detailed numerical performance studies of the proposed multi-camera 
system in the presence of different types of noises:  
• Pre-detection noise: Adding noise (such as Gaussian or Multiplicative or Salt-and-Pepper) 
to image sensors prior to detection.  
• Post-detection noise: Adding false positive detection results and removing true positive 
detections to create false negative noise in front and rear-view cameras. 
In addition to studying the effects of noise, an ablation study on the novel designs in the proposed 
system, e.g., Algorithm 1 (VLI), Algorithm 2 (VLGR), and Algorithm 3 (VCR) is also presented. 
Such an ablation study also serves to provide a taxonomy of the gain from the various components 
of the proposed system. In addition, since there is no existing literature about localizing vehicle 
contours at night using visual cameras, a modified state-of-the-art method is evaluated as the 
baseline system for peer comparisons.  
1) Effect of pre-detection noise 
To demonstrate the proposed multi-camera system is robust to image noises, pixel-wise image 
noises are added into both front and rear image sensors. Specifically, Gaussian White Noise, 
Multiplicative (Rayleigh) Noise and Salt-and-Pepper Noise are separately added to the collected 
front and rear videos. For each type of these added noises, different parameters such as noise mean 
𝜇𝜇, variance 𝜎𝜎2 and density 𝑑𝑑, are used to quantify the noise levels. 
Examples of the input images with added noise are shown from Figure 28(a) to Figure 28(d), 





Figure 28 Examples of synchronized front and rear input images under various image qualities. 
(a) Original images. (b) Images with added Gaussian White Noise (𝜇𝜇=0, 𝜎𝜎2=0.03). (c) Images with 
added Multiplicative (Rayleigh) Noise (𝜇𝜇=0, 𝜎𝜎2=0.2). (d) Images with added Salt-and-Pepper 








Multiplicative (Rayleigh) Noises might not be visible. We also provide a detailed numerical 
evaluation of this proposed system under different image qualities (noises), which is given in 
Table 15. Although the added noise affects quality of input images, this proposed multi-camera 
system still attains promising results under different noise configurations (average of all four 
datasets):   
• Achieving 0.783 in 𝐴𝐴MOT−poly and 0.810 in 𝐽𝐽poly in the presence of Gaussian White Noise 
with 𝜎𝜎2= 0.03 
• Achieving 0.822 in 𝐴𝐴MOT−poly  and 0.842 in 𝐽𝐽poly  in the presence of Multiplicative 
(Rayleigh) Noise with 𝜎𝜎2= 0.2 
• Achieving 0.849 in 𝐴𝐴MOT−poly and 0.865 in 𝐽𝐽poly in the presence of Salt-and-Pepper Noise 
with 𝑑𝑑 = 0.2 
These results confirm that the proposed system is robust to image sensor noise. To further study 
robustness of the proposed system, we now add noise artifacts to the detector output. 
2) Effect of post-detection noise 
To demonstrate the robustness and effectiveness of the proposed multi-camera system, two 
types of noise artifacts are added into both headlight and taillight detector outputs. Specifically, 
we add false positive (FP) noise corresponding to duplicate detection and false negative (FN) 
noise, which represents missed detections compared with the ground truth labels. 
a) False Positive (FP) noise 
Since the extracted MSERs in detection process is affected by both the Maximum Area 
Variation (MAV) between extremal regions at varying intensity thresholds and Step Size (SS) 
between intensity threshold levels [151], the MAV and SS are modified to simulate the FP noises 




Table 15 Effect of adding different types of noises (pre-detection noise) 
Datasets Noise Types 
Gaussian White Noise Multiplicative (Rayleigh) Noise Salt-and-Pepper Noise 
𝜇𝜇=0 𝜇𝜇=0 
𝑑𝑑=0.1 𝑑𝑑=0.15 𝑑𝑑=0.2 
𝜎𝜎2=0.01 𝜎𝜎2=0.02 𝜎𝜎2=0.03 𝜎𝜎2=0.05 𝜎𝜎2=0.1 𝜎𝜎2=0.2 
Sparse, 
Low 
𝑅𝑅TP−poly  0.951 0.928 0.906 0.970 0.954 0.937 0.967 0.958 0.950 
𝑅𝑅FN−poly  0.049 0.070 0.092 0.030 0.045 0.061 0.032 0.040 0.046 
𝑅𝑅FP−poly 0.087 0.113 0.138 0.067 0.079 0.097 0.076 0.081 0.091 
𝐴𝐴MOT−poly  0.864 0.815 0.768 0.902 0.875 0.840 0.891 0.877 0.860 
𝐽𝐽poly 0.875 0.835 0.797 0.909 0.885 0.856 0.900 0.888 0.875 
Sparse, 
Dark 
𝑅𝑅TP−poly  0.963 0.959 0.938 0.956 0.957 0.936 0.968 0.963 0.956 
𝑅𝑅FN−poly  0.036 0.040 0.060 0.043 0.042 0.063 0.031 0.035 0.043 
𝑅𝑅FP−poly 0.054 0.060 0.080 0.056 0.051 0.068 0.045 0.052 0.072 
𝐴𝐴MOT−poly  0.910 0.899 0.858 0.901 0.906 0.868 0.923 0.912 0.883 
𝐽𝐽poly 0.915 0.906 0.870 0.907 0.911 0.878 0.928 0.918 0.893 
Dense, 
Low 
𝑅𝑅TP−poly  0.946 0.920 0.902 0.943 0.929 0.918 0.943 0.941 0.936 
𝑅𝑅FN−poly  0.051 0.078 0.095 0.055 0.068 0.079 0.055 0.058 0.061 
𝑅𝑅FP−poly 0.098 0.115 0.133 0.087 0.098 0.105 0.095 0.100 0.103 
𝐴𝐴MOT−poly  0.848 0.805 0.769 0.856 0.831 0.812 0.848 0.841 0.833 
𝐽𝐽poly 0.864 0.827 0.798 0.870 0.849 0.833 0.863 0.857 0.851 
Dense, 
Dark 
𝑅𝑅TP−poly  0.939 0.906 0.881 0.943 0.923 0.888 0.941 0.936 0.919 
𝑅𝑅FN−poly  0.058 0.088 0.113 0.053 0.069 0.100 0.055 0.059 0.076 
𝑅𝑅FP−poly 0.083 0.121 0.144 0.076 0.087 0.120 0.077 0.086 0.100 
𝐴𝐴MOT−poly  0.856 0.786 0.737 0.867 0.837 0.768 0.864 0.850 0.819 
𝐽𝐽poly 0.870 0.813 0.774 0.880 0.856 0.802 0.877 0.866 0.840 
 
(0.1~1.0 for MAV and 0.8~4.0 for SS [151]) while keeping FN rate below 0.05. The extracted 
MSERs might return more regions, when the MAV increases, or SS decreases. The effect of adding 
different levels of FP noises separately to headlight and taillight detector are shown in Figure 
29(a) and Figure 29(b). The X-axis represents the Jaccard Coefficient of each detector, 𝐽𝐽front and 





Figure 29 Effect of different noise levels in headlight and taillight detectors in four night time 
datasets (each column represents the same dataset, ordering left to right as Sparse Low, Sparse 
Dark, Dense Low, and Dense Dark). (a) Effect of FP noise on headlight detector. (b) Effect of FP 
noise on taillight detector. (c) Effect of FN noises on headlight detector. (d) Effect of FN noises 
on taillight detector. The default value of MAV and SS is set as 0.2 and 2.5, respectively when 
there is no FP and FN noises.  
Considering the FP noises in headlight detections shown in Figure 29(a), 𝐴𝐴MOT−poly decreases 








with FP noises in taillight detections, shown in Figure 29(b), 𝐴𝐴MOT−poly only decreases by 0.115 
even when 𝑅𝑅FP−rear increases by 0.830 and 𝐽𝐽rear decreases by 0.285. Figure 29(a) and Figure 
29(b) show that the proposed multi-camera system is more robust to FP noises at taillight detectors 
than those at headlight detectors. The robustness to the rear FP noises indicates that even when the 
taillight detector fails, e.g., 𝑅𝑅FP−rear = 1.134, the output vehicle contours are only slightly affected. 
On the contrary, the system is more sensitive to FP noises in headlight detection. For instance, the 
output vehicle contours are affected when the headlight detections is poor, e.g., 𝑅𝑅FP−front = 0.585. 
b) False Negative (FN) noise 
Unlike the FP noises being adjusted by modifying the MAV and SS in extracting MSERs, FN 
noises are simulated by thresholding the mean luminance and mean CRGB of each detected 
bounding box in front and rear view. In this study, the thresholding is changed from 0 to 255 while 
keeping FP rate below 0.12. The effect of adding different levels of FN noises to headlight and 
taillight detector are shown in Figure 29(c) and Figure 29(d). 
Considering the FN noises on headlight detections shown in Figure 29(c), 𝐴𝐴MOT−poly only 
decreases by an average of 0.077 even when 𝑅𝑅FN−front increases by 0.730 and 𝐽𝐽front decreases by 
0.713. Similarly, considering the FN noises on taillight detections shown in Figure 29(d), 
𝐴𝐴MOT−poly  decreases by 0.590 when 𝑅𝑅FP−rear  increases by 0.641 and 𝐽𝐽rear  decreases by 0.575. 
The comparisons of Figure 29(c) and Figure 29(d) indicate the proposed multi-camera system is 
more robust to FN noises at headlight detectors than those at taillight detectors.  
The robustness to front FN noises indicates that even when most of the headlights are missing, 
e.g., 𝑅𝑅FN−front = 0.773, the output vehicle contours are only marginally affected. On the contrary, 
the system is more sensitive to FN noises in taillight detection. For instance, the output vehicle 




Table 16 Ablation study on different system designs (algorithms) 
Datasets 
VLI No Yes Yes 
VLGR Yes Yes Yes 
VCR Yes No Yes 
Sparse, Low 
𝑅𝑅TP−poly 0.973 0.929 0.973 
𝑅𝑅FN−poly  0.027 0.071 0.027 
𝑅𝑅FP−poly 0.074 0.111 0.068 
𝐴𝐴MOT−poly 0.899 0.818 0.905 
𝐽𝐽poly 0.906 0.836 0.911 
Sparse, Dark 
𝑅𝑅TP−poly 0.977 0.948 0.977 
𝑅𝑅FN−poly  0.022 0.052 0.022 
𝑅𝑅FP−poly 0.045 0.068 0.038 
𝐴𝐴MOT−poly 0.932 0.880 0.939 
𝐽𝐽poly 0.936 0.888 0.942 
Dense, Low 
𝑅𝑅TP−poly 0.940 0.911 0.949 
𝑅𝑅FN−poly  0.058 0.087 0.049 
𝑅𝑅FP−poly 0.104 0.129 0.091 
𝐴𝐴MOT−poly 0.836 0.782 0.858 
𝐽𝐽poly 0.853 0.808 0.871 
Dense, Dark 
𝑅𝑅TP−poly 0.952 0.912 0.953 
𝑅𝑅FN−poly  0.045 0.085 0.044 
𝑅𝑅FP−poly 0.073 0.111 0.071 
𝐴𝐴MOT−poly 0.878 0.801 0.881 
𝐽𝐽poly 0.889 0.823 0.892 
 
Considering the robustness and effectiveness of the proposed multi-camera system to both FP 
and FN noises, this system can tolerate either high 𝑅𝑅FP−rear or 𝑅𝑅FN−front using the proposed fusion 
framework. Motivated by these systematic tolerances, the default MAV and SS value is set as 0.2 
and 2.5, respectively, and thresholding of mean luminance is set as 130 for headlight detector in 
this study. When dealing with high 𝑅𝑅FP−rear  or 𝑅𝑅FN−front , this fusion framework removes 
duplicated taillight detections by leveraging headlight cues and also reconstructs missing 




𝑅𝑅FN−front are shown in (c) of Figure 30 and Figure 31, and (d) of Figure 30 and Figure 31, 
respectively. As a result, the core statement of this fusion framework that vehicle headlights and 
taillights are complementary components in forming the vehicle contours is verified in analyzing 
the effects of post-detection noise.  
3) Ablation study on different components (algorithm) 
We now study the benefits of each of the major system components, specifically, VLI, VLGR 
and VCR described in Section 5.3.3. The multi-camera system with all three novel system designs 
is compared to the same system with only a subset of these designs. Note that VCR is not available 
without VLGR.  
The comparative evaluations are given in Table 16, where the proposed multi-camera system 
with all three algorithms included achieves the highest metrics in all four datasets. Specifically, 
the proposed multi-camera system with VLI, VLGR and VCR attains an average of 0.896 
𝐴𝐴MOT−poly across all these four datasets, which indicates an average increase of 7.6% over the 
system with VLI and VLGR, and an average increase of 1.0% over the system with VLGR and 
VCR. Therefore, applying VCR in conjunction with VLGR provides more gain than applying only 
VLI with VLGR. Similarly, the multi-camera system with VLI, VLGR and VCR has higher 𝐽𝐽poly 
than the system with VLI and VLGR and the system with VLGR and VCR by an average of 6.5% 
and 0.8%, respectively, across all the datasets. Consequently, the necessity for having all three 
algorithms is clearly established.  
4) Baseline comparisons 
In addition to studying the robustness of the system to noise and necessity for having all three 
algorithms, the proposed system is now compared with a baseline system. Since there is no existing 




Table 17 Comparative evaluations on baseline system 
Datasets Methods 𝑅𝑅TP 𝑅𝑅FN 𝑅𝑅FP 𝐴𝐴MOT 𝐽𝐽 
Sparse, Low Baseline 0.863 0.134 0.129 0.735 0.767 
Proposed 0.973 0.027 0.068 0.905 0.911 
Sparse, Dark Baseline 0.880 0.118 0.104 0.776 0.800 
Proposed 0.977 0.022 0.038 0.939 0.942 
Dense, Low Baseline 0.843 0.149 0.152 0.691 0.737 
Proposed 0.949 0.049 0.091 0.858 0.871 
Dense, Dark Baseline 0.801 0.192 0.188 0.613 0.678 
Proposed 0.953 0.044 0.071 0.881 0.892 
 
clustering and tracking is evaluated as a baseline system. Specifically, the vehicle headlights or 
taillights are detected, fused, and tracked following the same process given in Section 5.3.1 and 
Section 5.3.2. Instead of performing VLI to the headlight trackers, these headlight trackers are 
simply clustered using distances and available road landmarks. We then follow the same 
assignment in Section 5.3.3 to cluster vehicle headlight and taillight trackers. Without using VLGR 
and VCR, a convex hull [152] is selected within each of the clustered polygon vehicle contours 
(each convex hull might have different number of vertices), and these convex hulls are considered 
as the localized vehicle contours. Vehicle contour tracking is eventually applied to these localized 
vehicle contours, as described in Section 5.3.4. 
The comparative evaluations of localized vehicle contours are given in Table 17, where our 
proposed multi-camera system outperforms the baseline system by an average of 0.192 in 𝐴𝐴MOT 
and 0.159 in 𝐽𝐽 across all four datasets.  
5.4.5. Result visualizations 
Examples of the comparative visualization results are shown in Figure 30 and Figure 31. In 
this figure, the first two rows show original input frames and their corresponding labeled ground 





Figure 30 Examples of the comparative visualization results (frame 1606, 1640, 1690). (a) 
Original frames. (b) Ground truth vehicle contours. (c) Localized vehicle contour trajectories from 
the proposed multi-camera system with all VLI and VLGR and VCR when 𝑅𝑅FP−rear = 1.334. (d) 










Localized vehicle contour trajectories from the proposed multi-camera system with all VLI and 
VLGR and VCR when 𝑅𝑅FN−front  = 0.764. (e) Localized vehicle contour trajectories from the 
proposed multi-camera system with only VLI and VLGR. (f) Localized vehicle contour trajectories 
from the proposed multi-camera system with all VLI, VLGR, and VCR. In each row, we select 
three frames in a sequential order for best visualizations. The same index of each row represents 
the same vehicle identity, and the tracked vehicle contour trajectories are shown in yellow lines.  
proposed multi-camera system with VLI, VLGR and VCR having high FP noise (𝑅𝑅FP−rear  = 
1.334) is shown in the third row. Similarly, the fourth row shows results with high FN noise 
(𝑅𝑅FN−front = 0.764). The proposed multi-camera system with only VLI and VLGR is shown in the 
fifth rows, and the proposed system with all VLI, VLGR and VCR is shown in the sixth row (no 
noise). Since the VLI only contributes around 1% 𝐴𝐴MOT−poly  to the system performance, the 
almost identical visualizations are not shown. As a result, we can see this multi-camera system 
with all VLI, VLGR and VCR attains superior performance in both vehicle contour detection and 
tracking. 
In vehicle contour detection, the duplicated vehicle taillight detections would typically not 
affect detection accuracy of this multi-camera system, even when 𝑅𝑅FP−rear equals 1.334 in this 
study, as shown in third row. The reason is that this proposed multi-camera system with VLGR 
removes the duplicated and erroneous taillight detections in the grouping process by leveraging 
the fused vehicle headlight cues. Also, as shown in the fourth row, although when 𝑅𝑅FN−front equals 
0.764 (a large percentage of vehicle headlights are missing), the output vehicle contours still have 
high precision. There are situations in which the available vehicle taillights are not able to 
reconstruct the missing vehicle headlights and the output vehicle contours is affected. For example, 
the reflected beams of vehicle body are wrongly treated as vehicle taillights, which is shown as 





Figure 31 Examples of the comparative visualization results (frame 1710, 1745, 1765). (a) 
Original frames. (b) Ground truth vehicle contours. (c) Localized vehicle contour trajectories from 
the proposed multi-camera system with all VLI and VLGR and VCR when 𝑅𝑅FP−rear = 1.334. (d) 










Localized vehicle contour trajectories from the proposed multi-camera system with all VLI and 
VLGR and VCR when 𝑅𝑅FN−front  = 0.764. (e) Localized vehicle contour trajectories from the 
proposed multi-camera system with only VLI and VLGR. (f) Localized vehicle contour trajectories 
from the proposed multi-camera system with all VLI, VLGR, and VCR. 
headlights misses several ground truth vehicles, such as the vehicle with index 94 at frame 1640 
and the vehicle with index 95 at frame 1710. These failures occur because the system (already 
misses a large part of vehicle headlights) is not able to retrieve the number and location of the 
vehicles in the scenarios when the vehicle taillights are also missing or falsely detected. The output 
vehicle contours are usually sensitive when the lighting is limited, or the vehicle taillights are 
occluded. Considering advantages of VCR in localizing vehicle contours, the results in the sixth 
rows (with VCR) indicate a higher precision than those in the fifth rows (without VCR). The 
ground truth vehicle with index 97 at frame 1640 (with index 190 in the fifth row and 191 in the 
sixth row) and the vehicles with index 102 at both frame 1745 and 1765 (with index 198 and 199 
in the fifth row and in the sixth row, respectively) are further aligned after using VCR.  
In vehicle contour tracking, the trajectories at (c), (e) and (f) of Figure 30 and Figure 31 are 
almost identical (except the trajectory with index 379 at frame 1640 of Figure 30(c) is shorter). 
The missing vehicle headlights would typically not affect tracking accuracy of this proposed multi-
camera system since VLGR can potentially reconstruct these missing vehicle headlights by 
leveraging the available vehicle taillight cues. Also, the proposed VCR does not affect the tracked 
trajectories in general, except in the situations where the vehicle contour shapes between two 
consecutive frames are varied such that the KF trackers are not correctly associated. However, the 
proposed multi-camera system does not perform well on vehicle contour tracking when 𝑅𝑅FN−front 
equals 0.764, as shown in the fourth row. The ground truth vehicles are missed due to the decreased 





Figure 32 Examples of the failure results. (a) Original frames. (b) Ground truth vehicle contours. 
(c) Localized vehicle contours from the proposed multi-camera system with all VLI, VLGR, and 
VCR. In each row, the frames are selected for illustrations and are not in a specific sequential 
order. The same color in one column represents the same vehicle identity assigned between the 
labeled ground truth and localized vehicle contour.  
trajectories are shown as the ground truth vehicle trajectories with index 94 at frame 1640, and 
with index 95 at frame 1710 and 1745. Although several vehicle trajectories are tracked at these 
six picked frames in Figure 30 and Figure 31, the lengths of tracked vehicle trajectories are shorter 
than corresponding ground truth vehicle trajectories, which are representatively identified as the 
tracked vehicle trajectories with index 359 and 362 at frame 1690, with index 375 at frame 1710 
and 1745, and with index 396 at frame 1765.  
Since the proposed multi-camera night time vehicle detection and tracking system is not able 
to perfectly localize all vehicle contour trajectories, we highlight some examples when this system 







of a passing truck. The reason behind this failure is that the large truck size produce uncertainty in 
grouping the truck headlights and taillights into a single contour. As shown in the third row of 
Figure 32, the ungrouped truck headlights or taillights are determined as belonging to different 
vehicles or from vehicle reflected beams. In this case, while localizing the truck contour, e.g., 
magenta one, the two vehicles with white and cyan colors are mistakenly localized as false 
positives. Also, as shown in the first column of Figure 32, the noisy lighting sources from the 
truck body decrease the accuracy of truck contour where the noisy lighting is selected as candidate 
truck taillights for the grouping process. Also, as shown in the second column of Figure 32, the 
proposed system fails to group two truck taillights. The left truck taillight is wrongly grouped with 






CHAPTER 6  
CONCLUSION AND FUTURE WORK 
Within the current progress of this research project, a context-aware vision-based system that 
benefits structural health monitoring for civil infrastructures, and vehicle recognition for intelligent 
transportation system, has been designed. As an essential component of next-generation intelligent 
civil and transportation infrastructures, this design vision-based system can be applied directly to 
several industrial applications such as detecting concrete cracks and measuring 3D structural 
displacements for civil infrastructures, and monitoring night time traffic dynamics.   
For the concrete crack detection task, a context-aware deep semantic segmentation network is 
proposed to integrate the predictions from multiple image patches by leveraging cross-patch 
context information. In this designed context-aware system, NMIPS and MSMP variations are 
presented to reduce the processing time while retaining the detection performance. This proposed 
context-aware concrete crack detection system is evaluated on three concrete crack datasets, where 
this system achieves the best performance compared to the state-of-the-art systems. 
For the 3D structural displacement measurement, a novel monocular target-based hybrid 
inertial vision-based system is proposed that accurately measures both in-plane and out-of-plane 
structural displacements. This proposed system does not require the camera to be stationary during 
the displacement measurements, where it uses two calibration targets to measure the 3D structural 
displacements while compensating the simultaneous camera movements. During the displacement 




is fused to the visual monitoring videos. This novel fusion process improves the measurement 
accuracy compared to a baseline system without attached tilt sensor that provides supplementary 
information. 
For the night time vehicle detection and tracking, a context-aware rear-view night time traffic 
surveillance system that incorporates sensor cues from autonomous vehicles is first proposed. The 
fused sensor information is leveraged onto a novel context-based vehicle representation as vehicle 
salient features for pairing and reconstructing the detected vehicle taillights at night. This fused 
sensor information from autonomous vehicles improves the traffic detection and tracking 
performance compared with the baseline night time traffic surveillance system without any sensor 
information provided.   
As an extension to the context-aware rear-view night time traffic surveillance system where 
sensor cues from autonomous vehicles are used to guide the vehicle taillight pairing, a multi-
camera night time traffic surveillance system is proposed to localize vehicle contours using only 
vehicle headlights and taillights. The superior performance of the proposed system is attributed to 
developing a multi-camera vehicle contour representation that leverages mutual geometric 
compatibilities between different vehicle components, and designing a vehicle contour refinement 
that further aligns these obtained vehicle contours based on traffic dynamics.  
Although this research project has achieved promising results on structural health monitoring 
for civil infrastructures, and traffic monitoring for intelligent transportation system, the current 
systems are limited in several conditions.   
The current work of concrete crack detection for civil infrastructures and three-dimensional 
structural displacement measurement focus on visual images, where the structural health 




measurement relies on calibration targets in the monitoring process, and placing the target would 
be a challenge when the monitoring structures are with limited access by human operators. To 
solve these challenges, the future research directions of vision-based monitoring system for civil 
infrastructures are listed as: 
• Design a damage detection system using other types of sensors, e.g., LiDAR, Time-of-
Flight sensors. In this case, the depth maps or point clouds will be used to substitute or 
supplement the visual image inputs for structural health monitoring and damage 
detection at night time.  
• Design a target-free three-dimensional structural displacement measurement system. In 
this case, the monitored structures have limited access by human operators to place 
calibration targets. Instead, the salient features of the structures will be used to replace 
these physical calibration targets during the measurements.  
• Design a drone-based mobile system for structural health monitoring. In this case, a 
sensor will be installed on the drone to avoid finding a vantage point to place sensors 
before monitoring process.  
Besides the future directions of vison-based monitoring system for civil infrastructures, the current 
work of intelligent night time traffic monitoring can be extended as well. Without upgrading the 
current surveillance infrastructures, the current system is able to localize vehicle contours using 
visual images in limited light situations. However, the vehicle re-identification problem at limited 
lighting still remains a challenge. Without using semantic features at night time, the salient vehicle 
headlights and taillights might be difficult to re-identify two vehicles. To solve these challenges, 




• Design a vehicle re-identification system for intelligent night time traffic monitoring. In 
this case, the surveillance systems are also of visual cameras, but the additional sensor cues 
such as GPS coordinates of on-road vehicles, adjacent vehicle locations, vehicle traveling 
trajectories at city scale, might be leveraged from autonomous vehicles or from internet of 
things for vehicle re-identification at limited light conditions. 
In summary, the comprehensive computational framework for context-aware sensing and fusion 
for structural health monitoring and night time traffic surveillance presented in this dissertation 
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