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Resumen: La realimentacio´n por pseudo-relevancia es una te´cnica de uso habitual
en sistemas de recuperacio´n de informacio´n. Es sabido que los sistemas de
recuperacio´n basados en contenido (CBIR), como los de recuperacio´n visual que
permiten ima´genes como objetos de consulta, adolecen de baja precisio´n. Esto es
debido a la distancia entre la sema´ntica de la imagen y sus caracter´ısticas visuales.
Es por ello que estos sistemas se ven beneﬁciados de un sistema de recuperacio´n
textual paralelo cuando dichas ima´genes disponen de textos asociados. Se presentan
diversos experimentos sobre realimentacio´n sobre un sistema CBIR a partir de las
listas textuales recuperadas. Los resultados obtenidos indican que estas te´cnicas
pueden mejorar los me´todos de fusio´n tradicionales.
Palabras clave: Recuperacio´n de informacio´n, recuperacio´n de ima´genes basada en
contenido
Abstract: Pseudo-relevance feedback is a common technique in information
retrieval. Content Based Information Retrieval systems (CBIR), like visual retrieval
engines, suﬀer from low performance due to the distance between the semantic
interpretation of an image and its visual features. This is the reason why such a
systems are empowered when textual information is associated to the images in the
collection and the CBIR is combined with a textual retrieval system. In this paper,
some experiments on applying text-based pseudo-relevance feedback on CBIR are
reported. The results obtained show that these techniques may enhance the behavior
of traditional fusion approaches.
Keywords: Information Retrieval, Content-Based Image Retrieval
1. Introduccio´n
En sistemas de recuperacio´n de
informacio´n textuales, la realimentacio´n
por pseudo-relevancia ha probado ser una
te´cnica valiosa para mejorar la relevancia
de la lista de documentos obtenidos. Esta
te´cnica consiste en obtener una primera lista
de resultados a partir de la consulta original,
para volver a lanzar una bu´squeda con una
consulta generada a partir de la original y
los primeros documentos obtenidos.
Los sistemas de recuperacio´n basados
en contenido (CBIR) permite usar el
mismo tipo de objetos a buscar como
elementos de consulta. Un sistema CBIR
∗ Esta investigacio´n ha sido parcialmente ﬁnanciada
por la Junta de Andaluc´ıa, Consejer´ıa de Turismo y
Deporte (FFIEXP06-TU2301-2007/000024)
de bu´squeda de ima´genes espera, de esta
forma, un conjunto de ima´genes de ejemplo
para resolver la recuperacio´n desde una
coleccio´n visual (Datta et al., 2008).
Existen ejemplos de sistemas que usan
realimentacio´n por relevancia en motores
de recuperacio´n visuales (Laaksonen et al.,
2001; Mu¨ller et al., 2000). En cuando a la
pseudo-realimentacio´n sobre sistemas CBIR,
son varias las propuestas realizadas (como
por ejemplo (Torjmen, Pinel-Sauvagnat, y
Boughanem, 2007)). si bien el trabajo de
Ah-Pine et al. (Ah-Pine et al., 2009) ofrece
una buena revisio´n de estas y otras te´cnicas
asociadas a la recuperacio´n combinada
visual/textual.
Este trabajo se enmarca en la l´ınea de
investigacio´n seguida por nuestro grupo,
en sistemas de recuperacio´n de informacio´n
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(IR) h´ıbridos, donde se utiliza informacio´n
textual junto con informacio´n visual. Hemos
participado varios an˜os en las competiciones
CLEF tanto en recuperacio´n de ima´genes
gene´ricas (Cumbreras et al., 2007a; M.C.
Dı´az-Galiano, 2007a; Mart´ın-Valdivia et al.,
2005) como en recuperacio´n de ima´genes
biome´dicas (Dı´az-Galiano et al., 2008;
Dı´az-Galiano et al., 2008; Dı´az-Galiano
et al., 2006), obteniendo en este u´ltimo
resultados prometedores. Adema´s hemos
realizado distintas experimentaciones
utilizando expansio´n textual de la
consulta (Dı´az-Galiano, Mart´ın-Valdivia, y
Uren˜a-Lo´pez, 2009), distintas heur´ısticas
de traduccio´n en colecciones multilingu¨es
y multimodales (Cumbreras et al., 2007b)
o recuperacio´n en otro tipo de colecciones
multimodales (Dı´az-Galiano et al., 2007;
M.C. Dı´az-Galiano, 2007b).
2. Descripcio´n de la tarea
CLEF (Cross Language Evaluation Forum)1
es un foro que aboga por el uso y desarrollo
de aplicaciones para la gestio´n y manejo
de librer´ıas digitales. Para ello desarrollan
infraestructuras de prueba, mejora y
evaluacio´n de sistemas de recuperacio´n de
informacio´n de diverso tipo. Dentro de las
competiciones CLEF podemos encontrar la
tarea ImageCLEF2. Esta tarea se encarga de
evaluar distintos aspectos de los sistemas de
recuperacio´n de informacio´n multimodales,
y ma´s concretamente de aquellos que mezcla
informacio´n visual y textual.
La tarea concreta sobre recuperacio´n
de ima´genes me´dicas dentro del
CLEF se conoce, gene´ricamente, como
ImageCLEFmed. La coleccio´n de documentos
proporcionada para esta subtarea hasta el
2006 (Mu¨ller et al., 2007) estaba formada
por 4 subcolecciones de datos: CASImage,
Pathopic, Peir y MIR, e incluyen unas 50.000
ima´genes. Cada subcoleccio´n se organiza en
casos. Un caso esta´ formado por una o varias
ima´genes (dependiendo de la coleccio´n) y un
conjunto de anotaciones en formato texto
asociadas a dicha imagen. Las anotaciones
esta´n marcadas con etiquetas y constituyen
los metadatos de la coleccio´n. Algunos casos
incluyen ma´s de una imagen relacionadas
entre s´ı, por ejemplo, se puede tener una
imagen de una radiograf´ıa de un fe´mur y,
1http://www.clef-campaign.org/
2http://www.imageclef.org/
Figura 1: Ejemplo parcial de un caso de la
coleccio´n CASImage
asociada a esta imagen, disponer de otras
que muestren secciones del mismo fe´mur,
una resonancia magne´tica, una fotograf´ıa,
etc. En la ﬁgura 1 podemos ver un ejemplo
de la correspondencia entre un caso y sus
ima´genes.
Junto con la coleccio´n de ima´genes y
casos los organizadores de la tarea dieron
un conjunto de consultas para evaluar los
sistemas de recuperacio´n. Dicho conjunto
constaba de 30 consultas clasiﬁcadas como
visuales, textuales o mixtas. Esta clasiﬁcacio´n
indica que´ tipo de sistema de recuperacio´n
tiene ma´s facilidades para encontrar mejores
soluciones. Cada consulta esta´ dividida en
una parte textual traducida a 3 idiomas
(ingle´s, alema´n y france´s) y una parte visual
formada por una o varias ima´genes. En la
ﬁgura 2 se puede observar un ejemplo de una
consulta de tipo visual.
3. Realimentacio´n por relevancia
Nuestro me´todo de realimentacio´n por
relevancia utiliza las dos listas de ima´genes
obtenidas mediante los dos procesos de
recuperacio´n descritos a continuacio´n:
Recuperacio´n de informacio´n
textual. Se recuperan ima´genes a
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Figura 2: Ejemplo de una consulta de
ImageCLEFmed
partir de un sistema IR tradicional
como Lemur, haciendo uso de los textos
asociados a las ima´genes.
Recuperacio´n de ima´genes basada
en contenido. Se recuperan ima´genes
haciendo uso de un sistema CBIR como
GIFT.
Una vez obtenidas ambas listas se
genera una nueva consulta visual an˜adiendo
ima´genes adicionales. Estas ima´genes
adicionales pueden ser positivas (se desean
ima´genes similares) o negativas (ejemplos
de ima´genes que nada tienen que ver en
la consulta). Para seleccionar las ima´genes
positivas y negativas se genera una lista
a partir de las dos listas mencionadas
anteriormente. En este proceso se calculan
las posiciones de ranking para cada imagen en
cada lista. A continuacio´n, para las ima´genes
comunes a ambas listas exclusivamente, se
calcula la diferencia de ranking obtenido
para cada imagen:
Rankdif = Ranktextual −Rankvisual
De esta forma, obtenemos la diferencia
entre el ranking visual (obtenido del sistema
CBIR) y el ranking textual (obtenido del
sistema IR tradicional). Esta´ comprobado
el mejor comportamiento de los motores de
recuperacio´n textuales frente a los visuales
en tareas de este tipo. Este es debido
a que la sema´ntica de la consulta queda
mejor deﬁnida en el texto que en las
caracter´ısticas visuales de una imagen, ya
que es habitual tener dos ima´genes de
caracter´ısticas similares pero de sema´ntica
completamente diferente (por ejemplo, una
radiograf´ıa de un brazo y una de una pierna).
Nuestra intencio´n en la redeﬁnicio´n de
la consulta visual es la de an˜adir ima´genes
sema´nticamente relevantes pero que an˜adan
el mayor nu´mero de caracter´ısticas visuales
posible. As´ı pues, una imagen que aparece
en las primeras posiciones de la lista textual
pero en las u´ltimas de la visual es candidata
a ser un refuerzo positivo. En sentido inverso,
una imagen en las primeras posiciones de
la visual pero de las u´ltimas en la textual
es candidata a ser un refuerzo negativo.
De esta manera, y usando la diferencia
de ranking calculada, podemos tomar un
nu´mero determinado de ima´genes con mayor
diferencia entre visual y textual como
ejemplos positivos, y un nu´mero determinado
de ima´genes con diferencia negativa como
ejemplos negativos.
Ima´genes que este´n altas en ambos
rankings (visual y textual) y en posiciones
similares obtendra´n, por contra, valores
de Rankdif menores, por lo que no sera´n
consideradas en la reformulacio´n de la
consulta. Este efecto es el deseado, pues
buscamos en la reformulacio´n an˜adir
ima´genes con caracter´ısticas visuales
relevantes (no relevantes) en base a su
relevancia (no relevancia) textual.
Esto contrasta con la forma tradicional
de realimentacio´n por pseudo-relevancia,
donde siempre las ima´genes en las primeras
posiciones son las usadas para la generacio´n
de la nueva consulta. En este caso, y
siguiendo una orientacio´n de realimentacio´n
intermedia (Ah-Pine et al., 2009), buscamos
mejorar la recuperacio´n visual a partir de la
relevancia ma´s sema´ntica del texto, frente a
las caracter´ısticas puramente visuales.
En nuestros experimentos pretendemos
resolver dos cuestiones:
1. ¿Una realimentacio´n visual basada en
texto puede mejorar el comportamiento
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Figura 3: Proceso de obtencio´n de la lista
deﬁnitiva
del motor de recuperacio´n visual
signiﬁcativamente?
2. De ser as´ı, ¿el resultado de la fusio´n ﬁnal
tambie´n se vera´ mejorado o la mejora
aportada por la recuperacio´n textual ya
queda patente en una fusio´n a partir de
las lista originales, sin realimentacio´n?
En la Figura 3 puede verse el proceso
completo. En el paso (1) se obtienen las
dos listas: visual y textual. En el paso (2)
se regenera una consulta visual nueva, con
refuerzos positivos y negativos, y se vuelve a
consultar el ı´ndice visual. En el paso (3) se
fusiona la lista visual resultante del proceso
de realimentacio´n con la lista textual para
obtener una lista ﬁnal.
4. Experimentos y resultados
En los experimentos llevados a cabo
utilizamos dos para´metros fundamentales:
el nu´mero de ima´genes positivas (npos) y
el nu´mero de ima´genes negativas (nneg) a
considerar en el proceso de realimentacio´n.
Durante los experimentos se han probado
diferentes valores de npos y nneg : 0, 1,
2, 5, 10 y 50. Por otro lado, el nu´mero
de resultados a devolver en ambas listas
siempre se ha establecido en 1000, que es el
nu´mero de resultados en la lista de referencia
para su evaluacio´n. Para la fusio´n, se ha
realizado una combinacio´n lineal basada en
el RSV normalizado en el intervalo [0,1]. Esta
combinacio´n lineal responde a la fo´rmula:
RSVf = RSVt ∗ α + RSVv ∗ (1− α) (1)
donde RSVt es el Retrieval Status Value
(valor de recuperacio´n) obtenido con Lemur
y RSVv el obtenido con GIFT.
4.1. Caso base
Como caso base hemos considerado los
resultados obtenidos aplicando cada uno
de los dos subsistemas por separado, y la
fusio´n de ambos sin realimentacio´n. Como se
puede observar en la Tabla 1, el resultado
obtenido en valor de precisio´n media (Mean
Average Precision, MAP) usando el sistema
textual mejora con respecto al visual en
0.073 puntos. Por este motivo, para aplicar
la realimentacio´n, hemos considerado como
ima´genes de consulta negativas las que tienen
un valor alto en el ranking visual y bajo en
el textual y como ima´genes positivas las que
tienen un valor alto en el ranking textual y
bajo en el visual.
Caso base MAP
Sistema textual 0.1166
Sistema visual 0.0436
Fusion 0.1222
Tabla 1: Resultados sin realimentacio´n (casos
base)
Como puede verse, la fusio´n mejora los
resultados obtenidos por cada motor de
recuperacio´n independientemente. Este valor
de fusio´n ha sido obtenido con un pesado
del 25% para el ranking visual y del 75%
para el textual. Esto nos da a entender que,
incluso si la recuperacio´n visual dista mucho
de tener un comportamiento deseable, s´ı que
aporta algo de informacio´n que puede ser
utilizada para aumentar la precisio´n de un
motor combinado.
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4.2. Utilizando todos los
resultados de las listas
En una primera aproximacio´n, utilizamos
todos los valores devueltos por ambas
listas para realizar los experimentos de
realimentacio´n por relevancia. As´ı, probamos
con distintos valores de npos y nneg,
obteniendo resultados no muy prometedores.
Los mejores se muestran en la Tabla 2.
npos nneg MAP
0 1 0.0221
0 2 0.0256
0 5 0.0247
0 10 0.0244
0 50 0.0298
1 0 0.0101
2 0 0.0047
Tabla 2: Mejores resultados con
realimentacio´n usando todos los valores
de las listas
La explicacio´n de estos resultados se debe
a la aleatoriedad de los u´ltimos valores
de ranking, pues ambos subsistemas son
mediocres en cuanto a precisio´n. Es por
ello que decidimos acometer una segunda
aproximacio´n en la que so´lo tenemos en
cuenta los n primeros resultados de ambas
listas, intentando de este modo reducir dicha
aleatoriedad.
4.3. Utilizando los n primeros
resultados
En los experimentos utilizando los n primeros
resultados de ambas listas, probamos con
varios valores de n: 100, 1000, 5000 y
10000, obteniendo los mejores resultados con
n=1000. Los mejores resultados se muestran
en la Tabla 3.
n npos nneg MAP
100 0 10 0.0463
100 10 10 0.0369
1000 1 0 0.0567
1000 2 0 0.0509
1000 5 0 0.0580
1000 10 0 0.0450
1000 50 0 0.0537
10000 0 10 0.0279
10000 0 50 0.0302
Tabla 3: Mejores resultados con
retroalimentacio´n usando los n primeros
valores de las listas
Como se puede observar, el mejor
resultado obtiene un MAP de 0.058,
utilizando 5 ima´genes de consulta positivas
y ninguna negativa, devolviendo un total
de 1000 ima´genes. Esto supone una mejora
de un 33% con respecto al caso base en el
que se utiliza el sistema visual (0.0436). En
general, para n = 1000 se puede decir que los
resultados con mezcla de ima´genes positivas
y negativas esta´n todos por debajo de los
que utilizan so´lo ima´genes positivas. Por
otro lado, cuando n = 100, usando ima´genes
negativas los resultados se aproximan al caso
base (npos = 0, nneg = 0).
4.4. Resultados ﬁnales con fusio´n
Nuestra evaluacio´n no estar´ıa completa
sin los resultados obtenidos al fusionar la
lista resultado de la realimentacio´n con la
lista textual, de tal manera que podamos
comprobar si, a pesar de ser realimentado a
partir del texto, la mejora neta del sistema
con la fusio´n textual aumenta. La tabla 4
muestra los resultados de distintos valores
lineales de fusio´n de listas realimentadas so´lo
con ima´genes positivas (que son las que,
en general, aportan mejores resultados). La
primera l´ınea corresponder´ıa con el caso base,
pues no se usan ima´genes adicionales en
la reconsulta antes de la fusio´n. La mejora
obtenida del mejor caso con respecto al caso
base es de tan so´lo un 4%.
npos nneg Vw Tw MAP
0 0 0.25 0.75 0.1222
1 0 0.25 0.75 0.1229
5 0 0.50 0.50 0.1235
10 0 0.20 0.80 0.1242
10 0 0.25 0.75 0.1247
5 0 0.20 0.80 0.1264
5 0 0.25 0.75 0.1264
50 0 0.20 0.80 0.1266
50 0 0.25 0.75 0.1266
Tabla 4: Resultados ﬁnales de fusio´n tras
realimentacio´n
Vw y Tw indican el peso aplicado sobre
los RSVs normalizados de la listas visual y
textual respectivamente de tal manera que el
RSV ﬁnal es:
RSV = RSVvisual∗V w+RSVtextual∗Tw (2)
Como puede observarse en la tabla, los
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valores de Tw son ma´s altos que los de
Vw. Esto es as´ı porque so´lo se muestran
aquellos que mejor resultados han dado,
siendo adema´s consistentes con los pesados
en fusio´n aplicados en otras tareas de
recuperacio´n visual (Dı´az-Galiano et al.,
2008; Dı´az-Galiano et al., 2008; Dı´az-Galiano
et al., 2006).
5. Conclusiones
Podemos observar una mejora importante
sobre la recuperacio´n visual, por lo que
la realimentacio´n con base textual parece
interesante en estos entornos. Adema´s, esta
mejora se muestra robusta combinada con
otras te´cnicas como la fusio´n de listas
visuales y textuales, proporcionando en
u´ltima estancia una mejora general.
En la Tabla 4 encontramos un resultado
que puede parecer ano´malo: si bien la
mejor realimentacio´n visual se obtiene con
5 ima´genes positivas, para la fusio´n hay,
en cambio, una pequen˜a ventaja al usar
50 ima´genes positivas. Esta diferencia no es
signiﬁcativa, pero nos lleva a pensar que
existen otros factores que pueden inﬂuir en
la mejora de la lista ﬁnal. En concreto,
esperamos aplicar te´cnicas de reordenacio´n
sobre los primeros resultados (Chen y Karger,
2006), de tal forma que se estudie el efecto de
la diversidad de los resultados.
A la hora de establecer conclusiones al
trabajo presentado es importante reconocer
la debilidad estad´ıstica que pueden conllevar
estos datos por varias razones: no se ha
comprobado el comportamiento del me´todo
en otras colecciones. Es por ello que como
trabajo futuro se impone comprobar este
sistema sobre otras colecciones de objetos
que combinen informacio´n visual y textual.
Adicionalmente, experimentos aplicando
realimentacio´n por pseudo-relevancia so´lo
sobre texto e ima´genes de forma separada
son necesarios para poder contrastar con
amplitud la capacidad del me´todo propuesto.
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