In many image applications the measurement of visual quality is of special importance. Most of the Full-Reference metrics proposed address the evaluation of grayscale images. This paper investigates an application of two grayscale metrics for the evaluation of color images using CIELAB color space. It also proposes the utilization of an important feature of this space, the possibility to measure the distance between colors, to improve the performance of the metric, i.e. affording a higher correlation between the objective metric and the subjective measurement. The results indicate that the use of color distance with a FR image quality evaluation metric improves its correlation with the subjective scores.
INTRODUCTION
Digital images exchanged and distributed through communication systems are subject to different types of distortion during acquisition, processing, compression, transmission and reproduction. For example, distortion can be caused by data transfer errors (due to inherent faulty channels as wireless channels), and lossy techniques for image compression.
The most reliable way to assess the image quality is using subjective evaluation, once human observers are the ultimate receivers in most applications. The Mean Opinion Score (MOS), a subjective quality measurement obtained from a number of observers, is a reliable and widely used method for subjective quality evaluation [1] . However, for most applications, this method is inconvenient as it cannot be used in real-time.
To manage this problem, many objective quality assessment algorithms, especially regarding grayscale images, have been investigated [2] - [4] . The closer to the subjective image quality assessment an objective image quality assessment is, the better is the metric. These objective metrics are generally classified into three categories based on the amount of information required from the original image [2] : Full-reference (FR), Noreference (NR) and Reduced-reference (RR) metrics.
Full-reference metrics perform a comparison between the whole reference image (the original one) and the whole distorted image (the processed one), and therefore require the reference to be completely available. No-Reference metrics analyze the processed image all alone without the need of any information from the reference, and always need to make some assumptions about the content of the image or about the existent distortions on it. ReducedReference metrics are designed as a tradeoff between FR and NR metrics. They extract attributes from the original image in a way that a comparison to the processed image can be made based on these attributes. [2] .
Historically, statistic metrics like MSE (Mean Squared Error) and PSNR (Peak Signal to Noise Ratio) have been largely used, and still are used today because of their simplicity. However, despite of their wide use, their results do not correlate well with the human perception [3] .
This article analyses the performance of two FR metrics, originally designed for the evaluation of grayscale images, applied for the evaluation of color images: SSIM (Structural SIMilarity) [5] and VIF (Visual Information Fidelity) [6] .
In order to accomplish this goal, the CIELAB color space is used. This specific color space was chosen because of a particular feature: it permits the calculation of the distance between colors as a good approximation of what is perceived by the human vision [7] . The difference threshold of perception between two colors is known as Just Noticeable Difference (JND). This concept is used in order to improve the correlation between objective metrics and subjective scores.
For the tests two image databases with objective scores were used: IVC database [8] constituted by 10 reference images and 120 distorted versions and LIVE database [9] , constituted by 29 reference images and 779 distorted versions.
The remainder of this article is organized as follows: Section 2 briefly discusses the grayscale metrics SSIM and VIF used in the experiments. Section 3 describes the CIELAB color space and the JND concept. The details on the experiments are described in Section 4. The results are presented in Section 5 and the conclusions are given in Section 6.
GRAYSCALE METRICS
In order to test the use of grayscale metrics in the quality evaluation of color images, two different FR grayscale metrics were chosen, that are SSIM and VIF.
SSIM Index
The SSIM Index [5] is a FR image quality metric intended to capture the loss of image structure. SSIM was derived by considering hypothetically that one could capture image quality with three aspects of information loss that are complementary to each other: correlation distortion, contrast distortion, and luminance distortion [10] .
The basic form of SSIM is computed as follows. Suppose that and are patches at the same position from two images that are being compared, the local SSIM index measures three elements in the patch: the similarity -݈ሺ, ሻ -between the luminances of the patches, the similarity -ܿሺ, ሻ -between the contrasts of the patches and the similarity -‫ݏ‬ሺ, ሻ -between the structures of the patches. These similarities are expressed through statistics, computed and combined in a way to produce the local SSIM:
In (1) ߤ ௫ and ߤ ௬ are the mean from the patches and respectively, ߪ ௫ and ߪ ௬ are their standard deviations, and ߪ ௫௬ is the cross-correlation between the patches e after subtracting their means. ‫ܥ‬ ଵ , ‫ܥ‬ ଶ and ‫ܥ‬ ଷ are small positive constants that stabilize each term. Specifically in [11] , were chosen ‫ܥ‬ ଵ ൌ ሺ‫ܭ‬ ଵ ‫ܮ‬ሻ ଶ where L is the dynamic range for the values of the pixel (255 for 8 bits images), and ‫ܭ‬ ଵ ‫ا‬ 1 is a small constant. A similar definition was used for ‫ܥ‬ ଶ . Also; it was assumed that ‫ܥ‬ ଷ ൌ ‫ܥ‬ ଶ /2, what leads to a specific form of SSIM [11] :
VIF Criterion
The Visual Information Fidelity (VIF) criterion [6] is a perceptual FR image quality metric developed by LIVE team. The metric is based on the quantification of information shared between the reference and distorted images relative to the information present in the reference image. For that, it uses a Natural Scenes Statistics (NSS) model, an image degradation model and an HVS model, all of them in the wavelet domain [6] .
The NSS model used is the Gaussian Scale Mixture (GMS) model, which is a Random Field (RF). The NSS models each subband in the wavelet decomposition of the image with a separate GSM and is expressed as
where ࣝ ൌ ൛‫ܥ‬ Ԧ ‫‬ ݅ ‫א‬ Iൟ is a GSM, I denotes the set of spatial indices for the RF, ࣭ ൌ ሼܵ ‫‬ ݅ ‫א‬ Iሽ is an RF of positive scalars, ࣯ ൌ ൛ܷ ሬ ሬԦ ‫‬ ݅ ‫א‬ Iൟ is a Gaussian vector RF with zero mean and covariance · ‫ܥ‬ Ԧ and ܷ ሬ ሬԦ are M dimensional vectors. The subbands are divided in nonoverlapping blocks of M coefficients each, assuming each block to be independent of others. The distortion model is a signal gain and additive noise model:
where ࣝ denotes the RF from a subband in the reference signal, ࣞ ൌ ൛‫ܦ‬ ሬ ሬԦ ‫‬ ݅ ‫א‬ Iൟ denotes the RF from the corresponding subband from the distorted signal, ࣡ ൌ ሼ݃ ‫‬ ݅ ‫א‬ Iሽ is a deterministic scalar attenuation field and ࣰ ൌ ൛ܸ ሬԦ ‫‬ ݅ ‫א‬ Iൟ is a stationary additive zero-mean Gaussian noise RF with variance ൌ ߪ ௩ ଶ ۷. The RF ࣰ is white and is independent of ࣭ and ࣯.
To model the HVS, the internal neural model is used, and it is represented by an additive white Gaussian noise model. The neural noise is modeled as the RF ࣨ ൌ ൛ܰ ሬ ሬԦ ‫‬ ݅ ‫א‬ Iൟ, where ܰ ሬ ሬԦ are zero-mean uncorrelated multivariate Gaussian with the same dimensionality as ‫ܥ‬ Ԧ :
where ࣟ and ࣠ denote the visual signal at the output of the HVS model from the reference and the test images. The covariance of the additive noise is modeled as ே ൌ ߪ ଶ ۷, where ߪ ଶ is an HVS model parameter. With the source and distortion models described, for the calculation of the Visual Information Fidelity let ‫ܥ‬ Ԧ ே ൌ ሺ‫ܥ‬ Ԧ ଵ , ‫ܥ‬ Ԧ ଶ , … , ‫ܥ‬ Ԧ ே ሻ denote N elements from ࣝ and ܵ ே , ‫ܦ‬ ሬ ሬԦ ே , ‫ܧ‬ ሬԦ ே and ‫ܨ‬ Ԧ ே be correspondingly defined. Assuming that the model parameters ࣡, ߪ ଶ and ߪ ௩ ଶ are known, the conditional mutual information between ࣝ, ࣟ (or ࣠) given ࣭ is analysed.
For the reference image it is analysed ‫ܥ‪ሺ‬ܫ‬ Ԧ ே ;
and ‫ܥ‪ሺ‬ܫ‬ Ԧ ே ; ࣠ ሬԦ ே ‫ݏ|‬ ே ሻ represent the information that can ideally be extracted from a particular subband in the reference and the test images respectively. The VIF measure is simply the fraction of the reference image information that can be extracted from the test image given by:
where the summation occurs over the subbands of interest, and ‫ܥ‬ Ԧ ே, represent N elements of the RF ࣝ that describes the coefficients from subband ݆ and so on. Grayscale images can be represented by a unique matrix or channel, while color images require three or four channels to be represented, depending on the color space used. However, the choice of an adequate color space is critical in order to produce results well-correlated with the human perception. The next section presents CIELAB, the color space used in the experiments of this work, and presents as well the application of its special feature, the measurement of the differences between colors, in the evaluation of color image quality.
CIELAB COLOR SPACE AND JND CALCULATION
The CIELAB color space [12] , was defined focusing a measure of the difference between colors that could be perceptually uniform. This color space was established by CIE based on the MacAdam's ellipses theory [13] . The area inside each MacAdam's ellipse defined in the XYZ chromaticity diagram includes all the colors visually identical to the color present in the center of the ellipse [14] .
The threshold of the MacAdam's ellipses is known as just noticeable difference (JND). The JND concept was brought to CIELAB color space in a way that the Euclidean distance between the coordinates that represents two different colors in this space gives an approximation of the difference perceived by the human vision between the two colors. This distance is also known as DeltaE.
Each one of the three coordinates of the CIELAB color space -L, a and b -represent, respectively the color luminance, the position between red/magenta and green and the position between yellow and blue.
To calculate the Lab coordinates from the RGB color space one does [12] :
where
In ( The difference DeltaE between two colors measured in the CIELAB color space is given by: (11) where ሺ‫ܮ‬ ଵ , ܽ ଵ , ܾ ଵ ሻ and ሺ‫ܮ‬ ଶ , ܽ ଶ , ܾ ଶ ሻ are two different colors in the CIELAB color space.
A value for DeltaE that is below a given JND value indicates that the difference between the colors is not perceptible by the human eye [15] . The JND value ranges varies depending on the application and from person to person. For instance, we can cite [7] where there are references for the JND value that vary from 0.38 to 5.6, depending on the application.
In this work we propose to use DeltaE and JND in the image quality evaluation using grayscale metrics in order to improve the correlation with the subjective scores, as described as follows
Proposal to join JND with FR image quality metrics
A way to use DeltaE in the image quality evaluation is shown in the scheme of Figure 1 . First, both original and distorted images are converted to CIELAB color space. Then, a map of color differences between the converted images is calculated. From this map, regions where the color difference is below the JND are identified, and in the distorted image these regions are replaced for the corresponding regions in the original image. Finally, the objective metric is calculated between the original and the modified distorted images to produce the objective evaluation.
EXPERIMENTS
To evaluate the performance of objective quality measurement metrics, a subjective database is needed. In order to improve the reliability of the results, two databases are used: IVC database [8] , containing 10 reference images and 120 distorted versions, and LIVE database [9] , containing 29 reference images and 779 distorted versions. For both image databases, the calculation of the objective metrics considers only component L of the images. The calculation of the color distance considers all components -L, a and b.
In order to find the best JND value, i. e., the value that afford the best correlation between objective metric and subjective measurement, a range of JND values between 0 and 6 is tested in steps of 0.2.
To verify the accuracy of objective metrics a common practice is to compare the objective results to the subjective measurements given by the image databases. For that, the Pearson correlation is calculated between the objective and subjective measurements.
Also, in order to verify the consistence of the results, besides the correlation considering the set of all databases' images, the correlation for subsets of the databases, chosen in a random manner, were calculated. Figure 2 presents the results obtained for the correlation between objective metrics (SSIM and VIF) and subjective ones for the two databases tested (IVC and LIVE) for JND varying from 0 to 6 in steps of 0.2. For that there are four graphics.
RESULTS
At each graphic, there is a thick line and a set of thin lines. The thick line represents the correlation considering the set of all images from the database whereas the thin lines are a mean for cross-validation, and represent the correlation for random subsets of the database, calculated in order to evaluate the consistence of the results.
From the graphics, it can be seen that the correlation peak occurs at a JND value bigger than zero. The correlations obtained for SSIM have their peak at JND=2.8 using IVC database and at JND=1.2 using LIVE database. The VIF also obtained a gain by using JND although small. For the IVC database the correlation peak occurred at JND=2.8, the same JND value obtained for SSIM, and for the LIVE database the peak occurred at JND=0.4. More important than the peaks themselves are the shapes that the correlation curves assume, that follow a consistent pattern. Therefore, the use of the JND concept affords a gain in the correlation between the objective and subjective metrics. Table 1 presents the improvement in the correlation between each objective metric for each database, compared to the correlation without using the JND concept, i.e. the correlation for JND=0. SSIM has improved 7.220% using IVC database and 0.599% using LIVE database. VIF has showed an improvement of 0.456% using IVC database and of 0.003% using LIVE database.
From these analyses, it can be seen that the use of JND improves the objective evaluation provided by SSIM and VIF. 
CONCLUSIONS
From this work it can be seen that CIELAB color space is a good choice to be used in the ambit of image quality evaluation using grayscale metrics. It can also be noted that the use of JND concept with FR image quality evaluation metrics can propitiate a gain in the final result. It was observed that the gain in the correlation was more noticed using IVC database than using LIVE database. A possible reason for that is that both grayscale metrics used in the tests, SSIM and VIF, were developed by the same team that developed LIVE database. Therefore, the parameters in both metrics could have been adjusted to accomplish the best results using this database.
The gain in the correlation was more evident for the SSIM, but also VIF presented a small gain, that is visually more perceived using the IVC database. However, from the results it was observed that gains are attained for both databases. That indicates that the use of JND concept affords an improvement in the calculation of the objective metric.
