Introduction
Let C be an integral curve with one unibranch singularity of embedding dimension greater than two. It is known that (P ic d C) = , the moduli of torsion free sheaves of rank one and degree d, is irreducible if and only if C is locally planar ( [D] , [AIK] , [R] , [K] ). It is enough to consider a curve with one singularity [SK] .
In this work 1 we give a basic decomposition of (P ic 0 C) = towards irreducible components for an integral curve with one unibranch singularity, and give the decomposition into irreducible components for some types of curves.
3
Notation : k an algebraically closed field of characteristic zero C an integral curve over k with one unibranch singularity Q C ∼ normalisation of C π the normalisation map O completion of local ring of
we omit the subscript k normally F torsion free sheaf of rank one L a locally free sheaf of rank 1 W 0 C the canonical dualising sheaf of C C ′ first partial normalization of C such that rk k (O ′ /O) = 1 and C ′ = C ; i.e., O ′ = O + t −1 C . C i successive partial normalizations defined along the same line
Picard group of degree 0 of C π * the map P ic 0 C −→ P ic 0 C ∼ of Picard groups corresponding to π K ker(π * ) (P ic 0 C) = moduli of torsion free sheaves of degree 0 and rank one. S Zariski closure of a variety or scheme [PS] corresponds to our C ′ .
0: Preliminaries
We define (P ic d C ) = (S) = { isomorphism classes of torsion free O C (S) -modules of degree d and rank 1 }. (P ic d C ) = is representable and is represented by a projective scheme (P ic d C) = [D] , [AK] , which is irreducible [R] , [K] , iff rk(M/M 2 ) ≤ 2. We define the boundary of P ic C, a la [R] :
] such that (G/tG) ≈ F and the stalk of G at the generic point of Spec k [[t] ] is a locally free O C −module.
Let K = ker(π * ), where π * : P ic 0 C −→ P ic 0 C ∼ is the map of respective Picard groups corresponding to the normalization map π :
is representable by a projective scheme [R] , also called E(C, d); we identify E(C, d) with its image in (P ic 0 C) = . In particular, since K ⊆ E(C, δ), every boundary point "defines an element of E(C, δ) ′′ [R, Th.2.3(b) ]. So it is enough to consider limits of one -parameter families of free O-
We shall write ∂ β O −→ F if F is in the closure of such a family. A key concept of help in determining B(P ic 0 C) from [J] is that of the unique filtration of O given by O ⊇ M ⊇ · · · ⊇ I j · · · ⊇ C such that rk k (I j /I j+1 ) = 1, and ord t (I j ) < ord t (I j+1 ) ∀ j ≥ 0. 3 Every F ∈ E(C, δ) has such a unique filtration. We define [J'] a functor F ilt δ C using this concept of filtrations of F and proved that it is representable by a projective scheme
this is a major tool in determining B(P ic 0 C). For brevity we shall use the notation F ilt(C, δ) in this work.
We will close the section with some remarks implicitly assumed and used in further sections. Since v 0 − δ is used frequently, we will use notation v 0 − δ = γ for ease of reading.
Remarks:
The converse is true iff C is Gorenstein [HK] .
(0.6) The following are equivalent:
(0.13) The following conditions are equivalent [J, §2] :
In this section we give the basic decomposition of (
We would like to know if and when P ic 0 r C is a component of (P ic 0 C) = , Generally P ic 0 r C is not irreducible. However, since for all r in this range ∃F ∈ P ic 0 r C such that End(F) does not contain O C ′ , 6 Lemma 1.2: P ic 0 r C contains an irreducible component of (P ic 0 C) = for r such that γ − 2 < r < δ. This bound is strict for some types of curves such as one with a non Gorenstein singularity of embedding dimension greater than two, and becomes an equality for locally planar or M = C type singularities.
We generalize [R,1.2] : let (−) * denote Hom(−, O C ∼ ) and let K r = ker(π * r ) where π * r : P ic 0 r −→ P ic 0 C ∼ is given by F → π * (F) * * . Theorem 1.4:
] -module such that (G/tG) ≈ F and G restricted to the generic point of Speck [[t] ] is generated by r + 1 elements 4 Mτ of [PS] is analogous to this. 5 [PS, Remark 3 ] is analogous to this. 6 (1.2), (1.3) (1.5) answer questions from Verdiere in private talk (Pondicherry, Jan.
'89) who pointed out that although these results follow from the rest of this section, they deserve to be mentioned independantly. modulo C. We have a diagram
with the generic point of im(h) given by h 0 . Since P ic 0 C ∼ is complete, π * r oh 0 lifts to a map p 0 : Spec k[[t]] −→ P ic 0 C ∼ , and since π * is smooth and surjective, im(p 0 ) lifts to a curve in P ic 0 C, defining a line bundle
This proves one direction, and since the P ic 0 C -orbit of K r is contained in P ic 0 r C by definition, it proves the result. Finally, since π * (P ic −δ C ∼ ) ⊆ B(P ic 0 r C) ∀r ∈ {0, · · · , v 0 − 2}, we have Lemma 1.5: (P ic 0 C) = is connected. 7 2: M = C : If 8 M = C then P ic 0 r C is a component of (P ic 0 C) = for r = 0, · · · , v 0 − 2, and we look at the intersections of components. (From this section on readers are refered to [J] , [PS] for proofs.)
We summarize the section in a couple of graphs. Arrows indicate that the object at source of arrow is contained in the object at the tip of the arrow.
O is Gorenstein if and only if every torsion free O-module is reflexive, i.e, if and only if Γ = {j | v 0 − 1 − j ∈ Γ}. So for all F ∈ P ic 0 C, we have End(F) = O C ⇐⇒ F Q ≈ O, ⇐⇒ F ∈ P ic 0 C. In particular therefore the components of (P ic 0 C) = other than P ic 0 C, if any, are components of
If C is locally planar, we know that P ic 0 C = (P ic 0 C) = and π ′ * (P ic −1 C ′ ) = is all of B(P ic 0 C), contributing no components to (P ic 0 C) = . On the other hand, if M ′ = C ′ and if C is not locally planar 9 then Γ = (k 1 , · · · , 2k 1 − 2)N, k 1 ≥ 3.
Theorem 3.1: Let C be Gorenstein, and not locally planar.
, and components of (P ic 0 C) = , other than P ic 0 C, are precisely {π ′ * (P ic
Example 1: Let O be generated by monomials in some local parameter t, and let F = (t 2 , t k 1 )O + C. The only possible deformation of F is given by either (t 2 + β)O when k 1 is even or (t 2 + βt + β 2 )O when k 1 is divisible by 3, and there is no deformation if k 1 ≡ ±1 modulo 6. ⋄ So the reverse implications of (ii) are not true. On the other hand
we have F ilt(C, δ) = K: if ord t F = 1 then F = tO ′ ; if ord t F = 2 and F = t 2 O ′′ then F = (t 2 , ut 4 )+C for u ∈ O ∼ * , and ∂ β = t 2 + βu will do; if ord t F = 3 then F is in the closure of the Picard orbit of (t 3 , t 4 , t 5 ) + C = t −1 M, and ord t F = 4 if and only if F = O ∼ . In any case F has the desired deformation. ⋄
, we need to find components of P ic 0 r C and to see when these are actually components of (P ic 0 C) = . If Rk(M/C) = 1 and M ′ = C ′ 10 then we have
=⇒ rank of M F , the coefficient matrix of (F/C), is r + 1. =⇒ every (r + 2) × (r + 2) minor of M F must vanish.
Therefore P ic 0 r C = P r,1 P r,2 , where P r,1 = {F ∈ P ic 0 r C | ∃F ≈ F Q such that F ∈ E(C, δ − r − 1), O ⊆ F, and ord t F 1 = 1} and P r,2 = {F ∈ P ic 0 r C | ∃F ≈ F Q such that F ∈ E(C, δ − r − 1), O ⊆ F, and ord t F 1 ≥ 2}.
It remains to see whether or not P r,i are components of P ic 0 C for r = 1, · · · , k 1 − 1. Since P r,1 = π ′ * P ic −1 r−2 C ′ for r = 2, · · · , k 1 , P r,1 is not contained in P r ′ ,1 for r = r ′ . Hence proving that P r,i are, indeed, components of (P ic 0 C) = , is now reduced to the question of looking at B(P r,2 ).
Theorem 4.1: F ∈ P r,2 if and only if the following conditions hold: (i) ∃F such that F Q ≈ F, C ⊆ F ⊆ O ∼ , rk(F/C) = r + 1, and (ii) either ord t F = 1 and F ⊇ t k 1 +1 O ∼ , or ord t F ≥ 2, where F ⊇ F 1 ⊇ · · · ⊇ F r ⊇ C is a filtration with the following properties:
10 If C is a monomial singularity curve then this is Γm,1,2 of [PS] .
rk(F i /F i+1 ) = 1, ord t F i+1 > ord t F i , and F r ⊆ t k 1 O ∼ .
Corollary 4.1.1: P i,1 ⊆ P i−1,2 for all i < k 1 .
Corollary 4.1.2: F ∈ P r,2 P r+1,2 ⇐⇒ ∃F ≈ F Q such that C ⊆ F ⊆ tO ∼ , rk(F/C) = r + 1 and F 1 ⊆ t 3 O ∼ .
For i = 1, · · · , k 1 − 1, ∃F ∈ P i,2 such that F Q ≈ {t j F | j = 0, 2, · · · , i}. Since F ∈ P i ′ ,2 ∀ i = i ′ , this proves Theorem 4.2: (P ic 0 C) = = {P i,2 | i = i, · · · , k 1 − 1} and P i,2 is a component of (P ic 0 C) = for i = 1, · · · , k 1 − 1.
