The aim of this study was to estimate the uncertainties in the streamflow simulated by a rainfall-runoff model. Two sources of uncertainties in hydrological modelling were considered: the uncertainties in model parameters and those in model structure. The uncertainties were calculated by Bayesian statistics, and the MetropolisHastings algorithm was used to simulate the posterior parameter distribution. The parameter uncertainty calculated by the Metropolis-Hastings algorithm was compared to maximum likelihood estimates which assume that both the parameters and model residuals are normally distributed. The study was performed using the model WASMOD on 25 basins in central Sweden. Confidence intervals in the simulated discharge due to the parameter uncertainty and the total uncertainty were calculated. The results indicate that (a) the Metropolis-Hastings algorithm and the maximum likelihood method give almost identical estimates concerning the parameter uncertainty, and (b) the uncertainties in the simulated streamflow due to the parameter uncertainty are less important than uncertainties originating from other sources for this simple model with fewer parameters.
INTRODUCTION
Conceptual catchment models are common tools in calculating the runoff dynamics and the water balance at various scales and regions. The model parameters are usually calibrated in order to obtain a good fit between observed and simulated outputs. Since computer models are not a perfect representation of reality, the results are uncertain. In many cases, assessment of the uncertainties is important, e.g. in water recourses management, where decisions have to be taken based on several uncertain factors; climate change impact studies; and water balance calculations in ungauged basins. The uncertainties in hydrological modelling have four important sources (e.g. Refsgaard & Storm, 1996) : (a) uncertainties in input data (e.g. precipitation and temperature); (b) uncertainties in data used for calibration (e.g. streamflow); (c) uncertainties in model parameters; and (d) imperfect model structure. The error sources (a) and (b) depend on the quality of data, whereas (c) and (d) are more model specific. The uncertainties in the input data (a) originate from the observations (e.g. Førland et al., 1996) and the interpolation in space (e.g. Lebel et al., 1987) . The uncertainties in the streamflow observations (b) depend on the quality of the rating curve. Some examples are given in Kuczera (1996) , Clarke et al. (2000) , Clarke (1999) and Jónsson et al. (2002) . In this study the uncertainties (c) and (d) were investigated.
Perhaps no studies include a full investigation of how the four error sources contribute and interact in the total modelling uncertainty. However, there are several papers where two or three of the error sources are evaluated simultaneously. Andréassian et al. (2001) demonstrate that the quality of the rainfall data influences both the simulation errors and the calibrated model parameters. Several studies indicate that the precipitation is the most important uncertainty factor compared to the model parameters (e.g. Thorsen et al., 2001; Refsgaard et al., 1983; Storm et al., 1988) or the model structure (e.g. Krzysztofowicz, 1999) . The papers cited above indicate that results presented here should be interpreted carefully since the study does not account explicitly for the error sources (a) and (b). What appears to be a parameter or model uncertainty might partially be caused by uncertainties in the observations. Several methods are available for evaluating the parameter sensitivity and assessing the modelling uncertainties. Many studies focus on the formulation of the objective function that describes the fit between observed and simulated values. In a statistical framework, the objective function is called the likelihood function and is a stochastic model for the simulation errors. To account for auto-correlations, stochastic error model of AR(1) and ARMA types are used (e.g. Sorooshian & Dracup, 1980; Alley, 1984; Xu, 2001) . To account for non-constant variance, heteroscedastic error models are used (e.g. Sorooshian & Dracup, 1980) or the data are transformed (e.g. Kuzczera, 1983; Xu, 2001) . A transformation might also account for the non-normality of the simulation errors (e.g. Krzysztofowicz, 1999) . Some papers focus on the parameter sensitivity without aiming to estimate a probability distribution (e.g. Mein & Brown, 1978; Spear et al., 1994; Wagener et al., 2003) . The multi-objective method (Yapo et al., 1998 ) is used to quantify parameter uncertainty and analyse model structural uncertainty by generating a Pareto optimal set of parameters with respect to different output fluxes (e.g. Beldring, 2002) or different objective functions (e.g. Madsen, 2000) . Examples of statistical approaches for quantification of parameter uncertainty include maximum likelihood methods (e.g. Xu, 2001 ) and Bayesian methods (e.g. Kuczera, 1983; Engeland & Gottschalk, 2002) . A variant of the Bayesian method was introduced under the name generalized likelihood uncertainty estimation (GLUE) by Beven & Binley (1992) . In the GLUE concept, it is recognized that a number of the requirements in the Bayesian method cannot be fulfilled in many cases.
It might be difficult to define a likelihood function, and the response surfaces in the parameter space can be very complex due to the interacting modelling errors. A "subjective" likelihood is therefore used in the GLUE approach instead of a more strictly defined statistical one. The aim is to discover the whole response surface in order to find a set of many different models that can be acceptable. The GLUE concept is now becoming a popular method in studying the parameter uncertainty and interval prediction in both hydrological and hydraulic models (e.g. Beven et al., 2000; Hankin et al., 2001; Aronica et al., 2002) , and a dynamic version of GLUE is developed in Wagener et al. (2003) .
In developing and implementing the Bayesian method, the Metropolis-Hastings (MH) algorithm (Hastings, 1970) , a Markov Chain Monte Carlo (MCMC) method, has been used. The MCMC method has been especially popular in Bayesian statistics (e.g. Geyer, 1992) , and more recently the MH algorithm has been applied to hydrological models (e.g. Kuczera & Parent, 1998; Engeland & Gottschalk, 2002; Vrugt et al., 2003) .
In this study, the Bayesian method was applied as presented in Engeland & Gottschalk (2002) . They used the physically-based Ecomag model operating on a daily time resolution, but two properties prohibited application of the Bayesian method in a consistent way: a complex behaviour of the simulation errors, and a complex shape of the parameter distribution. In order to overcome these difficulties and evaluate the Bayesian method in a consistent framework, a more simplistic model was applied in this study. A monthly water balance model called WASMOD was chosen because it has been carefully constructed to have well-defined, independent parameters and simulation errors that are normally distributed (Xu et al., 1996; Xu 2001 Xu , 2002 .
The aim of this study was to estimate the model parameters and to quantify the uncertainties of the simulated streamflows that resulted from both parameter uncertainty (c) and model structure uncertainty (d). To start with, only two of the four error sources were chosen, to keep the calculations simple, but it is intended to include additional error sources at a later stage. This aim was achieved by estimating the probability density of the model parameters and the statistical parameter of the simulation errors simultaneously. Both the maximum likelihood (ML) method and the Bayesian method were used to calculate the parameter uncertainty, and the results were compared. For the Bayesian method, the calculations were performed by the MH algorithm. The Bayesian method was used to calculate confidence intervals for simulated streamflows. To account for heteroscedastic residuals, i.e. dependence of error variance on computed runoff, a square-root transformation on both computed and observed runoff data was used. The resulting model error was assumed to be a white noise process with Gaussian distribution. The later hypothesis was then tested with a cross-basin validation approach. The robustness of the model performance and the confidence intervals were also tested by cross-validation. The study was performed using the WASMOD model (Xu, 2002) on 25 basins in central Sweden.
The paper is organized as follows: after this brief introduction, the study area, data and the WASMOD model are described. The subsequent section outlines the Bayesian method and the specific consideration in using the method in this study, which includes the choice of likelihood function, the prior and proposal densities, the MH simulation procedure, etc. Next, the application results including parameter estimates and resulted streamflow simulation uncertainties are presented, then the results are discussed and, finally, the conclusions and proposal for further investigations are presented.
THE STUDY AREA AND THE HYDROLOGICAL MODEL

The study area
The study area is located in central Sweden (Fig. 1) . The area has 30 sub-catchments ranging in size from 6 to 4000 km 2 . Available meteorological data consist of daily precipitation from 41 stations, daily temperature data from 12 stations and all with an observation period of at least 10 years. Twenty-five of the 30 sub-catchments were used in this study, since earlier investigations (e.g. Xu, 2003) showed that some sub-catchments might have errors in the determination of water divides. The mean annual precipitation and discharge are 800 and 310 mm, respectively. The land use of the area includes 5.7% lake (not including Lake Mälaren itself), 69.3% forest and 25% agricultural land. The hydrological and land-use data of the study region are shown in Fig. 1 The study area and basins (see Table 1 for abbreviations of basins).
The WASMOD model
The monthly water balance model WASMOD was developed for water balance computation for the NOPEX region (Xu et al., 1996; Xu, 2002) . The model parameters are related to the physical characteristics of the basins (Xu 1999; Müller-Wohlfeil et al., 2003) . The input data for using the model on gauged basins are monthly areal precipitation, potential evapotranspiration and/or air temperature. To use the model on ungauged basins, the land-use and/or soil distribution data are needed. The model outputs are monthly river flow and other water balance components, such as actual 
is the available water; sm + t-1 is the available storage; n t = r t -ep t (1 -exp(r t /ep t )) is the active rainfall; p t and c t are monthly precipitation and air temperature respectively; and ep m and c m are long-term monthly averages. a i (i = 1, …, 6) are the model parameters. The superscript plus means x + = max(x,0).
evapotranspiration, slow and fast components of river flow, soil-moisture storage and accumulation of snowpack, etc. The primary equations of the model are presented in Table 2 , and a schematic computational flow chart is shown in Fig. 2 . The parameters a 1 and a 2 determine the phase of precipitation and the rate of snowmelt. Parameter a 3
Fig. 2
The schematic computational flow chart of the WASMOD model.
converts long-term average monthly potential evapotranspiration to actual values of monthly potential evapotranspiration. The potential evapotranspiration is then transferred to the actual one as a function of soil moisture storage, controlled by the parameter a 4 . An increase in a 4 will increase the actual evapotranspiration. The slow flow parameter a 5 controls the proportion of runoff that appears as "baseflow", whereas a 6 controls the fast runoff.
THE BAYESIAN METHODOLOGY AND PROCEDURE
The choice of likelihood function
In a Bayesian context, the model parameters are regarded as random variables, and their distributions are estimated. Bayes' theorem gives the posterior density π of the model parameters θ and some statistical parameters φ φ φ φ conditioned on the streamflow observations Q obs :
where q obs = T(Q obs ) and q(θ θ θ θ) sim = T(Q(θ θ θ θ) sim ), where T is a transformation to obtain homoscedastic simulation errors; Q(θ θ θ θ) sim is streamflow simulated by the hydrological model utilizing the hydrological parameters θ; φ φ φ φ are some statistical parameters describing the simulation errors; p(θ) and p(φ φ φ φ) are prior densities for the parameters; and f is a probability density for the observed streamflows conditioned on the parameters. When the data Q obs are given, f is called the likelihood function, L(q(θ) sim , φ φ φ φ|q obs ). The likelihood function is proportional to the distribution of the simulation errors and controls the distribution of the model parameters. In Xu et al. (1996) and Xu (2001) , the statistical properties of the simulation errors for the WASMOD model applied to some of these 25 Swedish basins were carefully investigated. Based on this experience, the authors know it is necessary to transform the variables to obtain homoscedastic residuals and square-root transformation is a good choice. To verify this assumption, the simulation results presented are based on ML optimization of model parameters. Ten years of simulation results from 25 basins were used giving a total of 3000 data points. The simulation errors were divided by their basin-specific standard deviations to obtain a homogeneous sample. This sample of 3000 data points indicates the average behaviour of all 25 basins. In Fig. 3 , the residuals are plotted against the square root of simulated streamflow, and the simulation errors seem to be homoscedastic. Furthermore, it was assumed that the normal distribution truncated at zero is a good approximation:
) 
is the simulation error of the hydrological model. The normal distribution was truncated at zero since the square root of the observed streamflow cannot be negative. This truncation has an influence only when the simulated streamflow is very small. In Fig. 4 , the empirical quantiles are plotted against normal quantiles. In this figure, the standardized simulation errors from all 25 basins are pooled and treated as one sample. The normal distribution is a good approximation for quantiles less than 2, which means that for 95% confidence intervals and less, a good approximation will be obtained. The highest quantiles, however, are underestimated by the normal distribution. This was expected to have minor influence on the results presented herein. It was assumed that all the simulation errors were independent, and the likelihood obtained was conditioned on the data q sim,1 ,…, q sim,T by multiplying L t in equation (2) over all time steps:
In Fig. 5 , the auto-correlations are plotted as a function of time-lag for all 25 basins. The lag-one autocorrelation is insignificant for 12 of the basins. For the remaining 13 basins, the lag-one autocorrelation is relatively small (less than 0.5 for all basins). The assumption about independent simulation errors was therefore reasonable. Finally a decision had to be made on whether the mean and variance (µ and ω in equation (3)) are time dependent or not. The mean value µ was required to be zero since the hydrological model was punished for bias in the simulations. The variance ω might depend on the hydrological processes that take place. Therefore values were inspected, both visually and by performing the MH simulations with different error models, to ascertain whether the variance of the residuals depends on the observed temperature, precipitation and evapotranspiration. No significant structures of the simulation errors were found. This is in accordance with previous studies (e.g. Xu, 2001) . Therefore a constant variance was chosen for the residuals. All the parameters including ω, were estimated independently for each catchment.
The prior densities
Since the variance has to be positive, flat priors above 0 were used for ω
. For the WASMOD model parameters, uniform priors between the limits listed in Table 3 were applied. The parameter ranges shown in the table are consistent with the constraints given in Table 2 , but in a practical situation the ranges are much smaller. Table 3 The prior intervals for the WASMOD parameters.
Parameter
Uniform prior interval
0.00 0.02 a 5 0.00 ∞ a 6 0.00 ∞
The MCMC simulations
The Metropolis Hastings (MH) algorithm (Hastings, 1970) , a Markov Chain Monte Carlo (MCMC) methodology, was used to estimate the parameters. The MH algorithm generates a Markov chain that converges to the distribution of interest. After removing the initial "burn-in", this chain might be used as a dependent sample from the distribution. In this implementation of the MH algorithm, the parameters were updated for each iteration in a random order. The vector of all parameters (here a 1 -a 6 and ω), is denoted by x, their posterior densities by π, their proposal densities by d, the number of iterations by m, and the number of parameters by n (here n = 7). The algorithm involves the following steps:
be the current state of the chain. -Draw I randomly from 1, 2, ..., n (only once for each iteration; this is actually a random permutation). -Draw a new value for x I from a specified irreducible proposal distribution d:
where
-Compute the acceptance probability: 
As the ratio of two posteriors densities is calculated in equation (5), this algorithm does not require the normalization constant of the posterior probability density.
The proposal densities
A random walk proposal density (equation (4)) was used, i.e. the proposal distribution was dependent on the current state of the chain. For the ω parameter, uniform proposal centred at the current parameter value was used. However, no negative values were proposed because the acceptance probability then will always be zero.
]
For the WASMOD parameters, uniform proposals with the limitations specified in Table 3 were used.
The acceptance probabilities
For all parameters, the uniform proposal densities were constructed to have a constant variance. As a result,
, and the acceptance probability (equation (5)) could be simplified to calculate only the ratio of the new and old posteriors:
Tuning the MH algorithm
In order to obtain a chain that converged fast, the amplitude of the uniform proposal densities was tuned. If the variances of the proposals are too large, only a few of the new parameters will be accepted, thus the chain will easily get stuck in one point. If the variance is too small, the chain will need many iterations to explore the entire parameter space. According to Chib & Greenberg (1995) , the acceptance rate for a new point in the chain should be about 45%. The amplitudes were tuned to have an acceptance rate between 40 and 50% for each parameter.
Convergence of the chain
The convergence of the chain was studied by looking into the lagged auto-covariances for each parameter. For a chain that has converged, the auto-correlations decrease rapidly towards zero. The convergence was also visually inspected by plotting the chains as functions of iteration.
Confidence intervals for streamflow
To calculate confidence intervals for streamflow, 100 000 streamflow values for each month were obtained by running the model with all the 100 000 parameter sets from the MH sample. The 95% confidence intervals due to parameter uncertainty were estimated from these streamflow samples. The 95% confidence intervals for both the parameter uncertainty and the model structure uncertainty were calculated by adding the model residuals in the form of a random uncertainty with zero mean and sample dependent standard deviation ω i to each of the 100 000 streamflow values that were available for each time step:
where t is a time index, i is a sample index, samp is an index for streamflow sample with the random term added, sim is an index for streamflow calculated from the WASMOD model, and rnorm is a random number from a truncated normal distribution with the specified parameters. The truncation assured that no negative values were simulated.
MAXIMUM LIKELIHOOD ESTIMATION
To provide a comparative result with the MH algorithm, ML estimation method was also performed in the study. Maximum likelihood estimation was carried out by maximizing equation (3) without the truncation term, zero mean and constant variance. The optimization was performed with the help of the VA05A computer package (Hopper, 1978; Vandewiele et al., 1992) and the program EOX4F (NAG Fortran Subroutine Library, 1981). In the ML method, it is assumed that the parameters are normally distributed. Based on this assumption the covariance matrix is estimated. Derivation of covariance matrix for the model parameters is shown in Vandewiele et al. (1992) .
CROSS-VALIDATION
Three cross-validation tests were carried out to test the quality of at-site simulations. In all tests, blocks of data from two years were successively left out in the parameter estimation. Then the streamflow and the confidence intervals were calculated for the independent data. The cross-validated Nash-Sutcliffe coefficient R eff and the crossvalidated bias were calculated using all the independent simulations. To test the quality of the estimated confidence intervals, the number of observed streamflow values that fall outside the confidence intervals for the independent simulations were counted.
RESULTS
Convergence of the MCMC routine
The parameters were estimated independently for each basin, thus a total of 25 chains with 110 000 iterations were calculated by the MH algorithm. The first 10 000 iterations in each chain, the "burn-in", were discarded and the remaining 100 000 iterations were used as samples from the distributions. Visual inspection of the trajectories of the chains indicated that the MH algorithm had converged. They seemed stationary and no obvious trends or periodic variations could be observed. The autocorrelations of each chain were insignificant after about 40 iterations. It was therefore concluded that all the 25 chains had converged, and the samples were used for inference about the parameters.
The a 4 parameter required special attention. This parameter controls the relationship between potential and actual evapotranspiration. When this parameter is large enough, the actual evapotranspiration equals the potential one. A further increase in the value does not change the likelihood. It was therefore difficult to obtain convergence for four of the wettest basins (Finntorp, Kåfalla, Kringlan and Rällsälv). Based on previous experience with the model, a very strict prior [0.0-0.02] was put on this parameter so that the MH algorithm converged.
Parameter and streamflow estimates
The estimated parameters for all 25 basins are shown as box-plots in Fig. 6 , and the estimated variances of the residuals are shown in Fig. 7 . Figure 8 shows which is located in the middle of the study area. For the ML densities, conditional distributions are shown (conditioned on the ML estimates). The marginal distributions will be somewhat different due to the correlation between the parameters. Table 4 lists the correlation between the parameters as estimated from the MH sample, and by the ML method for the same station. For comparative purposes, the observed monthly runoff together with 95% confidence intervals including only the parameter uncertainty and the total uncertainty are plotted for two catchments with different residual variances. Figure 9 shows the result for the Stabbybäcken basin, which has a large residual variance and Fig. 10 illustrates the result for the Ulva Kvarndam basin that has a small residual variance. The observed long-term mean monthly runoff together with 95% confidence intervals including only the parameter uncertainty and the total uncertainty for the above mentioned two catchments are shown in Figs 11 and 12 , respectively. The 95% confidence intervals are obtained from a sample of 100 000 simulated monthly streamflow series for which monthly averages were calculated. 
Cross-validation
For cross-validation purposes, the cross-validated Nash-Sutcliffe coefficient R eff and cross-validated bias are shown in Fig. 13 . The R eff is larger than 0.6 for all basins and larger than 0.8 for 16 of them. The bias is smaller than 5% for all basins. The cross- validated confidence intervals show that 42% of the observed streamflow values falls inside the 95% confidence intervals when only the parameter uncertainty is taken into account. When the simulation residuals are added, however, 95% of the observed values were inside the confidence intervals. These cross-validation tests indicate that in at-site applications WASMOD gives robust estimates of monthly water balance, longterm average water balance and confidence intervals.
DISCUSSION
Comparison of MH and ML estimates
The estimates from the MH routine indicate that the parameter densities are only slightly skewed (Fig. 6) . The standard deviations estimated by the MH and ML methods are almost identical (Fig. 8) . This shows that the shape of the likelihood function at the optimum value and the normal assumption in the ML method are reasonable approximations. The estimated densities are only slightly different. The two methods indicate similar patterns for the correlations, but the MH-estimated correlations are somewhat lower than those obtained from the ML method (Table 4) . Similar results are also found for the other 24 stations. All these results indicate that the ML estimates give a good approximation to the parameter density for the monthly WASMOD model applied in Sweden. For models operating on daily time steps, more complex parameter distributions are reported (e.g. Duan et al., 1992; Kuczera & Parent, 1998; Engeland & Gottschalk, 2002; Vrugt et al., 2003) , and the normal distribution will not necessarily be a good approximation.
Parameter estimates
Both the median values and the variance of the WASMOD parameters depend on the basins (Fig. 6) . The sign of the skewness is identical for all basins. The a 1 and a 2 parameters that control the snow cover formation and snowmelt processes are basindependent. The a 3 and a 4 parameters that control the evapotranspiration have the smallest variation between basins. The Sörsätra basin has an exceptionally high a 3 parameter. This basin has a high mean runoff compared to its neighbours (Åkesta Kvärn, Gränvad and Härnevi, see Table 1 ), and should be treated carefully in a regionalization context. The parameters that control the runoff, a 5 and a 6 , show the largest variation between basins. In particular, the a 5 parameter is significantly different between several basins. Xu (1999) estimated relationships between the model parameters and basin characteristics for this dataset using multiple linear regression analysis. He found that a 1 is positively correlated to the lake and the forest percentages whereas the a 2 is negatively related to the lake and open field percentages. No correlations were found between the basin characteristics and the parameters a 3 and a 4 . The slow flow parameter a 5 was positively related to the lake and forest percentages, whereas the fast flow parameter a 6 was negatively related to lake percentage and positively related to forest percentage. The study not only verified the physical interpretations about the model parameters, but also established quantitative parameter estimation equations in the study area. Similar regression equations between the WASMOD model parameters and catchment physical characteristics were established for a Danish catchment by Müller-Wohlfeil et al. (2003) .
The success of such a regionalization procedure depends also on the quality of the input data and the observed streamflow data used for calibration as biased data might introduce biased parameters (Andréassian et al., 2001) .
Uncertainties in streamflow simulations
The uncertainties in the model parameters cannot account for all the uncertainties in the simulations. About 45% of the observations were inside these confidence intervals (Figs 9(a) and 10(a) ). When the total uncertainty was included, the confidence intervals got much wider (Figs 9(b) and 10(b) ). This indicates that the parameter uncertainty is less important than the uncertainties caused by the model structure. The WASMOD model simulated the average intra-annual variations well (Figs 11 and 12 ). The parameter uncertainty is getting more important compared to the results in Figs 9 and 10. This is due to the way these two error sources were represented. The parameters were assumed to be constant in time and they were therefore selected randomly from their distribution for the whole simulation period. However, the simulation error part was assumed to be independent between the months, and it was therefore selected randomly for each month in the simulation period. This part of the uncertainty will therefore decrease by a factor of n 1 , where n is the number of years used for averaging.
There are several indications that the variance of the simulation errors was caused not only by an imperfect model structure, but also by uncertainties in the observed data. Based on the results presented in this study it is not possible to tell to what extent errors in the observations contributed to the total simulation errors. Lebel et al. (1987) showed that the estimation variance of interpolated area rainfall decreases with increasing basin size. A similar pattern is seen in Fig. 7(b) : the residual variance decreases with increasing basin size (streamflow values in mm were used here for all calculations, so the direct effect of basin size on variance of the residuals should have been removed). It may also be seen that the high residual variance for the Stabbybäcken basin was caused by one flood-event that is not captured by the model (Fig. 9(a) ). This is the smallest basin with an area of 6.18 km 2 and there are no meteorological observations within the basin borders. The quality of the interpolated precipitation in this basin was therefore very sensitive to local rainfall events. The quality of the observed streamflow data might also have influenced the simulation errors. The variance marked as a filled square in Fig. 7(b) represents the Sörsätra basin, which has the highest variance for basins with an area larger than 100 km 2 . The observed streamflow from this basin might be doubtful (see subsection "Parameter estimates").
CONCLUSIONS
The WASMOD model was applied to 25 basins in central Sweden. A Bayesian methodology combined with the MH algorithm was used to estimate the model parameters and their uncertainty. The Bayesian estimates were compared to the ML estimates. This study allows one to draw some conclusions that will be important for further investigations, i.e. in estimating regional parameters.
All the assumptions in the application of the Bayesian method have been tested. The investigation of the simulation residuals showed that the square-root transformation is sufficient to obtain homoscedastic residuals. The residuals are approximately normally distributed, the variance of the residuals is as good as independent of the climatic conditions and the residuals are nearly independent. These results are only valid for the 25 basins that were used in this study and they have to be checked for each new application.
The authors were able to identify parameter densities for all 25 basins and the ML estimation was shown to give a reasonable approximation to the distribution of the model parameters as the MH algorithm and ML method gave almost identical estimates of the parameter uncertainty.
Ninety-five percent confidence intervals were calculated around the simulated streamflows. The confidence intervals around the simulated streamflows indicate that parameter uncertainty is less important than the other uncertainty sources in the streamflow estimations. It is anticipated that this conclusion is valid for simple conceptual models with few well-defined parameters. The cross-validation tests showed that water balance calculations and the confidence intervals are reliable.
Most of the model parameters depended on the basin. Further work will be to carry out a full regionalization of the model parameters by relating them to basin characteristics. Bayesian hierarchical modelling (Gelman et al., 1995) then offers suitable tools for such estimation.
Another topic for further investigation is to include the uncertainties in meteorological data and in streamflow observations in the uncertainty assessment. This would help one to understand how all the four error sources contribute in the total modelling uncertainty.
