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a b s t r a c t
A new norm-relaxed sequential quadratic programming algorithm with global conver-
gence for inequality constrained problem is presented in this paper, and the quadratic
programming subproblem can be solved at each iteration. Without the boundedness as-
sumptions on any of the iterative sequences, the global convergence can be guaranteed by
line search with l∞ penalty function and under some mild assumptions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider a new algorithm to solve the following inequality constrained problem,
min f (x)
s.t. gj(x) ≤ 0, j ∈ I = {1, 2, . . . ,m}, (1.1)
where x ∈ Rn and the functions f , gj (j ∈ I) : Rn → R are all continuously differentiable. We denote the feasible set of (1.1)
as F = {x ∈ Rn : gj(x) ≤ 0, j ∈ I}.
The sequential quadratic programming (SQP) algorithm is acknowledged widely to be among the most successful
algorithms for solving (1.1). The classical SQP algorithm employed Newton’s method or quasi-Newton’s method to solve
the KKT conditions for the original problem. As a result, the accompanying subproblem turns out to be minimization of a
quadratic approximation of the Lagrangian function optimized over a linear approximation to the constraints, that is, the
following quadratic programming subproblem is solved at each iteration,
min ∇f (xk)Td+ 1
2
dTBkd
s.t. gj(xk)+∇gj(xk)Td ≤ 0, j ∈ I,
(1.2)
where xk is the current iteration point and Bk is an n× n positive definite matrix. As we all know subproblem (1.2) may be
inconsistent, then the subproblem has no solution. In order to overcome this difficulty, some improved algorithms of SQP
have been proposed, for example, Powell [1] proposed the following subproblem by introducing an additional variable µ,
min ∇f (xk)Td+ 1
2
dTBkd+ 12ρk(1− µ)
2
s.t. µgj(xk)+∇gj(xk)Td ≤ 0, j ∈ I,
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where ρk > 0 is a penalty parameter. Cawood and Kostreva [2] proposed a norm-relaxed feasible SQP algorithm in 1994.
For the feasible point xk and positive parameter γ , the norm-relaxed subproblem has the form of
min z + γ
2
dTBkd
s.t. ∇f (xk)Td ≤ z,
gj(xk)+∇gj(xk)Td ≤ z, j ∈ I.
In fact the subproblem above is always consistent for every x ∈ Rn. The generalized norm-relaxed SQP algorithm was
presented by Chen and Kostreva [3] in 1999, in which more parameters were introduced to improve the numerical results
and speed up the convergent rate. The norm-relaxed SQP method is studied further by the authors of References [4–6] as
well as [7].
Recently, Solodov [8] proposed a global convergence SQP algorithm without boundedness assumptions on any of the
iterative sequences, in which the quadratic programming subproblem may be inconsistent and the assumptions such as
Slater condition and convex function are strong. In this paper, a new and globally convergent norm-relaxed SQP algorithm
is proposed. Similar to [7], we employ the l∞ penalty function as amerit function. Because the penalty parameter is updated
differently from the one in [7] and the new search mode is used, we get a better convergent result. Under some mild
assumptions which are weaker than those in [8], the iteration sequence of points can be proved to be bounded.
2. Description of algorithm
For the sake of simplicity, we denote for x ∈ Rn
P(x) = max{0, gj(x), j ∈ I}, I0(x) = {j ∈ I|gj(x) = P(x)}.
If xk denotes the current iteration point, we consider the following subproblem,
min z + 1
2
dTBkd
s.t. ∇f (xk)Td ≤ z,
gj(xk)+∇gj(xk)Td ≤ z, j ∈ I,
(2.1)
where Bk is an n× n symmetric positive definite matrix. Similar to Lemma 2.1 in [6], we have the following conclusion.
Lemma 2.1. Suppose that the matrix Bk is symmetric positive definite. Then
(i) The subproblem (2.1) has a unique solution.
(ii) (zk, dk) is an optimal solution of (2.1) if and only if it is a KKT point for (2.1).
The following basic assumptions are assumed to be satisfied in this paper.
Assumption A1. Functions f , gj (j ∈ I) are all continuously differentiable.
Assumption A2. Suppose that the Mangasarian–Fromovitz Constraint Qualification (MFCQ) holds at any x ∈ Rn, i.e., there
exists a vector d ∈ Rn such that ∇gj(x)Td < 0 for all j ∈ I0(x).
Lemma 2.2. Suppose that Assumptions A1 and A2 hold and (zk, dk) is an optimal solution of (2.1). Then
(i) zk ≤ P(xk)− 12 (dk)TBkdk.
(ii) If dk = 0, then zk = 0 and xk is a KKT point for (1.1).
Proof. (i) Denotes dˆ = 0, zˆ = P(xk), then (zˆ, dˆ) is a feasible solution of (2.1), furthermore, zk + 12 (dk)TBkdk ≤ zˆ = P(xk),
that is,
zk ≤ P(xk)− 12 (d
k)TBkdk.
(ii) Because (zk, dk) is the optimal solution of (2.1), there is amultiplier vector (λk, µk) such that the following conditions
hold from Lemma 2.1(ii),
Bkdk + λk∇f (xk)+
m∑
j=1
µkj∇gj(xk) = 0; (2.2)
λk +
m∑
j=1
µkj = 1, λk ≥ 0, µkj ≥ 0 (j ∈ I); (2.3)
∇f (xk)Tdk ≤ zk, λk(∇f (xk)Tdk − zk) = 0; (2.4)
gj(xk)+∇gj(xk)Tdk ≤ zk, µkj
(
gj(xk)+∇gj(xk)Tdk − zk
) = 0, j ∈ I. (2.5)
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In terms of dk = 0, the first formulas of (2.4) and (2.5) as well as the definition of P(xk), we know that zk ≥ P(xk). In addition,
we have zk ≤ P(xk) from the conclusion (i), so zk = P(xk). Taking into account the second formula of (2.5), we knowµkj = 0
if j 6∈ I0(xk), then (2.2) can be written as
λk∇f (xk)+
∑
j∈I0(xk)
µkj∇gj(xk) = 0. (2.6)
Now we prove that λk > 0 by contradiction. Suppose that λk = 0. Because MFCQ holds at every x ∈ Rn, we assume that d
satisfies∇gj(xk)Td < 0 for all j ∈ I0(xk). Multiplying (2.6) by dwehave∑j∈I0(xk) µkj∇gj(xk)Td = 0, thenµkj = 0 for j ∈ I0(xk),
which contradicts to the first formula of (2.3), therefore, λk > 0. Combining with (2.4) we have zk = 0. Substituting zk = 0
and dk = 0 into (2.2)–(2.5), the KKT conditions for (1.1) hold obviously at xk with the multiplier vector
(
µkj
λk
, j ∈ I
)
. 
Suppose that (zk, dk) is the optimal solution of (2.1), and the current iterative point xk is not a KKT point for (1.1), then
we know that dk 6= 0 from Lemma 2.2. The following l∞ penalty function is used as the line search function,
ψβk(x) = f (x)+ βkP(x), (2.7)
where βk > 0 is the current penalty parameter. Now we show that P ′(xk; dk) and ψ ′βk(xk; dk) have the following important
property.
From the definitions of P(x) and ψβk(x)we have
P ′(xk; dk) =
{
max{∇gj(xk)Tdk, j ∈ I0(xk), 0}, P(xk) = 0,
max{∇gj(xk)Tdk, j ∈ I0(xk)}, P(xk) > 0; (2.8)
and ψ ′βk(x
k; dk) = ∇f (xk)Tdk + βkP ′(xk; dk).
If P(xk) = 0, from Lemma 2.2(i) and the constraints of (2.1), then for j ∈ I0(xk) (that is gj(xk) = P(xk) = 0) we have
∇gj(xk)Tdk = gj(xk)+∇gj(xk)Tdk ≤ zk ≤ P(xk)− 12 (d
k)TBkdk = −12 (d
k)TBkdk < 0,
therefore, P ′(xk; dk) = 0 and ψ ′βk(xk; dk) = ∇f (xk)Tdk ≤ zk < 0.
For the case that P(xk) > 0, by the definition of P ′(xk; dk) and the constraints of (2.1) we have
P ′(xk; dk) = max{∇gj(xk)Tdk, j ∈ I0(xk)}
≤ max{zk − gj(xk), j ∈ I0(xk)}
= zk − P(xk) ≤ −12 (d
k)TBkdk < 0, (2.9)
furthermore, combining with Lemma 2.1(i) we have
ψ ′βk(x
k; dk) = ∇f (xk)Tdk + βkP ′(xk; dk)
≤ zk + βk
(
zk − P(xk)
)
≤ P(xk)− 1
2
(dk)TBkdk + βk
(
−1
2
(dk)TBkdk
)
. (2.10)
Assume that δ1, δ2 > 0 are constants, and denote1k = 2P(xk)−(dk)T Bkdk(dk)T Bkdk + δ1. In order to make dk be the descent direction
of merit function (2.7), the penalty parameter βk is updated by the following way,
βk =
{
βk−1, βk−1 ≥ 1k;
1k + δ2, βk−1 < 1k. (2.11)
Lemma 2.3. Suppose that dk 6= 0 and βk is updated by (2.11). Then
(i) ψ ′βk(x
k; dk) < 0.
(ii) If P(xk) > 0, then P ′(xk; dk) < 0.
Proof. The conclusion can be obtained easily from the discussion above, and the proof of this lemma is omitted here. 
Based on the conclusions discussed above, we state the algorithm as follows.
Algorithm. Data and parameters: x0 ∈ Rn, δ1, δ2 > 0, β−1 > 0, σ ∈ (0, 1), α ∈ (0, 1), P ≥ 0, an initial symmetric positive
definite matrix B0, set k := 0;
Step 1 Compute the subproblem (2.1) to obtain the optimal solution (zk, dk), and (λk, µk) is the corresponding multiplies
vector. If dk = 0, stop; otherwise go to Step 2.
Step 2 Compute the penalty parameter βk by (2.11).
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Step 3 Compute the step size tk, which is the first value of t in the sequence {1, σ , σ 2, . . .} such that
if P(xk) ≤ P , then
ψβk(x
k + tdk) ≤ ψβk(xk)+ αtψ ′βk(xk; dk), (2.12)
if P(xk) > P , then
ψβk(x
k + tdk) ≤ ψβk(xk)+ αtψ ′βk(xk; dk),
P(xk + tdk) ≤ P(xk)
}
. (2.13)
Step 4 Compute a new symmetric positive definite matrix Bk+1 by some suitable techniques. Set xk+1 = xk + tkdk, k :=
k+ 1, and go back to Step 1.
Remark 1. (i) The algorithm is well defined from the discussion above.
(ii) The second formula of (2.13) can be substituted by P(xk + tdk) ≤ P(xk)+ t2P ′(xk; dk).
3. Global convergence
From Lemma 2.2(ii) and Step 1 of Algorithm, one can conclude that the iteration point xk is a KKT point for (1.1) if the
proposed algorithm stops at xk. In this section, we assume that the algorithm yields an infinite iteration sequence {xk} of
points, then prove that there is an accumulation point x∗ of {xk}, which is a KKT point for (1.1) under some mild conditions.
To ensure the global convergence of the algorithm, the following basic assumptions are necessary.
Assumption A3. Denote the level sets of P(x) by L(c) = {x ∈ Rn|P(x) ≤ c} and assume that L(c) are bounded, where c ∈ R.
Assumption A4. The matrix sequence {Bk} is bounded, and there exists a scalar a > 0 such that
dTBkd ≥ a‖d‖2, ∀d ∈ Rn, ∀k.
Lemma 3.1. Suppose that Assumptions A1–A4 hold. Then any sequence {xk} generated by the Algorithm is bounded.
Proof. Similar to the proof of Proposition 2 in [8], we consider three cases respectively.
(i) If there exists some iteration index k1 such that P(xk) ≤ P for all k ≥ k1, then from the boundedness of L(P)we know
that {xk} is bounded.
(ii) If there exists some iteration index k1 such that P(xk) > P for all k ≥ k1, then in terms of the second formula of (2.13)
we know that P(xk) ≤ P(xk1) for all k ≥ k1. Hence, it holds that xk ∈ L(P(xk1)) for all k ≥ k1, then {xk} is bounded by the
boundedness of L(P(xk1)).
(iii) Suppose that there is an infinite iteration index set K such that P(xk) ≤ P for all k ∈ K , and there is another infinite
iteration index set K such that P(xk) > P for all k ∈ K . Then according to (2.12) and (2.13) we can define an infinite
subsequence {kj} from K and K , which consists of all iteration indices such that
P(xkj) ≤ P, P(xkj+1) > P.
Then {∇f (xkj)} is bounded because of {xkj} ⊆ L(P) and Assumption A1, that is, there exists a constant M > 0 such that
‖∇f (xkj)‖ ≤ M for all j. Furthermore, from Lemma 2.2(i) and the constraints of (2.1) as well as Assumptions we have
P ≥ P(xkj) ≥ zkj +
1
2
(dkj)TBkjd
kj ≥ ∇f (xkj)Tdkj + 1
2
(dkj)TBkjd
kj
≥ −‖∇f (xkj)‖ ‖dkj‖ + 1
2
(dkj)TBkjd
kj ≥ −M‖dkj‖ + 1
2
a‖dkj‖2,
which shows that {dkj} is bounded. Then the boundedness of {xkj+1} follows from the fact that xkj+1 = xkj + tkjdkj and
tkj ∈ (0, 1] as well as {xkj} ⊆ L(P). Taking into account the continuity of P(x)we know that {P(xkj+1)} is bounded, then there
is a constant c > 0 such that P(xkj+1) ≤ c for all j.
On the other hand, we can define another infinite subsequence {kl} from K and K , consisting of all the iteration indices
such that
P(xkl) > P, P(xkl+1) ≤ P.
According to (2.13) we know that P(xk) is nonincreasing when xk 6∈ L(P). If the iterates enter L(P), they stay in L(P) until
the kj+1th iterate leaves this set, that is xkj+1 ∈ L(P) and xkj+1+1 6∈ L(P). Therefore, in terms of the definitions of {kj} and {kl},
we know that the following inequalities hold for all j,
c ≥ P(xkj+1) ≥ P(xkj+2) ≥ · · · ≥ P(xk) > P, kj + 1 ≤ k ≤ kl,
P ≥ P(xk), kl + 1 ≤ k ≤ kj+1,
(3.1)
which means that {xk} ⊆ L(c), so that {xk} is bounded. 
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Remark 2. The assumptions in Lemma 3.1 are weaker than those in Proposition 2 in [8].
Lemma 3.2. Suppose that Assumptions A1–A4 hold. Then the sequences {(zk, dk)} and {(λk, µk)} are both bounded.
Proof. From Lemma 3.1 it holds that {xk} is bounded. Similar to the proof of Lemma 3.1 we can get that {dk} is bounded,
then the boundedness of {zk} follows from the fact that P(xk) − 12 (dk)TBkdk ≥ zk ≥ ∇f (xk)Tdk. In addition, from (2.3) we
know that {(λk, µk)} is bounded. 
Denote L0(xk) = {j ∈ I : gj(xk) + ∇gj(xk)Tdk = zk}. In view of the fact that L0(xk) is a subset of the fixed and finite set
I , Assumptions A1–A4 and Lemmas 3.1–3.2, we can assume without loss of generality that there is an infinite index set K
such that
lim
k∈K x
k = x∗, lim
k∈K Bk = B∗, limk∈K zk = z∗, limk∈K d
k = d∗, lim
k∈K λk = λ∗, limk∈K µ
k = µ∗,
L0(xk) ≡ L0 (∀k ∈ K).
(3.2)
Lemma 3.3. Suppose that Assumptions A1–A4 hold. If limk∈K xk = x∗ and limk∈K dk = d∗ = 0, then x∗ is a KKT point for (1.1).
Proof. In terms of the conclusions discussed above, we can assume that there exists infinite index set K ′ ⊆ K such that
(3.2) holds. From limk∈K dk = d∗ = 0 and the constraints of (2.1) as well as Lemma 2.1(i), it is easy to know z∗ = P(x∗),
furthermore, by the definition of L0(xk) it holds that L0(xk) ≡ L0 ⊆ I0(x∗). In addition, the KKT conditions (2.2)–(2.5) for
(2.1) can be written as
Bkdk + λk∇f (xk)+
∑
j∈L0
µkj∇gj(xk) = 0;
λk +
∑
j∈L0
µkj = 1, λk ≥ 0, µkj ≥ 0 (j ∈ L0);
∇f (xk)Tdk ≤ zk, λk(∇f (xk)Tdk − zk) = 0;
gj(xk)+∇gj(xk)Tdk ≤ zk, µkj (gj(xk)+∇gj(xk)Tdk − zk) = 0 (j ∈ I).
Similar to the proof of Lemma 2.2(ii), passing to the limit k ∈ K ′ and k → ∞, combining with L0 ⊆ I0(x∗) and
Assumptions A1–A2, it holds that x∗ is a KKT point for (1.1). 
Lemma 3.4. Suppose that AssumptionsA1–A4 hold. If βk →∞, then there exists an infinite index set K such that limk∈K dk = 0.
Proof. By the definition of βk and the fact that βk →∞, we can conclude that the result holds. 
Lemma 3.5. Suppose that Assumptions A1–A4 hold. If βk = β > 0 for k large enough, then limk∈K dk = 0.
Proof. Assume the result is not hold, by contradiction, then there exists an infinite index setK ′ ⊆ K such that ‖dk‖ ≥ M > 0
for all k ∈ K ′. Firstly, We prove that there exists a constant t > 0 such that tk ≥ t for all k ∈ K ′. If P(xk) > P ≥ 0, from
Lemma 2.2(i), (2.9) and Assumption A4 it holds that
P ′(xk; dk) ≤ zk − P(xk) ≤ −12 (d
k)TBkdk ≤ −12a‖d
k‖2 ≤ −1
2
aM2,
so, for k ∈ K ′ large enough and t > 0 small enough we have that
P(xk + tdk)− P(xk) = P(xk)+ tP ′(xk; dk)+ o(t)− P(xk)
= tP ′(xk; dk)+ o(t) ≤ −1
2
taM2 + o(t) ≤ 0.
In addition, by the definition of βk we get βk = β ≥ 1k = 2P(xk)−(dk)T Bkdk(dk)T Bkdk + δ1, so from (2.10) we have
ψ ′βk(x
k; dk) ≤ P(xk)− 1
2
(dk)TBkdk + βk
(
−1
2
(dk)TBkdk
)
≤ P(xk)− 1
2
(dk)TBkdk +
(
2P(xk)− (dk)TBkdk
(dk)TBkdk
+ δ1
)(
−1
2
(dk)TBkdk
)
= δ1
(
−1
2
(dk)TBkdk
)
≤ −1
2
aδ1‖dk‖2 ≤ −12aδ1M
2;
therefore, for k ∈ K ′ large enough and t > 0 small enough we conclude that
ψβ(xk + tdk)− ψβ(xk)− αtψ ′β(xk; dk) = ψβ(xk)+ tψ ′β(xk; dk)+ o(t)− ψβ(xk)− αtψ ′β(xk; dk)
= (1− α)tψ ′β(xk; dk)+ o(t)
≤ −1
2
aδ1M2(1− α)t + o(t) ≤ 0.
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Summarizing the analysis above, there exists a constant t > 0 such that tk ≥ t > 0 for all k ∈ K ′. In addition, {ψβ(xk)} is
decreasing for k large enough and
ψβ(xk)− ψβ(xk+1) ≥ 12aδ1tαM
2,
passing to limit in the formula above and combiningwith the values of parameters,which brings to a contradiction. Therefore
limk∈K dk = 0. 
Remark 3. Similarly, if the second formula in (2.13) is substituted by P(xk + tdk) ≤ P(xk) + t2P ′(xk; dk), and βk = β > 0
for k large enough, we also get limk∈K dk = 0 under the same conditions.
Theorem 1. Suppose that Assumptions A1–A4 hold. Then there exists an accumulation x∗ of {xk} which is a KKT point for (1.1).
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