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ABSTRACT
Fully resolved simulation of flows with buoyant particles is a challenging problem since buoyant
particles are lighter than the surrounding fluid. As a result, the two phases are strongly coupled
together. In this work, the virtual force stabilization technique is used to simulate buoyant particle
suspensions with high volume fractions. It is concluded that the dimensionless numerical model
constant Cv in the virtual force technique should increase with volume fraction. The behavior of a
single rising particle, two in-line rising particles, and buoyant particle suspensiAons are studied. In
each case, results are compared with experimental works on bubbly flows to highlight the differences
and similarities between buoyant particles and bubbles. Finally, the drag coefficient is extracted
from simulations of buoyant particle suspensions at different volume fractions, and based on that,
a drag correlation is presented.
Then velocity fluctuations in the carrier phase and dispersed phase of a dispersed multiphase
flow are studied using particle-resolved direct numerical simulation. The simulations correspond to
a statistically homogeneous problem with an imposed mean pressure gradient and are presented for
a wide range of dispersed phase volume fractions, Reynolds number based on mean slip velocity,
and density ratios of the dispersed phase to the carrier phase. The velocity fluctuations in the fluid
and dispersed phase at the statistically stationary state are quantified by the turbulent kinetic
energy (TKE) and granular temperature, respectively. It is found that the granular temperature
increases with decrease in density ratio and then reaches an asymptotic value. The qualitative trend
of the behavior is explained by the added mass effect, but the value of the coefficient that yields
quantitative agreement is non-physical. It is also shown that the TKE has a similar dependence on
the density ratio for all volume fractions studied here other than φ = 0.1. The anomalous behavior
for φ = 0.1 is hypothesized to arise from the interaction of particle wakes at higher volume fractions.
xiii
The study of mixture kinetic energy for different cases indicates that low-density ratio cases are
less efficient in extracting energy from mean flow to fluctuations.
The ultimate objective of this study is to understand the dynamics of freely evolving particle
suspensions over a wide range of particle-to-fluid density ratios. The dynamics of particle suspen-
sions are characterized by the average momentum equation, where the dominant contribution to
the average momentum transfer between particles and fluid is the average drag force. In this study,
the average drag force is quantified using fully-resolved direct numerical simulation in a canonical
problem: a statistically homogeneous suspension where a steady mean slip velocity between the
phases is established by an imposed mean pressure gradient. The effects of particle velocity fluctu-
ations, clustering, and mobility of particles are studied separately. It is shown that the competing
effects of these factors could decrease, increase, or keep constant the drag of freely evolving sus-
pensions in comparison to fixed beds at different flow conditions. It is also shown that the effects
of clustering and particle velocity fluctuations are correlated. Finally, a correlation for interphase
drag force in terms of volume fraction, Reynolds number, and density ratio is proposed. Since this
drag correlation has been inferred from simulations of particle suspensions, it includes the effect
of the motion of the particles. This drag correlation can be used in computational fluid dynamics
simulations of particle-laden flows that solve the average two-fluid equations where the accuracy of
the drag law affects the prediction of overall flow behavior.
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CHAPTER 1. INTRODUCTION
1.1 Dispersed multiphase flow
Multiphase flows are systems in which different phases of matter (gas, liquid, and solid) are
simultaneously present. Multiphase flow is a general name that encompasses several types of flows
that can be characterized by different kinds of interactions and flow regimes. One classification of
multiphase flow depends on the topology of the flow, which distinguishes between the three classes:
separated flows, mixed flows, and dispersed flows. Dispersed multiphase flows are defined by a
dispersed phase in the form of particles, droplets, or bubbles that are distributed within a fluid,
termed the continuous or carrier phase. Examples are solid particles in gas or liquid and gaseous
bubbles in liquid. In this study, we cover gas–solid flows (solid particles dispersed within a gas)
and gas–liquid flows (gaseous bubbles dispersed within a liquid) where the liquid is contaminated
with surfactant and as a result bubbles can be approximated as rigid buoyant particles (Clift et al.,
1978; Magnaudet and Eames, 2000; Takagi and Matsumoto, 2011).
1.1.1 Gas–liquid flows
Multiphase gas–liquid flows, in general, and disperse buoyancy-driven flows, in particular, are
frequently encountered in the chemical and nuclear industry (Jakobsen, 2008; Anglart and Nylund,
1996; Serizawa et al., 1997). Numerous chemical processes are performed in bubble column reactors,
which are vessels filled with liquid reactants, where the gas is fed using a distribution system. The
objective of this distributor is to create a bubble size distribution that maximizes the bubble surface
area. These reactors are typically used in processes where heat and mass transfer phenomena are
crucial elements of the process, due to the high exchange efficiency that characterizes these systems
(Jakobsen, 2008; Kantarci et al., 2005). Important examples are the Fischer-Tropsch (Haghta-
lab et al., 2012) process, polymerization reactions, and, oxidation and hydrogenation (Storm and
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Köpsel, 1992; Ferrer et al., 1985; Debellefontaine and Foussard, 2000) processes. Photobioreactors
are often designed similarly to bubble columns (Kosseva et al., 1991), to perform fermentation and
treat wastewater (Kantarci et al., 2005; Debellefontaine and Foussard, 2000), produce compounds
used in the pharmaceutical industry such as antibiotics, proteins, and enzymes (Kantarci et al.,
2005; Ranjbar et al., 2008), and to grow microorganisms considered a potential alternative to fossil
fuels, such as algae (Nauha and Alopaeus, 2013; Posten, 2009). Disperse buoyancy-driven flows are
particularly relevant to the nuclear industry because bubbly flows form on nuclear fuel rods used
in nuclear reactors (Anglart and Nylund, 1996; Muñoz-Cobo et al., 2012), whose safe design and
operation motivated the original development of multiphase flow models.
Typical operating conditions of disperse buoyancy-driven flow devices involve gas phase fractions
between 5 and 40% in volume, which lead to homogeneous or churn-turbulent flow regimes (Deckwer
et al., 1980). The homogeneous regime is characterized by a uniform bubble distribution along the
cross-section of the column with uniform rise velocity. Bubbles are generally close to monodisperse
due to the absence of coalescence and breakup (Hyndman et al., 1997). The churn-turbulent regime,
on the other hand, is characterized by enhanced turbulent motion of gas bubbles with significant
bubble coalescence and breakup, which results in wide bubble size distribution (Schumpe and
Deckwer, 1980).
An important factor that affects the flow physics in bubbly flows is the purity of the surrounding
liquid (Clift et al., 1978; Magnaudet and Eames, 2000; Takagi and Matsumoto, 2011). It is shown
in many experimental studies (Sridhar and Katz, 1995; Bel Fdhila and Duineveld, 1996; Cartellier
and Riviére, 2001; Dijkhuizen et al., 2010; Peters and Els, 2012) that the rise velocity of a single
bubble is significantly higher in clean systems, such as pure water, when compared to contaminated
systems, such as tap water, especially in parameter ranges where the shape of the bubble is spherical
or ellipsoidal. Moreover, these studies show that small spherical bubbles in contaminated systems
behave like solid spheres. This means that the simulation of bubbles with the no-slip velocity
boundary condition at the interface of two phases, instead of free-slip, is a good approximation
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of contaminated bubbly flows. As a result, the simulation of buoyant particles can be used as an
approximation for bubbles under certain conditions.
1.1.2 Gas–solid flows
Gas–solid flows are widely used in chemical, petrochemical, and energy industries. Numerous
chemical processes are performed in fluidized beds in which a fluid (gas or liquid) is fed from the
bottom to a solid granular material at high enough velocities to suspend the solid and cause it
to behave as a fluid. In fluidized bed combustors, solid fuel particles are suspended by upward-
blowing jets of air during the combustion process, providing an effective chemical reaction. In
the fluid catalytic cracking process, a fluidized powdered catalyst converts high-molecular-weight
hydrocarbons of crude oil into gasoline, olefin, and other products (Speight, 2006). In the CO2
capture process, the exhaust gas from a combustion process is directed to a fluidized bed with
dry sorbent particles. These particles absorb the carbon dioxide from the exhaust gas, and the
remaining gas free of CO2 is purged to the atmosphere. Fluidized beds are also used as reactors,
for instance, for producing polymers such as polyethylene and polypropylene, chemical looping
combustion or reforming processes, coal gasification, and biomass pyrolysis. These types of reactors
have gained their popularity due to their excellent heat and mass transfer characteristics.
Several flow regimes such as fixed bed, homogeneous fluidized bed, and bubbling fluidized bed
are observed in the fluidization of solid particles. At very low gas velocity, the gas passes through
space among the particles, and the bed remains at rest, which is a special case and is called a
fixed bed. With increasing the inlet gas velocity, the bed is fluidized. However, the distribution of
particles within the bed is homogeneous, and it is called a homogeneous fluidized bed. By increasing
the gas velocity, some void spaces (called bubbles) are generated within the bed, which results in
the bubbling fluidized bed.
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1.2 Numerical Simulation of dispersed multiphase flow
Due to the lack of detailed understanding of interphase interactions at moderate Reynolds num-
bers, the design, optimization, and scale-up of industrial devices currently rely on empirical correla-
tions (Lali and Joshi, 1989). These correlations do not correctly incorporate the effect of microscale
interactions on macroscopic quantities and usually lead to over-design, low product yield, and low
process efficiency. Therefore, a detailed understanding of the microscale interactions between the
carrier phase and the dispersed phase, accurate quantification of meso/macroscale quantities, and
discovering the coupling across these scales is essential. Recently, due to the increasing power of
computational resources and advances in numerical methods, computational fluid dynamics (CFD)
simulation has become an alternative approach for the design process in industrial applications.
However, due to the large scale separation in flow structure, these simulations need to be performed
at different time and length scales. Therefore, a multiscale strategy is needed, which covers all the
scales from the smallest ones on the order of particle or bubble size to the largest ones on the order
of the device scale (Fox, 2012).
1.2.1 Fully-resolved direct numerical simulation
At the smallest scale, fully-resolved direct numerical simulations (FR-DNS) approach are used
to study the behavior of particles or bubbles. In FR-DNS, the flow field around each particle is
resolved based on the Navier-Stokes (NS) equation. The motion of individual discrete particles is
simulated by solving Newton’s equations of motion. The forces acting on particles are calculated by
integrating the stresses on the surfaces of particles. These methods provide great detail on individ-
ual particle dynamics, small vortices behind particles, and particle-particle interactions. However,
due to extensive computational requirements, they are restricted to O(106) interacting particles in
small domains that do not have the geometrical complexity of a real dispersed flow. As an exam-
ple, let us consider a discretization of N = NxNyNz = 10
10 cells, which is achievable by current
supercomputers with more than 10000 cores. The minimum resolution which is needed for grid
independence is δ = 0.1, where δ = (∆x∆y∆z)1/3 /dp is the grid spacing non-dimensional by the
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particle diameter, dp. Therefore, 10
10 cells will buy a domain of L = L/dp = δN1/3 ≈ 215. There-
fore, FR-DNS is an approach well-suited for discovering flow physics, as well as model development
for unclosed terms used in large scale simulations based on averaged or filtered equations (Tenneti
and Subramaniam, 2014). Several FR-DNS techniques have been developed and successfully tested
in the context of gas–solid or gas–liquid flows. In the context of gas–solid flow, body-fitted-mesh
solvers (Burton and Eaton, 2005; Bagchi and Balachandar, 2002a,b) and Cartesian-mesh solvers
based on lattice Boltzmann method (Ladd, 1994a,b; Hill et al., 2001a,b; van der Hoef et al., 2005;
Yin and Koch, 2007, 2008), immersed boundary method (Uhlmann, 2005; Tenneti et al., 2010;
Kempe and Fröhlich, 2012; Breugem, 2012), fictitious-domain (Glowinski et al., 1999; Sharma and
Patankar, 2005; Yu et al., 2006; Apte et al., 2009) and PHYSALIS method (Zhang and Prosperetti,
2005) are used.
For gas–liquid flows, Tomiyama et al. (1993) and van Sint Annaland et al. (2005) used the
volume-of-fluid method and Bolotnov et al. (2011) used the level-set method to capture the gas–
liquid interface in DNS of bubbly flows. Unfortunately, these methods suffer from non-physical
numerical coalescence (Deen et al., 2004). Sankaranarayanan et al. (2002); Yin and Koch (2008);
Gillissen et al. (2011) investigated the flow physics bubbly suspensions using lattice Boltzmann
method which also causes numerical difficulties. Another well-known approach for FR-DNS of
bubbly flows is the front-tracking (FT) method, which is developed in Tryggvason′s research group.
Bunner and Tryggvason (2002a,b) studied the rise velocity, the microstructure of the bubbles, and
velocity fluctuations of up to 216 buoyant bubbles with small deformation. They also studied the
motion of 27 deformable buoyant bubbles, focusing on bubble-bubble interaction and the spectrum
of the velocity fluctuations (Bunner and Tryggvason, 2003). Esmaeeli and Tryggvason (2005)
studied the rise of buoyant bubbles at Re = O(100) and found that the flow with deformable
bubbles is more dissipative than the flow with spherical bubbles at comparable Reynolds number.
Roghair et al. (2011, 2013a) performed simulations of bubble swarms by using FT to investigate
the drag force on bubbles and derived a correlation for the bubble drag coefficient as a function of
the void fraction in monodisperse and bidisperse swarms. Recently, Santarelli and Fröhlich (2015,
6
2016) performed FR-DNS of monodisperse and bidisperse bubbly flow in vertical turbulent channels
flow using the immersed boundary method. They studied the mutual interaction between bubbles
and the surrounding fluid turbulence, which is a complex phenomenon since the bubbles modify the
turbulence in the liquid and thus the behavior of the fluid, which in turn influences the behavior
of the bubbles themselves. They assumed bubbles to be spherical objects of fixed shape, which
represent the case of air bubbles rising in contaminated water.
1.2.2 Point-particle simulation of dispersed multiphase flows
At larger time and length scales, the Euler–Lagrange (EL) method is used, which is particularly
suited to study the effect of particle-particle (bubble-bubble) and/or particle-wall (bubble-wall)
encounters (Subramaniam, 2013). Although this method provides useful information about the
dispersed phase, it is still limited to small systems of O(1010) particles due to the demanding
computational expenses for tracking individual particles. In the EL approach, the trajectory of
each particle is tracked in response to collisional and hydrodynamic forces, while the carrier flow is
represented in a Eulerian frame. The NS equations are solved for the carrier phase on a Cartesian
grid in exact, filtered or averaged form in direct numerical simulation (DNS), large eddy simulation
(LES) and Reynolds-averaged Navier-Stokes (RANS) methods, respectively. The trajectories of
the discrete bubbles are determined by the solution of Newton’s equations of motion. The particles
can be considered point particles if their diameter is much smaller than the smallest scale of fluid
motion that is resolved in the carrier phase, and this allows particles to be considered as points
in their interaction with the surrounding fluid. The majority of EL simulations to date have been
using the point-particle approach. However, in recent years, EL methods are being extended to
finite-size particles, whose diameter is comparable to the mesh spacing using the volume-filtering
approach (Capecelatro and Desjardins, 2013). In the case of finite-size EL methods, there are
still outstanding questions as to how to couple the dispersed and carrier phases (Subramaniam
and Balachandar, 2018). Therefore, the interaction between particles and the surrounding flow
must be modeled using empirical relations or FR-DNS. In this method, the effect of the bubbles
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on the continuous phase could be neglected (one-way coupling) when the liquid phase is driven
mechanically and the volume fractions of the dispersed phase are dilute. On the other hand, when
the effect of bubbles on the liquid is significant, the two-way coupling is needed, which is achieved
by considering a source term in the momentum equation of the liquid phase. This means that
not only are particles influenced by the hydrodynamic forces originating from the carrier flow, the
pressure and velocity fields in the fluid phase can also be modified by the motion of particles.
This two-way coupling at the scale of individual particles (microscale) is very important because it
determines the meso/macroscale interactions and quantities of the gas–solid flow. In some cases,
bubble-bubble interaction is also essential and should be considered (four-way coupling). This
collision gives rise to the collisional force, in addition to the hydrodynamic force. Particle collisions
result in the redistribution of momentum and energy among solid particles. Sokolichin et al. (1997)
compared the simulation results of the EL model with experimental data but neglected bubble-
bubble interactions. Delnoij et al. (1997) developed an EL model for a bubble column operating
in the homogeneous flow regime. Their simulations incorporated bubble-bubble interactions using
a collision model but ignored bubble coalescence. Some recent works are based on the large eddy
simulation of the liquid phase and develop one-way, two-way, and four-way coupled EL method with
considering bubble coalescence and breakup models (Hu and Celik, 2008; Mattson and Mahesh,
2012; Gruber et al., 2013). Deen et al. (2004) performed multiscale modeling of bubbly flows
and obtained interphase forces required in the EL model by performing DNS for a single bubble
using the FT method and showing that the results of EL simulation are in good agreement with
experimental results.
1.2.3 Device-scale simulation of disperse multiphase flows
At the largest time and length scales, the Euler–Euler (EE) method is used, which is particu-
larly suited to model bubbly flows in the industrial scale. This method is commonly known as the
two-fluid model. The number of bubbles or particles in an industrial-scale device is very large, and
the flow behavior can be efficiently modeled only with EE approaches, in spite of the recent ad-
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vancements in computing power. In the EE method, each phase is treated as a continuous medium
interpenetrating the other phase and is represented by the macroscopic conservation equations,
which are valid throughout the entire flow domain. Similar to the EL approach closures for the
bubble–liquid and bubble–bubble interactions have to be provided. A simplified substitute for the
full EE model is the mixture model, which only solves one continuity equation and one momen-
tum balance equation for the mixture of the different phases that are involved. Sokolichin et al.
(1997) have shown that results obtained from the EE method with Total-Variation-Diminishing
discretization and the EL method agree quantitatively.
Either the EE or EL descriptions can be mono or polydispersed. In the EL framework, poly-
dispersed systems are easily treated by just considering bubbles with different sizes and densities,
however, in EE approach usage of population balance model (PBM) coupled with CFD is needed
to consider bubble size distribution (Yuan et al., 2014; Buffo et al., 2016; Fox, 2018; Heylmun et al.,
2019).
1.2.4 Connection among the numerical simulations at different scales
As explained, in the EE approach, the continuous fields are represented by averaged conservation
equations of mass, momentum, and energy. For instance, the momentum balance for the continuous

















+ Mint + αdρdg. (1.2)
In these equations, the subscripts c and d denote the continuous and dispersed phase, respec-
tively. ρ, u, µeff , and α are density, velocity, effective viscosity, and volume fraction, respectively.
The terms on the right-hand side of Eq. 1.1 are, from left to right, the pressure gradient, effective
stress, the total interphase forces, and gravitational force. The terms on the right-hand side of Eq.
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1.2 are, from left to right, the pressure gradient, the bubble pressure model, effective stress, the
total interphase forces, and gravitational force. In these equations, the total interphase momentum
transfer, the effective viscosity, and the bubble pressure are unclosed. The accurate prediction of the
flow by averaged models is strongly influenced by choice of the closures to describe the momentum
transfer between the phases. Therefore, accurate and predictive closure models are required for re-
liable CFD calculations of dispersed flows. Several works have been done to study the performance
of different closure and turbulence models in EE method (Zhang et al., 2006; Lucas et al., 2007;
Hibiki and Ishii, 2007; Law et al., 2008; Tabib et al., 2008; Laborde-Boutet et al., 2009; Ekambara
and Dhotre, 2010; Wang and Yao, 2016; Chuang and Hibiki, 2017). The interphase forces needed
to account for the phenomena at sub-grid scale levels that are not resolved include but not limited
to drag, turbulent dispersion, lift, added mass, wall forces (Jakobsen et al., 1997; Sokolichin et al.,




(Fd + Fam + Fl + Ftd + Fw) = Md + Mam + Ml + Mtd + Mw, (1.3)
where Vp is the volume a typical bubble, F force, and M force per unit volume. The drag force is
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Here, CD is the drag coefficient and db is the bubble diameter. The drag coefficient could be a
function of Reynolds number, Eötvös number, and Morton or Weber number which are defined as
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where σ is surface tension. The added mass force represents a force due to inertia usually written










where Cam is the added mass coefficient which is obtained from potential flow theory to be 0.5 for
a sphere, and is widely used in the literature even for viscous flows. In the case of a suspension,
many studies have shown that added mass coefficient increases with volume fraction (Zuber, 1964;
Wijngaarden and Jeffrey, 1976; Biesheuvel and Spoelstra, 1989; Sankaranarayanan et al., 2002;
Béguin et al., 2016).
The lift force is due to the differences between the bubble velocity and the local velocities of the
undisturbed liquid, which cause an asymmetrical local pressure distribution at the bubble surface,
in a non-uniform velocity field and has a general formulation given by (Ẑun, 1980; Drew and Lahey,
1987)
Ml = −CLρcαd (ud − uc)× (∇× uc) , (1.7)
where CL is the lift coefficient. Lucas et al. (2007) and Hibiki and Ishii (2007) have studied the
performance of different model for CL in two-fluid model.
The origin of the wall force, which prevents bubbles from approaching the wall, is because the
liquid flow rate between the bubble and the wall is lower than between the bubble and outer flow
(Antal et al., 1991). It is usually defined as:
Mw = −Cwρcαd| (ud − uc)|| |
2n, (1.8)
where Cw is the wall lubrication force coefficient | (ud − uc)|| |2 is the relative velocity component
parallel to the wall, and n is the unit normal pointing away from the wall. The performance of
different models for wall force is studied by various authors (Lucas et al., 2007; Rzehak et al., 2012).
The existence of the dispersed phase introduces an interaction between the turbulent eddies
and bubbles. Therefore, an additional bubble-induced contribution should be considered in the
interphase interaction of the EE approach. This effect is modeled as the turbulent dispersion force,
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which accounts for the turbulent fluctuation of liquid velocity and the impact that has on the gas
bubbles (Lahey et al., 1993; Sokolichin et al., 2004). This force is defined as (Lahey et al., 1993):
Mtd = −CTDρlkl∇αd, (1.9)
where CTD is a constant coefficient and kl is the liquid-phase turbulent kinetic energy. Lucas et al.
(2007) and Wang and Yao (2016) have studied the performance of different models for turbulent
dispersion.
In addition to interphase momentum transfer terms, a model for the bubble pressure term in
the momentum equation of bubble is also needed, which represents the transport of momentum
due to fluctuations in the velocity of bubbles, collisions, and hydrodynamic interactions (Spelt and
Sangani, 1997).









where CBP is a proportionality constant and αdcp is the dispersed phase volume fraction at close
packing.
Another important aspect of bubbly flow is the turbulence effects of the dispersed phase on the
liquid phase. To consider this effect, Sato and Sekoguchi (1975) and Sato et al. (1981) suggested
defining the turbulent viscosity of two-phase flow as the sum of shear-induced and bubble induced
terms. In a different approach, Kataoka and Serizawa (1989), Pfleger and Becker (2001), and
Troshko and Hassan (2001) have suggested taking into account the influence of the gas bubbles on
the turbulence using additional source terms in the balance equations for k and ε. The performance
of these models is examined by Zhang et al. (2006).
Most of the efforts to compute disperse models at the device scale rely on closure models for the
momentum exchange term that are either of empirical nature or were formally derived considering
an isolated sphere immersed into a fluid. Although theoretical and experimental studies can be
used to propose closure models for interphase transfer terms (Carman, 1997; Hasimoto, 1959;
Acrivos et al., 1980; Sangani and Acrivos, 1982; Ergun, 1952; Richardson and Zaki, 1954; Gunn,
12
1978; Koch and Sangani, 1999; Valiveti and Koch, 1999; Wylie et al., 2003), theoretical models are
limited to the Stokes flow regime and experimental studies are restricted to dilute flows or pseudo
two-dimensional suspensions due to the limited optical access in dense suspensions. As a result,
FR-DNS is an alternative approach well-suited for model development for unclosed terms in EE
and EL averaged transport equations (Tenneti and Subramaniam, 2014).
1.3 Research objectives and approaches
The main goal pursued in this study is using FR-DNS to obtain detailed spatio-temporal in-
formation of dispersed multiphase flows in a homogeneous configuration to gain insight into the
challenging aspects of these flows. We also use this method to propose predictive closure models
that can be used in EE and LE simulations of dispersed flows.
1.3.1 Development of an FR-DNS solver for buoyant particles
Although gas–solid and gas–liquid flows are in the same classification of dispersed flow, they
have been studied independently in the literature. Each of these studies covers a specific range of
the parameter, for instance, gas–solid flow are studied for different Reynolds number and volume
fraction or gas–liquid flows are studied for different Reynolds, Morton, Eötvös numbers and volume
fraction. However, there is a missing link in these studies, which is the effect of the density ratio
on flow physics. In a typical gas–solid flow, the density of the solid phase is much larger than the
gas phase. However, the density of bubbles is much smaller than the density of the carrier phase in
bubbly flows. The main difficulty in studying the effect of density ratio is that different FR-DNS
solvers are needed because solid particles in gas–solid flows are rigid while bubbles in gas–liquid
flows are deformable. However, there exists a special case. In many experimental works (Dijkhuizen
et al., 2010; Takagi and Matsumoto, 2011; Peters and Els, 2012), it is shown that bubbles behave like
a rigid particle when the liquid is contaminated. Also, for the parameter range under consideration
in this study, the Eötvös number, whose order of magnitude is between 0.1 and 10, indicates that
surface tension effects are negligible and bubbles are spherical. Under these conditions, buoyant
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particle assemblies are an excellent surrogate for bubbles. Therefore, available codes for FR-DNS
of gas–solid flow could be used for the simulation of bubbles in this condition. This motivates the
development of an FR-DNS approach for buoyant particles As a result, it is necessary to extend the
range of applicability of existing gas–solid flow solver to very low particle-to-fluid density ratios.
In this work, an FR-DNS approach based on IBM, which is called the particle-resolved uncon-
taminated fluid reconcilable immersed boundary method (PUReIBM) (Tenneti et al., 2010) is used
to achieve this goal. PUReIBM, similar to other IBMs, is unstable when the density ratio is small
unless special care is considered. For instance, the original work of Uhlmann (2005) becomes unsta-
ble when the particle-to-fluid density ratio is 1.2. PUReIBM is stable for density ratio down to 0.1.
To improve the stability range, Kempe and Fröhlich (2012) succeed to perform simulations with
density ratio 0.3 by the numerical evaluation of volume integrals in the equation of particle motion
instead of using rigid body assumption made by Uhlmann. Yang and Stern (2015) and Tschisgale
et al. (2017) have also developed a non-iterative implicit IBM and improved the range of stability
for single-particle simulations to density ratio 0.1 and 0.001, respectively. Another promising work
in this respect is done by Schwarz et al. (2015). In this work, a virtual force concept is introduced,
which allows simulation with density ratio as low as 0.001 for a single rising particle. In this tech-
nique, the equations are solved explicitly, and a virtual force is added to the equation of particle
motion to stabilize the method. This idea was originally used for a single rising particle and later
was used for very dilute systems with volume fraction up to 2.14% (Santarelli and Fröhlich, 2015).
In this work, we use the virtual force concept to stabilize the PUReIBM in the case of buoyant
particles with density ratio 0.001, and then this concept is improved to be able to perform simula-
tions of buoyant particles with volume fraction up to 40%. The details of this task are presented
in Chapter 2.
1.3.2 Understanding the physics of dispersed multiphase flow
Having a FR-DNS code that is capable of performing simulation for a wide range of density
ratios, which covers gas–solid, solid–liquid and gas–liquid (bubbly) flows, allows us to study the
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flow physics of dispersed multiphase flow and develop models for the unclosed terms appearing in
CFD simulations including interphase exchange (e.g., drag) and spatial flux (e.g., the covariance of
velocity fluctuations).
1.3.2.1 Interphase momentum transfer
Experimental studies show that the drag coefficient of bubbles in bubbly flows increases non-
linearly with the volume fraction of the bubbles (Bridge et al., 1964; Lockett and Kirkpatrick,
1975; Rusche and Issa, 2000). However, recent DNS studies of bubbly flows using Front-tracking
method predicts a linear increase of drag coefficient with volume fraction (Roghair et al., 2011,
2013b). Although Roghair et al. (2011) do not clarify the reason behind the linear nature of their
correlation, they raise four possible issues in their work including 1) the effect of contamination
of liquid, 2) coalescence and breakup of bubbles, 3) the normalization with drag coefficient of a
single bubble obtained from different correlations or measurements, and 4) the effect of using local
or global volume fraction, they argue that their computational domain is small compared to the
domain typically used in experiments which represents a local volume fraction in contrast to the
global volume fraction of experiments. We address and examine two of these issues in this work.
It is shown in Chapter 2 that considering a larger domain with 200 bubbles in contaminated liquid
predicts the nonlinear behavior seen in experiments.
It is known that clustering, particle velocity fluctuations, and mobility affect the drag of moving
particles in comparison to fixed beds. In Chapter 4, we study the effects of the factors mentioned
above separately and also altogether in particle-laden flows. Here we have summarized the discus-
sion on these three factors from the literature in dispersed multiphase flows.
Clustering : The emergence of clustering is already reported in the simulation of freely evolving
suspensions of solid particles or bubbles. Previous works have shown that nearly spherical bubbles
form clusters and generate horizontal planes of bubbles known as rafts perpendicular to the flow
direction in bubbly flows (Bunner and Tryggvason, 2002a; Esmaeeli and Tryggvason, 2005; Yin
and Koch, 2008) which increases the drag force (Roghair et al., 2013b). Yin and Koch (2008)
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compared the microstructure of particle and bubble suspensions at intermediate Reynolds numbers
and volume fractions and showed that horizontal clustering occurs in both systems, but it is more
significant for bubble suspensions. On the other hand, vertically elongated columnar particle clus-
ters are observed in dilute systems at high Reynolds number in gas–solid flows which reduce the
average drag force (Uhlmann and Doychev, 2014; Zaidi, 2018). Moreover, Wang et al. (2011) and
Zhou et al. (2014) have found from the simulation of an inhomogeneous fixed bed that the drag
force depends on both the direction and magnitude of the particle volume fraction gradient, with
volume fraction gradients in the direction of the mean slip velocity causing an increase in drag, and
volume fraction gradients perpendicular to the slip velocity causing a decrease in drag. However,
isotropic clustering in the fixed assembly of particles always decreases the drag (Wang et al., 2011;
Mehrabadi et al., 2016a). The importance of considering the particle structure in modeling drag
has also been the topic of a recent review paper by Sundaresan et al. (2018).
Particle velocity fluctuations: It is known that the mean relative motion of particles/bubbles is
responsible for the generation of fluid velocity fluctuations, which in turn modify velocity fluctua-
tions in particles/bubbles and the mean relative motion between phases (or drag force) (Mehrabadi
and Subramaniam, 2017; Risso, 2018). In prior works, it is shown that particle velocity fluctuations
act as a source for an increase in the drag of gas–solid flows (Wylie et al., 2003; Tenneti et al.,
2010; Tang et al., 2016; Wang, 2017). Most recently, Tavanashad et al. (2019) studied particle
suspensions for a wide range of density ratio (0.001 ≤ ρp/ρf ≤ 1000) at Rem = 20. They showed
that for this Rem, drag does not change significantly with density ratios even though particle and
fluid velocity fluctuations increase with decreasing density ratio.
Mobility : The ability of the particles to translate and rotate due to the effects of the surrounding
fluid can decrease the drag on particles (Rubinstein et al., 2016). In fact, light particles follow the
streamlines of fluid, and for heavier ones, they continue moving on their initial trajectory.
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1.3.2.2 Dispersed phase velocity fluctuations
It is known that the presence of particles in fluid causes the velocity fluctuations of fluid which,
in turn, generates velocity fluctuations in the particles. The fluctuations in particle velocity can be
characterized by turbulent kinetic energy of particles k(p) = 〈v′′ · v′′〉 /2 or granular temperature
T = 〈v′′ · v′′〉 /3. In these definitions, v′′ = v − 〈v〉 denotes the fluctuation in the particle velocity
v with respect to the mean particle velocity 〈v〉. Tenneti et al. (2016) have proposed a correlation
for the steady granular temperature in statistically homogeneous gas–solid flow. This correlation
is obtained from PR-DNS data for parameters in the range of 0.1 ≤ φ ≤ 0.4, 10 ≤ Rem ≤ 100, and
100 ≤ ρp/ρf ≤ 2000. This correlation predicts that the granular temperature will increase con-
tinuously with a decrease in density ratio. Tang et al. (2016) and Zaidi (2018) have also reported
a similar dependence on density ratio for the granular temperature of gas–solid flows. The corre-
lations of Tenneti et al. (2016) and Tang et al. (2016), when extended to very low-density ratios
(corresponding, for example, to bubbly flows) which lie outside their range of applicability, predict
infinite fluctuation. However, experimental studies of bubbly flows show that the fluctuation of
bubble velocity rapidly increases from zero for very low volume fractions of the bubbles to a finite
value for higher volume fractions (Mart̀ınez-Mercado et al., 2007; Colombet et al., 2015). It is of
interest to answer the question of how granular temperature changes from high-density ratios to
low-density ratios. This question is answered in Chapter 3.
1.3.2.3 Carrier phase velocity fluctuations
The velocity fluctuations generated in the fluid by the presence of particles is usually called
pseudo-turbulence (Xu and Subramaniam, 2010; Mehrabadi et al., 2015) because the spectrum
of velocity fluctuations is not the same as that of the inherently turbulent flow. The fluid ve-









denotes the fluctuation in the fluid velocity
u with respect to the mean fluid velocity. The PTKE of dispersed flows has been studied both
numerically and experimentally in the literature. However, in experimental studies, the variance of
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liquid-phase velocity is measured and these variance measurements only give a rough description
of liquid fluctuations (Risso, 2018). In gas–liquid flows, Risso and Ellingsen (2002) studied the flow
around monodisperse bubbles for Re ≥ 500 and showed that the variance of liquid-phase velocity
normalized by mean rise velocity of bubbles increases as a linear function of the bubble volume
fraction φ. Mart̀ınez-Mercado et al. (2007) extended this study for a broader range of Reynolds
numbers and volume fractions (0.001 ≤ φ ≤ 0.1) and recognized the same trend for Re ≥ 80.
They also showed that the variance of liquid phase velocity increases at a smaller rate for lower
Reynolds number. Later, Riboux et al. (2010) showed that the same behavior exists for bubble
volume fractions up to 14%.
Numerical studies done with direct numerical simulation (DNS) using the front-tracking method
also indicate a similar trend (Bunner and Tryggvason, 2002b; Esmaeeli and Tryggvason, 2005).
However, a comparison by Mart̀ınez-Mercado et al. (2007) of experimental and numerical results
shows that the numerical results of Bunner and Tryggvason (2002b) only predict the correct trend
with volume fraction. (The magnitude of the velocity fluctuations in liquid phase from the nu-
merical simulations is several times smaller than the experimental results.) On the other hand,
the numerical results of Esmaeeli and Tryggvason (2005) were in very good agreement with the
experimental data. Another numerical study done by Gillissen et al. (2011) using LBM also reports
linear scaling of fluid-phase turbulent kinetic energy normalized by squared mean slip velocity with
bubble volume fraction. In the context of gas–solid flows, Mehrabadi et al. (2015) proposed a
correlation for the pseudo-turbulent kinetic energy (PTKE) in steady flow of gas over fixed beds.
An interesting feature of their correlation is that it predicts the fluctuation velocity of the gas
phase in a gas–solid flow to be a linear function of volume fraction for high Reynolds number which
is the same trend seen in bubbly flows (Risso and Ellingsen, 2002) as noted earlier. Although it
is known that k(f) increases linearly with volume fraction for both bubbly and gas–solid flow at
high Reynolds number, it is not clear how the level of k(f) will change for different density ratios.
Therefore, it is worth to investigate the PTKE in the whole range of density ratio from gas–solid
flow to gas–liquid flow, which is accomplished in Chapter 3.
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1.3.3 Model development for dispersed multiphase flow
Computational fluid dynamics (CFD) simulations that solve the averaged equations of multi-
phase flow are increasingly being used as an efficient alternative for design optimization because
experiments are often costly and time-consuming. CFD simulations of multiphase flow are based
on either the Lagrangian–Eulerian (LE) or the Eulerian–Eulerian (EE) two-fluid approach. The
ultimate goal of this study is to propose correlations for unclosed terms in large-scale simulations
(EE and EL methods). The first correlation is proposed for interphase momentum transfer of
buoyant particle suspensions in Chapter 2. This correlation is developed based on the data which
covers a wide range of volume fractions (0.1 ≤ φ ≤ 0.4) and Reynolds number (20 ≤ Re ≤ 75), but
one density ratio ρp/ρf = 0.001. Then another correlation is presented in Chapter 4 which covers
a wider range of density ratios (0.01 ≤ ρp/ρf ≤ 100) and Reynolds number (10 ≤ Rem ≤ 100).
1.4 Outline
The outline of this thesis is as follows. In Chapter 2, the code development efforts for a fully
resolved simulation of buoyant particles are described, and a drag law for buoyant particles is
proposed. In Chapter 3, the effect of density ratio on velocity fluctuations in dispersed multiphase
flow is presented. In Chapter 4, the effect of density ratio on interphase momentum transfer is
discussed, and a drag law that covers a wide range of density ratio is proposed. Chapter 5 suggests
possible future directions associated with the main objectives of this research. Finally, the main
conclusions of this work are drawn in Chapter 6.
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CHAPTER 2. FULLY RESOLVED SIMULATION OF DENSE
SUSPENSIONS OF FREELY EVOLVING BUOYANT PARTICLES USING
AN IMPROVED IMMERSED BOUNDARY METHOD
This chapter includes a manuscript titled “Fully resolved simulation of dense suspensions of
freely evolving buoyant particles using an improved immersed boundary method” which is submit-
ted to International Journal of Multiphase Flow authored by V. Tavanashad and S. Subramaniam
(Tavanashad and Subramaniam, 2020b).
2.1 Abstract
Fully resolved simulation of flows with buoyant particles is a challenging problem since buoyant
particles are lighter than the surrounding fluid, and as a result, the two phases are strongly coupled
together. In this work, the virtual force stabilization technique introduced by Schwarz et al. (2015)
is extended to simulate buoyant particle suspensions with high volume fractions (up to 40%). It is
concluded that the dimensionless numerical model constant Cv in the virtual force technique should
increase with volume fraction. The behavior of a single rising particle, two in-line rising particles,
and buoyant particle suspensions are studied. In each case, results are compared with experimental
works on bubbly flows to highlight the differences and similarities between buoyant particles and
bubbles. Finally, the drag coefficient is extracted from simulations of buoyant particle suspensions
at different volume fractions and based on that a drag correlation is presented.
2.2 Introduction
Free fall and rise of solid particles in a fluid is a type of dispersed multiphase flow. This
type of flow is of interest in numerous fields, including chemical, mechanical, and environmental
engineering. In particular, many types of microplastics such as polyethylene and polypropylene are
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considered buoyant in the oceans unless they are altered by biofilm growth (Wright et al., 2013;
Driedger et al., 2015). Besides, the simulation of buoyant particles can be used as an approximation
for bubbles under certain conditions. An important factor that affects the flow physics in bubbly
flows is the purity of the surrounding liquid (Clift et al., 1978; Magnaudet and Eames, 2000;
Takagi and Matsumoto, 2011). It is shown in many experimental studies (Sridhar and Katz, 1995;
Bel Fdhila and Duineveld, 1996; Cartellier and Riviére, 2001; Dijkhuizen et al., 2010; Peters and
Els, 2012) that the rise velocity of a single bubble is significantly higher in clean systems, such as
pure water, when compared to contaminated systems, such as tap water, especially in parameter
ranges where the shape of the bubble is spherical or ellipsoidal. Moreover, these studies show that
small spherical bubbles in contaminated systems behave like solid spheres. This means that the
simulation of bubbles with the no-slip velocity boundary condition at the interface of two phases,
instead of free-slip, is a good approximation of contaminated bubbly flows.
Fully-resolved direct numerical simulations (FR-DNS) of particle-laden flows are used as a tool
for discovering flow physics as well as model development for macro-scale simulations such as
Eulerian–Eulerian or Eulerian–Lagrangian approaches (Tenneti and Subramaniam, 2014). As a re-
sult, it is necessary to develop numerical methods that are capable of simulating systems that span
a wide range of particle-to-fluid density ratios from heavy to light particles. Over time, different
numerical methods have been developed and improved for FR-DNS of particle-laden flows such as
immersed boundary (Uhlmann, 2005; Tenneti et al., 2010; Kempe and Fröhlich, 2012; Breugem,
2012), lattice Boltzmann (Hill et al., 2001a,b; van der Hoef et al., 2005; Yin and Koch, 2007, 2008),
fictitious domain with Lagrange multipliers (Glowinski et al., 1999; Sharma and Patankar, 2005;
Yu et al., 2006; Apte et al., 2009), PHYSALIS (Zhang and Prosperetti, 2005; Sierakowski and Pros-
peretti, 2016), and body-fitted (Hu et al., 2001; Burton and Eaton, 2005; Bagchi and Balachandar,
2002a,b) methods. In these methods, the motion of particles is determined by Newton’s equations
of motion.
When loose coupling schemes are used in these methods, the interface boundary conditions
may not be satisfied accurately since these schemes only involve the solution of the fluid and the
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particle once per time step. This incompatibility of the kinematic and dynamic quantities at the
interface may cause severe stability issues when the particle density ρp is close to or smaller than the
fluid density ρf (Inamuro et al., 2004; Uhlmann, 2005; Yin and Koch, 2008; Kempe and Fröhlich,
2012; Breugem, 2012; Yang and Stern, 2014; Maxey, 2017). This numerical instability is known
as the artificial added-mass effects of the fluid on the particle and is common in fluid–structure
interaction problems Causin et al. (2005); Förster et al. (2007); Borazjani et al. (2008); Sotiropoulos
and Yang (2014). Although the use of strong coupling methods (implicit coupling schemes) solves
the instability problem at the expense of computational time (Hu et al., 2001; Fernández and
Moubachir, 2005; Figueroa et al., 2006), numerous studies have attempted to stabilize explicit
coupling schemes to overcome the problem and benefit from the simplicity of explicit methods
(Tallec and Mouro, 2001; Burman and Fernández, 2009; Guidoboni et al., 2009).
In the present study, we are going to develop a stabilized explicit coupling scheme for FR-DNS
using the immersed boundary method (IBM) that is capable of simulating buoyant rigid particles.
Several studies have shown that the IBM becomes unstable for low particle-to-fluid density ratios
when explicit methods are used. (Uhlmann, 2005; Kempe and Fröhlich, 2012; Breugem, 2012;
Yang and Stern, 2014; Maxey, 2017). For instance, the IBM developed by Uhlmann (2005) becomes
unstable when the density ratio ρp/ρf is smaller than 1.2. To extend the stability range, Kempe and
Fröhlich (2012) succeeded in performing simulations with density ratio as low as 0.4 by numerical
evaluation of volume integrals in the equation of particle motion, instead of using the rigid-body
motion assumption (assuming the fictitious fluid motion inside the particle is equal to rigid-body
motion irrespective of the actual type of motion inside the volume) made by Uhlmann. Yang and
Stern (2014) utilized the rigid-body assumption but used a 4th-order predictor-corrector scheme
to solve the equation of motion for particles and achieved stable solution for ρp/ρf > 0.29. Our
implementation of IBM (Garg et al., 2011; Tenneti et al., 2010) which is called the particle-resolved
uncontaminated-fluid reconcilable immersed boundary method (PUReIBM) directly calculates the
hydrodynamic force on particle surface from pressure and viscous stress fields, and it is stable
for ρp/ρf > 0.07 (see section 2.5.1.1). Yang and Stern (2015) and Tschisgale et al. (2017) have
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also developed a non-iterative implicit IBM and improved the range of stability for single particle
simulations to density ratio 0.1 and 0.001, respectively.
Another promising work in this respect is done by Schwarz et al. (2015). In this work, a virtual
force stabilization technique is introduced which allows simulation of a single rising particle with
density ratio as low as 0.001. In this technique, the governing equations are solved using an explicit
method and a virtual force is added to the equation of particle motion to stabilize the method.
This idea was originally used for a single rising particle and later was used for very dilute systems
of contaminated bubble swarms with volume fraction up to 2.14% (Santarelli and Fröhlich, 2015).
Most recently, Xia et al. (2019) used the same concept to modify direct-forcing fictitious domain
method for particle-laden flows of arbitrary density ratio and volume fraction up to 0.84%. The
focus of the work by Schwarz et al. (2015) is on numerical accuracy. They tried to design a numerical
scheme that gives the same accuracy as their original method without the virtual force. The virtual
force method has a dimensionless numerical model constant Cv, which represents the magnitude of
the dimensionless virtual force in the particle equation of motion, and Schwarz et al. (2015) claimed
that this method works for any Cv greater than zero.
In this paper, we show that there is a lower positive limit for Cv which depends on the density
ratio and the added mass coefficient. This condition is important in the case of buoyant particle
suspensions when compared to a single particle because the added mass coefficient is affected by the
volume fraction and it is important to choose a Cv that results in stable solutions for buoyant particle
suspensions. The ultimate goal of this work is to develop an explicit time-stepping method which is
capable of simulating buoyant particles for arbitrary density ratio and a range of volume fractions.
In this regard, the results of a single rising particle are presented for validation. Then, the behavior
of two in-line rising particles is studied. Finally, the drag coefficient is extracted from simulations
of buoyant particle suspensions at different volume fractions, as an illustrative example to show
the applicability of this method in practice. In each part, results are compared with experimental
works on bubbly flows to highlight the differences and similarities between buoyant particles and
bubbles. Based on the data obtained from simulations of buoyant particle suspensions, we have
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also proposed a correlation for the drag coefficient of particle suspension to show the application
of our modified FR-DNS solver for model development.
Although in this study, we use IBM to solve the governing equations, this technique is not
restricted to IBM and could be used in any flow solver in which the motion of bubbles or buoyant
particles is determined by Newton’s equations of motion.
The rest of the paper is organized as follows: In section 2.3, the underlying reason for instability
in the simulations of buoyant particles is explained. In section 2.3.2, the virtual force stabilization
technique is introduced and a detailed explanation is provided as to why and how it works. Then it is
extended for simulating bubble swarms. In section 2.4, the IBM used in this work is introduced and
modifications that are done on the original method to incorporate the virtual force are explained.
In section 2.5, the new method is validated and simulation results for dense buoyant particle
suspensions are presented. Finally, conclusions are drawn in section 2.6.
2.3 Numerical instability in simulations of strongly coupled particle-fluid flows
Although the final goal of this study is to perform FR-DNS, for simplicity, the instability prob-
lem that occurs in low-density-ratio simulations is first explained through point particle equations
in sections 2.3.1 and 2.3.2. The extension to FR-DNS is discussed in section 2.3.3.
2.3.1 Explanation of the stability problem in point particle simulations
In the point particle approach, the interaction between particles and the surrounding flow is





= FD + FL + FAM + FBH + FB, (2.1)
where V is the particle velocity, mp is the particle mass, FD denotes the drag force, FL the lift
force, FB the body forces, FAM the added mass force and FBH the Basset history force.
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where u is the fluid velocity at the particle location and mam is the added mass which is usually
defined by a dimensionless coefficient Cam as mam = CamρfVp, where ρf is density of fluid and Vp
is volume of particle. Added mass represents the inertia added to a particle as it accelerates (or
decelerates) and moves (or deflects) a portion of its surrounding fluid.
Hu et al. (2001) have shown that Eq. (2.1) is unstable when it is solved with an explicit time
integration method and the added mass exceeds the particle mass. They assume that at the early
stages of motion only body forces and added mass force are important. Furthermore, they assume
that at the early stages the fluid acceleration is much smaller than the particle acceleration. Under








Note that FB = (ρp − ρf )Vpg is a constant driving force (ρp is particle density and g is the
acceleration due to the gravity). Starting from an initial condition and solving this equation for the
next time step, it can be shown that acceleration at time step n is related to the initial acceleration

















Equation (2.4) shows that the particle velocity oscillates with increasingly large amplitude when
the added mass is larger than the mass of particle. Therefore, the stability condition for Eq. (2.4)
is:
mp > mam ⇒ ρp/ρf > Cam, (2.5)
which means density ratio should be greater than the added mass coefficient to have stable solution.
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2.3.2 Solving the instability problem using the virtual force technique
Schwarz et al. (2015) introduced the virtual force technique to stabilize the equation of motion





with Cv an appropriately chosen coefficient. Although the virtual force is defined similar to the
added mass force, it is a purely mathematical term designed to stabilize the temporal integration
and does not have any physical meaning.
Schwarz et al. (2015) added the virtual force to a “generic” test case which excluded the added
mass force and concluded that Cv > 0. Here, we add the virtual force to Eq. (2.3) which includes
the added mass force and show that there is a lower positive limit for Cv. Starting with Eq. (2.3)








By defining meqp = mp + CvρfVp and m
eq








It is clear that Eqs. (2.3) and (2.8) are similar and it is concluded that the latter equation is
only stable if meqp > m
eq





(Cam − Cv) ρf






This result shows that there is a lower limit for Cv which we call C
min
v . According to Eq. (2.9),
Cminv depends on the added mass coefficient and the density ratio. The validity of this condition is
studied in Appendix A.
It is known that the geometry of a particle and the presence of other particles or bounding walls
can affect the added mass coefficient (Simcik et al., 2008), so it is expected that the physics of the
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problem affects the stability condition on Cv through the added mass coefficient which is confirmed
in section 2.5.3 where we simulate buoyant particle suspensions.
2.3.3 Using the virtual force technique in fully resolved simulations
In FR-DNS, particles are fully resolved by the grid and the flow field on the surface of each
particle is captured by solving the Navier-Stokes equations. The hydrodynamic force on each
particle is calculated by integrating the pressure and viscous stress fields over the particle surface,







τ · nds+ (ρp − ρf )Vpg, (2.10)




is the hydrodynamic stress tensor with I the identity matrix
and νf the fluid kinematic viscosity, p is the pressure with the hydrostatic part being subtracted,
n is the normal vector at the surface of particle, and g is the acceleration due to the gravity.
As mentioned in the introduction, the solution of this equation also becomes problematic for low-
density ratios as reported in the literature (Uhlmann, 2005; Kempe and Fröhlich, 2012; Breugem,
2012; Yang and Stern, 2014; Maxey, 2017). Similarly, our code, PUReIBM, also becomes unstable
for low-density ratios, ρp/ρf < 0.07. Therefore, it is proposed to apply the virtual force technique
in PUReIBM to stabilize the fully resolved simulations for low-density ratios which is the topic of
section 2.4. Before explaining the detail of PUReIBM, we emphasize a few points about the virtual
force technique:
1. In FR-DNS, the surface integral in Eq. (2.10) is evaluated directly from the flow field yielding
all forces introduced in Eq. (2.1) acting on the particle.
2. Since Eq. (2.10) inherently includes the added mass force, the virtual force technique can be




3. The value of Cminv is not necessarily exactly the same as found in Eq. (2.9) since Eqs. (2.7)
and (2.10) are different. However, Cminv still depends on the added mass coefficient and
density ratio (more detail about this point is presented in section 2.5).
4. The virtual force technique can be used to stabilize any method that solves Eq. (2.10) coupled
with fluid equations for low-density ratios and is not limited to IBM.
2.4 Numerical method for FR-DNS
The fully resolved simulation approach used in this work is based on the direct forcing im-
mersed boundary method of Mohd-Yusof (1996) which is further developed in (Garg et al., 2011;
Tenneti et al., 2010), and is called the particle-resolved uncontaminated-fluid reconcilable immersed
boundary method (PUReIBM). The PUReIBM methodology is explained in detail in other works
(Tenneti et al., 2010; Mehrabadi et al., 2015; Tenneti et al., 2016) and has been extensively vali-
dated in different cases Garg et al. (2011); Tenneti et al. (2011, 2016). Here, the main features of
this method are presented.
The governing equations of the fluid phase that are solved in PUReIBM are the continuity
equation:
∇·u = 0, (2.11)
and the Navier-Stokes equations:
∂u
∂t
+ S = − 1
ρf
∇p+ νf∇2u + fIBM, (2.12)
which are solved on a uniform Cartesian grid points with the Crank-Nicolson scheme for the viscous
terms and an Adams-Bashforth scheme for the convective terms. In Eqs. (2.11) and (2.12), u is
the instantaneous velocity field, S = ∇·(uu) is the convective term, ∇p is the pressure gradient,
and νf is the kinematic viscosity. The boundary conditions on the fluid velocity at the particle
interface (no-slip and no-penetration) are imposed via the immersed boundary force term, fIBM.
28
The motion of each particle in PUReIBM is evolved by updating its position X, and translational












where FB is the body forces, Fh is the hydrodynamic force (the integral of pressure and shear
stress tensor at the particle surface) and F
(ij)
c is the collisional force between the ith particle and
jth particle. A soft-sphere collision (Cundall and Strack, 1979) is used to model the particle-particle
interactions. Particles are allowed to overlap during a collision, and the contact mechanics between
the overlapping particles are modeled by a spring in the normal direction (elastic collisions). The
spring causes the colliding particles to rebound. The particles considered in this study are assumed
to be frictionless. This implies that the tangential component of the contact force is zero.










where Ip = 1/10ρpVpd
2
p is the moment of inertia of particles, Th is the hydrodynamic torque and
Tc is the collisional torque which is zero for frictionless particles.
In the next sections 2.4.1 and 2.4.2, the modifications to the original PUReIBM to extend its
capability to simulate buoyant particles are explained.
2.4.1 Addition of virtual force and torque to PUReIBM
Since Eq. (2.14) is solved explicitly for the particle acceleration in PUReIBM, some numerical
instabilities arise in the code when the density ratio is small. As discussed in the previous section,
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the virtual force (Eq. (2.6)) should be added to both sides of Eq. (2.14) to stabilize the PUReIBM








F(ij)c + Fv. (2.16)






















T(ij)c + Tv. (2.17)
In the definition of virtual torque, CTv is the virtual torque coefficient and it is considered to be
equal to Cv in this paper.
A combination of the Adams-Bashforth predictor-corrector scheme and the trapezoidal rule (see
Appendix B) is used to calculate Fv and Tv on the right-hand side of Eqs. (2.16) and (2.17), which
is necessary for having the same order of convergence as the original PUReIBM without virtual
force as discussed in (Schwarz et al., 2015). Also, we follow the same initialization approach used
in (Schwarz et al., 2015). The overall order of accuracy and convergence properties of the modified
method and the temporal and spatial discretization errors are not changed by adding the virtual
force, as mentioned in (Schwarz et al., 2015), so a discussion on these topics is not repeated here.
2.4.2 Lubrication force
In numerical methods based on structured grids such as IBM, the flow field is not accurately
resolved when the distance between the surface of particles becomes less than the grid spacing.
Therefore, the lubrication force is not completely resolved which is important especially in the
case of buoyant particles. To resolve the lubrication force it is necessary to use a fine grid which
results in very small time steps for the explicit scheme used here. However, it has been argued in
the literature that the details of the lubrication and collision model are only important when the
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trajectory of an individual particle is investigated, while the average statistics of large systems are
not affected by these details (Akiki et al., 2017; Tavanashad et al., 2019).














Uij · nij εcol < h < εlub
0 h > εlub
, (2.18)
where Fijlub is the lubrication force, Uij is relative velocity between particle i and j, nij is unit
vector pointing out from the center of particle i to the center of particle j, h = |xi − xj | − dp is
the surface-to-surface distance between particles i and j, εlub is the cutoff distance beyond which
the lubrication force is negligible and εcol has a nonzero positive value to prevent the singularity
in the lubrication force as h→ 0. Even with inclusion of the lubrication force, some particles may
collide with each other. In this case, we use the same collision model already introduced, but with
a small change that the collision starts when h < εcol, which prevents the lubrication force from
becoming singular. The parameters of lubrication force used in this study are εlub/dp = 0.5 and
εcol/dp = 0.0003, as suggested in the literature (Simeonov and Calantoni, 2012; Sierakowski and
Prosperetti, 2016; Akiki et al., 2017).
2.5 Results and discussion
In this section, the simulation of a single buoyant particle is presented first, with the goal of the
validation. Then, the rise of two in-line buoyant particles is presented and compared with exper-
imental results. Finally, simulations of buoyant particle suspensions at different volume fractions
are presented and a drag law for buoyant particle suspensions is proposed based on the results of
this part.
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2.5.1 Rise of a single buoyant particle
For validation, two different comparisons are done with other numerical and experimental works
in the literature. In the first case, the temporal evolution of particle velocity is studied and results
are compared with other numerical works. Then, the drag force on a single buoyant particle is
compared with the drag on a spherical bubble in contaminated liquid from an experiment.
2.5.1.1 Temporal evolution
The goal of this subsection is to show that the implementation of the virtual force in PUReIBM
is done correctly and to validate the numerical simulation. For this purpose, the motion of a single
sphere ascending in a quiescent, viscous fluid under the action of gravity is simulated. The input
dimensionless parameters are Archimedes number Ar and density ratio ρp/ρf . The Archimedes





where dp is the particle diameter.
The simulation is performed in a cuboidal domain with periodic boundary conditions in all
directions. The length of the domain in the direction of gravity is Lx = 12.8dp which is twice the
length of the domain in other directions. The particle and fluid are initially at rest and evolve
under the action of gravity. A mean pressure gradient is imposed on the system to oppose the
effect of gravity and keep the mean fluid velocity zero and then the particle starts to move due
to gravity. Although a condition for Cminv was derived in Eq. (2.9) for the case of point particle
simulations, there are more parameters that affect Cminv in fully resolved simulations such as the
grid resolution. For example, the lowest density ratio that can be simulated in PUReIBM (without
using virtual force stabilization) is ρp/ρf = 0.09 with grid resolution per particle diameter Dm = 20
and ρp/ρf = 0.07 with Dm = 30. The C
min
v for these two cases are 0.15 and 0.11, respectively. In
our simulations, Cv = 0.15 is used for the case of a single particle.
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Figure 2.1 shows the region of stability for the simulation of a single rising particle with Ar =
1000 and Dm = 20. Simulations are unconditionally unstable for Cv less than C
min
v independent
of the grid resolution and time step. This figure also shows that the simulations are stable for
Cv > C
min
v , however, to get accurate results it is necessary to limit the time step. In the single
rising particle simulation under gravity, the velocity at the beginning is very small and using a
constant CFL = umax∆t/∆x will result in a large time step. Therefore a constant time step is
used in PUReIBM with a condition on the maximum CFL number. If the CFL number becomes
larger than the maximum CFL number, then the time step is decreased. For the case shown in
Fig. 2.1, the CFL number does not become larger than the maximum CFL number, and hence the
















































Figure 2.1 Stability region for the simulation of a single rising particle for Dm = 20. Sim-
ulations are unconditionally unstable for Cv less than C
min
v = 0.15 independent
of the grid resolution and time step. The simulations are stable for Cv > C
min
v ,
however, to get accurate results it is necessary to limit the time step.
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To validate these results, they are compared with the numerical simulation using IBM developed
by Schwarz et al. (2015) and an implicit, highly-resolved spectral body-fitted method developed in
Dušek’s group (Jenny and Dušek, 2004; Jenny et al., 2004). The results from Dušek’s group were
























Ref. data by Dusek’s group
Schwarz et al. (2015)
Figure 2.2 Temporal evolution of a single rising particle for Ar = 28900 and ρp/ρf = 0.001.
Results of PUReIBM with two grid resolutions are compared to the reference
body-fitted simulation of Dušek’s group (Jenny and Dušek, 2004; Jenny et al.,
2004) and the IBM simulation of Schwarz et al. (2015).
This comparison is shown in Fig. 2.2 for ρp/ρf = 0.001 and Ar = 28900 which results in a
terminal Reynolds number of Re = 290. For the comparison, the gravitational velocity and time
scale are utilized as reference values:
ug =
√





The results of PUReIBM are shown for two different grid resolutions in this figure. At the
early time, the PUReIBM results match very well with the reference result of Dušek’s group.
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However, the terminal velocity is slightly different. The difference decreases with increasing grid
resolution but convergence to the reference result is slow. Similarly, the IBM results of Schwarz
et al. (2015) deviates from the reference terminal velocity. In IBM, the no-slip and no-penetration
velocity boundary conditions on the particle surface are imposed on Lagrangian marker points
through the immersed boundary force and then spread to the Cartesian grid using a regularized
delta function. In the implementation of IBM that is used by Schwarz et al. (2015), the Lagrangian
marker points are on the surface of the particle and the immersed boundary force is spread into
the fluid domain, while in PUReIBM the Lagrangian marker points are inside the particle and
the immersed boundary force is restricted to Eulerian grid points lying inside the sphere, while
the fluid domain is uncontaminated by the immersed boundary force. This could explain why the
terminal velocity results of Schwarz et al. (2015) are smaller than the reference data and the results
of PUReIBM are larger.
Note that only the beginning of the acceleration phase is considered for comparison in Fig.
2.2, which is before the particle path shows oscillations. When the Reynolds number is higher
than 135 (as here) and the particle density is much smaller than that of the surrounding fluid,
the particle motion is spiral and the drag coefficient is a constant, equal to 0.95 (Karamanev
et al., 1996; Veldhuis et al., 2009; Horowitz and Williamson, 2010; Rahmani and Wachs, 2014). At
Reynolds number below 135, the drag coefficient follows the standard drag curve and the trajectory
is linear (Karamanev et al., 1996). This behavior is explained as the mechanical inertia of the
particle becomes small enough for the wake to induce rotation of the particle, thus creating a
spiral trajectory (Karamanev et al., 1996). In addition, the dominating inertial force is the added
mass from the attached fluid mass for light particles which is accelerated with the particle. This
effect is shown recently to play an important role in the dynamics of buoyant particles suspensions
(Tavanashad et al., 2019).
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2.5.1.2 Drag coefficient
As another validation, the results of PUReIBM for the drag coefficient of a single rising par-
ticle are compared with the experimental results of (Dijkhuizen et al., 2010). The experimental
work reports the drag of nearly spherical gaseous bubbles (aspect ratio E > 0.95) in tap (contam-
inated) water. As explained already, buoyant particles are a good approximation for bubbles in
contaminated liquid, so this comparison is valid.
Additionally, the results are compared with the drag correlation for a single bubble in an
















where Eo is Eötvös number which represents the ratio between buoyancy and surface tension forces
and is defined as,
Eo =
g (ρf − ρp) d2p
σ
, (2.21)
with σ being the surface tension. Note that Eo for rigid particles corresponds to σ → ∞, so Eo
is zero in our simulations which means Eq. (2.20) reduces to the famous Schiller–Naumann drag





where |W| is the mean slip velocity between the particle and the fluid.
The simulation setup is similar to the previous case (section 2.5.1.1) with ρp/ρf = 0.001 and
different Ar to achieve different Reynolds number defined by the terminal velocity. Figure 2.3
shows the comparison of PUReIBM results with experimental results and the drag correlation in
Eq. (2.20). The results of PUReIBM are presented for two grid resolutions and it is clear that
at higher Reynolds number, the finer grid gives the correct results. In general, the results of
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PUReIBM match very well with experiments and the correlation. Note that the Reynolds number
here is smaller than 135, and as mentioned earlier, in this range the buoyant particle drag follows













Correlation, Tomiyama et al. (1998)







Figure 2.3 Drag coefficient versus Reynolds number from simulation of a single buoyant
particle in PUReIBM compared with experimental results of a nearly spherical
bubble in contaminated liquid (Dijkhuizen et al., 2010) and correlation of drag
on a single bubble in contaminated liquid (Tomiyama et al., 1998).
2.5.2 Rise of two buoyant particles
The next simulation that is presented is for the rising of two in-line particles. The particles
rising in-line is a specific but typical case where mutual interactions between particles are evident.
In this particular case, the rise velocity of the trailing particle is affected (and increased) by the
wake of the leading particle and finally, the trailing particle reaches the leading particle.
The simulation is again performed in a cuboidal domain with periodic boundary conditions in
all directions. The length of the domain in the direction of gravity is Lx = 89.6dp which is 14
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times the length of the domain in other directions. Similar to the single-particle case, the particles
rise due to gravity. The simulation is performed for a case where Ar = 1700, ρp/ρf = 0.001,
Cv = 0.15, and the initial surface-to-surface distance between the particles is h0/dp = 11.6. Figure
2.4(a) shows the rise velocity of particles versus surface-to-surface distance between them. The
experimental results of Katz and Meneveau (1996) are for a similar case but for bubbles in distilled
water, and they are also shown in this figure. For both the numerical and experimental cases, the
Reynolds number based on the terminal velocity of a single particle/bubble is 35.4. Although the
trend of the rise velocity in both cases is similar, they do not match. One reason for this is that the
results of PUReIBM represent bubbles in contaminated liquid while the experimental results are for
bubbles in clean liquid. Note that Katz and Meneveau (1996) used commercially available distilled
water and not highly purified liquid which could also be considered a partially contaminated liquid.
Nevertheless, it is known that the drag force, and consequently the rise velocity, of bubbles in clean,
partially contaminated, or contaminated is different. To have a better comparison, the rise velocity
scaled by the rise velocity of a single particle/bubble is plotted in Fig, 2.4(b). This figure shows
that the behavior of bubbles in contaminated or clean liquid is comparable if a proper scaling is
used.
(a) (b)
Figure 2.4 Rise velocity of two in-line particles from simulation in PUReIBM compared
with experimental results of two in-line bubbles in distilled water (Katz and
Meneveau, 1996). (a) Rise velocity is scaled by the gravitational velocity. (b)
Rise velocity is scaled by the rise velocity of a single particle/bubble.
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2.5.3 Simulation of buoyant particle suspensions: an illustrative example
The main goal of this paper is to perform simulations of buoyant particles at high volume
fractions. In this section, the results of simulations for buoyant particle suspensions at volume
fraction 0.1 to 0.4 are presented and in particular, the drag force on the suspension is discussed.
2.5.3.1 Problem setup
In this part, the simulations are performed in a cubic domain with periodic boundary conditions.
The length of the domain L is chosen to ensure that the two-point correlation functions in the fluid
phase decay to zero within the box length (Tenneti et al., 2011). The initial positions of the particles
are obtained following elastic collisions (in the absence of interstitial fluid) starting from a lattice
arrangement with a Maxwellian velocity distribution. The particles and fluid are initially at rest
and evolve under the action of gravity. The simulations are carried out until the mean particle
velocity reaches a statistically stationary state. In our simulations, the mean drag on particles or
mean particle velocity are computed by averaging over all particles and then ensemble-averaging
over different particle configurations. For each case, five independent realizations (corresponding
to a specified initial particle configuration) are simulated in this study.
The salient numerical and physical parameters used in the simulations are reported in Table
2.1. We have performed simulations for two different Ar and four different φ. Note that Re, the
Reynolds number of the suspension based on the mean slip velocity, and Re0, the Reynolds number
of a single particle, are the outputs of the simulations. The grid resolution used in this study is the
same as our previous works (Tenneti et al., 2011; Tavanashad et al., 2019) which we have shown is
sufficient to obtain converged results for the mean drag and second moments of velocity. Note that
an increase in volume fraction decreases the rising velocity (and the Reynolds number) as indicated
in Table 2.1.
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Table 2.1 The numerical and physical parameters of the simulations: volume fraction of
particles φ, the number of grid cells across the diameter of a particle dp/∆x, the
ratio of the length of the box to the particle diameter L/dp, number of particles
Np, Archimedes number Ar, Reynolds number of a single particle Re0, Reynolds
number of the suspensions Re, and particle-to-fluid density ratio ρp/ρf .
φ dp/∆x L/dp Np Ar Re0 Re ρp/ρf
0.1 30 10.08 200 4900 71.363 49.96 0.001
0.2 30 8.06 200 4900 71.363 37.35 0.001
0.3 30 7.05 200 4900 71.363 29.29 0.001
0.4 30 6.4 200 4900 71.363 20.93 0.001
0.1 30 10.08 200 9400 109.381 75.34 0.001
0.2 30 8.06 200 9400 109.381 58.59 0.001
0.3 30 7.05 200 9400 109.381 45.59 0.001
0.4 30 6.4 200 9400 109.381 33.57 0.001
According to Eq. (2.9), Cminv is related to the added mass coefficient. Many studies have
shown that added mass coefficient increases with volume fraction (Zuber, 1964; Wijngaarden and
Jeffrey, 1976; Biesheuvel and Spoelstra, 1989; Sankaranarayanan et al., 2002; Béguin et al., 2016).
Spelt and Sangani (1997) also reported the same dependence, however, they included the effect of
microstructure on the added mass through the velocity fluctuations of bubbles. On the other hand,
Simcik et al. (2008) and Simcik and Ruzicka (2013) have reported that the added mass coefficient
can decrease or increase with volume fraction depending on the shape of the computational domain.
In our simulations, we have to increase Cminv with volume fraction to get stable results which
indicates that the added mass coefficient increases with volume fraction.
In PUReIBM, Cminv is found from numerical experiments to increase from 0.18 for φ = 0.1 to
0.22 for φ = 0.4. Using the correlation by Zuber (1964), Cam increases from 0.66 for φ = 0.1 to
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Cam = 1.5 for φ = 0.4. It shows that the growth of C
min
v with volume fraction is slower than
the growth of Cam. In this study, Cv = 0.25 is used for all volume fractions in the simulation
of particle suspensions. It is also important to mention that there is no added mass effect in an
average sense since the simulations reach a statistically stationary state, however, each individual
particle experiences the added mass effect. Therefore, using the virtual force stabilization technique
is necessary at any stage of the simulations.
2.5.3.2 Drag coefficient of the suspension
The results presented in this section are the drag coefficient CD of the buoyant particle suspen-
sions obtained from PUReIBM which are compared with experimental and numerical results for
bubbly flows. The drag coefficient for the suspension is scaled with the drag coefficient of a single
particle CD,0 in the same liquid multiplied with (1− φ). As a result the scaled drag coefficient is
equal to the squared of the ratio of the slip velocity of a single particle |W0| to the slip velocity of














In general, f could be a function of Re, φ, and Eo. However, if CD,0 already incorporates the
dependencies on Re and Eo, the function f would only depend on φ. Similarly, we can say that
the comparison of f for clean and contaminated bubbles is only valid if the effect of contamination
is considered in CD,0. In other words, the drag of bubbles in clean and contaminated liquid is not
comparable unless a proper scaling is used, as discussed in Section 2.5.2. For this reason, different
studies have used CD,0 from different correlations or measurements in Eq. (2.23) for reporting f .
In this work, Eq. (2.20) with Re0 is used for CD,0 for scaling.
All the experimental correlations used in this paper for comparison only depend on the volume
fraction (see Table 2.2). This means that experimental studies verify that the effects of Re and
Eo are fully accounted for in CD,0. The form of the correlation by Bridge et al. (1964) is inspired
by the work by Richardson and Zaki (1954). Rusche and Issa (2000) used data from different
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experimental works in the literature to propose their correlation. Garnier et al. (2002) performed
their experiments in a highly controlled environment with a uniform swarm of monodipserse bubbles
without recirculating motions in the liquid phase, and their correlation is also verified in experiments
by Guet et al. (2004).






φ < 0.2 Bridge et al. (1964)[
exp (3.64φ) + φ0.864
]
(1− φ)−1 φ < 0.45 Rusche and Issa (2000)[
1− φ1/3
]−2
φ < 0.3 Garnier et al. (2002)
The numerical correlationsRoghair et al. (2011, 2013b) are obtained from FR-DNS using the
front-tracking method (FTM) and depend on both volume fraction and Eötvös number (see Table
2.3). Based on their work it is concluded that only the effect of Re is incorporated in CD,0 and
not Eo. So, it is important to choose a proper Eo for comparison. Our simulations of buoyant
particles correspond to spherical bubbles in contaminated liquid at Eo = 0. So, our results in this
section are compared with Roghair’s second and third correlations since they are developed for low
Eo cases.
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Table 2.3 Numerical correlations by Roghair et al. (2011, 2013b) for the scaled drag coef-









1.2 < Eo < 4.8
0.05 < φ < 0.45








0.134 < Eo < 4.8
0.05 < φ < 0.4








0.5 < Eo < 2
0.05 < φ < 0.15
Roghair et al. (2013b)
Figure 2.5 compares the results for the scaled drag coefficient in buoyant particle suspensions and
bubbly flows. The correlations are extended to higher volume fractions if the range for which they
are proposed covers a smaller range. Our results for two different Ar are very close to each other
which means the scaled drag coefficient is only a function of φ and CD,0 already accounts for the Re
(or Ar) dependence. Nevertheless, it is interesting to note that the results of PUReIBM, similar to
the experimental correlations, show a nonlinear dependence of drag coefficient on volume fraction
while all correlations of clean bubbles using FTM have linear dependence (see Table 2.3). Although
Roghair et al. (2011) do not provide the reason behind the linear nature of their correlations, they
raise four possible issues in their work including the effect of 1) contamination, 2) coalescence
and breakup, 3) normalization with CD,0 which comes from different correlations or measurements
for each case, and 4) having smaller computational domain in comparison to large domain of
experiments.
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Of these, two limitations are addressed in this work. First, the bubbles in this study are contam-
inated bubbles and the results of experimental works might also have some level of contamination.
Secondly, the FR-DNS results from FTM by Roghair et al. (2011, 2013b) can only take local gas
fractions into account, since the computational domain is small compared to the physical domain
typically used in experiments. In fact, Roghair et al. (2011, 2013b) have between 16 to 32 bubbles
for different simulations while in PUReIBM 200 particles is used for each case. Therefore, it is
concluded that PUReIBM results have a similar trend to experiments since they are performed in
larger domains with more particles.
It should also be mentioned that Simonnet et al. (2007) developed a drag correlation using
local volume fraction definition in their experiments but their correlation predicts that the drag
coefficient increases very slowly up to volume fraction 15% and then decreases with increasing
volume fraction. The main reason for the different behavior they obtained is that the bubbles in
their experiment are large (db > 7mm) and because of this their correlation is not presented here.
In general, fully resolved simulations are a useful tool for model development for macro-scale
simulations (Tenneti and Subramaniam, 2014). For instance, drag coefficient (or drag force) ob-
tained from fully resolved simulation has been already used to develop a model for interphase
momentum transfer in two-fluid equations (Hill et al., 2001a,b; van der Hoef et al., 2005; Tenneti
et al., 2011). Similarly, we can propose a correlation for drag coefficient using our data presented
in Fig. 2.5. Since our results are not affected by Ar significantly, the scaled drag coefficient is
modeled here as only a function of volume fraction. We propose the following correlation by curve
fitting with R2 = 0.994,
CD
CD,0 (1− φ)
= 209.3φ3 − 65.46φ2 + 16.81φ+ 1. (2.24)
Note that in developing this correlation, we have used the fact that this ratio should be unity at
φ = 0.
FR-DNS can also be used the development of stochastic or deterministic models of acceleration





















Eq. 24, our new correlation
Num., Roghair et al. (2013), Eo=0.134
Num., Roghair et al. (2013), Eo=0.5
Exp., Bridge et al. (1964)
Exp., Rusche et al. (2000)
Exp., Garnier et al. (2002)
Figure 2.5 Comparison of scaled drag coefficient obtained from PUReIBM with different
drag correlations. Solid lines are the correlations obtained from different ex-
periments (see Table 2.2). Dashed lines are the correlations obtained from sim-
ulations using FTM (Roghair et al., 2013b) for two different values of Eo (see
Table 2.3). Symbols are the scaled drag coefficients obtained from PUReIBM
(present study) for two different values of Ar and the dash-dot line is the cor-
relation developed based on this dataset (Eq. 2.24). The error bars represent
95% confidence intervals.
for model development in Euler–Lagrange simulation where Eulerian equations are volume filtered
(Capecelatro and Desjardins, 2013). This work opens the door to the development of such models
in future studies.
2.6 Conclusions
In this work, a FR-DNS solver based on PUReIBM is developed for simulation of buoyant
particles with a density ratio as small as 0.001 and for a range of volume fraction up to 40%.
It is explained that when the mass of a particle is smaller than the added mass induced by the
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surrounding fluid, explicit numerical methods are unstable. To stabilize the method, the virtual
force technique introduced by Schwarz et al. (2015) is extended. It is shown that the virtual force
constant Cv has a lower limit for stable simulations which depends on the density ratio and the
added mass coefficient. Since the added mass coefficient increases with an increase in the volume
fraction of particles, it is concluded that Cv should also increase in the case of buoyant particle
suspensions when compared to the single-particle case.
Simulations of rigid buoyant particles are performed, which are considered a good approxima-
tion for bubbles in contaminated liquid. The results from simulations of a single buoyant particle
at different Archimedes number are presented and compared with the numerical and experimental
reference data to validate the implementation of the virtual force in PUReIBM. Then two in-line
rising buoyant particles are simulated and compared with experimental results. Finally, simulations
of freely evolving buoyant particle suspensions are presented. The scaled drag coefficient of particle
suspensions at different volume fractions are compared with numerical and experimental correla-
tions of bubbly flows from the literature. It is shown the increase in the scaled drag coefficient of
buoyant particles with volume fraction from FR-DNS using PUReIBM matches the nonlinear trend
in experimental data of bubbly flows, while the correlations from FR-DNS using FTM by Roghair
et al. (2011, 2013b) predict a linear increase. They hypothesized that this linear dependence could
be to the fact that their bubbles are in clean liquid and their simulations are performed for a small
domain with 16 up to 32 bubbles in it. It is shown here that considering a larger domain with
200 bubbles in contaminated liquid predicts the nonlinear behavior seen in experimental studies.
Finally, a correlation for the drag coefficient of buoyant particle suspensions is presented which is
only a function of the volume fraction.
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CHAPTER 3. EFFECT OF DENSITY RATIO ON VELOCITY
FLUCTUATIONS IN DISPERSED MULTIPHASE FLOW SIMULATIONS
OF FINITE-SIZE PARTICLES
This chapter is an article titled “Effect of density ratio on velocity fluctuations in dispersed
multiphase flow from simulations of finite-size particles” published in Acta Mechanica authored by
V. Tavanashad, A. Passalacqua, R. Fox, and S. Subramaniam (Tavanashad et al., 2019) 1.
Some part of the results are also presented in the 71st Annual Meeting of the American Physical
Society’s Division of Fluid Dynamics (APS–DFD) by V. Tavanashad, A. Passalacqua, R. Fox,
and S. Subramaniam under the title “Effect of density ratio on velocity fluctuations in dispersed
multiphase flow from particle-resolved numerical simulation” (Tavanashad et al., 2018).
3.1 Abstract
Velocity fluctuations in the carrier phase and dispersed phase of a dispersed multiphase flow
are studied using particle-resolved direct numerical simulation. The simulations correspond to a
statistically homogeneous problem with an imposed mean pressure gradient and are presented for
Rem = 20 and a wide range of dispersed phase volume fractions (0.1 ≤ φ ≤ 0.4) and density ratios
of the dispersed phase to the carrier phase (0.001 ≤ ρp/ρf ≤ 1000). The velocity fluctuations in the
fluid and dispersed phase at the statistically stationary state are quantified by the turbulent kinetic
energy (TKE) and granular temperature, respectively. It is found that the granular temperature
increases with decrease in density ratio and then reaches an asymptotic value. The qualitative trend
of the behavior is explained by the added mass effect, but the value of the coefficient that yields
quantitative agreement is non-physical. It is also shown that the TKE has a similar dependence on
1Reprinted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Acta Mechan-
ica; Effect of density ratio on velocity fluctuations in dispersed multiphase flow from simulations of finite-size particles.
V. Tavanashad, A. Passalacqua, R.O. Fox, and S. Subramaniam, c© 2018.
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the density ratio for all volume fractions studied here other than φ = 0.1. The anomalous behavior
for φ = 0.1 is hypothesized to arise from the interaction of particle wakes at higher volume fractions.
The study of mixture kinetic energy for different cases indicates that low-density ratio cases are
less efficient in extracting energy from mean flow to fluctuations.
3.2 Introduction
Dispersed multiphase flows are common in industry (bubble columns, spray combustors, and
chemical reactors) and the environment (pollutant particles in air and debris flows). These flows
are defined by a dispersed phase in the form of particles, droplets, or bubbles which are distributed
within a fluid, termed the continuous or carrier phase. Examples are solid particles in gas or liquid
and gaseous bubbles in liquid. In many applications of dispersed multiphase flow, turbulence plays
an important role, and many researchers have tried to improve the understanding of turbulence in
such flows. A deeper understanding of these flows is critical to developing strategies to predict and
control them thereby reducing their negative effects or utilizing their benefits. In the following, the
term particles is used for the dispersed phase in a general manner and covers drops and bubbles as
well. Also, the term fluid is used for the carrier phase which could be gas or liquid.
Generally, the sources for generation of turbulence in dispersed multiphase flow are categorized
as shear-induced turbulence (SIT) and particle-induced turbulence (PIT). SIT is the same source
of turbulence in high Reynolds number single-phase flow which is generated in the fluid by the
presence of a source of shear, for instance, a wall. Adding particles to the fluid can decrease or
enhance the inherent turbulence of the fluid (turbulence modulation (Gore and Crowe, 1989)) and
fluid turbulence itself also affects the motion of the particles (particle dispersion (Elghobashi and
Truesdell, 1992)). The interested reader is referred to the review paper by Balachandar and Eaton
(2010) for more details on this topic. PIT refers to the pseudo-turbulent velocity fluctuations
generated by the presence of particles which forces the fluid to match the boundary condition at
each particle’s surface. Examples are the generation of fluid velocity fluctuations caused by pouring
heavy particles into a lighter quiescent fluid or velocity fluctuations generated in fixed and fluidized
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beds. In this case, the flow disturbances are generated by the mere presence of particles which
induces velocity fluctuations in the surrounding fluid.
In the literature, this type of turbulence is sometimes called pseudo-turbulence (Xu and Subra-
maniam, 2010; Mehrabadi et al., 2015) because the spectrum of velocity fluctuations in PIT is not
the same as that of SIT with particles. This pseudo-turbulence in the fluid phase, in turn, affects
the motion of the particles and induces fluctuations in particle velocity.
PIT and SIT also differ in the scales at which they are dominant: PIT dominates at the scale
of particles, here referred to as the microscale, while SIT dominates at the scale of hundreds of
particles called the mesoscale. Thus far it has not been feasible to perform mesoscale simulation
of PR-DNS due to the computational cost, but these are anticipated in the near future. For now,
mesoscale simulations are performed using large eddy simulation-like (LES-like) Euler-Lagrange
(EL) simulations (Capecelatro and Desjardins, 2013) using assumed drag laws (without resolving
flow around the particles). Fox (2014) recently derived the Reynolds-averaged equations for a
macroscale description of multiphase turbulence in collisional fluid-particle flows starting from a
continuum mesoscale description. This study provides information on pseudo-turbulent velocity
fluctuations which need to be included in the mesoscale description which is the starting point of
the work by Fox (2014) and also provides data for closure models in LES-like EL simulations at
the mesoscale.
Although SIT and PIT are present at the same time in many applications of dispersed multi-
phase flow, in some others, PIT is the only source of turbulence and plays an important role in the
dynamics of the system, for example, in bubble columns where gas bubbles are injected at the bot-
tom of a tank filled with a liquid otherwise at rest. In addition, Mehrabadi et al. (2015) have shown
that pseudo-turbulence in the gas-phase velocity of a gas–solid flow can contribute significantly to
the total gas-phase kinetic energy. The pseudo-turbulent fluid velocity fluctuations also have obvi-
ous implications for scalar transport and axial dispersion (Koch and Brady, 1985, 1987a,b; Brenner
and Gaydos, 1977; Brenner, 1980; Edwards et al., 1991). A comprehensive study of scalar mixing
in the context of heat transfer can be found in Sun et al. (2016), where the fluid heating/cooling
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by heat transfer from solid particles is accounted for and no assumptions are made regarding the
axial variation of mean temperature. Derksen (2014) has studied mass transfer using a coupled
lattice Boltzmann method (LBM) and finite volume approach to examine scalar dispersion and
self-diffusion of particles in liquids with ρp/ρf = 4.
Even in cases where both types of turbulence are present, the study of PIT alone might provide
some useful information about the nature of the problem. For instance, Prakash et al. (2016) found
that the energy spectra of liquid fluctuations follow the −3 scaling (in contrast to −5/3 scaling
for single-phase flow) at length scales smaller than the size of the bubbles not only in the well-
established case of pseudo-turbulence of bubbly flows, but in all cases where bubbles are present in
the liquid with inherent turbulence.
Pseudo-turbulence of dispersed flows has been studied both numerically and experimentally in
the literature. However, in experimental studies, the variance of liquid-phase velocity is measured
and these variance measurements only give a rough description of liquid fluctuations (Risso, 2018).
In gas–liquid flows, Risso and Ellingsen (2002) studied the flow around monodisperse bubbles
for Re ≥ 500 and showed that the variance of liquid-phase velocity normalized by mean rise
velocity of bubbles increases as a linear function of the bubble volume fraction φ. Mart̀ınez-Mercado
et al. (2007) extended this study for a broader range of Reynolds numbers and volume fractions
(0.001 ≤ φ ≤ 0.1) and recognized the same trend for Re ≥ 80. They also showed that the variance
of liquid phase velocity increases at a smaller rate for lower Reynolds number. Later, Riboux et al.
(2010) showed that the same behavior exists for bubble volume fractions up to 14%.
Numerical studies done with direct numerical simulation (DNS) using the front-tracking method
also indicate a similar trend (Bunner and Tryggvason, 2002b; Esmaeeli and Tryggvason, 2005).
However, a comparison by Mart̀ınez-Mercado et al. (2007) of experimental and numerical results
shows that the numerical results of Bunner and Tryggvason (2002b) only predict the correct trend
with volume fraction. (The magnitude of the velocity fluctuations in liquid phase from the nu-
merical simulations is several times smaller than the experimental results.) On the other hand,
the numerical results of Esmaeeli and Tryggvason (2005) were in very good agreement with the
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experimental data. Another numerical study done by Gillissen et al. (2011) using LBM also reports
linear scaling of fluid-phase turbulent kinetic energy normalized by squared mean slip velocity with
bubble volume fraction.
In the context of gas–solid flows, Mehrabadi et al. (2015) studied pseudo-turbulence in fixed
particle assemblies and freely evolving suspensions by particle-resolved direct numerical simulation
(PR-DNS) using the particle-resolved uncontaminated-fluid immersed boundary method. They
proposed the following correlation for the pseudo-turbulent kinetic energy (PTKE) in steady flow
of gas over fixed beds that fits the data obtained from PR-DNS with an average deviation of 5%:
k(f)
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denotes the fluctuation in the fluid velocity u with respect to the mean









Reynolds number based on the superficial mean velocity and particle diameter is denoted Rem
(Eq. (3.7)), and φ is the particle volume fraction. This correlation is proposed from simulations
performed with solid volume fraction in the range 0.1 ≤ φ ≤ 0.5 and mean slip Reynolds number
0.01 ≤ Rem ≤ 300. Mehrabadi et al. (2015) also showed that the level of PTKE in freely evolving
suspensions for inertial particles (with particle-to-fluid density ratio of ρp/ρf = 100, 1000) with
Rem = 20 and φ = 0.1, 0.2 differs from the values for equivalent fixed beds by only 10% and 15%
for elastic (coefficient of restitution, e = 1) and inelastic (e = 0.7, 0.9) collisions, respectively.
An interesting feature of the correlation given by Eq. (3.1) is that it predicts the fluctuation
velocity of the gas phase in a gas–solid flow to be a linear function of volume fraction for high
Reynolds number which is the same trend seen in bubbly flows (Risso and Ellingsen, 2002) as
noted earlier. Note that the Reynolds number in Eq. (3.1) is based on the superficial velocity, in
contrast to the Reynolds number defined with the average fluid velocity in bubbly flows mentioned
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above. For high Reynolds number, the exponential term in Eq. (3.1) goes to zero and the linear
scaling is valid and independent of this difference in definition of the Reynolds number.
Fluctuations are not specific to the fluid phase but are present in the velocity of the dispersed
phase also. The fluctuations in particle velocity can be characterized by turbulent kinetic energy
of particles k(p) = 〈v′′ · v′′〉 /2 or granular temperature T = 〈v′′ · v′′〉 /3. In these definitions, v′′ =
v−〈v〉 denotes the fluctuation in the particle velocity v with respect to the mean particle velocity
〈v〉.
Tenneti et al. (2016) have proposed a correlation, given by Eq. (3.2), for the steady granular




















This correlation is obtained from PR-DNS data for parameters in the range of 0.1 ≤ φ ≤ 0.4,
10 ≤ Rem ≤ 100, and 100 ≤ ρp/ρf ≤ 2000. This correlation predicts that the granular temperature
will increase continuously with decrease in density ratio. Tang et al. (2016) have also proposed a
similar dependence on density ratio in their correlation for the granular temperature of gas–solid
flows. The correlations of Tenneti et al. (2016) and Tang et al. (2016) when extended to very
low-density ratios (corresponding, for example, to bubbly flows) which lie outside their range of
applicability predict infinite fluctuation. However, experimental studies of bubbly flows show that
the fluctuation of bubble velocity rapidly increases from zero for very low volume fractions of the
bubbles to a finite value for higher volume fractions (Mart̀ınez-Mercado et al., 2007; Colombet
et al., 2015).
In this work, the granular temperature of particles in a dispersed multiphase flow for different
density ratios—spanning gas–solid, solid–liquid and gas–liquid (bubbly) flows—is studied to answer
the question of how granular temperature changes from high-density ratios to low-density ratios.
However, it should be noted that bubbly flow simulations in this study correspond to small spherical
bubbles (Eötvos number, 0.1 ≤ Eö ≤ 10) in contaminated liquid allowing bubble deformation to be
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neglected. In addition, although it was discussed that k(f) increases linearly with volume fraction
for both bubbly flow and gas–solid flow at high Reynolds number, it is not clear how the level of
k(f) will change for different density ratios. It is also of interest to find out the contribution of each
phase to the mixture kinetic energy of the system.
The rest of the paper is organized as follows: The numerical method used in this study for
performing PR-DNS is explained in section 3.3. Then, the setup and different parameters used for
the simulations are presented in section 3.4. After that, the results are discussed in section 3.5.
Finally, conclusions are drawn in section 3.6.
3.3 Numerical Method
The PR-DNS approach used in this work is based on the direct forcing immersed boundary
method (IBM) of Mohd-Yusof (1996) which is developed by Garg et al. (2011) and Tenneti et al.
(2010) and is called the particle-resolved uncontaminated-fluid reconcilable immersed boundary
method (PUReIBM). The PUReIBM methodology is explained in detail in other works (Tenneti
et al., 2010, 2016) and has been extensively validated in different cases (Garg et al., 2011; Tenneti
et al., 2011, 2016). Here, the main features of this method are presented.
The governing equations of the fluid phase that are solved in PUReIBM are the continuity
equation:
∇·u = 0, (3.3)
and the Navier–Stokes equations:
∂u
∂t
+ S = − 1
ρf
∇p+ νf∇2u + fIBM −Af . (3.4)
which are solved on a uniform Cartesian grid points. In Eqs. (3.3) and (3.4), u is the instantaneous
velocity field, S = ∇· (uu) is the convective term, ∇p is the pressure gradient. The boundary
conditions on the fluid velocity at the particle interface (no-slip and no-penetration) are imposed
via the immersed boundary force term, fIBM. Finally, Af accounts for the acceleration of the frame
of reference (Tenneti et al., 2010).
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The simulations in PUReIBM are carried out in an accelerating frame of reference that moves
with the mean velocity of particles. The advantage of this setup is that it enables the simulation of
sedimenting or rising suspensions at arbitrary mean slip values while maintaining average particle
motion at rest in the accelerating frame. It is important to mention that the instantaneous velocity
field will be different in laboratory and accelerating frames; however, the fluctuating velocity is the
same in both frames (as shown in Appendix C). Consequently, the turbulent kinetic energy of the
fluid or particles is not affected by this change of frame. In Appendix C, the simulation results for
a sample case from both frames are also compared to show that both yield similar results.
The motion of each particle in PUReIBM is evolved by updating its position, X, and transla-











F(ij)c +mAf , (3.6)
where B is any external body force, Fh is the hydrodynamic force (the integral of pressure and
shear stress tensor at the particle surface) and F
(ij)
c is the collisional force between the ith particle
and jth particle. A soft-sphere collision (Cundall and Strack, 1979) is used to model particle–
particle interactions. The rotation of particles is not considered here since there is no mean shear
in the simulation setup (the mean fluid velocity and mean particle velocity are uniform in the
simulations), and it is reasonable to assume the effect of rotation is not significant. More discussion
on this assumption is presented in section 3.5.5.
3.3.1 Modification of PUReIBM for low-density ratios
All the earlier reports using PUReIBM were for density ratios higher than 100. To access the
parameter range needed for this study, it was necessary to extend the range of density ratio that
PUReIBM is capable of simulating to very low values, i.e. ρp/ρf = 0.001 which represents the
density ratio in bubbly flows. Since Eq. (2.14) is solved explicitly for the particle acceleration in
PUReIBM, some numerical instabilities arise in the code when the density ratio is reduced below
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0.1. To overcome this problem, the virtual force concept introduced by Schwarz et al. (2015) is
implemented in PUReIBM. In this approach, a term called the virtual force is added to both sides
of the Eq. (2.14) to stabilize the simulation. Although this term is defined similar to the well-known
added mass force, it is purely a numerical technique to stabilize the scheme and does not have any
physical meaning.
Recall that the boundary condition used at the surface of particles in PUReIBM is the no-slip
boundary condition. As a result, bubbly flow simulations in this paper should be considered as
simulations of small spherical bubbles (0.1 ≤ Eö ≤ 10) in presence of surfactant in the liquid
(contaminated liquid). It is shown by numerous experiments (Dijkhuizen et al., 2010; Takagi and
Matsumoto, 2011; Peters and Els, 2012) that contamination of the liquid causes the bubbles behave
like a rigid body, and the no-slip boundary condition is a valid approximation.
3.4 Simulation Setup
In this study, simulations are performed in a cubic domain with periodic boundary conditions.
The length of the domain L is chosen to ensure that the two-point correlation functions in the
fluid phase decay to zero within the box length (Tenneti et al., 2011). A constant mean pressure
gradient is specified in the x-direction that accelerates the particles and the fluid. Both the mean
fluid velocity and the mean particle velocity increase; however, their difference—the mean slip
velocity—reaches a statistically stationary value. The magnitude of the mean pressure gradient
depends on three parameters: the dispersed phase volume fraction φ, the density ratio ρp/ρf , and
a Reynolds number defined as:
Rem =
(1− φ) |〈W〉| dp
νf
, (3.7)
where dp is the particle diameter. In the accelerating frame introduced in section 3.3, the mean




is known in terms
of the input Reynolds number and other physical properties.
Since the simulations here are for statistically homogeneous flow, all the mean quantities in the
fluid phase are computed by first volume-averaging the flow variable for one realization (correspond-
62
Table 3.1 The numerical and physical parameters of the simulations: volume fraction of
particles φ, the number of grid cells across the diameter of a particle dp/∆x, the
ratio of the length of the box to the particle diameter L/dp, number of particles
Np, Reynolds number Rem, and particle-to-fluid density ratio ρp/ρf .
φ dp/∆x L/dp Np Rem ρp/ρf
0.1 20 7.5 80 20 0.001, 0.01, 0.1, 10, 100, 1000
0.2 20 7.5 161 20 0.001, 0.01, 0.1, 10, 100, 1000
0.3 30 5 71 20 0.001, 0.01, 0.1, 10, 100, 1000
0.4 30 5 95 20 0.001, 0.01, 0.1, 10, 100, 1000
ing to a specified initial particle configuration) and, subsequently, ensemble-averaging over different
particle configurations (corresponding to the same physical parameters). The mean quantities in
the dispersed phase are computed by averaging over all particles and then ensemble-averaging over
different particle configurations. Mehrabadi et al. (2015) have shown that the ensemble-averaged
means obtained with 65 realizations is converged and lies within the 95% confidence intervals ob-
tained with 5 realizations. Therefore, five independent realizations were simulated for all the cases
in this study.
The initial positions of the particles are obtained following elastic collisions (in the absence
of interstitial fluid) starting from a lattice arrangement with a Maxwellian velocity distribution.
The simulations are initialized with a uniform mean flow for the fluid phase and zero granular
temperature for the particles and are carried out until steady values of k(f) and k(p) are attained.
The salient numerical and physical parameters used in the simulations are reported in Table
3.1. The grid resolution used in this study is the same as our previous works (Tenneti et al., 2011;
Mehrabadi et al., 2015) which we have shown is sufficient to obtain converged results for the mean
drag and second moments of velocity. Note that the lower limit of the density ratio corresponds to
gaseous bubbles in water, while the upper limit is characteristic of fluid catalytic cracking catalyst
particles in air. Although a complete parametric study needs simulations for different Reynolds
numbers, the total combination of parameters is very high with ρp/ρf included. Therefore, the
simulations here are only done for one Reynolds number, Rem = 20.
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3.5 Results
In this section, the effect of density ratio on velocity fluctuations in particles and fluid is pre-
sented. The mean drag force which determines the rate of which energy transfer from mean to
fluctuations is then discussed, followed by the variation of mixture energy with density ratio and
volume fraction. Finally, the range of Stokes number for the cases considered in this study is
examined.
3.5.1 Effect of density ratio on dispersed phase velocity fluctuations
Velocity fluctuations of the dispersed phase are usually quantified by the granular temperature.
The granular temperature at the statistically stationary state, normalized by the square of the
mean slip velocity, for different volume fractions and density ratios is shown in Fig. 3.1(a). Note
that there is no relative motion in the case of the neutrally buoyant particles, ρp/ρf = 1, since the
particles move with the fluid and consequently the Reynolds number (mean slip velocity) is zero
(Balachandar, 2009). Granular temperature calculated from Eq. (3.2), the correlation proposed
by Tenneti et al. (2016) for freely evolving suspensions of gas–solid flows, at the same Reynolds
number, solid volume fractions and density ratio is also shown in this figure by lines for comparison.
According to this correlation, the granular temperature will increase continuously with decrease in
density ratio. However, the PR-DNS data show that granular temperature reaches an asymptotic
value for buoyant particles (particles with density ratio smaller than one). This correlation, and
also a similar correlation by Tang et al. (2016) which gives the same dependence between T and
ρp/ρf , was established for gas–solid flows and are explained by the reasoning that lighter particles
move faster due to lower inertia. Although this explanation is logical, the added mass effect should
be considered for solid–liquid and bubbly flows.
Added mass represents the inertia added to a particle as it accelerates (or decelerates) and
moves (or deflects) a portion of its surrounding fluid. The added mass is defined as a fraction of
the displaced fluid mass, i.e., the fluid density times the volume of the particle, mam = Cam (ρfVp),
where Cam is a dimensionless coefficient called the added mass coefficient and Vp is the volume of
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particle. The added mass coefficient Cam is obtained from potential flow theory to be 0.5, and is
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Figure 3.1 (a) Granular temperature T normalized by mean slip velocity squared |〈W〉|2,
as a function of density ratio ρp/ρf for different volume fractions φ and
Rem = 20. The correlation by Tenneti et al. (2016) (Eq. 3.2) is also shown for
comparison. (b) Comparison of PR-DNS results for φ = 0.3 with modified ver-
sion of Eq. (3.2) in which ρp is replaced by ρ
tot
p for two different Cam. Symbols
show PR-DNS data and lines present the correlation. The error bars represent
95% confidence intervals.
With this definition, the total inertia of a particle is ρtotp = ρp +Camρf and the total particle to
fluid density ratio is ρtotp /ρf = ρp/ρf +Cam which shows the added mass effect becomes important
if ρp/ρf ∼ O (Cam) or smaller. Note that the added mass is only important in unsteady flows
(accelerating or decelerating particles) and the mean velocities in this study reach a statistically
stationary state. Therefore, there is no added mass effect in an average sense, and only the motion
of individual particles and their fluctuating velocity or acceleration are affected by added mass.
Finally, it is concluded that the asymptotic behavior of T could be explained by two competing
effects: particle inertia and added mass which changes the total inertia of a particle. Lighter
particles move faster due to lower inertia and consequently have a higher granular temperature,
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but their inertia has a lower limit determined by the added mass, and as a result, the granular
temperature has an upper limit (the asymptotic value).
As a first step to modify the correlation given in Eq. (3.2) to capture the asymptotic behavior,
one can replace ρp/ρf with ρ
tot
p /ρf . Comparison of PR-DNS results for φ = 0.3 and the modified
correlation with this change for two different Cam values is shown in Fig. 3.1(b). This small
modification with Cam = 0.5 predicts the right qualitative behavior of PR-DNS data. It is also
possible to reproduce the correct magnitude quantitatively by choosing an appropriate value for
the added mass coefficient. The modified correlation with Cam = 8 matches the PR-DNS data.
Although the added mass coefficient increases with volume fraction, the Cam value of 8 is much
higher than the reported value in the literature (Zuber, 1964; Wijngaarden and Jeffrey, 1976;
Biesheuvel and Spoelstra, 1989; Spelt and Sangani, 1997). Further investigation is needed to arrive
at a modified correlation that fits the data and is based on plausible physical arguments.
3.5.2 Effect of density ratio on fluid-phase velocity fluctuations
Velocity fluctuations in the fluid phase are expressed by the turbulent kinetic energy. Figure
3.2(a) shows the data for k(f), scaled with the mean slip energy, Eslip = 〈W ·W〉/2, obtained
from PR-DNS for Rem = 20 and different density ratios and volume fractions. The PTKE k
(f)
calculated from Eq. (3.1), the correlation proposed by Mehrabadi et al. (2015) for fixed particles
in gas–solid flow, at the same Reynolds number, and solid volume fractions are also shown in this
figure by lines.
The comparison of k(f) with the correlation indicates that the level of fluid-phase velocity
fluctuations is enhanced by decreasing ρp/ρf for all φ values other than 0.1. In Fig. 3.2(b), the
percentage increase of k(f) in comparison to fixed beds (the infinite inertia case) is plotted to
illustrate the effect of inertia. This figure shows that the increase of k(f) in particle suspensions of
high- density ratios (ρ = 100, 1000) from its value in the corresponding fixed bed is less than 15%.
A similar conclusion was also made by Mehrabadi et al. (2015) for volume fraction up to 20%, which


























































































Figure 3.2 (a) Pseudo-turbulent kinetic energy k(f) normalized by mean slip energy Eslip,
as a function of ρp/ρf for different volume fractions φ and Rem = 20. The
correlation by Mehrabadi et al. (2015) for fixed beds (Eq. 3.1) is also shown
for comparison. Symbols show PR-DNS data and lines present the correlation.
The error bars represent 95% confidence intervals. (b) The percentage increase
of k(f) in comparison to the correlation for fixed beds.
Stokes number suspensions by a fixed bed simulation, which was employed in earlier studies (Xu
and Subramaniam, 2010; Tenneti et al., 2010), is a valid simplification.
The increase in k(f) from its value in the corresponding fixed bed reaches a maximum of 35% for
low-density ratios, which shows the importance of quantifying pseudo-turbulence in solid–liquid and
bubbly flows. Interestingly, a trend similar to granular temperature is observed in Fig. 3.2. The
PTKE k(f) also increases and reaches a constant value for lower density ratios and volume fractions
larger than 0.2. The reason for the different variation of k(f) versus ρp/ρf for volume fraction 0.1
and higher volume fractions could be due to wake interactions. At low volume fractions, the wakes
behind each particle are not affected by other particles; however, at higher volume fraction the
wakes from different particles interact with each other. This interaction could increase the velocity
fluctuations of the fluid phase. To verify this explanation, the ratio of the length scale associated
with fluid-phase velocity fluctuations to the local average interparticle spacing are quantified using
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our simulations. The details of how to calculate these length scales are presented by Mehrabadi
et al. (2015). Mehrabadi et al. (2015) used the Eulerian two-point correlation of fluid-phase velocity
fluctuations to define a characteristic length scale for fluid-phase velocity fluctuations L||,||, and the
radial distribution function g(r) (which is the probability of finding a particle at separation r from
a test particle) to define a characteristic local interparticle spacing Lint within the neighborhood of
a test particle. The ratio of these length scales is shown in figure 3.3 for ρp/ρf = 0.001. This figure
clearly shows that L||,|| is smaller than Lint for φ = 0.1 which means particles do not affect the
wake of other particles in this case, while for larger volume fractions, the length scale of fluid-phase


















Figure 3.3 Ratio of the length scale of fluid-phase velocity fluctuations to the correspond-
ing local interparticle spacing for ρp/ρf = 0.001 and different volume fractions.
The asymptotic behavior of k(f) can be explained through its connection to the granular tem-
perature. In fact, the velocity fluctuations in fluid and particles in a system are coupled together
dynamically and the source for their generation is the mean drag force (Risso, 2018). The mean
relative motion of particles through the fluid results in a mean drag force 〈Fd〉 acting on the sus-
pension. The rate of energy transfer effected by this force, Π(m) = 〈Fd〉 · 〈W〉, according to the
principle of conservation of interphase turbulent kinetic energy transfer proposed by Xu and Sub-
ramaniam (2007), is responsible for the generation of velocity fluctuations in the system. This
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principle states that Π(m) is divided into sources of interphase TKE transfer in the fluid phase Π(f)
and the particle phase Π(p), which appear in the evolution equations of k(f) and k(p), respectively.
At the statistically stationary state, it is shown that Π(p) is zero and Π(f) balances with viscous
dissipation (Mehrabadi et al., 2015).
It has been shown by Wylie et al. (2003), and later by Tenneti et al. (2010) and Tang et al.
(2016), that the mean drag force is itself affected by the particle velocity fluctuations in freely
evolving suspensions of gas–solid flow. A similar description is also given for bubbly flows by Risso
(2018) that the mean relative motion of bubbles is responsible for the generation of fluid velocity










































Figure 3.4 Drag force Fd normalized by Stokes drag force Fst, as a function of ρp/ρf for
different volume fractions φ and Rem = 20. The drag correlation by Tenneti
et al. (2011) for fixed beds is also shown for comparison. Symbols show PR-DNS
data and lines present the correlation. The error bars represent 95% confidence
intervals.
In Fig. 3.4, the mean drag normalized by Stokes drag, Fst = 3πµdp(1− φ) |〈W〉|, is shown as a
function of density ratio for different volume fraction at Rem = 20. The drag force obtained from
the drag correlation proposed by Tenneti et al. (2011) for fixed particles in gas–solid flow (hereafter
referred to as TGS) at the same Reynolds number and solid volume fractions, is also shown in this
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figure by lines. As Fig. 3.4 shows, the mean drag force is not affected by density ratio and is fairly
constant for each volume fraction. An important consequence of this observation is that Π(m) is
also fairly constant with changing density ratio because Π(m) = 〈Fd〉 · 〈W〉, and all the simulations
in this study have the the same mean slip velocity. Even so, the steady value of kinetic energy
contained in the fluid and particle velocity fluctuations does depend on density ratio, corresponding
to the steady state balance of Π(m) with fluid-phase dissipation (which we consequently deduce is
also fairly constant with density ratio). Therefore, we argue that the steady values of k(f) and k(p)
are determined by the density ratio (relative inertia of the phases), the effect of added mass and
the interaction of particle wakes between neighbors.
3.5.3 Dependence of kinetic energy of the two-phase mixture on density ratio
The turbulent kinetic energy and the granular temperature plots presented thus far represent
the energy per unit mass of each phase. Greater insight into the partitioning of energy in phasic
velocity fluctuations is gained by examining the density-weighted kinetic energy, which is defined
as ẽ(f) = ρf (1− φ)k(f) for the fluid phase and ẽ(p) = ρpφ k(p) for the dispersed phase. The sum of
these density-weighted energies is called the mixture energy, ẽ(m) = ẽ(f) + ẽ(p). Mehrabadi et al.
(2015) have shown that the kinetic energy of the fluid phase is as important as the kinetic energy
of the dispersed phase in gas–solid flows. Therefore, it is of interest to look at the kinetic energy
of each phase and mixture energy for the whole range of density ratios used in this study.
Figure 3.5 shows the density-weighted kinetic energies of fluid and particles and also mixture
energy of the two-phase system. These energies are normalized by the kinetic energy in the mean
slip Ẽslip = ρfE
slip. The dependence of ẽ(f) on density ratio for different volume fractions (Fig.
3.5(a)) is similar to k(f) (Fig. 3.2(a)), since multiplication of k(f) with density and volume fraction
of fluid gives ẽ(f). Figure 3.5(b) shows that ẽ(p) decreases with decrease in density ratio and becomes
almost zero for buoyant particles. This is as expected since it is the TKE of particles multiplied
by the particle density which decreases by decreasing density ratio. This figure also reveals that







































































































Figure 3.5 The density-weighted kinetic energy normalized by the fluid energy correspond-
ing to the mean slip velocity in: (a) fluid kinetic energy, ẽ(f), (b) particle kinetic
energy, ẽ(p), and (c) mixture energy, ẽ(m). The error bars represent 95% confi-
dence intervals.
The mixture energy for different density ratios and volume fraction is shown in Fig. 3.5(c) which
shows that mixture energy decreases with decrease in density ratio. This leads to the conclusion
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that low ρp/ρf systems are less efficient in extracting energy to fluctuations from the mean flow.
This is in spite of the fact that the rate at which energy is transferred, Π(m), is almost the same
for all density ratios and each volume fraction according to the Fig. (3.4).
It is also clear in Fig. (3.5) that the main source of mixture energy is ẽ(f) for low-density ratios,
while both ẽ(f) and ẽ(p) have a contribution to the mixture energy for higher density ratios. Also
note that beyond the density ratio of 10, the particle density is so high that even a small level of
fluctuating energy k(p) in the particles results in the mixture energy being larger than the energy
in the mean slip. One may argue that a better scale for fluctuating energy can be derived from
either the energy transfer rate or dissipation rate (which are equal at statistically stationary state),
but this requires us to determine the appropriate time scale for dissipation which is a subject for
future studies.
3.5.4 A note on Stokes number
An important dimensionless number in dispersed multiphase flow is the particle Stokes number
St which is defined as the ratio of the particle momentum response time τp to the characteristic
time of the flow τf . For small Stokes number, the particles follow the streamlines of fluid, and for
higher values, they continue moving on their initial trajectory.
The characteristic fluid time scale τf is defined using a characteristic length and velocity, which





The momentum response time of the particle τp is defined as (Balachandar, 2009):
τp =












, to account for the effects of volume fraction, finite Reynolds number, and added mass.













Table 3.2 Stokes number based on the definition in Eq. (3.10) for different cases.
(Rem = 20 and Cam = 0.5)
ρp/ρf φ = 0.1 φ = 0.2 φ = 0.3 φ = 0.4
0.001 0.160 0.135 0.123 0.099
0.01 0.166 0.136 0.121 0.103
0.1 0.191 0.166 0.138 0.125
10 3.632 3.056 2.287 1.901
100 36.87 26.97 22.97 20.04
1000 380.2 291.2 252.7 218.4
The Stokes number for simulations in this study is given in Table (3.2). As the table shows,
buoyant particles have Stokes number smaller than one which means they move along the stream-
lines of the fluid and quickly adapt to the surrounding flow. On the other hand, particles with
higher density ratios have St larger than one and so follow their own path.
3.5.5 Effect of particle rotation
In previous sections, the rotation of particles was not considered. The main reason for this
assumption is that our simulations present the rise or sedimentation of particles in the absence of
mean shear flow. Therefore, the mean torque on the particles is zero, and other mean quantities
are not affected by considering the rotation of particles. To access the accuracy of this assumption,
a comparison between rotating and non-rotating particles is performed. Rotation of each particle











where I is the moment of inertia of particles, Th is the hydrodynamic torque and Tc, is the
collisional torque which is zero for frictionless particles.
The comparison of results (not shown here for brevity) for a case with ρp/ρf = 10, φ = 0.4
and Rem = 20 shows that the mean drag does not change much when rotation is included. In
fact, the difference in mean drag for rotating and non-rotating particles is less than 10% of the
standard deviation in drag of non-rotating particles. The mean lift force is essentially zero for both
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cases. The changes in pseudo-turbulent kinetic energy and the granular temperature for rotating
and non-rotating particles are also less than 10%. A difference in the PDFs of quantities may be
seen, but because of high statistical variability owing to the relatively small number of samples, it
is difficult to conclude that this change is statistically significant.
3.5.6 Importance of lubrication force
In numerical methods based on structured grids such as IBM, the flow field is not accurately
resolved when the distance between the surface of particles becomes less than the grid spacing.
Therefore, the lubrication force is not completely resolved. To resolve the lubrication force it is
necessary to use a fine grid which results in very small time steps for the explicit scheme used here.
However, it has been argued by other researchers that the details of the lubrication and collision
model are only important when the trajectory of an individual particle is investigated, while average
statistics of large systems are not affected by these details (Akiki et al., 2017). Results of simulations
that include a lubrication force correction are presented here to show that the lubrication force does
not affect the mean values but it only affects PDFs. The lubrication force is modeled as (Simeonov
and Calantoni, 2012; Sierakowski and Prosperetti, 2016):
Fijlub =











Uij · nij εcol < δ < εlub
0 δ > εlub
, (3.12)
where Fijlub is the lubrication force, Uij is relative velocity between particle i and j, nij is unit
vector pointing out from the center of particle i to the center of particle j, δ = |xi − xj | − dp is the
surface-to-surface distance between particles i and j, εlub is the cutoff distance beyond which the
lubrication force is negligible and εcol has a nonzero positive value to prevent the singularity in the
lubrication force as δ → 0. Even with inclusion of the lubrication force, some particles may collide
with each other. In this case, we use the same collision model already introduced, but with a small
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change that the collision starts when δ < εcol, which accounts for the roughness of the particle
surface.
The results of a simulation with ρp/ρf = 0.1, φ = 0.3 and Rem = 20 (not shown here for brevity)
show that the mean quantities do not change much when the lubrication force is included. In fact,
considering including the lubrication force changes the mean values by less than 5%. The parameters
of lubrication force used for this simulation are εlub/dp = 0.5 and εcol/dp = 0.0003, as suggested
in earlier works (Sierakowski and Prosperetti, 2016; Akiki et al., 2017). Note that the lubrication
force itself is pairwise conservative and does not affect the mean drag. However, performing the
simulations with and without the lubrication force will result in different configurations of particles
even at the statistically stationary state. Therefore, each realization will have different volume-
averaged mean drag, but this will not affect the mean values reported in the manuscript since those
are ensemble-averaged means obtained from 5 different realizations.
It is also important to verify that including the lubrication force does not affect the long-range
structure of the particle configuration at the statistically stationary state. For this reason, the
radial distribution function g(r) from two cases (with and without the lubrication force model) are
shown in Fig. 3.6. This figure shows that g(r) is not changed significantly when the lubrication
force is included, and its value is almost unity for r > 1.2dp, which means there is no change in the
long-range structure of the particle configuration. The most obvious difference of g(r) between these
two cases is close to r/dp = 1. In the absence of lubrication force, g(r) is higher for 0.96 < r/dp < 1
which means more particles are in contact and have overlap. With the lubrication force, g(r) is
higher for 1 < r/dp < 1.04 which means more particles come very close but the lubrication force
does not allow them to collide. In summary, the effect of the lubrication force on mean quantities






























Figure 3.6 Comparison of radial distribution function of particles for a case with and one
without lubrication force modeling. ρp/ρf = 0.1, φ = 0.3 and Rem = 20.
3.5.7 Reynolds stress tensor of pseudo-turbulent fluid-phase velocity fluctuations
In Section 3.5.2, velocity fluctuations in the fluid phase were expressed using k(f) which is the























It is known that the anisotropy of fluid-phase Reynolds stress in particle-laden flows modifies the
structure of the carrier phase (Uhlmann, 2008; Xu and Subramaniam, 2010) and may have an effect
on scalar dispersion rates.





⊥,⊥) directions. This figure shows that the level of anisotropy is almost independent of density
ratio and the increase in solid volume fraction causes a decrease in the level of anisotropy. The
results for the cross-correlation of velocity fluctuations b
(f)
||,⊥ are not presented here since they are
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at least two orders of magnitude smaller than the normal components. Figure 3.7 also shows that
b
(f)
||,|| is larger in magnitude compared to b
(f)
⊥,⊥ which means the state of pseudo-turbulent fluid-phase



































































(b) Perpendicular to the mean slip
Figure 3.7 Normal components of fluid-phase anisotropy tensor are shown for different φ
and ρp/ρf at Rem = 20. The error bars represent 95% confidence intervals.
3.6 Conclusions
In this work the PR-DNS approach is used to simulate freely evolving suspensions by imposing
no-slip and no-penetration boundary conditions on the surface of particles for a wide range of volume
fractions (0.1 ≤ φ ≤ 0.4) and density ratios (0.001 ≤ ρp/ρf ≤ 1000), which covers gas–solid, solid–
liquid and gas–liquid (bubbly) flows. The goal of this paper was to study the effect of density ratio
on the velocity fluctuations of fluid and particles. It should be noted that these simulations are for
rigid particles (for low ρp/ρf corresponding to small bubbles in contaminated liquid), although we
expect these results to not change significantly even for deforming bubbles.
It is shown that the granular temperature increases with decrease in density ratio and reaches
an asymptotic value. The physics of the added mass effect explains this behavior, albeit with an
unrealistically large value of the added mass coefficient. With decrease in density ratio, the inertia
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of particles decreases and particles can move faster, so one might expect the granular temperature
increases as predicted by the correlation of Tenneti et al. (2016) (although it was generated from
data for density ratio in the range of 100 ≤ ρp/ρf ≤ 2000). Here it is explained that the inertia
of buoyant particles is increased due to the added mass, and therefore we find from PR-DNS
that the granular temperature reaches a constant value for low-density ratios. It is also discussed
that accounting for the added mass in the original correlation of Tenneti et al. (2016) correctly
reproduces the qualitative trend and by choosing an appropriate value for Cam it can even give the
correct quantitative value.
The effect of density ratio on k(f) is almost similar to the granular temperature. The results
reveal that the level of k(f) increases and reaches a constant value with decrease in density ratio for
all volume fractions greater than 0.2. This behavior is also connected to the added mass effect since
T and k(f) are coupled together. Since one of them, T , reaches an asymptotic value, the other one,
k(f) follows the same behavior. Looking at the variation of k(f) with density ratio shows that there
is a change in its behavior for φ = 0.1 when compared to higher volume fractions. This difference
in behavior for low volume fraction systems can be explained in terms of wake interactions. At
higher volume fractions, the wakes behind particles are broken up due to the neighbor particles
while there is no wake interaction at lower volume fractions.
The density-weighted energy of fluid and particles and mixture energy are also presented. The
results show that the mixture energy decreases with decrease in density ratios. It is concluded that
systems with buoyant particles extract less energy from the mean flow in comparison to high inertia
systems, although the rate at which energy is extracted from the mean flow to fluctuations (given
by Π(m)) is the same.
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Schwarz, S., Kempe, T., and Fröhlich, J. (2015). A temporal discretization scheme to compute
the motion of light particles in viscous flows by an immersed boundary method. Journal of
Computational Physics, 281:591–613.
Sierakowski, A. J. and Prosperetti, A. (2016). Resolved-particle simulation by the Physalis method:
enhancements and new capabilities. Journal of Computational Physics, 309:164–184.
Simeonov, J. A. and Calantoni, J. (2012). Modeling mechanical contact and lubrication in direct
numerical simulations of colliding particles. International Journal of Multiphase Flow, 46:38–53.
Spelt, P. D. and Sangani, A. S. (1997). Properties and averaged equations for flows of bubbly
liquids. Applied Scientific Research, 58(1):337–386.
Sun, B., Tenneti, S., Subramaniam, S., and Koch, D. L. (2016). Pseudo-turbulent heat flux and
average gas-phase conduction during gas–solid heat transfer: Flow past random fixed particle
assemblies. Journal of Fluid Mechanics, 798:299–349.
Takagi, S. and Matsumoto, Y. (2011). Surfactant effects on bubble motion and bubbly flows.
Annual Review of Fluid Mechanics, 43(1):615–636.
Tang, Y., Peters, E. A. J. F., and Kuipers, J. A. M. (2016). Direct numerical simulations of dynamic
gas–solid suspensions. AIChE Journal, 62(6):1958–1969.
Tavanashad, V., Passalacqua, A., Fox, R. O., and Subramaniam, S. (2018). Effect of density ratio
on velocity fluctuations in dispersed multiphase flow from particle-resolved numerical simulation.
In 71st Annual Meeting of the American Physical Society’s Division of Fluid Dynamics, Atlanta,
GA, USA.
81
Tavanashad, V., Passalacqua, A., Fox, R. O., and Subramaniam, S. (2019). Effect of density ratio
on velocity fluctuations in dispersed multiphase flow from simulations of finite-size particles. Acta
Mechanica, 230:469–484.
Tenneti, S., Garg, R., Hrenya, C., Fox, R., and Subramaniam, S. (2010). Direct numerical simu-
lation of gas–solid suspensions at moderate Reynolds number: quantifying the coupling between
hydrodynamic forces and particle velocity fluctuations. Powder Technology, 203(1):57–69.
Tenneti, S., Garg, R., and Subramaniam, S. (2011). Drag law for monodisperse gas–solid sys-
tems using particle-resolved direct numerical simulation of flow past fixed assemblies of spheres.
International Journal of Multiphase Flow, 37(9):1072–1092.
Tenneti, S., Mehrabadi, M., and Subramaniam, S. (2016). Stochastic Lagrangian model for hydro-
dynamic acceleration of inertial particles in gas–solid suspensions. Journal of Fluid Mechanics,
788:695–729.
Uhlmann, M. (2008). Interface-resolved direct numerical simulation of vertical particulate channel
flow in the turbulent regime. Physics of Fluids, 20(5):053305.
Wijngaarden, L. V. and Jeffrey, D. J. (1976). Hydrodynamic interaction between gas bubbles in
liquid. Journal of Fluid Mechanics, 77(1):27–44.
Wylie, J. J., Koch, D. L., and Ladd, A. J. C. (2003). Rheology of suspensions with high particle
inertia and moderate fluid inertia. Journal of Fluid Mechanics, 480:95–118.
Xu, Y. and Subramaniam, S. (2007). Consistent modeling of interphase turbulent kinetic energy
transfer in particle-laden turbulent flows. Physics of Fluids, 19(8):085101.
Xu, Y. and Subramaniam, S. (2010). Effect of particle clusters on carrier flow turbulence: A direct
numerical simulation study. Flow, Turbulence and Combustion, 85(3):735–761.
Zuber, N. (1964). On the dispersed two-phase flow in the laminar flow regime. Chemical Engineering
Science, 19(11):897–917.
82
CHAPTER 4. FULLY-RESOLVED SIMULATION OF FREELY EVOLVING
PARTICLE SUSPENIOSNS: FLOW PHYSICS AND MODELING
This chapter is an article titled “Fully-resolved simulation of freely evolving particle suspensions:
flow physics and modeling” prepared for submission to International Journal of Multiphase Flow
authored by V. Tavanashad and S. Subramaniam (Tavanashad and Subramaniam, 2020a).
Some part of the results are presented in 10th International Conference on Multiphase Flow
(ICMF) by V. Tavanashad and S. Subramaniam under the title “Towards a comprehensive under-
standing of the dynamics of freely evolving particle suspensions” (Tavanashad and Subramaniam,
2019b).
Some other part of the results are presented in in the 72nd Annual Meeting of the American
Physical Society’s Division of Fluid Dynamics (APS–DFD) by V. Tavanashad and S. Subrama-
niam under the title “Physical origins of the dependence of drag force on density ratio through
fully-resolved direct numerical simulation of particle-laden to bubbly flow” (Tavanashad and Sub-
ramaniam, 2019a).
4.1 Abstract
The objective of this study is to understand the dynamics of freely evolving particle suspensions
over a wide range of particle-to-fluid density ratios. The dynamics of particle suspensions are
characterized by the average momentum equation, where the dominant contribution to the average
momentum transfer between particles and fluid is the average drag force. In this study, the average
drag force is quantified using fully-resolved direct numerical simulation in a canonical problem:
a statistically homogeneous suspension where a steady mean slip velocity between the phases is
established by an imposed mean pressure gradient. The effects of particle velocity fluctuations,
clustering, and mobility of particles are studied separately. It is shown that the competing effects
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of these factors could decrease, increase, or keep constant the drag of freely evolving suspensions in
comparison to fixed beds at different flow conditions. It is also shown that the effects of clustering
and particle velocity fluctuations are correlated. Finally, a correlation for interphase drag force
in terms of volume fraction, Reynolds number, and density ratio is proposed. Since this drag
correlation has been inferred from simulations of particle suspensions, it includes the effect of
the motion of the particles. This drag correlation can be used in computational fluid dynamics
simulations of particle-laden flows that solve the average two-fluid equations where the accuracy of
the drag law affects the prediction of overall flow behavior.
4.2 Introduction
Dispersed multiphase flows are encountered when one phase in the form of bubbles, droplets, or
particles is dispersed within a fluid called the carrier phase and they include gas–solid, solid–liquid
and gas–liquid flows. Such flows are common in both nature (e.g., solid particles or rain droplets in
the air) and industry (e.g., bubble columns and fluidized bed reactors). Understanding momentum
and kinetic energy exchange between dispersed and carrier phases is central to predicting the
behavior of many multiphase flows. Although we can use both experimental and numerical studies
to explore the interaction between carrier and dispersed phases, fully-resolved direct numerical
simulations (FR-DNS) has proven to be a useful tool for understanding flow physics and model
development (Tenneti and Subramaniam, 2014; Tryggvason et al., 2013). However, FR-DNS of
industrial multiphase processes in realistic geometries at scale is not feasible, even on todays super
computers, due to its computational cost.
On the other hand, multiphase computational fluid dynamics (CFD) simulations that solve the
averaged equations of multiphase flow are increasingly being used as an efficient alternative for
design optimization because experiments are often costly and time-consuming. CFD simulations of
multiphase flow are based on either the Lagrangian–Eulerian (LE) or the Eulerian–Eulerian (EE)
two-fluid approach. In the EE method, each phase is treated as a continuous medium interpene-
trating the other phase and is represented by the macroscopic conservation equations, which are
84
valid throughout the entire flow domain. The averaging process results in some unclosed terms
that represent interphase interactions and need to be modeled. For instance, the mean momentum
conservation equation in the particle phase requires closure of the mean drag force. This closure for
the mean drag force is popularly known as a drag law and is typically obtained from a combination
of theoretical, experimental and computational studies.
In the EL approach, the trajectory of each particle is tracked in response to collisional and
hydrodynamic forces, while the carrier flow is represented in a Eulerian frame. The particles can
be considered point particles if their diameter is much smaller than the smallest scale of fluid
motion that are resolved in the carrier phase and this allows particles to be considered as points
in their interaction with the surrounding fluid. The majority of EL simulations to date have been
using the point-particle approach. However, in recent years, EL methods are being extended to
finite-size particles, whose diameter is comparable to the mesh spacing using the volume-filtering
approach (Capecelatro and Desjardins, 2013). In the case of finite-size EL methods, there are still
outstanding questions as to how to couple the dispersed and carrier phases (Subramaniam and
Balachandar, 2018). Therefore, the interaction between particles and the surrounding flow which is
typically referred to as the drag correlation must be modeled using empirical relations or FR-DNS.
An accurate drag correlation for the representation of the particle-laden mean drag force transfer
is essential to perform predictive CFD simulations.
Several researchers have studied the interphase momentum transfer (drag exchange) between
phases in particle-laden flows. This is usually done in an idealized canonical flow problem in which
the dispersed phase consists of monodisperse spherical objects which are fixed and distributed
homogeneously in a periodic domain. Fixed beds are a good approximation for gas–solid flows with
high inertia particles. This special case is well-studied and several drag correlations are proposed
in the literature (Hill et al., 2001a,b; van der Hoef et al., 2005; Beetstra et al., 2007; Tenneti et al.,
2011; Rong et al., 2013; Zaidi et al., 2014; Bogner et al., 2015; Tang et al., 2015; Kravets et al.,
2019). These studies have also been extended to bidisperse particles (van der Hoef et al., 2005;
Beetstra et al., 2007; Yin and Sundaresan, 2009a,b; Mehrabadi et al., 2016b) as well as clustered
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(Mehrabadi et al., 2016a) or inhomogeneous configuration of particles (Wang et al., 2011; Zhou
et al., 2014).
Simulating stationary particles with an assigned non-zero velocity has been performed to inves-
tigate the effect of fluctuating particle acceleration on particle velocity fluctuations Tenneti et al.
(2010) and the effects of particle velocity fluctuations on interphase drag (Huang et al., 2017) and
heat transfer (Huang et al., 2019) in gas–solid flows.
Fully-resolved simulations of freely evolving suspensions of gas–solid and solid–liquid flows
(Wylie et al., 2003; Tenneti et al., 2010; Kriebitzsch et al., 2013; Zhou et al., 2014; Luo et al.,
2016; Tang et al., 2016; Rubinstein et al., 2016, 2017; Zaidi, 2018) have also been performed in the
past years with the focus on studying the interphase drag force. Although the effects of particle
velocity fluctuations, clustering, or mobility on mean drag have been investigated in these studies,
none of them present a complete description of the effects of these three factors. These works only
explain the change of drag in comparison to fixed beds by considering one factor at a time. The
only exception is the work by Rubinstein et al. (2017) who consider both mobility and clustering
but only for low-Reynolds number flows.
Most recently, Tavanashad and Subramaniam (2020b) proposed a FR-DNS-based drag law for
buoyant particle suspensions which are a good approximation to spherical bubbles in contaminated
liquid (Clift et al., 1978; Magnaudet and Eames, 2000; Takagi and Matsumoto, 2011). They showed
that with proper scaling the drag of buoyant particles is comparable with the drag of bubbles in
clean liquid (Gillissen et al., 2011; Roghair et al., 2013b).
In this work, we are going to study the effects of the aforementioned factors (clustering, particle
velocity fluctuations, and mobility) separately and also altogether in particle-laden flows. We have
performed FR-DNS for a wide range of density ratio to cover both heavy and light particles. In
addition, an improved drag correlation is proposed which can be capable of accurately calculating
the drag force in EE and EL simulations for particles with different densities. Before continuing
our discussion, we summarize the discussion on the three factors from the literature in dispersed
multiphase flows in the following.
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Clustering : The emergence of clustering in the simulation of freely evolving suspensions of solid
particles or bubbles has already been reported in the literature. Prior works have shown that
nearly spherical bubbles form clusters and generate horizontal planes of bubbles, known as rafts,
perpendicular to the flow direction in bubbly flows (Bunner and Tryggvason, 2002a; Esmaeeli and
Tryggvason, 2005; Yin and Koch, 2008), which increases the drag force (Roghair et al., 2013b). Yin
and Koch (2008) compared the microstructure of particle and bubble suspensions at intermediate
Reynolds numbers (Re = 5.4, 20) and volume fractions (φ < 0.25) and showed that horizontal clus-
tering occurs in both systems but it is more significant for bubble suspensions. On the other hand,
vertically elongated columnar particle clusters are observed in dilute systems at high Reynolds
number in gas–solid flows, which reduce the average drag force (Uhlmann and Doychev, 2014;
Zaidi, 2018). Moreover, Wang et al. (2011) and Zhou et al. (2014) have found from simulation of
an inhomogeneous fixed bed that the drag force depends on both the direction and magnitude of
the particle volume fraction gradient, with volume fraction gradients in the direction of the mean
slip velocity causing an increase in drag, and volume fraction gradients perpendicular to the slip
velocity causing a decrease in drag. However, isotropic clustering in the fixed assembly of particles
always decreases the drag (Wang et al., 2011; Mehrabadi et al., 2016a). The importance of consid-
ering the particle structure in modeling drag has also been the topic of a recent review paper by
Sundaresan et al. (2018).
Particle velocity fluctuations: It is known that the mean relative motion of particles/bubbles is
responsible for the generation of fluid velocity fluctuations, which in turn modify velocity fluctua-
tions in particles/bubbles and the mean relative motion between phases (or drag force) (Mehrabadi
and Subramaniam, 2017; Risso, 2018). In prior works, it is shown that particle velocity fluctuations
act as a source for an increase in the drag of gas–solid flows (Wylie et al., 2003; Tenneti et al.,
2010; Tang et al., 2016; Wang, 2017). Most recently, Tavanashad et al. (2019) studied particle
suspensions for a wide range of density ratio (0.001 ≤ ρp/ρf ≤ 1000) at Rem = 20. They showed
that for this Rem, drag does not change significantly with density ratios even though particle and
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fluid velocity fluctuations increase with decreasing density ratio. This work extends the range of
that study and examines whether this trend persists at all Rem in the range (10 ≤ Rem ≤ 100).
Mobility : The ability of the particles to translate and rotate due to the effects of the surrounding
fluid can decrease the drag on particles (Rubinstein et al., 2016). In fact, light particles follow the
streamlines of fluid, and for heavier ones, they continue moving on their initial trajectory.
4.3 Numerical method
The FR-DNS approach used in this work is based on the discrete-time direct forcing immersed
boundary method of Mohd-Yusof (1996) and is called the particle-resolved uncontaminated-fluid
reconcilable immersed boundary method (PUReIBM). The PUReIBM methodology is explained in
detail and validated for simulating fixed beds (Garg et al., 2011; Tenneti et al., 2011) and gas–solid
flows (Tenneti et al., 2010, 2016), and buoyant particles (Tavanashad and Subramaniam, 2020b).
In PUReIBM, the continuity and the Navier-Stokes equations are solved for the fluid phase
on a uniform Cartesian grid points with the Crank-Nicolson scheme for the viscous terms and
an Adams-Bashforth scheme for the convective terms. To stabilize the simulations for buoyant
particles, a virtual force stabilization technique introduced by Schwarz et al. (2015) is utilized
which is extended for simulation of dense suspensions (Tavanashad and Subramaniam, 2020b).
The boundary conditions on the fluid velocity at the particle interface (no-slip and no-penetration)
are imposed via a source term (immersed boundary force) in the Navier-Stokes equations. For
bubbly flow simulations, the no-slip velocity boundary condition is valid when the surrounding
fluid is contaminated by the presence of surfactants (Clift et al., 1978; Magnaudet and Eames,
2000; Takagi and Matsumoto, 2011)
The motion of each particle in PUReIBM is evolved by updating its position and translational
and rotational velocities according to Newton’s second law. A soft-sphere collision (Cundall and
Strack, 1979) model is used to capture particle-particle interactions. Particles are allowed to overlap
during a collision, and the contact mechanics between the overlapping particles are modeled by a
spring in the normal direction (elastic collisions). The spring causes the colliding particles to
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rebound. The particles are assumed to be frictionless during collisions. This implies that the
tangential component of the contact force is zero.
4.4 Simulation setup
In this study, simulations are performed in a cubic domain with periodic boundary conditions.
A constant mean pressure gradient is specified in the x-direction that accelerates the particles and
the fluid. Both the mean fluid velocity and the mean particle velocity increase; however, their
difference—the mean slip velocity—reaches a statistically stationary value. The magnitude of the
mean pressure gradient depends on three parameters: the dispersed phase volume fraction φ, the
density ratio ρp/ρf , and a Reynolds number defined as:
Rem =
ρf (1− φ) |〈W〉| dp
µf
,
where dp is the particle diameter, µf is the dynamic viscosity of the fluid phase and |〈W〉| is the
mean slip velocity between the particles and the fluid.
All the mean quantities in the fluid phase are computed by first volume-averaging the flow
variable for one realization (corresponding to a specified initial particle configuration) and, sub-
sequently, ensemble-averaging over different particle configurations (corresponding to the same
physical parameters). The mean quantities in the dispersed phase are computed by averaging over
all particles and then ensemble-averaging over different particle configurations. Five independent
realizations are simulated for all the cases in this study.
The initial positions of the particles are obtained following elastic collisions (in the absence of
interstitial fluid) starting from a lattice arrangement with a Maxwellian velocity distribution.
We have performed five types of simulations which are summarized in Table 4.1. The base
simulations are for fixed assemblies of homogeneous particles (Case 1). To show the effect of
clustering on the drag force, we use the configuration of particles from the simulation of freely
evolving suspensions after it reaches a statistically stationary time (steady values of second moments
of particle and fluid velocities) and simulate it as a fixed bed of stationary particles (Case 2).
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Assigning a random velocity to each particle in the homogeneous fixed bed allows considering the
pure effect of particle velocity fluctuations on the hydrodynamic forces (Case 3). If a random
velocity is assigned to each particle in the clustered fixed bed then the fixed bed simulation can be
considered as an instantaneous snapshot of a freely evolving suspension (Case 4). Of course, in a
freely evolving suspension, the dynamic response of the particles to the hydrodynamic forces will
affect the particle velocity and position, and this is not captured by the snapshot simulation and
we have considered this effect by simulating freely evolving suspensions (Case 5).
Table 4.1 Different types of simulations.
Case Name particle configuration mobility particle velocity
1 Homogeneous fixed homogeneous stationary zero
2 Clustered fixed clustered stationary zero
3 Homogeneous snapshot homogeneous stationary non-zero
4 Clustered snapshot clustered stationary non-zero
5 freely evolving clustered moving non-zero
The salient numerical and physical parameters used in the simulations are reported in Table
4.2.
Table 4.2 The numerical and physical parameters of the simulations: volume fraction of
particles φ, the number of grid cells across the diameter of a particle dp/∆x
(numbers before the ”/” correspond to Rem < 100 while numbers after the ”/”
correspond to Rem = 100), the ratio of the length of the box to the particle
diameter L/dp, number of particles Np, Reynolds number Rem, and particle–
to-fluid density ratio ρp/ρf .
φ dp/∆x L/dp Np Rem ρp/ρf
0.1 20/30 10.16 200 10, 20, 50, 100 0.01, 0.1, 10, 100
0.2 20/30 8.06 200 10, 20, 50, 100 0.01, 0.1, 10, 100
0.3 30/40 7.05 200 10, 20, 50, 100 0.01, 0.1, 10, 100
0.4 30/40 6.4 200 10, 20, 50, 100 0.01, 0.1, 10, 100
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4.5 Results and discussion
Table 4.3 summarizes the main conclusions from this work which are supported by providing
the results in the following subsections. It is shown that the presence of the clustering in particle
configuration increases the drag by generating horizontal clusters. The particle velocity fluctuations
for the homogeneous configuration also increases the drag. However, the effect of particle velocity
fluctuations on the drag for the clustered case does not have a specific trend and could increase or
decrease the drag force. This indicates that the effects of clustering and particle velocity fluctua-
tions are not independent. Finally, the mobility of particles decreases the drag. In the following
subsections, the non-dimensional drag force F = Fd/Fst is reported where Fd is the dimensional
average drag on each particle and Fst = 3πµf (1− φ) dp |〈W〉| is Stokes drag.
Table 4.3 The effects of different factors on drag.
Parameter Effect on the drag Quantification
clustering increase ∆F1 = F
cluster
fixed − F homofixed
particle velocity fluctuations
(homogeneous case) increase ∆F2 = F
homo
snapshot − F homofixed
particle velocity fluctuations
(clustered case) increase/decrease ∆F3 = F
cluster
snapshot − F clusterfixed
mobility decrease ∆F4 = F
cluster
moving − F clustersnapshot
4.5.1 Effect of clustering
Figure 4.1 shows the change in drag of clustered fixed particle configurations in comparison to
homogeneous fixed assemblies. It shows that the drag of clustered particles increases in comparison
to homogeneous cases which suggests the presence of horizontal clustering or rafts.
To show the particle clustering in our simulations and explain its connection to the increasing of































































Figure 4.1 Drag difference between homogeneous and clustered fixed bed as a function of
ρp/ρf for different Rem and φ = 0.4. The error bars represent 95% confidence
intervals.
shows the radial pair distribution function for two density ratios ρp/ρf = 0.01, 100 and Rem = 50.
The higher peak at low-density ratios indicates larger clusters for buoyant particles and explains
the larger difference in the drag. Such a dependence of the peak on density ratio is observed at all
Rem, but not shown here. Figure 4.2(b) shows the angular pair distribution function for the same
cases. The peak at θ = π/2 is a sign of horizontal clustering and explains the increase of drag.
4.5.2 Effect of particle velocity fluctuations
To characterize the effect of particle velocity fluctuations it is useful to define a Reynolds number






where T = 〈v′′ · v′′〉 /3 is the granular temperature and v′′ = v−〈v〉 denotes the fluctuation in the




















































































Figure 4.2 Pair distribution function for homogeneous case and different ρp/ρf with
Rem = 50 and φ = 0.4. (a) Radial pair distribution function. (b) Angular
pair distribution function.
Figure 4.3 shows the Reynolds number based on the granular temperature at the statistically
stationary state for different Rem and ρp/ρf . Previous studies have shown that the granular
temperature will increase continuously with decreasing density for heavy particles (ρp/ρf ≥ 100)
(Tenneti et al., 2016; Tang et al., 2016; Zaidi, 2018) and reaches an asymptotic value for buoyant
particles (Tavanashad et al., 2019) which is the same trend seen in Fig. 4.3.
Figure 4.4(a) shows the increase of the drag for snapshot simulations in comparison to a ho-
mogeneous fixed bed. The change of drag increases with decreasing density ratio and increasing
Reynolds number. As expected, the trend is close to the trend of particle velocity fluctuations (see
Fig. 4.3). Using the same approach, Huang et al. (2017) have developed a correlation for increase
of drag for ReT < 34.6. However, they assigned a random velocity to each particle in the fixed bed
according to a Maxwellian distribution corresponding to a specified value of the particle granular
temperature while in our simulations we get the velocity of each particle from the simulation of
freely evolving suspensions. The values of this correlation are also shown in this figure for the
corresponding Rem, ReT , and φ which match well with our results when ReT < 34.6. For higher
values, the correlation overpredicts the increase of drag. Note that we have used the equivalent




































Figure 4.3 Reynolds number based on granular temperature ReT , as a function of ρp/ρf for
different Rem and φ = 0.4. The error bars represent 95% confidence intervals.
Similar to simulations of snapshot homogeneous bed, we can simulate the snapshot clustered
assemblies. Figure 4.4(b) shows that unlike the homogeneous case, the change of the drag for
clustered snapshot simulations in comparison to clustered fixed bed does not have any specific
trend with ρp/ρf or Rem. This means that the particle clustering affects the role that particle
velocity fluctuations play in the drag force. In other words, clustering affects the drag force both
directly (see Section 4.5.1) and indirectly through the particle velocity fluctuations.
4.5.3 Effect of mobility
Figure 4.5 shows a decrease in drag for moving particles when compared to snapshot clustered
simulations for all the cases, which indicates the effect of mobility. The decrease is more significant
for buoyant particle simulations since buoyant particles are more mobile and adjust themselves












































































































































Figure 4.4 Drag difference between snapshot and fixed configurations, as a function of
ρp/ρf for different Rem and φ = 0.4. (a) Homogeneous case. The results of
Huang et al. (2017) are also shown for the corresponding Rem, ReT , and φ
for comparison. (b) Clustered Case. The error bars represent 95% confidence
intervals.
One way to characterize the mobility of particles is by using the particle Stokes number which
is the ratio of the particle momentum response time to the characteristic time of the flow. This





For small Stokes number, the particles follow the streamlines of fluid, and for higher values, they
continue moving on their initial trajectory. To account for the effects of volume fraction, finite









4.5.4 Mean drag force
Figure 4.6 shows the non-dimensional drag force as a function of density ratio for different
Reynolds numbers and φ = 0.4 in freely evolving suspensions in comparison to the drag correlation

































































Figure 4.5 Drag difference between freely evolving suspension and its snapshot counter-
part, as a function of ρp/ρf for different Rem and φ = 0.4.
discussed factors on the drag force. Because of competing effects among these factors, the drag
of a freely evolving suspension could be smaller than, larger than, or the same as in its fixed bed
counterpart.
4.6 A new drag law for particle suspensions
As mentioned in the introduction, an accurate drag correlation for the representation of the
particle-laden mean drag force is essential to perform predictive CFD simulations. In this section,
we propose a new drag law for interphase momentum transfer in particle suspensions based on the
complete set of simulations. To do this, we have to decide which variables the drag correlation should
depend on. In previous works, three different set of variables have been used. Tang et al. (2016)
proposed a correlation in the form of Fd (Rem, φ,ReT ). Rubinstein et al. (2016) used Fd (φ, St)
format for low Reynolds flows, so their correlation does not depend on Rem. The correlation by
Zaidi (2018) is in the form of Fd (Rem, φ, ρp/ρf ). Note that the variables in these correlations are

















































































































Figure 4.6 Results as a function of ρp/ρf for different Rem and φ = 0.4. (a) Non-dimen-
sional drag force F = Fd/Fst. The drag correlation by Tenneti et al. (2011)
for fixed beds is also shown for comparison. Symbols show FR-DNS data and
lines present the correlation. The error bars represent 95% confidence inter-
vals. (b) Drag difference between freely evolving suspension and its fixed bed
counterpart.
We have developed correlations in all three spaces (Rem, φ, ρp/ρf ), (Rem, φ,ReT ), and (Rem, φ, St)
and then compare them based on three factors (complexity, error, and predictability) to find out
which variable space is the best one. To develop correlations, we have used the HeuristicLab soft-
ware package (Wagner et al., 2014) for fitting a correlation to our data using symbolic regression.
In this approach, we just fit expressions to the data. In Appendix D, we discuss on the possibility
of using a pre-defined functional form in developing the drag law.
The input data are divided randomly to 80% training and 20% test datasets. The training
dataset is used to measure the error between the correlations and data points. The test dataset
is used to measure the predictability of the correlation. The complexity of each correlation is
measured by considering the number of constants in the correlation. Note that in developing the
correlations, we have used the fact that the drag should be zero at φ = 0 and also it should approach
the drag of fixed beds (Tenneti et al., 2011) at high-density ratios.
Table 4.4 summarizes the features/performance of different correlations. Although there is not
a meaningful difference among correlations, the one which is a function of density ratio has smaller
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error for both training and test dataset with a fewer number of constants in the correlation. This
variable space also has this benefit that ρp/ρf is an input parameter while ReT and St are derived
quantities. This correlation is,
F (Rem, φ, ρp/ρf ) =
c0ρp/ρf + c1Rem + c3exp (c2φ) + c4
log2 (c5φ)
+ c6 (4.2)
with the following constants,
c0 = −0.034 c1 = 0.304 c2 = 1.154 c3 = 20.08
c4 = −19.217 c5 = 0.74 c6 = 2.878
Table 4.4 Comparison of different correlations for F = Fd/Fst.
Number of constants
(complexity)
R2 of training dataset
(Error)
R2 of test dataset
(Prediction)
F (Rem, φ, ρp/ρf ) 7 0985 0.977
F (Rem, φ,ReT ) 8 0.985 0.964
F (Rem, φ, St) 12 0.990 0.961
Figure 4.7 shows the non-dimensional drag force F = Fd/Fst, as a function of density ratio for
different Reynolds numbers and volume fractions from PR-DNS and the new drag correlation, i.e.
Eq. (4.2), for comparison.
4.7 Conclusions
FR-DNS are performed for a wide range of Reynolds number (10 ≤ Rem ≤ 100), volume fraction
(0.1 ≤ φ ≤ 0.4), and density ratio (0.01 ≤ ρp/ρf ≤ 100). The effects of clustering, particle velocity
fluctuations, and mobility of particles on the interphase momentum transfer of dispersed multiphase
flows are studied. It is shown that the clustering in the particle configuration increases the drag
by generating a horizontal raft at φ = 0.4 for any Reynolds number and density ratio considered
in this work. Although the particle velocity fluctuations characterized through Reynolds number
based on granular temperature increases the drag for homogeneous configurations, it is shown that
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the effects of clustering and particle velocity fluctuations are correlated. Overall, the combined
effects of clustering and particle velocity fluctuations decrease or increase the drag depending on
flow conditions. It is also found that the mobility of particles decreases the drag. Then it is shown
that the competing effects of these factors could result in an increase, decrease, or no change of

























































































































































Figure 4.7 Non-dimensional drag force F = Fd/Fst as a function of ρp/ρf for different Rem
and φ. The drag correlation by Eq. (4.2) is also shown for comparison. Symbols
show FR-DNS data and lines present the correlation. The error bars represent
95% confidence intervals. (a) Rem = 10. (b) Rem = 20. (c) Rem = 50. (d)
Rem = 100.
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Finally, a new drag law for monodisperse suspensions is proposed. Since this drag law is inferred
from freely evolving particle suspensions, the effect of the motion of the particles is captured in
the drag correlation. The functional form of F (Rem, φ, ρp/ρf ) is chosen for the reason of having
smaller error for both training and test dataset with a fewer number of constants in the correlation.
The drag law is used to model the unclosed average interphase momentum transfer term in the
mean momentum conservation equation of the two-fluid theory and determines the overall mean
particle-laden flow structure. This improved drag law can enhance the predictive capability of CFD
simulations of particle-laden flows that are based on the two-fluid theory. The improved drag law
can also be used to refine the stability limits for particle-laden suspensions since these limits are
determined by the functional dependence of drag on volume fraction.
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CHAPTER 5. FUTURE WORKS
In this chapter, possible future directions associated with the main objectives of this research
are mentioned. Some of these future tasks are currently supported by preliminary results and are
required to be pursued for broad conclusions.
5.1 Analysis of kinetic energy transfer in homogeneous bidisperse gas-solid
flow
Mehrabadi and Subramaniam (2017) studied the coupling between the momentum and kinetic
energy equations in a bidisperse gas–solid flow by introducing the extended conservation of inter-
phase TKE transfer principle. They explained that each particle class experiences a different mean
gas-particle drag, which results in different mean slip velocities between the fluid phase and each
of the particle classes. Also, this difference leads to a mean slip velocity between the two particle
classes, which is hindered by the particle-particle drag arising from particle collisions and leads to
redistribution of momentum and energy between the two particle classes. Therefore, the mean slip
velocity between the two particle classes reaches a steady value.
However, the value of the mean slip velocity between the two-particle classes is shown to be
in the order of 10−2 in simulations of Mehrabadi et al. (2016b). In fact, Mehrabadi et al. (2016b)
use ρp/ρf = 1000 for both classes in order to only isolate the effect of particle size ratio. It is of
interest to see if the order of magnitude for the mean slip velocity between the two-particle classes
changes by using a smaller density ratio for smaller particles.
To achieve this goal, we performed a new set of simulations with the details provided in Table
5.1. Note that case 5 include same size particle class with different density ratio and case 6 is
monodisperse. In this Table, the particle size class diameter to Sauter mean diameter ratio is given
by yα = dα/ 〈d〉. For all cases, the mean slip Reynolds number is chosen to be Rem = 50, the
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total solid-phase volume fraction is φp = 0.3, and the length of the computational box is chosen
as L = 6 〈d〉. The grid resolution used for these simulations is 〈d〉 = 30∆x which is appropriate
for grid-independent results. To account for the statistical variability in particle arrangements, we
also perform five independent realizations for each case.
Table 5.1 Details of bidisperse configurations for PR-DNS of freely evolving suspensions
for the particle size class diameter to Sauter mean diameter ratio yα = dα/ 〈d〉,
size class volume fraction to total solid-phase volume fraction φα/φp, number of
particles in size classes Nα, and grid resolution par particle for each size class
dα/∆x.
y1 y2 (ρp/ρf )1 (ρp/ρf )2 φ1/φp φ2/φp N1 N2 d1/∆x d2/∆x
Case 1 0.5 1.5 10 1000 0.25 0.75 247 27 15 45
Case 2 0.5 1.5 1000 1000 0.25 0.75 247 27 15 45
Case 3 0.75 1.125 10 1000 0.25 0.75 73 65 23 34
Case 4 0.75 1.125 1000 1000 0.25 0.75 73 65 23 34
Case 5 1 1 10 1000 0.5 0.5 61 61 30 30
Case 6 1 1 1000 1000 0.5 0.5 61 61 30 30
5.1.1 Slip velocity between particle size classes
We can directly track the evolution of the axial component of the slip velocity between the
two-particle classes, as shown by symbols in Fig. 5.1 for all the cases. As time progresses, the axial
component of the slip velocity between the two classes grows in magnitude due to the differences
between the gas-particle drag and particle-particle drag forces on each particle size class. As
expected, the slip velocity in case 6 is exactly zero since this case is monodisperse. The transient
region in the evolution of the mean slip velocity between two-particle size classes in Fig. 5.1
indicates that there exists a peak value in the mean slip velocity difference followed by a reduction




























Figure 5.1 Prediction of streamwise slip velocity between two particle classes obtained
from PR-DNS. The error bars represent 95% confidence intervals.
Figure 5.1 shows that the slip velocity between two classes of particles is one order or two orders
of magnitude larger when two particle classes have different densities. This data could be used to
verify the analysis of Mehrabadi and Subramaniam (2017).
5.2 Structure-dependent flow physics in gas–solid systems using PR-DNS of
flow past fixed assemblies of spheres
5.2.1 Stepwise change of particle volume fraction
In a bubbling fluidized bed, there are regions of dense particles with an immediate voidage
region. This two-phase structure presents a typical heterogeneity in gas–solid flows, and it can be
approximated by a stepwise change in volume fraction. To generate the stepwise distributions, we
first have generated a homogeneous distribution of particles with φ = 0.2 in a cubic domain with
periodic boundary conditions in all directions. Then we doubled the length of the domain in the
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x-direction. Due to the periodic boundary condition, this setup could be considered as intervals of
the particle cloud. Figure 5.2(a) and 5.2(b) show the particle configuration and solid-phase volume
fraction in the x-direction, respectively. This setup is homogeneous in yz-plane and inhomogenous
in xz-plane. To calculate the volume fraction as a function of x, the domain is divided into several
thin slices parallel to yz-plane. The thickness of each thin slice is equal to a grid cell, and the













mean volume fraction in 
the first half of the box
(b)
Figure 5.2 (a) Particle configuration. First half of domain is seeded with a homogeneous
distribution of particles at φ = 0.2. (b) Change of solid volume fraction in the
x-direction.
Figure 5.3 shows the fluid streamwise velocity field for a case with Rem = 50, Lx/dp = 16, and
dp/∆x = 20. While the wake behind the particle inside the cloud interacts with other particles, a
complete wake is created behind the particle at the edge of the voidage.
Figure 5.4(a) shows the actual and superficial fluid velocity in x-direction which is calculated





ux (x, y, z, ) dydz, (5.1)
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(a) (b)
Figure 5.3 Streamwise fluid velocity field for a case with Rem = 20.
where Af is the cross-sectional area occupied by fluid at the center plane of each slice and ux
is streamwise fluid velocity. This figure shows that there is a sudden change in streamwise fluid
velocity while superficial velocity, which is used in the definition of Reynolds number, is almost
constant.
Similar to volume fraction and axial fluid velocity, we have to report the drag on particles as a
function of x. However, If we just calculate the drag on the surface of particles in each slice, the
reported drag will be case dependent unless a proper scaling is used. For instance, a larger domain
with the same volume fraction includes more sections of particles in each slice and consequently,
the drag will be higher. In other words, we need to consider the surface area of particles in each
slice in scaling the drag force. In a homogeneous bed of particles, the average drag on each particle










where Fd,i is the drag of each individual particle and Np is total number of particles. We can
interpret Np as the total surface area of particles Atot divided by the surface area of each particle
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where Aslice is the surface area of particles in each slice. With this scaling, results from homogeneous
and inhomogeneous beds are comparable. Figure 5.4(b) shows the drag force Fd normalized with
Stokes drag Fst as a function of x. The drag correlation by Tenneti et al. (2011) (known as TGS)
and the drag from PR-DNS of a cubic domain for a homogeneous fixed bed at φ = 0.2 and Rem = 20









































Figure 5.4 (a) Mean of actual and superficial streamwise fluid velocity. (b) Drag force Fd
normalized with Stokes drag Fst as a function of x. The drag correlation by
Tenneti et al. (2011) (known as TGS) and the drag from PR-DNS of a cubic
domain for a homogeneous fixed bed at φ = 0.2 and Rem = 20 are also shown
for comparison.
5.2.2 Linear change of particle volume fraction
We perform a preliminary exploration here by considering the special case of linear change in
volume fraction, which can be quantified by just one parameter, the volume fraction gradient. We
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are going to generate a V-shape volume fraction in which the volume fraction decreases linearly
in the first half of the domain from φmax to φmin and increases linearly in the second half of the
domain from φmin to φmax.
To generate this distribution, we first have generated a homogeneous distribution of particles
with φmax in a cuboid domain with periodic boundary conditions in all directions. The length of












(φmin − φmax) x > Lx/2
, (5.4)
where Lx is the length of the domain in x-direction. According to Eq. 5.4, φ̂ will decrease from 1
at x = 0 to φmin/φmax < 1 at x = L/2 and then increase again to 1 at x = L. By calculating φ̂
based on the position of each particle and comparing it with a random number nrandom between
0 and 1, if φ̂ > nrandom, we keep that particle otherwise it is eliminated. This approach results in
the desired V-shape distribution.
Figure 5.5 shows the solid-phase volume fraction for two homogeneous cases with φ = 0.1 and
φ = 0.4 and a case with variable volume fractions corresponding to φmax = 0.4 and φmin = 0.1.
Note that this figure shows the variable volume fraction for one realization. In general, we have
to generate different realization for each case and then perform ensemble averaging over those
realizations to have a better approximation for linear change of volume fraction. This setup is
homogeneous in yz-plane and inhomogeneous in xz-plane. To calculate the volume fraction as a
function of x, the domain is divided into several thin slices parallel to yz-plane. The thickness of
each thin slice is equal to a grid cell, and the volume fraction is calculated in each slice.
Figure 5.6 shows the fluid streamwise velocity field for a case with Rem = 10, Lx/dp = 14, and
dp/∆x = 20. Streamwise fluid velocity at dense regions of particles is larger.
Figure 5.7(a) shows the actual and superficial fluid velocity in x-direction which is calculated
by Eq. 5.1. Finally, Fig. 5.7(b) shows the drag force Fd (Eqs. 5.2 and 5.3) normalized with Stokes
















Figure 5.5 Change of solid volume fraction in the x-direction for two homogeneous cases
with φ = 0.1 and φ = 0.4 and a case with variable volume fractions correspond-
ing to φmax = 0.4 and φmin = 0.1.
5.3 Drag model for point-particle simulations
The drag model proposed in Chapter 4 is for the mean drag, and it is useful in the context of
the two-fluid model. However, it is known from FR-DNS that the drag force of individual particles
is not the same as the mean drag, and we have a force distribution over the particles (Tenneti et al.,
2016; Akiki et al., 2016; Esteghamatian et al., 2018). Figure 5.8 shows the PDF of force for two
different density ratios, and Rem = 50 and φ = 0.4. The peak of each curve is the mean drag force,
and as it is clear that we have a force distribution over individual particles. It is interesting to see
that the distribution of force on heavy particles has a larger variance in comparison to buoyant
particles. By extracting the PDF of force for the whole set of simulations presented in Chapter 4,
we can develop a drag model for point-particle simulations using a stochastic (Tenneti et al., 2016)
or deterministic approach (Akiki et al., 2017).
112
(a) (b)
Figure 5.6 Streamwise fluid velocity field for a case with Rem = 10, φmax = 0.4, and
φmin = 0.1.
In the stochastic approach by Tenneti et al. (2016), an isotropic form of the generalized Langevin
model is used to develop a Lagrangian model for hydrodynamic acceleration of particles. The
objective of this model is to predict the evolution of the granular temperature correctly. They have











= S − Γ (5.5)
where S and Γ represent the decomposition of the right-hand side into source and dissipation terms.
For developing the model, they used their PR-DNS data to obtain the Langevin model coefficient
by matching the source and dissipation terms.



































































Figure 5.7 (a) Mean of actual and superficial streamwise fluid velocity. (b) Drag force
Fd normalized with Stokes drag Fst as a function of x for two homogeneous
cases with φ = 0.1 and φ = 0.4 and a case with variable volume fractions
corresponding to φmax = 0.4 and φmin = 0.1. The drag correlation by Tenneti
et al. (2011) (known as TGS) for homogeneous fixed beds at φ = 0.1 and
φ = 0.4 are also shown for comparison.
In gas–solid flows hydrodynamic acceleration only comes from drag force. However, the added mass
force becomes important in buoyant particles. So, we can further decompose the right-hand side

































































































































Figure 5.8 PDF of drag force for two different density ratios and Rem = 50 and φ = 0.4.




















The steady value of T depends on time integration of the right-hand side of this equation, which
will be affected by the added mass coefficient.
At steady state, the source and dissipation are equal and hence Eq. 5.5 reads, SSS = ΓSS .
Here the subscript SS denotes the values of source and dissipation at steady state. In order to
non-dimensionalize the source, Tenneti et al. (2016) defined acceleration and velocity scales. For
the acceleration scale, They used the acceleration generated due to the Stokes drag acting on a
particle moving with a velocity of (1− φ) 〈W〉. For the velocity scale, they used the superficial
velocity. So, the steady source SSS can be reported in the following non-dimensional form:
S∗SS =
mSSS
3πµf (1− φ)2| 〈W〉 |2
(5.10)
where m is the mass of the particle and µf is the dynamic viscosity of the fluid. Figure 5.9 shows
















































































































Figure 5.9 Non-dimensional steady source S∗ss as a function of ρp/ρf for different Rem
and φ. The error bars represent 95% confidence intervals obtained from five
independent realizations for each case. (a) Rem = 10. (b) Rem = 20. (c)
Rem = 50. (d) Rem = 100.




of Eq. 5.5 where the time derivative of temperature
Ṫ is partitioned into source and dissipation terms. In these simulations where the initial velocity of
particles is zero, particles pick up energy from the fluid, and hence the source term (filled symbols)
is greater than dissipation (open symbols) at the initial time. Both source and dissipation grow
from initially low values to their steady-state values.
Tenneti et al. (2016) introduced a self-similar description of the granular temperature evolu-
tion equation that enables us to obtain expressions for the time-dependent source and dissipation


































































































































































































































































Figure 5.10 Variation of source and dissipation with granular temperature for different
density ratios, volume fractions, and Rem = 20. Filled symbols denote source
and open symbols denote dissipation. (a) φ = 0.1. (b) φ = 0.2. (c) φ = 0.3.
(d) φ = 0.4.











where Ŝ (θ) and Γ̂ (theta) are solely dependent on the excess temperature θ. Figure 5.11 shows the
functional dependence of Ŝ and Γ̂ on the excess temperature.
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Figure 5.11 Variation of source and dissipation with granular temperature in non-dimen-
sional phase space for different density ratios, volume fractions, and Rem = 20.
Filled symbols denote source and open symbols denote dissipation. (a)
φ = 0.1. (b) φ = 0.2. (c) φ = 0.3. (d) φ = 0.4.
5.4 Reynolds stress tensor of particle velocity fluctuations
In Chapter 3, velocity fluctuations in the particle phase were expressed using granular tem-























It is known that the anisotropy of fluid-phase Reynolds stress in particle-laden flows modifies the
structure of the carrier phase (Uhlmann, 2008; Xu and Subramaniam, 2010) and may have an effect
on scalar dispersion rates. Here we are going to calculate particle-phase Reynolds stress to see if it
is anisotropic or isotropic.





⊥,⊥) directions. This figure shows that the dependence of anisotropy on density
ratio is similar to granular temperature reported in Chapter 3 and it shows an asymptotic behavior.
5.5 Model development for fluid and particle velocity fluctuations
In addition to interphase momentum transfer, fluid and particle velocity fluctuations are un-
closed terms in the averaged equation of the two-fluid model. These unclosed terms are similar
to the unclosed term in Reynolds averaged Navier-Stokes equations in single-phase turbulent flow.
So, we can use a similar approach for proposing a model for these terms, i.e., algebraic mod-
els or transport models in which model transport equations are solved for turbulence quantities.
Mehrabadi et al. (2015) developed an algebraic model for fluid-phase velocity fluctuations in gas–
solid flows. Their PR-DNS of gas–solid flows indicates that the gas-phase Reynolds stress is strongly
anisotropic. Mehrabadi et al. (2015) quantified the level of anisotropy in gas–solid flows extracted
from PR-DNS data. These anisotropy results in conjunction with a model for gas-phase velocity
fluctuations were used to propose an algebraic stress model for the gas-phase Reynolds stress in
gas–solid flows. The same approach can be used for the whole range of density ratio studied in this
work to propose a model for fluid velocity fluctuations.
In a different approach, we can use transport models to develop models. Similar to the famous
k−ε model for single-phase turbulent flow, we can solve transport equations for fluid-phase velocity






















































































































Figure 5.12 Parallel component of particle-phase anisotropy tensor b
(p)
||,|| as a function of
ρp/ρf for different Rem and φ. The error bars represent 95% confidence inter-
vals obtained from five independent realizations for each case. (a) Rem = 10.
(b) Rem = 20. (c) Rem = 50. (d) Rem = 100.
equation with additional source terms. In this case, the source terms include the production of
velocity fluctuations, which is shown comes from interphase momentum transfer and the dissipation
of fluid velocity fluctuations, which is due to viscous dissipation. A similar approach can be used to
propose a model for particle velocity fluctuations. In this case, the dissipation of particle velocity
















































































































Figure 5.13 Perpendicular component of particle-phase anisotropy tensor b
(p)
⊥,⊥ as a func-
tion of ρp/ρf for different Rem and φ. The error bars represent 95% confi-
dence intervals obtained from five independent realizations for each case. (a)
Rem = 10. (b) Rem = 20. (c) Rem = 50. (d) Rem = 100.
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CHAPTER 6. CONCLUSIONS
The goal of this work is to study dispersed multiphase flow using fully-resolved direct numerical
simulation with emphasis on flow physics and modeling. In this regard, a FR-DNS solver based on
PUReIBM is developed for simulation of buoyant particles with a density ratio as small as 0.001
and for a range of volume fraction up to 40%. It is explained that when the mass of a particle
is smaller than the added mass induced by the surrounding fluid, explicit numerical methods are
unstable. To stabilize the method, the virtual force technique introduced by Schwarz et al. (2015)
is extended. It is shown that the virtual force constant Cv has a lower limit for stable simulations
which depends on the density ratio and the added mass coefficient. Since the added mass coefficient
increases with an increase in the volume fraction of particles, it is concluded that Cv should also
increase in the case of buoyant particle suspensions when compared to the single-particle case.
Simulations of rigid buoyant particles are performed, which are considered a good approxima-
tion for bubbles in contaminated liquid. The results from simulations of a single buoyant particle
at different Archimedes number are presented and compared with the numerical and experimental
reference data to validate the implementation of the virtual force in PUReIBM. Then two in-line
rising buoyant particles are simulated and compared with experimental results. Finally, simulations
of freely evolving buoyant particle suspensions are presented. The scaled drag coefficient of particle
suspensions at different volume fractions are compared with numerical and experimental correla-
tions of bubbly flows from the literature. It is shown the increase in the scaled drag coefficient of
buoyant particles with volume fraction from FR-DNS using PUReIBM matches the nonlinear trend
in experimental data of bubbly flows, while the correlations from FR-DNS using FTM by Roghair
et al. (2011, 2013b) predict a linear increase. They hypothesized that this linear dependence could
be to the fact that their bubbles are in clean liquid and their simulations are performed for a small
domain with 16 up to 32 bubbles in it. It is shown here that considering a larger domain with
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200 bubbles in contaminated liquid predicts the nonlinear behavior seen in experimental studies.
Finally, a correlation for the drag coefficient of buoyant particle suspensions is presented which is
only a function of the volume fraction.
To study the effect of density ratio in dispersed multiphase flows, the FR-DNS approach is used
to simulate freely evolving suspensions for a wide range of density ratios (0.001 ≤ ρp/ρf ≤ 1000),
which covers gas–solid, solid–liquid and gas–liquid (bubbly) flows, and dispersed-phase volume
fractions (0.1 ≤ φ ≤ 0.4) but for one Reynolds number Rem = 20. The goal of this part of the
study was to study the effect of density ratio on the velocity fluctuations of fluid and particles.
It is shown that the granular temperature increases with decrease in density ratio and reaches
an asymptotic value. The physics of the added mass effect explains this behavior, albeit with an
unrealistically large value of the added mass coefficient. With decrease in density ratio, the inertia
of particles decreases and particles can move faster, so one might expect the granular temperature
increases as predicted by the correlation of Tenneti et al. (2016) (although it was generated from
data for density ratio in the range of 100 ≤ ρp/ρf ≤ 2000). Here it is explained that the inertia
of buoyant particles is increased due to the added mass, and therefore we find from PR-DNS
that the granular temperature reaches a constant value for low-density ratios. It is also discussed
that accounting for the added mass in the original correlation of Tenneti et al. (2016) correctly
reproduces the qualitative trend and by choosing an appropriate value for Cam it can even give the
correct quantitative value.
The effect of density ratio on k(f) is almost similar to the granular temperature. The results
reveal that the level of k(f) increases and reaches a constant value with decrease in density ratio for
all volume fractions greater than 0.2. This behavior is also connected to the added mass effect since
T and k(f) are coupled together. Since one of them, T , reaches an asymptotic value, the other one,
k(f) follows the same behavior. Looking at the variation of k(f) with density ratio shows that there
is a change in its behavior for φ = 0.1 when compared to higher volume fractions. This difference
in behavior for low volume fraction systems can be explained in terms of wake interactions. At
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higher volume fractions, the wakes behind particles are broken up due to the neighbor particles
while there is no wake interaction at lower volume fractions.
The density-weighted energy of fluid and particles and mixture energy are also presented. The
results show that the mixture energy decreases with decrease in density ratios. It is concluded that
systems with buoyant particles extract less energy from the mean flow in comparison to high inertia
systems, although the rate at which energy is extracted from the mean flow to fluctuations (given
by Π(m)) is the same.
Finally, the previous set of simulations was extended by covering a wider range of Reynolds
number (10 ≤ Rem ≤ 100). The effects of clustering, particle velocity fluctuations, and mobility
of particles on the interphase momentum transfer of dispersed multiphase flows are studied. It is
shown that the clustering in the particle configuration increases the drag by generating a horizontal
raft. Although the particle velocity fluctuations characterized through Reynolds number based
on granular temperature increases the drag for homogeneous configurations, it is shown that the
effects of clustering and particle velocity fluctuations are correlated. Overall, the combined effects
of clustering and particle velocity fluctuations decrease or increase the drag depending on flow
conditions. It is also found that the mobility of particles decreases the drag. Then it is shown that
the competing effects of these factors could result in an increase, decrease, or no change of drag in
freely evolving suspensions in comparison to fixed beds.
Finally, a new drag law for monodisperse suspensions is proposed. Since this drag law is inferred
from freely evolving particle suspensions, the effect of the motion of the particles is captured in
the drag correlation. The drag law is used to model the unclosed average interphase momentum
transfer term in the mean momentum conservation equation of the two-fluid theory and determines
the overall mean particle-laden flow structure. This improved drag law can enhance the predictive
capability of CFD simulations of particle-laden flows that are based on the two-fluid theory. The
improved drag law can also be used to refine the stability limits for particle-laden suspensions since
these limits are determined by the functional dependence of drag on volume fraction.
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APPENDIX A. THE EFFECT OF NUMERICAL METHODS ON THE
STABILITY CONDITION OF VIRTUAL FORCE







This result shows that there is a lower limit for Cv which depends on the added mass coefficient and
the density ratio. In Chapter 2, we also showed that this condition is not exactly valid in FR-DNS.
However, the dependence of Cv on density ratio and added mass are correct even in FR-DNS. Here
we check the validity of this condition in the case of point-particle simulations. We define a test
case for the sedimentation or rise of a sphere in quiescent, unbounded fluid in the Stokes flow regime
and wrote the translational particle momentum equation as (this is the modified version of the test




= FD,Stokes + FB + FAM , (A.1)
where FD,Stokes = −3πdpµfV is the Stokes’ drag force, dp is the particle diameter, µf is the fluid
dynamic viscosity, and FAM = −CamρfVp
dV
dt
is the added mass force. The added mass coefficient
is obtained from potential flow theory to be Cam = 0.5 for a sphere, and this value is widely used
in the literature even for viscous flows.
Considering the stability condition in Eq. (2.5), it is expected that the solution of Eq. (A.1)
becomes unstable for ρp/ρf < 0.5. However, our experience for solving Eq. (A.1) shows that some
numerical methods are unstable even when Hu’s criterion (Eq. (2.5)) is satisfied whereas some are
stable even when Hu’s criterion is not satisfied. Table (A.1) summarizes the behavior of different
numerical methods. Each method has a minimum ρp/ρf below which simulations are unstable
(without virtual force), which is reported in the (ρp/ρf )min column. To explain this discrepancy,
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we note that Eq. (A.1) includes the drag force and is not exactly the same equation which was used
in Hu’s analysis. In addition, Hu et al. (2001) calculated the acceleration of the particle at each time
step based on the acceleration in the previous time step which is not the case in predictor-corrector
numerical schemes. These differences could be the reason why different numerical methods have
different limits for the minimum density ratio at which stable solutions are obtained without virtual
force stabilization.
As discussed, Hu’s criterion is not exactly valid for all numerical methods. Therefore, Eq.
(2.9), which is derived based on Hu’s criterion and gives the minimum Cv to be used in virtual
force stabilization, is also not valid. In order to fix this problem, we extend Hu’s stability criterion
(ρp/ρf > Cam) and consider the role of the numerical method in our analysis by assuming that the
lower limit for the density ratio is a factor λ times Cam, where λ depends on the numerical method







where λ is a constant and is determined specifically for each numerical method. By extending this
relation to equivalent masses introduced in Eq. (2.8), we have (compare with Eq. (2.9)):
ρp + Cvρf
(Cam − Cv) ρf






which gives a new criterion on the minimum value of Cv for each λ which depends on numerical
method.
To verify this new criterion, we tested different numerical methods and calculated the minimum
Cv that stabilizes the method for ρp/ρf = 0.001 using the condition derived in Eq. (A.3). First,
we add the virtual force to both sides of Eq. (A.1) and simplify it to:
(ρp + Cvρf )Vp
dV
dt




Using the (ρp/ρf )min for each method and Eq. (A.2), λ is calculated for Cam = 0.5 (a single
sphere). After that, the minimum Cv that stabilizes the method for ρp/ρf = 0.001 is calculated
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using Eq. (A.3) and reported in the Cminv column of Table (A.1) which also stabilizes the method
in practice. Note that in solving Eq. (A.4), the special case of Cv = Cam is similar to moving the
added mass force to the LHS of Eq. (A.1), which as we discussed earlier is a possible solution in
the case of point particles but cannot be extended to fully resolved simulation.
Table A.1 Stability characteristics of different numerical methods for solving the new test
problem included added mass force and drag (Eq. (A.1)). For each numerical
method, there exists a minimum ρp/ρf below which simulations are unstable
without virtual force stabilization, which is reported in the (ρp/ρf )min column.
Using this value and Eq. (A.2), λ is calculated for Cam = 0.5. The minimum
Cv that stabilizes each method for ρp/ρf = 0.001 is calculated using Eq. (A.3)
and reported in the Cminv column.
Solution Method Calculation of
dV/dt on the
RHS
(ρp/ρf )min λ C
min
v
Euler 1st order BW 0.5 1 0.25
AB2 2nd order BW 2.1 4.2 0.40
RK3 3rd order BW 1.7 3.4 0.38
Euler AB-predictor 0.38 0.76 0.21
AB2 AB-predictor 0.57 1.14 0.26
RK3 AB-predictor 0.38 0.76 0.21
Note that for solving Eq. (A.1) or (A.4), one needs to numerically calculate dV/dt on the
right-hand side (RHS) and then numerically integrate the equation to calculate V in time. As
shown in Table A.1, we have used different numerical methods where the details of each method
are presented in the following:
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Eq. (A.4) can be written as:
dV
dt







d2p (ρp + Cvρf )
, cg =
ρp − ρf
(ρp + Cvρf )
, ca =
(Cv − Cam) ρf
(ρp + Cvρf )
.
For the calculation of Fa = cadV/dt, the following methods can be used:





• 2nd-order backward finite difference (2nd order BW)
Fa = ca
3un − 4un−1 + un−2
2∆t
(A.7)
• 3rd-order backward finite difference (3rd order BW)
Fa = ca
11un − 18un−1 + 9un−2 − 2un−3
6∆t
(A.8)
• Adams-Bashforth-predictor scheme (AB-predictor)
Fa,1 = ca
3un − 4un−1 + un−2
2∆t
f̃n = cuu















(Fa,1 + Fa,pred) (A.9)
For integrating Eq. (A.5) to calculate V , the following methods can be used:
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• Euler (1st order accurate)
f̃n = cuu
n + cgg + Fa
un+1 = un + ∆tf̃n (A.10)
• 2nd-order Adams-Bashforth (2nd order accurate)
f̃n = cuu
n + cgg + Fa







• 3rd-order Runge-Kutta (3rd order accurate)
The coefficients are chosen similar to the work of Wray (1986).
k1 = cuu



















+ cgg + Fa











APPENDIX B. NUMERICAL CALCULATION OF VIRTUAL FORCE and
TORQUE
As explained in section 2.4.1, one needs to numerically calculate Fv and Tv on the right-hand
side of Eqs. (2.16) and (2.17) before numerically integrate them to calculate V and Ω in time. In
this Appendix, we explain how it is done for virtual force. The same approach is used for virtual
torque. Eq. (2.16) can be re-written as:
dV
dt
= αfξf + αvξv, (B.1)
where αf =
1
(ρp + Cvρf )Vp











The following method which is a combination of the Adams-Bashforth predictor-corrector
scheme and the trapezoidal rule is used to approximate ξv and then update the velocity:
ξnv =











































APPENDIX C. COMPARISON OF FLUID-PHASE FLUCTUATING
VELOCITY IN LABORATORY FRAME AND ACCELERATING FRAME
In PUReIBM, the equations of motion are solved in a reference frame that moves with the mean
velocity of the particles. Since the particles will be accelerating in the laboratory frame, the new
reference frame will be a non-inertial frame of reference. This formulation allows the simulation
of suspensions with arbitrary values of mean slip velocity as an input while maintaining average
particle motion at rest in the accelerating frame in addition to the simulation of sedimenting or
rising suspensions. In this appendix, it is shown that fluctuating velocity does not change due to
this transformation and then the results of both systems are compared for a sedimenting case.
Let the velocity of the accelerating frame with respect to the laboratory frame be Vf (t). The
transformation rule for velocity between the two frames is:
ū (x, t) = u (x, t)−Vf (t) . (C.1)







(t) = Vf (t) since it is not a









(t)−Vf (t) , (C.2)











which shows that the fluctuating velocity of fluid (and in a similar manner fluctuating velocity of
particles) in the laboratory frame and accelerating frame are the same.
Next, the results in both frames are compared for a case with ρp/ρf = 100 and Rem = 20 for
different volume fractions. In the laboratory frame setup, the Reynolds number is not known a
priori and the input to the simulation is the Archimedes number, defined as:
Ar =














































Figure C.1 (a) Evolution of mean slip Reynolds number versus time normalized by the
characteristic flow timescale, | 〈W〉 | /dp, for different φ. (b) Evolution of
k(f) normalized by mean slip energy Eslip versus normalized time for different
φ in the laboratory frame. In the legend, AF represents accelerating frame
data and LF represents laboratory frame data. The error bars represent 95%
confidence intervals.
Figure C.1(a) shows the evolution of the mean slip Reynolds number for different volume frac-
tions for the sedimentation of solid particles (ρp = 100) under gravity in the laboratory frame. An
exact value for the Reynolds number in the laboratory frame can only be obtained through trial
and error in selecting the input value of Ar. Since an increase of volume fraction decreases the sed-
imenting velocity (and Reynolds number), the Archimedes number is also increased by increasing
the volume fraction. For this case, Archimedes numbers of (1600, 2700, 4900, 9400) are used for
volume fraction (0.1, 0.2, 0.3, 0.4), respectively. In Fig. C.1(b), the evolution of fluctuating kinetic
energy obtained from different frames is compared for different volume fractions. This figure shows
that the results from both frames are similar and the change of frame does not affect the physics
of the problem. Therefore, the results presented earlier in this paper can be regarded as equivalent
149
to the simulation of dispersed flow under gravity. In the comparison, note that the Rem in the
laboratory frame is not exactly the same as the one used in the accelerating frame (Fig. C.1(a)),
and also it takes more time to reach the statistically stationary state in the laboratory frame.
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APPENDIX D. A DISCUSSION ON THE FUNCTIONAL FORM OF THE
DRAG LAW
Generally, the correlations to describe the drag force in general flow conditions are proposed in
two forms. In the first approach, the correlation is based on the drag force in the limit of Stokes
flow regime to which a term linear in Rem is added accounting for the inertial effects,
Fd (Rem, φ) = Fd (0, φ) + αRem. (D.1)
Originally, α was only a function of volume fraction (Ergun, 1952). However, it was later shown
that α also depends on Rem (Hill et al., 2001b; Beetstra et al., 2007; Tenneti et al., 2011). Recently,
Tang et al. (2016) proposed a drag law for moving particles by adding a term to their fixed bed
correlation (Tang et al., 2015). In other words, they proposed a correlation for the change of drag in
moving particles in comparison to its fixed bed counterpart, i.e. ∆F = Fmoving −Ffixed. Although
it seems more convenient to use this form of correlations for incorporating the particle motion in
fixed bed drag laws, we could not fit a simple functional form to ∆F . One reason is that Tang’s
simulations are for Rem ≥ 40 and ρp/ρf ≤ 500 and their ∆F is always positive for this flow regime.
However, ∆F could be positive or negative in our simulations as presented in Section (2.5). So, a
simple functional form can not capture this behavior.
In the second form of drag laws, the relation is based on the drag force on a single particle where
the influence of the other particles is accounted for by multiplying with a power of the voidage,
Fd (Rem, φ) = Fd (Rem, 0) (1− φ)−n . (D.2)
The value of n was originally constant (Wen and Yu, 1966) but it was later shown that it is also
a function of Reynolds number (Di Felice, 1994; Rong et al., 2013). Most recently, Zaidi (2018)
showed that the dependence of n on density ratio should also be considered for moving particles.
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To check this form of the drag law, we use the following experession for Fd (Rem, 0),





where Fiso is the famous Schiller–Naumann drag law.
The results with this new scaling are presented in Fig. D.1. Interestingly, the results for
all Reynolds number and ρp/ρf ≤ 10 almost collapse to a single line. This means for this flow
regime the new scaled drag is only a function of volume fraction. However, the new scaled drag
for ρp/ρf = 100 show a depndence on Reynolds number in addition to φ. In Fig. D.1(b), the drag
law by Tenneti et al. (2011) with this new scaling is also shown. It is clear that the drag of the
fixed beds is close to the drag of moving particles for ρp/ρf = 100. This means that we can use the
drag law by Tenneti et al. (2011) for high-density ratios and we propose the following correlation
which is only a function of φ to be used for lighter particles. By curve fitting using MATLAB(
R2 = 0.9852
)
, we will have,
Fd
FstFiso
= 69.57φ3 − 13.18φ2 + 8.928φ+ 1. (D.4)
Note that in developing this correlation, we have used the fact that this ratio should be unity
at φ = 0. This correlation could be improved by choosing the coefficient of the polynomial as a


































































































































































Figure D.1 Non-dimensional drag force Fd/ (FstFiso) as a function of φ for different Rem
and ρp/ρf . The drag correlation by Eq. (D.4) is also shown for comparison.
Symbols show FR-DNS data and lines present the correlation. The error bars
represent 95% confidence intervals. (a) ρp/ρf = 0.01, 0.1, 10. (b) ρp/ρf = 100
and fixed bed from the work by Tenneti et al. (2011).
153
APPENDIX E. STUDY OF TEMPORAL AND SPATIAL ACCURACY
AND VARIATION OF RESULTS WITH NUMBER OF PARTICLES IN THE
SIMULATIONS OF BUOYANT PARTICLES
In numerical simulations, it is important to make sure that results are independent of numerical
parameters such as grid resolution and time step. In this section, we present results for different
cases to show that change in grid resolution, time step, and the number of particles does not affect
the results significantly.
Figure E.1 shows the PDF of force for two different density ratios and different number of












































Figure E.1 PDF of drag force for two different density ratios, different number of particles,
Rem = 20 and φ = 0.4.
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Figure E.2 shows the comparison of mean drag, pseudo-turbulent kinetic energy, and granular
temperature for two different grid resolutions. The comparison is performed for one realization, and
also the ensemble-averaged results with averaging over five independent realizations. This figure





















































































Figure E.2 Effect of grid resolution on the results for a case with ρp/ρf = 0.001, Rem = 70,
and φ = 0.1. (a) Mean drag force (b) PTKE (c) Granular temperature.
Figure E.3 shows the comparison of mean drag, pseudo-turbulent kinetic energy, and granular
temperature for different CFL numbers. The comparison is performed for one realization, and also
the ensemble-averaged results with averaging over five independent realizations. This figure shows


























































































Figure E.3 Effect of grid resolution on the results for a case with ρp/ρf = 0.001, Rem = 70,
and φ = 0.1. (a) Mean drag force (b) PTKE (c) Granular temperature.
Figure E.4 shows the comparison of mean drag and granular temperature for different numbers
of particles. The comparison is performed for one realization, and also the ensemble-averaged
results with averaging over five independent realizations. This figure shows that the results are not




























































Figure E.4 Effect of grid resolution on the results for a case with ρp/ρf = 0.01, Rem = 20,
and φ = 0.4. (a) Mean drag force (b) Granular temperature.
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APPENDIX F. COMPARISON OF THE RESULTS IN LABORATORY
FRAME AND ACCELERATING FRAME
In PUReIBM, the equations of motion are solved in a reference frame that moves with the mean
velocity of the particles. Since the particles will be accelerating in the laboratory frame, the new
reference frame will be a non-inertial frame of reference. This formulation allows the simulation
of suspensions with arbitrary values of mean slip velocity as an input while maintaining average
particle motion at rest in the accelerating frame in addition to the simulation of sedimenting or
rising suspensions. In this appendix, it is discussed how the mean pressure gradient force is different
in these two frames.
Let the velocity of the accelerating frame with respect to the laboratory frame be Vf (t). The
transformation rule for velocity between the two frames are (quantities with a bar sign are in the
accelerating frame):
ū (x̄, t̄) = u (x, t)−Vf (t)








t̄ = t. (F.1)

























ḡ + ρfAf = g. (F.2)
where g is pressure gradient and Af is frame acceleration.
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In a laboratory frame at steady state, each particle experiences two forces from the fluid, namely
a buoyancy-type force due to the mean pressure gradient and a force Fd resulting from the local
frictional losses. The sum of these two forces is the total force Fg→s that the fluid exerts on a solid
particle. The reaction force from the particles on the fluid manifests itself in a pressure drop. The







(Fd − Vp 〈g〉v) . (F.3)
where Np is the number of particles, Vsys the total system volume, and Vp the volume of a single







From these equations, it follows that



















































when the mean fluid velocity reaches the desired velocity, which can be further simplified to






























by introducing πf = ρf/ρp. Then we can derive the relationships among F̄g→s, F̄d, and F̄mpg which
are:
F̄g→s = F̄d + F̄mpg = F̄d − 〈ḡ〉v Vp
F̄mpg =
φ+ πf (1− φ)




(1− φ) (1− πf )
=
F̄mpg
φ+ πf (1− φ)
. (F.9)
Obviously, Eq. F.9 is different than Eq. F.5. However, we should consider the effect of frame
acceleration on the mean presure gradient in accelerating frame. We can define a modified mean
pressure gradient as 〈ḡ〉modifiedv = 〈ḡ〉v + ρfAf . From Eqs. (A.17) and (A.18) form Tenneti et al.
(2010), it can be shown that












So, we can write 〈ḡ〉modifiedv as:
〈ḡ〉modifiedv = 〈ḡ〉v −
(
πf












φ (1− πf )
φ+ πf (1− φ)
)
〈ḡ〉v . (F.11)
So, we derive the relationships among F̄modifiedg→s , F̄d, and F̄
modified
mpg from Eqs. F.9 and F.11 which
are,
F̄modifiedg→s = F̄d + F̄
modified
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Figure F.1 (a) LHS and RHS of Eq. F.3. Simulation in the laboratory frame for
ρp/ρf = 0.001, Ar = 4900, and φ = 0.4. (b) LHS and RHS of Eq. F.7.
(c) Three terms in Eq. F.9. (d) LHS and RHS of Eq. F.10. Simulation in the
accelerating frame for ρp/ρf = 0.01, Rem = 20, and φ = 0.4.
Figure F.1 comapres different terms in the equations from simulations to show that they are
satisfied in the simulations.
Next, the results in both frames are compared for a case with ρp/ρf = 0.001 and Rem = 20
for different volume fractions. In the laboratory frame setup, the Reynolds number is not known a
priori and the input to the simulation is the Archimedes number, defined as:
Ar =



























































































Figure F.2 (a) Evolution of mean slip Reynolds number. (b) Evolution of fluid kinetic
energy normalized by mean slip energy. (c) Evolution of granular temperature
normalized by mean slip. (d) Evolution of mean drag normalized by Stokes
drag. In the legends, AF represents accelerating frame data and LF represents
laboratory frame data. The error bars represent 95% confidence intervals.
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Figure F.2(a) shows the evolution of the mean slip Reynolds number for different volume frac-
tions for the rising of solid particles (ρp/ρf = 0.001) under gravity in the laboratory frame. An
exact value for the Reynolds number in the laboratory frame can only be obtained through trial
and error in selecting the input value of Ar. Since an increase of volume fraction decreases the
sedimenting velocity (and Reynolds number), the Archimedes number is also increased by increas-
ing the volume fraction. For this case, Archimedes numbers of (1600, 2700, 4900, 9400) are used
for volume fraction (0.1, 0.2, 0.3, 0.4), respectively. In Figures F.2(b), F.2(c), and F.2(d), the evo-
lution of fluctuating kinetic energy, granular temperature, and mean drag obtained from different
frames is compared for different volume fractions, respectively. This figure shows that the results
from both frames are similar and the change of frame does not affect the physics of the problem.
Therefore, the results presented earlier in this paper can be regarded as equivalent to the simulation
of dispersed flow under gravity.
