Abstract. We obtain upper bounds for minimal metrics in the central limit theorem for sequences of independent real-valued random variables.
Introduction
Let Ω be a probability space, rich enough to generate the set of probability laws on R × R. Let d be a pseudodistance on the set of real-valued random variables, such that d(X, Y ) depends only on the law of (X, Y ). Then, according to Paul Lévy (see Note B in Fréchet (1950) for this fact) the minimal distanced associated with d is defined bŷ
d(μ, ν) = inf d(X, Y ): X ∼ μ, Y ∼ ν ,
where the infimum is taken over all random vectors (X, Y ) with respective marginal laws μ and ν. We refer to Zolotarev (1976) for the properties of minimal distances. When E = R, r ≥ 1 and d(X, Y ) = X − Y r , we denote by W r the so defined minimal distance on the space M r of probability laws with a finite absolute moment of order r. This distance is often called Wasserstein distance of order r. More generally, if ψ is some Orlicz function and · ψ is the Orlicz norm associated with this function, we will denote by W ψ the minimal distance associated with d(X, Y ) = X − Y ψ . The distances W r and W ψ are homogeneous of degree 1.
Our aim in this paper is to provide upper bounds for the minimal distances between the normalized sum and the limiting Gaussian distribution in the independent case. We now recall the known results on this subject.
Throughout the paper, X 1 , X 2 , . . . is a sequence of independent real-valued random variables with mean zero and finite positive variance. We set S n = X 1 + X 2 + · · · + X n and v n = Var S n . We denote by μ n the law of v −1/2 n S n and by γ v the normal law with mean 0 and variance v. For independent and identically distributed (i.i.d.) random variables with finite absolute third moment, Esseen (1958) where A 1 (μ 1 ) is some non-negative explicit constant depending only on the law of X 1 . Consequently the rate in the central limit for the distance W 1 is O(n −1/2 ). Next Zolotarev (1964) obtained and that this rate cannot be improved. For independent and non-identically distributed random variables, it follows from the non-uniform estimates of Bikelis (1966) that
for some constant C depending only on p, which generalizes the results of Ibragimov (1966) . Later Bártfai (1970) proved that W r (μ n , γ 1 ) = O(n ε−1/2 ) for i.i.d. random variables with a finite moment generating function, for any r ≥ 1. He also conjectured that
(1.4) For r > 2 and i.i.d. random variables with a finite absolute moment of order r,
as proved by Sakhanenko (1985) . Furthermore this rate cannot be improved. Consequently the optimal rate needs a more stringent moment condition. We now give an outline of our results. In Section 2, we give an answer to Bártfai's question. More precisely, we prove that, for i.i.d. random variables with a finite moment generating function in a neighborhood of the origin,
where ψ is the Orlicz function ψ(x) = exp(|x|) − 1. This result implies that (1.4) holds for i.i.d. random variables with a finite moment generating function, for any r ≥ 1. In Section 4, we give more precise results for r in [1, 2] and sequences of independent random variables. In particular, our results imply that there exists some positive constant C depending only on r such that, for i.
The proof of (1.7) is mainly based on some functional inequality linking the Wasserstein distance of order r and Zolotarev's ideal distance of order r. This result was announced in Rio (1998) . However, the proof was not correct (the constant appearing in his Theorem 1 should be modified). This is the reason why we give a new proof of this functional inequality in Section 3. In Section 5, we prove that inequality (1.7) cannot be improved. In Section 6, we extend the results of Section 4 to more general transportation costs. For example, for i.i.d. random variables with finite fourth moments, the results of Section 6 ensure that
where Y is a standard normal, which cannot be derived from the results of Section 4. Let ψ be the convex function defined by ψ(x) = exp(|x|) − 1. The Orlicz norm associated with ψ is defined by
with the convention X ψ = +∞ if E(ψ(X/a)) > 1 for any positive a. Theorem 2.1 below proves that the Wasserstein distances W ψ (μ n , γ 1 ) converge to 0 at the rate n −1/2 for sums of i.i.d. r.v.'s with finite Laplace transforms. Since lim ∞ x −r ψ(x) = +∞ for any r ≥ 1, it follows that (1.4) holds true for any r ≥ 1 under condition (2.1). For random variables with a finite moment generating function, this result was stated by Rio (1993) Proof. Let F n denote the distribution function of S n , F −1 n denote the generalized inverse function of F n and denote the distribution function of a standard normal r.v. Y . Then U n = F −1 n ( (Y )) has the same distribution as S n and, by Theorem 8.1 in Major (1978) ,
It remains to prove that the sequence
The idea of such a result goes back to Komlós, Major and Tusnády (1975), pp. 114-115 . From a normal approximation theorem in Petrov (1975) , which is Theorem A, Section 6, in Komlós, Major and Tusnády (1975) , and using exactly the same arguments as in the proof of inequality (2.6), p. 118 of the same paper (this inequality does not need a Cramér type condition on X 1 ), one obtains that there are positive constants C and c such that
It follows that, for any positive constant c ≤ c,
Now, from Lemma 4(ii), p. 276, in Massart (1989) , applied to the random variables X i with w i = 1, there exist some positive constants c and C such that
Clearly, we may assume that c ≤ c, reducing c if necessary. To bound up the last terms on right-hand side in (2.3), it will be convenient to apply the elementary lemma below.
Lemma 2.1. For any real-valued r.v. Z with mean 0 and any measurable set Γ ,
Proof. From the elementary equality exp(a|Z|1 Γ ) − 1 = 1 Γ (e a|Z| − 1) together with the Schwarz inequality, we get that
Now (e |u| − 1) 2 ≤ (e u − e −u ) 2 , which ensures that
To complete the proof, apply the inequality x + y − 2 ≤ xy − 1 (valid for x ≥ 1 and y ≥ 1) to x = E(e 2aZ ) and y = E(e −2aZ ) (observe that x ≥ 1 and y ≥ 1 since E(Z) = 0).
We now apply Lemma 2.1 to Γ = (|U n | ≥ c n). From the Chernoff bound for sums of i.i.d. random variables with finite Laplace transform, P(Γ ) ≤ 2 exp(−nb) for some positive constant b. Now there exists some positive constant a such that
For this choice of a, and either
which implies that
Hence Theorem 2.1 holds.
We now give an application of Theorem 2.1 to the minimal distances between the Poisson distribution and the Gaussian distribution with the same expectation and the same variance. This corollary will be used to prove Theorem 4.1 in Section 4.
Corollary 2.2. Let P(λ) denote the Poisson law with mean λ and N (m, v) denote the Gaussian law with mean m and variance
Proof. Let n = [λ] . By the triangle inequality,
by Theorem 2.1 applied to i.i.d. random variables with common law P(1). (x, x) . Hence, by Lemma 3, p. 382, in Zolotarev (1976) ,
Let N x be an r.v. with distribution P(x) and B x be an r.v. with distribution N (0, x):
which implies that N x ψ ≤ N 1 ψ . Hence, from the above facts,
Both (2.5) and (2.6) imply Corollary 2.2.
A functional inequality for Wasserstein distances and Zolotarev distances
The main result of this section provides a comparison between the Wasserstein distance W r and Zolotarev's ideal distance of order r.
Theorem 3.1 below is Theorem 1 in Rio (1998) with different constants. 
Proof of Theorem 3.1. Let φ σ denote the density of the normal law N(0, σ 2 ) and μ σ = μ * φ σ .λ. Clearly
Consequently it is enough to prove Theorem 3.1 for probability laws with strictly positive and smooth densities. So, let μ and ν be probability laws with distributions function F and G, respectively, and assume that F and G are C ∞ diffeomorphisms from R on ]0, 1[. Recall that, for U r.v. with the uniform distribution over [0, 1], the random vector (F −1 (U ), G −1 (U )) has respective marginal laws μ and ν. Consequently, in order to prove Theorem 3.1, it is enough to prove that there exists some function h in Λ r such that, for any u in ]0, 1[,
Let A be the closed set of reals x such that u) . Throughout the proof, S is the sign function:
In that case, we choose
Now, for any r > 1 and any positive a, the function (a + u)|a + u| r−1 − u|u| r−1 achieves its infimum for u = −a/2. Hence
which, together with (3.3), implies (3.1) with c r = 2 l r(r − 1) · · · (r − l + 1). Suppose now that A is not empty.
In the same way, if m is finite, we define h on ]−∞, m] by 
It is easy to check that the so defined functions ψ r belong to Λ r−1 . For x real in [m, M], we define the function h by
where c is some fixed number in ]m, M[, f (t) = 0 for t in A and 
Furthermore, from (3.4) and (3.5), inequality (3.9) still holds for t > M or t < m. Applying (3.9) to k = 1, we get that f is continuous, which ensures that h is C 1 and h = f . Next, from (3.9), proceeding by induction on k, we get that, for any k ≤ l, h is k times differentiable and h (k) (x) = 0 for x in A. From (3.9) again, h (l) is continuous. Now let x and y be two reals with x < y.
If 
u). Then F (t) > G(t) for any t in ]a, b[ and
Now, from the definition of ψ r , it can be proven that, for t in [x, y],
Hence, for x = F −1 (u) and y = G −1 (u), 
which implies that 12) if (ε k ) k>0 is a sequence of i.i.d. random variables with P(ε k = 1) = P(ε k = −1) = 1/2. Let T n = ε 1 + ε 2 + · · · + ε n . Suppose now that r is odd: r = 2m + 1 for some integer m > 1. If Y is a standard normal, it is known that
Equations (3.12), (3.13) with n = 2m and (3.14) ensure that
Now, recall that the sequence (n −1/2 (e/n) n exp(−1/(12n))n!) n is non-decreasing and converges to √ 2π. Consequently m! ≤ √ 2πm(m/e) m exp(1/12m) and (3.1) holds with
If r is even, r = 2m, then l = 2m − 1. By the Cauchy-Schwarz inequality,
Equations (3.12), (3.16) and (3.17) ensure that
(3.18)
Now, recall that the sequence (n −1/2 (e/n) n n!) n is non-increasing and converges to √ 2π. Hence
.
Putting these inequalities in (3.18), one can prove that
which completes the proof of Theorem 3.1.
Upper bounds for the Wasserstein distances under moment assumptions
In this section we extend (1.3) to Wasserstein distances of order r for r in ]1, 2]. The main result is Theorem 4.1 below, which provides optimal rates of convergence for independent random variables under minimal moment conditions. 
Remark 4.1. Sakhanenko (1985) proved that for any positive r there exists some constant c 0 depending only on r such that
Suppose that the random variables X i are identically distributed. From (4.1), 
Proof of Theorem 4.1. Our proof is mainly based on Theorem 3.1 and on asymptotic expansions of smooth functions in the CLT. By Theorem 1, p. 294 in Barbour (1986) , for any function f in Λ r , 4a) where 
As m tends to infinity, the upper bound in (4.6b) converges to C r |β| r . Hence, by (4.4) and (4.6),
In order to bound up |β| r , defineμ = n −1 n k=1 P v −1/2 n X k and letX be a random variable with lawμ. Then E(X 3 ) = β/n and
by the Hölder inequality. Since E(X 2 ) = 1/n and E(|X| r+2 ) = n −1 L r+2,n , we have: 
Now from the convexity properties of Hölder norms, for any p in [r, r + 2],
by (4.1) and Theorem 4.1. Hence Corollary 4.2(a) holds true; (b) follows immediately from (a).
Lower bounds for minimal distances in the CLT for i.i.d. random variables
In this section we give a converse to inequality (1.7). Theorem 5.1 below proves that the estimate (1.7) cannot be improved. 
Transportation costs in the CLT under moment assumptions
In this section, we extend the results of Section 4 to more general transportation costs. The tool is some extension of Theorem 3.1 to weighted Zolotarev type metrics. We first introduce some cost function between laws. 
In oder to state the extension of Theorem 3.1, we need to introduce weighted Hölder spaces and the corresponding Zolotarev type distances.
