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Abstract
This paper proposes Communication efficient REcursive Distributed estimatiOn algo-
rithm, CREDO, for networked multi-worker setups without a central master node. CREDO
is designed for scenarios in which the worker nodes aim to collaboratively estimate a vec-
tor parameter of interest using distributed online time-series data at the individual worker
nodes. The individual worker nodes iteratively update their estimate of the parameter
by assimilating latest locally sensed information and estimates from neighboring worker
nodes exchanged over a (possibly sparse) time-varying communication graph. The underly-
ing inter-worker communication protocol is adaptive, making communications increasingly
(probabilistically) sparse as time progresses. Under minimal conditions on the inter-worker
information exchange network and the sensing models, almost sure convergence of the esti-
mate sequences at the worker nodes to the true parameter is established. Further, the paper
characterizes the performance of CREDO in terms of asymptotic covariance of the estimate
sequences and specifically establishes the achievability of optimal asymptotic covariance.
The analysis reveals an interesting interplay between the algorithm’s communication cost Ct
(over t time-steps) and the asymptotic covariance. Most notably, it is shown that CREDO
may be designed to achieve a Θ
(
C−2+ζt
)
decay of the mean square error (ζ > 0, arbi-
trarily small) at each worker node, which significantly improves over the existing Θ
(C−1t )
rates. Simulation examples on both synthetic and real data sets demonstrate CREDO’s
communication efficiency.
Keywords: Distributed Estimation, Statistical Inference, Stochastic Approximation,
Networks, Optimization
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1. Introduction
Distributed data processing techniques have been increasingly employed to solve problems
pertaining to optimization and statistical inference. With massive computing resources that
are available at scale, and ever growing sizes of data sets, it becomes highly desirable, if not
necessary, to distribute the task among multiple machines or multiple cores. The benefits of
splitting the task into smaller subtasks are multi-pronged, namely, it makes the problem at
hand, scalable, parallelized and fast. In the context of distributed stochastic optimization,
several methods (see, for example Zhang et al. (2013b,a); Heinze et al. (2016); Ma et al.
(2015); Recht et al. (2011)) have been proposed which exhibit impressive performance in
platforms such as Mapreduce and Spark. The aforementioned methods, though highly scal-
able, are designed for master-worker or similar types of architectures. That is, they require
the presence of a master node, i.e., a central coordinator which is tasked with splitting
the dataset by data points (batches) or by features among worker nodes and enabling the
read/write operations of the iterates of the worker nodes so as to ensure information fusion
across the worker nodes. However, with several emerging applications, master-worker type
architectures may not be feasible or desirable due to physical constraints. Specifically, we
are interested in systems and applications where the entire data is not available at a cen-
tral/master node, is sensed in a streaming fashion and is intrinsically distributed across the
worker nodes. Such scenarios arise, e.g., in systems which involve Internet of Things (IoT).
For example, a smart campus with sensors of various kinds, a smart building or monitoring
a large scale industrial plant. Therein, a network of large number of heterogeneous enti-
ties (usually, geographically spread) connected in a arbitrary network structure individually
perform sensing for data arriving in a streaming fashion. The sensing devices have limited
communication capabilities owing to on board power constraints and harsh environments.
A typical IoT framework is characterized by a heterogeneous network of entities without a
central coordinator, where entities have localized knowledge and can exchange information
among each other through an arbitrary pre-specified communication graph. Furthermore,
the data samples arrive in a streaming fashion. The ad-hoc nature of the IoT framework
necessitates the information exchange in a crafted manner, rather than just a single or few
rounds of communication at the end as in Zhang et al. (2013b,a); Heinze et al. (2016); Ma
et al. (2015).
Distributed algorithms for statistical inference and optimization in the aforementioned
frameworks are characterized by central coordinator-less recursive procedures, where each
entity in the network maintains its own estimate or optimizer for the problem at hand.
Also, due to heterogeneity of the entities and lack of global model information, the informa-
tion exchange is limited to the iterates and not the raw data. This additionally enhances
privacy as far as individual worker raw data is concerned. In particular, the diffusion and
consensus+innovations schemes have been extensively used for various distributed inference
problems in the aforementioned frameworks, which include distributed parameter estima-
tion, distributed detection and multi-task learning, to name a few (see, for example, Kar
and Moura (2008); Lopes and Sayed (2008); Cattivelli and Sayed (2010); Kar and Moura
(2011); Bajovic´ et al. (2015); Sahu and Kar (2016); Jakovetic et al. (2011); Chen et al.
(2014)). Other variants of distributed recursive algorithms of such kinds have generated a
lot of interest of late (see, for example Nedic´ et al. (2014); Ram et al. (2010a); Braca et al.
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(2008); Ram et al. (2010b, 2009); Nedic and Ozdaglar (2009); Jadbabaie et al. (2012)).
An entity or node in an IoT setup is usually equipped with on board communication and
computation units. However, finite battery power calls for frugal communication protocols
as the power used in communication tends to beat the power required for on board compu-
tation. Thus, communication efficiency is highly relevant and sought for in such scenarios.
As far as distributed parameter estimation is concerned, the previously studied distributed
algorithms mentioned above, have the mean square error (MSE) of estimation decay as
Θ(C−1t ), in terms of the communication cost Ct, measured as the total number of commu-
nications between neighboring worker nodes over t (discrete) time-steps and assuming each
worker node obtains an independent measurement sample at each time. In this paper, we
present a distributed recursive algorithm, Communication Efficient REcursive Distributed
EstimatiOn (CREDO) characterized by a frugal communication protocol while guarantee-
ing provably reasonable performance, which improves the dependence between MSE decay
and communication rate to Θ
(
C−2+ζt
)
, for arbitrarily small ζ > 0. Specifically, this paper
focuses on the above described class of distributed, recursive algorithms for estimation of an
unknown vector parameter θ, where each worker sequentially, in time, observes noisy mea-
surements of low-dimensional linear transformations of θ. For this problem,we improve the
communication efficiency of existing distributed recursive estimation methods primarily in
the consensus+innovations and the diffusion frameworks Kar and Moura (2011); Cattivelli
and Sayed (2010); Bajovic´ et al. (2015); Lopes and Sayed (2008); Sahu and Kar (2016);
Jakovetic et al. (2011); Chen et al. (2014), which in turn may be adapted to improve the
communication efficiency of variants such as Nedic´ et al. (2014); Ram et al. (2010a); Braca
et al. (2008); Ram et al. (2010b, 2009); Nedic and Ozdaglar (2009). Our contributions are
as follows:
We propose a scheme, namely CREDO, where each node at time t communicates only with
a certain probability that decays sub linearly to zero in t. That is, communications are
increasingly sparse, so that communication cost scales as Θ(tδ), where the rate δ ∈ (1/2, 1)
is a tunable parameter.
We show that, despite significantly lower communication cost, the proposed method achieves
the best possible Θ(1/t) rate of MSE decay over t time-steps (t also equals to per-worker
number of data samples obtained over the t time-steps). Importantly, this result translates
into significant improvements in the rate at which MSE decays with communication cost Ct
– namely from Θ(1/Ct) with existing methods to Θ(1/C2−ζt ) with the proposed method,
where ζ > 0 is arbitrarily small.
We further study asymptotic normality and the corresponding asymptotic variance of the
proposed method (that in a sense relates to the constant in the Θ(1/t) MSE decay rate).
We characterize and quantify interesting trade-offs between the communication cost and the
asymptotic variance of the method. In particular, we explicitly quantify the regime (the
range of the communication rate parameter δ) where the asymptotic variance is independent
of the network topology and, at the same time, communication cost is strictly sub linear (δ <
1). Numerical examples both on synthetic and real data sets confirm the significantly
improved communication efficiency of the proposed method.
A key insight behind CREDO is that it recognizes that inter-node communications can be
made (probabilistically) increasingly sparse without sacrificing estimation performance. It
can be shown using ideas from stochastic approximation that the weights that each node
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assigns to its neighboring nodes can be made to decrease with time while keeping the
estimator strongly consistent. CREDO replaces such a deterministic weight w(t) (t being
time) with a Bernoulli random variable that equals one with probability w(t) < 1. Thus,
CREDO is much cheaper to implement as communication takes place only with probability
w(t), with w(t) decaying to zero. Despite the adaptive weighting being very different,
existence of broad regimes of algorithm parameters are shown where CREDO’s estimation
performance matches closely the benchmarks iteration-wise. However, as CREDO has much
fewer communications per iteration, it becomes more communication efficient.
Several new technical tools are developed in this paper to achieve the above results that
could be of independent interest. Specifically, the studied setup requires analysis of mixed
time-scale stochastic approximation algorithms with three different time scales. This setup
stands in contrast with the classical single time-scale stochastic approximation, the proper-
ties of which are well known. It is also very different from the more commonly studied two
time-scale stochastic approximation (see, for instance Borkar (2008)) in which a fast process
is coupled with a slower dynamical system. We develop here new technical tools that allow
us to handle the case of number of operating time-scales to be three instead of two as in
Kar et al. (2013) for mixed time-scale stochastic approximation (described in details later).
The rest of the paper is organized as follows. Section 2 describes the problem that we
consider, gives the needed preliminaries on conventional (centralized) and distributed recur-
sive estimation, and reviews related work. Section 3 presents the novel CREDO algorithm
that we propose, while Section 4 states our main results on the algorithm’s performance.
Finally, we conclude in Section 5. Proofs of the main and auxiliary results are relegated to
the Appendix.
2. Problem Setup: Motivation and Preliminaries
There are N workers deployed in the network. Every worker n at (discrete) time index t
makes a noisy observation yn(t), a noisy linear function of the parameter θ, where θ ∈ RM .
Formally the observation model for the n-th worker is given by,
yn(t) = Hnθ + γn(t), (1)
where Hn ∈ RMn×M is the sensing matrix, where Mn < M , {yn(t)} ∈ RMn is the observa-
tion sequence for the n-th worker and {γn(t)} is a zero mean temporally independent and
identically distributed (i.i.d.) noise sequence at the n-th worker with nonsingular covariance
Σn, where Σn ∈ RMn×Mn . The noise processes are independent across different workers.
We state an assumption on the noise processes before proceeding further.
Assumption M1. There exists 1 > 0, such that, for all n, Eθ
[
‖γn(t)‖2+1
]
<∞.
The above assumption encompasses a general class of noise distributions in the setup.
The heterogeneity of the setup is exhibited in terms of the sensing matrix and the noise
covariances at the worker nodes. Each worker node is interested in reconstructing the true
underlying parameter θ. We assume a worker node is aware only of its local observation
model and hence does not know about the observation matrix and noise processes of other
worker nodes. In this paper, we are interested in recursive distributed estimators. By
4
Communication Optimality Trade-offs For Distributed Estimation
recursive, we mean estimators that, at each node n, continuously produce (update) estimates
of θ at each time t, i.e., after each new sample yn(t) is acquired. By distributed, we restrict
attention to those estimators in which each node n in the network, at each time t, exchanges
its current local estimate of θ with its immediate neighbors conforming with a pre-specified
communication graph, and assimilates its newly acquired observation yn(t).
2.1 Motivation and Related Work
We now briefly review the literature on distributed inference and motivate our algorithm
CREDO. Distributed inference algorithms can be broadly divided into two classes. The
first class of distributed inference algorithms proposed in Liu and Ihler (2014); Ma et al.
(2015); Ma and Taka´cˇ (2015); Heinze et al. (2016); Zhang et al. (2013b) require a central
master node so as to coordinate as far as assigning sub-tasks to the worker nodes is con-
cerned. There are two reasons as to why such methods do not apply in our setting. Firstly,
these setups, in order for the central node to be able to assign sub-tasks, require the central
node to have access to the entire dataset. However, in the setup considered in this paper,
where the data samples are intrinsically distributed among the worker nodes and rather
ad-hoc, the presence of a central master node is highly impractical. Even in the case when
the data is distributed among nodes to start with, the local data samples collected via (1)
are not sufficient to uniquely reconstruct the global parameter of interest. In particular,
the sensing matrix Hn at an agent n is rank deficient, i.e., rank(Hn) = Mn < M , in
general. We refer to this phenomenon as local unobservability. With communication being
the most power hungry aspect for an ad-hoc sensing entity, communicating raw data back
to a central node so as to re-assign the data among worker nodes is prohibitive. Thus in
such an ad-hoc and distributed setup, a communication protocol should involve information
fusion via exchange of the latest estimates among worker nodes thus enabling each worker
node to aggregate information about all the entries of the parameter. Secondly, in general,
they are not applicable to the heterogeneous sensing model (1) being considered here. For
example, if Hn = hI, it reduces to the case, where each worker can work independently to
obtain a reasonably good estimate of θ and algorithms such as CoCoA+ (Ma et al. (2015))
and Dual−LOCO (Heinze et al. (2016)) may then address the problem efficiently through
data splitting across samples and features respectively. However, if Hn = e
>
n , where en
is the n-th canonical basis vector of RM , a random splitting across samples would lead
to estimates with a high mean square error, while a feature wise splitting is still possible.
But, in the case when, Hn = (en + en−1)>, neither sample splitting nor feature splitting
is possible and such a setup necessitates more rounds of communication as opposed to just
one round of communication at the end as in the case of CoCoA+ (Ma et al. (2015)) and
Dual − LOCO (Heinze et al. (2016)).
The second class of distributed inference algorithms involve setups, which are characterized
by the absence of a master node. Communication efficient distributed recursive algorithms
in the context of distributed optimization with no central node, where data is available
apriori and is not collected in a streaming fashion has been addressed in Tsianos et al.
(2012, 2013); Jakovetic et al. (2016) through increasingly sparse communication, adaptive
communication scheme and selective activation of nodes respectively. However, the explicit
characterization of the performance metric, for instance MSE, in terms of the communica-
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tion cost has not been addressed in the aforementioned references.
The well studied class of distributed estimation algorithms in the consensus+innovations
framework Kar and Moura (2011); Kar et al. (2013) characterize the algorithm parameters,
under which estimate sequences optimal in the sense of asymptotic covariance can be ob-
tained. However, the inter-agent message passing and the associated communication cost
is not taken into account in the aforementioned algorithms. The lack of exploration into
the dimension of communication cost in the context of distributed estimation algorithms in
the consensus+innovations framework motivated us to develop a stochastic communication
protocol in this paper, that exploits the redundancy in inter-agent message passing while
not compromising on the optimality aspect of the estimate sequence. Hence, in order to test
the efficacy of our stochastic message-passing protocol, we take the distributed estimation
algorithm proposed in Kar and Moura (2011); Kar et al. (2013) as the primary benchmark.
2.2 Preliminaries: Oracle and Distributed Estimation
In this section we go over the preliminaries of oracle and distributed estimation.
Oracle Estimation:
In the setup described above in (1), if a hypothetical oracle node having access to the
data samples at all the nodes at all times were to conduct the parameter estimation in an
iterative manner, it would do so in the following way:
xc(t+ 1) = xc(t)
+
a
t+ 1
N∑
n=1
H>nΣ
−1
n (yn(t)−Hnxc(t))︸ ︷︷ ︸
Global Innovation
,
where a is a positive constant. It is well known from standard stochastic approximation
results (see, for example, Nevel’son and Has’minskii (1973)) that the sequence {xc(t)} gen-
erated from the update above converges almost surely to the true parameter θ. Moreover,
the sequence {xc(t)} is asymptotically normal, i.e,
√
t+ 1 (xc(t)− θ) D=⇒ N
(
0, (NΓ)−1
)
,
where Γ = 1N
∑N
n=1 H
>
nΣ
−1
n Hn. The above established asymptotic normality also points to
the conclusion that the mean square error (MSE) decays as Θ(1/t).
However, such an oracle based scheme may not be implementable in our distributed multi-
worker setting with time-varying sparse inter-worker interaction primarily due to the fact
that the desired global innovation computation requires instantaneous access to the entire
set of network sensed data at all times at the oracle.
Distributed Estimation:
Distributed estimation scenarios where the global model information is not available at
each worker, makes it necessary to communicate at a properly crafted rate. An aptly
chosen communication rate would then ensure information flow among the worker nodes so
that every worker is able to estimate the parameter of interest. If in the case of a distributed
setup, a worker n in the network were to replicate the centralized update by replacing the
6
Communication Optimality Trade-offs For Distributed Estimation
global innovation in accordance with its local innovation (i.e., based on its local sensed data
only), the updates for the parameter estimate becomes
x̂n(t+ 1) = x̂n(t)
+
a
t+ 1
H>n (x̂n(t)) Σ
−1
n (yn(t)−Hnx̂n(t))︸ ︷︷ ︸
Local Innovation
,
where {x̂n(t)} represents the estimate sequence at worker n. The above update involves
purely decentralized and independent local processing with no collaboration among the
workers whatsoever. However, note that in the case when the data samples obtained at
each worker lacks information about all the features, the parameter estimates would be
erroneous and sub-optimal. Hence, as a surrogate to the global innovation in the centralized
recursions, the local estimators compute a local innovation based on the locally sensed data
as a worker has access to the information in its neighborhood. The information loss at
a node is compensated by incorporating an agreement or consensus potential into their
updates which is then incorporated (see, for example Kar and Moura (2008, 2011); Nedic´
et al. (2014); Ram et al. (2010a); Braca et al. (2008); Cattivelli and Sayed (2010); Lopes
and Sayed (2008); Ram et al. (2010b); Jakovetic et al. (2011); Ram et al. (2009); Nedic and
Ozdaglar (2009)) as follows:
xn(t+ 1) = xn(t)− b
(t+ 1)δ1
∑
l∈Ωn(t)
(xn(t)− xl(t))︸ ︷︷ ︸
Neighborhood Consensus
+
a
t+ 1
H>nΣ
−1
n (yn(t)−Hnxn(t))︸ ︷︷ ︸
Local Innovation
, (2)
where 0 < δ1 < 1, Ωn(t) represents the neighborhood of worker n at time t and a, b are
appropriately chosen positive constants. In the above scheme, the information exchange
among worker nodes is limited to the parameter estimates. It has been shown in previous
work that under appropriate conditions (see, for example Kar et al. (2013)), the estimate
sequence {xn(t)} converges to θ and is asymptotically normal, i.e.,
√
t+ 1 (xn(t)− θ) D=⇒ N
(
0, (NΓ)−1
)
,
where Γ = 1N
∑N
n=1 H
>
nΣ
−1
n Hn. The above established asymptotic normality also points to
the conclusion that the MSE decays as Θ(1/t).
Communication Efficiency
Define the communication cost Ct to be the expected per-node number of transmissions up
to iteration t, i.e.,
Ct = E
[
t−1∑
s=0
I{node C transmits at s}
]
, (3)
where IA represents the indicator of event A. The communication cost Ct for both the
oracle estimator and the distributed estimators in Kar and Moura (2011); Cattivelli and
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Sayed (2010); Lopes and Sayed (2008); Chen et al. (2014) comes out to be Ct = Θ (t),
where we note that the time index t also matches the number of per node samples collected
till time t. Other close variants of the above mentioned recursive distributed estimation
schemes such as the ones in Nedic´ et al. (2014); Ram et al. (2010a); Braca et al. (2008);
Ram et al. (2010b); Jakovetic et al. (2011); Ram et al. (2009); Nedic and Ozdaglar (2009)
have a Ct = Θ (t) communication cost as well. In other words, we have MSE decaying as
Θ
(
1
Ct
)
. Both the paradigms achieve an order-optimal MSE decay rate Θ(1/t) in terms of
the number of observations t. Hence, in the setting that we consider, the Θ(1/t) MSE decay
rate with respect to the number of observations cannot be improved upon.
In this paper, we ask the highly nontrivial question whether the rate Θ(1/Ct) can be im-
proved within the class of recursive distributed estimators. To be particular, we consider
recursive distributed estimators with randomized communication protocols, in general. For
such estimators, we denote Ct to be the expected per-node communication cost up to time t.
Define the MSE sensing rate as the rate at which the MSE decays with the number of per-
node samples t. (For example, for estimator (2), we have that MSE = Θ(1/t).) Similarly,
define the MSE communication rate as the rate at which the MSE decays with the expected
number of per-node communications Ct. (For example, with estimator (2), we have that
MSE = Θ(1/Ct)). We are then interested in the achievable pairs (sensing rate, communica-
tion rate) with distributed recursive estimators. A specific question is the following: Given
that the Θ(1/t) sensing rate cannot be improved in the setting we consider (in fact, limited
by the law of large numbers assuming non-degenerate noise covariances), can we improve
the communication rate without compromising the sensing rate? If the answer to the above
question is affirmative, what specific communication rates are achievable? Subsequent sec-
tions provide a detailed study to respond to these questions.
3. CREDO: A communication efficient distributed recursive estimator
We now present the proposed CREDO estimator. CREDO is based on a specifically hand-
crafted time decaying communication rate protocol. Intuitively, we basically exploit the
idea that, once the information flow starts in the graph and a worker node is able to ac-
cumulate sufficient information about the parameter of interest, the need to communicate
with its neighboring nodes goes down. Technically speaking, for each node n, at every time
t, we introduce a binary random variable ψn,t, where
ψn,t =
{
ρt with probability ζt
0 else,
(4)
where ψi,t’s are independent both across time and the nodes, i.e., across t and n respectively.
The random variable ψn,t abstracts out the decision of the node n at time t whether to
participate in the neighborhood information exchange or not. We specifically take ρt and
ζt of the form
ρt =
ρ0
(t+ 1)/2
, ζt =
ζ0
(t+ 1)(τ1/2−/2)
, (5)
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where 0 <  < τ1 and 0 < τ1 ≤ 1. Furthermore, define βt to be
βt = (ρtζt)
2 =
β0
(t+ 1)τ1
. (6)
The pres-specified (possibly sparse) inter-node communication network to which the infor-
mation exchange between nodes conforms to is modeled as an undirected simple connected
graph G = (V,E), with V = [1 · · ·N ] and E denoting the set of nodes and communication
links. The neighborhood of node n is given by Ωn = {l ∈ V | (n, l) ∈ E}. The node n has
degree dn = |Ωn|. The structure of the graph is described by the N ×N adjacency matrix,
A = A> = [Anl], Anl = 1, if (n, l) ∈ E, Anl = 0, otherwise. The graph Laplacian L =
D −A is positive definite, with eigenvalues ordered as 0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λN (L),
where D is given by D = diag (d1 · · · dN ). Moreover, for a connected graph, λ2(L) > 0.
With the above development in place, we define the random time-varying Laplacian L(t),
where L(t) ∈ RN×N which abstracts the inter-node information exchange as follows:
Li,j(t) =

−ψi,tψj,t {i, j} ∈ E, i 6= j
0 i 6= j, {i, j} /∈ E
−∑l 6=i ψi,tψl,t i = j. (7)
The above communication protocol allows two nodes to communicate only when the link is
established in a bi-directional fashion and hence avoids directed graphs. The design of the
communication protocol as depicted in (4)-(7) not only decays the weight assigned to the
links over time but also decays the probability of the existence of a link. Such a design is
consistent with frameworks where the working nodes have finite power and hence not only
the number of communications, but also, the quality of the communication decays over
time. We have, for {i, j} ∈ E:
E [Li,j(t)] = − (ρtζt)2 = −βt = − c3
(t+ 1)τ1
E
[
L2i,j(t)
]
=
(
ρ2t ζt
)2
=
c4
(t+ 1)τ1+
. (8)
Thus, we have that, the variance of Li,j(t) is given by,
Var (Li,j(t)) =
β0ρ
2
0
(t+ 1)τ1+
− a
2
(t+ 1)2τ1
. (9)
Define, the mean of the random time-varying Laplacian sequence {L(t)} as L(t) = E [L(t)]
and L˜(t) = L(t)− L(t). Note that, E
[
L˜(t)
]
= 0, and
E
[∥∥∥L˜(t)∥∥∥2] ≤ N2E [L˜2i,j(t)] = N2β0ρ20(t+ 1)τ1+ − N2a2(t+ 1)2τ1 , (10)
where ‖·‖ denotes the L2 norm. The above equation follows from the relationship between
the L2 and Frobenius norms.
9
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We also have that, L(t) = βtL, where
Li,j =

−1 {i, j} ∈ E, i 6= j
0 i 6= j, {i, j} /∈ E
−∑l 6=i Li,l i = j. (11)
We formalize the assumptions on the inter-worker communication graph and global observ-
ability.
Assumption M2. We require the following global observability condition. The matrix
G =
∑N
n=1 H
>
nΣ
−1
n Hn is full rank.
Assumption M2 is crucial for our distributed setup. This notion of rendering the pa-
rameter locally unobservable while it being globally observable in the context of distributed
inference was introduced in Kar and Moura (2011), and has been subsequently used in
Lalitha et al. (2014); Sahu and Kar (2017). It is to be noted that such an assumption is
needed for even a setup with a centralized node which has access to all the data samples
at each of the worker nodes at each time. Assumption M2 ensures that if a node could
stack all the data samples together at any time t, it would have sufficient information about
the parameter of interest so as to be able to estimate the parameter of interest without
any communication. Hence, the requirement for this assumption naturally extends to our
distributed setup.
Assumption M3. The inter-worker communication graph is connected on average, i.e.,
λ2(L) > 0, which implies λ2(L(t)) > 0, where L(t) denotes the mean of the Laplacian
matrix L(t) and λ2 (·) denotes the second smallest eigenvalue.
Assumption M3 ensures consistent information flow among the worker nodes. Tech-
nically speaking, the communication graph modeled here as a random undirected graph
need not be connected at all times. Hence, at any given time, only a few of the possible
links could be active. The connectedness in average basically ensures that over time, the
information from each worker node in the graph reaches other worker nodes over time in a
symmetric fashion and thus ensuring information flow. It is to be noted that assumption M3
ensures that L(t) is connected at all times as L(t) = βtL. With the communication proto-
col established, we propose an update, where every node n generates an estimate sequence
{xn(t)}, with xn(t) ∈ RM , in the following way:
xn(t+ 1) = xn(t)−
∑
l∈Ωn
ψn,tψl,t (xn(t)− xl(t))︸ ︷︷ ︸
Neighborhood Consensus
+ αtH
>
nΣ
−1
n (yn(t)−Hnxn(t))︸ ︷︷ ︸
Local Innovation
, (12)
where Ωn denotes the neighborhood of node n with respect to the network induced by L and
αt is the innovation gain sequence which is given by αt = a/(t+ 1). It is to be noted that a
node n can send and receive information in its neighborhood at time t, when ψn,t 6= 0. At
the same time, when ψn,t = 0, node n neither transmits nor receives information. The link
between node n and node l gets assigned a weight of ρ2t if and only if ψn,t 6= 0 and ψl,t 6= 0.
10
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Remark 3.1. The stochastic update procedure (12), employed here may be viewed as a
mixed time-scale stochastic approximation procedure as opposed to the classical single time-
scale stochastic approximation, the properties of which are well known. Note, the above
notion of mixed time-scale is very different from the more commonly studied two time-
scale stochastic approximation (see, for instance Borkar (2008)) in which a fast process is
coupled with a slower dynamical system. More relevant to our study are the mixed time-scale
dynamics encountered in Gelfand and Mitter (1991) and Kar et al. (2013) in which a single
update procedure is influenced by multiple potentials with different time-decaying weights.
However, as opposed to the innovations term being a martingale difference sequence in the
context of mixed time-scale stochastic approximation as proposed in Gelfand and Mitter
(1991), the mixed time-scale stochastic approximation employed in this paper does not have
an innovation term which is a martingale difference sequence and hence is of sufficient
technical interest. The addition of the residual Laplacian L˜(t) sequence in the update further
complicates the update in the context of this paper, by making the number of operating time-
scales to be three instead of two as in Kar et al. (2013) for which we had to develop new
technical machinery.
The above update can be written in a compact form as follows:
x(t+ 1) = (INM − L(t)⊗ IM ) x(t)
+ αtGHΣ
−1
(
y(t)−G>Hx(t)
)
, (13)
where αt =
a
t+1 , x(t) = [x
>
1 (t) x
>
2 (t) · · ·x>N (t)]>, GH = diag[H>1 ,H>2 , · · · ,H>N ], y(t) =
[y>1 (t) y>2 (t) · · ·y>N (t)]> and Σ = diag [Σ1, · · · ,ΣN ].
Remark 3.2. The Laplacian sequence that plays a role in the analysis in this paper, takes
the form L(t) = βtL+ L˜(t), where L˜(t), the residual Laplacian sequence, does not scale with
βt owing to the fact that the communication rate is chosen adaptively making the analysis
significantly different from Kar et al. (2013). Thus, unlike Kar et al. (2013), the Laplacian
matrix sequence is not identically distributed; the sequence of effective Laplacians have a
decaying mean, thus adding another time-scale in the already mixed time-scale dynamics
which necessitates the development of new technical tools to establish the order optimal
convergence of the estimate sequence.
We formalize an assumption on the innovation gain sequence {αt} before proceeding
further.
Assumption M4. Let λmin (·) denote the smallest eigenvalue. We require that a satisfies1,
amin{λmin (Γ) , λmin
(
L⊗ IM + GHΣ−1G>H
)
, β−10 } ≥ 1, where ⊗ denotes the Kronecker
product.
The communication cost per node for the proposed algorithm is given by Ct =
∑t−1
s=0 ζs =
Θ
(
t1+(−τ1)/2
)
, which in turn is strictly sub-linear as  < τ1.
1. Note that, as will be shown later, Γ and L⊗ IM + GHΣ−1G>H are positive definite matrices under the
stated assumptions.
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4. Main Results
In this section, we present the main results of the proposed algorithm CREDO, while the
proof of the main results are relegated to the Appendix. The first result concerns with the
consistency of the estimate sequence {xn(t)}.
Theorem 4.1. Let assumptions M1-M4 hold and let τ1 in the consensus potential in (6)
be such that 0 < τ1 ≤ 1. Consider the sequence {xn(t)} generated by (12) at each worker
n. Then, for each n, we have
Pθ
(
lim
t→∞xn(t) = θ
)
= 1. (14)
In particular, if τ1 satisfies 0 < τ1 ≤ 0.5 − (2 + 1)−1, we have that for all τ ∈ [0, 1/2),
Pθ (limt→∞(t+ 1)τ‖xn(t)− θ‖ = 0) = 1.
At this point, the estimate sequence generated by CREDO at any worker n is strongly
consistent, i.e., xn(t) → θ almost surely (a.s.) as t → ∞. Furthermore, the above charac-
terization for 0 < τ1 ≤ 0.5− (2+1)−1 yields order-optimal convergence, i.e., from results in
classical estimation theory, it is known that there exists no τ ≥ 1/2 such that a estimator
{θc(t)} satisfies (t+ 1)τ‖θc(t)− θ‖ → 0 a.s. as t→∞. We now state a main result of this
paper which establishes the MSE communication rate for the proposed algorithm CREDO.
Theorem 4.2. Let the hypothesis of Theorem 4.1 hold. Then, we have,
Eθ
[
‖xn(t)− θ‖2
]
= Θ
(
C−
2
−τ1+2
t
)
, (15)
where  < τ1 and is as defined in (5).
The version of the CREDO algorithm, with βt = a(t+ 1)−1, achieves a communication
cost of Ct = Θ
(
t0.5(1+)
)
. Hence, the MSE as a function of Ct in the case of τ1 = 1 is
given by MSE = Θ(C−2/(1+)t ). However, it can be shown from standard arguments in
stochastic approximation that updates with βt = a(t+ 1)
−1−δ with δ > 0, though results in
a communication cost of Ct = Θ(t0.5(1+−δ)), it does not generate estimate sequences which
converge to θ.
With the above development in place, we state a result which allows us to benchmark the
asymptotic efficiency of the proposed algorithm and the instantiations of it in terms of τ1. To
be specific, the next result establishes the asymptotic normality of the parameter estimate
sequence {xn(t)} and characterizes the asymptotic covariance of the estimate sequence.
Theorem 4.3. Let the hypotheses of Theorem 4.1 hold and in addition let 0 < τ1 ≤
0.5− (2 + 1)−1. Then, we have,
√
t+ 1 (xn(t)− θ) D=⇒ N
(
0,
aI
2N
+
(
Γ− I2a
)−1
4N
)
, (16)
where Γ = 1N
∑N
n=1 H
>
nΣ
−1
n Hn.
12
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The asymptotic covariance as established in (16) is independent of the network. Techni-
cally speaking, as long as the averaged Laplacian L is connected, and the consensus and the
innovation potentials, i.e., βt and αt respectively are chosen appropriately, the asymptotic
covariance is independent of the network connectivity, i.e., it is independent of the network
instantiations across all times and is just a function of the sensing model parameters and
the noise covariance. It is to be noted that the optimal asymptotic covariance achieved by
the oracle estimator is given by NΓ. Such an asymptotic covariance can be achieved by a
distributed setup where every worker node is aware of every other worker node’s sensing
model. To be particular, if a gain matrix G =
∑N
n=1N
−1H>nΣ−1n Hn is multiplied to the
innovation term of the update in (12), the optimal asymptotic covariance is achievable (see,
for example Kar et al. (2013)). However, such an update would need global model informa-
tion available at each worker node.
We now discuss the interesting trade-offs between the communication cost and the asymp-
totic covariance that follow from Theorem 4.3 and some existing results Kar et al. (2012,
2013) (see Table 1). At this juncture, we consider the setup, where the τ1 in the consensus
potential βt in (6) is taken to be 1/2− (2+ 1)−1 ≤ τ1 ≤ 1. We specifically consider the case
where τ1 = 1. It has been established in prior work (see, for example Kar et al. (2012)) that
in this case the asymptotic covariance depends on the network instantiation. To be specific,
the averaged Laplacian L which abstracts out the time-averaged information flow among
the worker nodes has a key role in the asymptotic covariance in such a case. However,
such a scheme, i.e., a single time scale variant2 of the proposed algorithm (in general for
1/2− (2+ 1)−1 ≤ τ1 ≤ 1) enjoys a lower communication rate. Technically speaking, for the
case when τ1 = 1, the communication rate is given by Ct = Θ
(
t0.5(1+)
)
. Hence, there is an
intrinsic trade-off between the communication rate and the achievable asymptotic variance.
Intuitively, the algorithm exhibits a threshold behavior in terms of the consensus potential
τ1. The threshold behavior is summarized in table 1. In the case when, τ1 < 1/2− 12+1 , the
Table 1: Trade-off between Communication cost and Asymptotic Covariance
Trade-Off Convergence Asymptotic Covariance Comm. Cost.
0 < τ1 <
1
2 − 12+1 Consistent Network Independent Θ
(
t
3
4
+ 
2
)
1
2 − 12+1 ≤ τ1 ≤ 1 Consistent Network Dependent Θ
(
t
1+
2
)
τ1 > 1 Does not converge Diverges Θ (1)
algorithm achieves a network independent asymptotic covariance while ensuring the com-
munication rate to be strictly sub linear. However, in the case when 1/2 − 12+1 ≤ τ1 ≤ 1,
the algorithm has a communication rate which is lower than the previous regime, but then
achieves asymptotic covariance which depends on the network explicitly. Finally, in the
case when τ1 > 1, the algorithm does not even converge to the true underlying parameter.
2. Single time-scale in the sense that the weights sequences βt and αt have the same asymptotic decay rate.
13
Sahu, Jakovetic and Kar
5. Simulation Experiments
This section corroborates our theoretical findings through simulation examples and demon-
strates on both synthetic and real data sets communication efficiency of CREDO. Subsec-
tion 5.1 considers synthetic data, while Subsection 5.2 presents simulation results on real
data sets.
5.1 Synthetic Data
Specifically, we compare the proposed communication-efficient distributed estimator, CREDO,
with the benchmark distributed recursive estimator in (2) which utilizes all inter-neighbor
communications at all times, i.e., has a linear communication cost. The example demon-
strates that the proposed communication-efficient estimator matches the MSE rate of the
benchmark estimator. The simulation also shows that the proposed estimator improves
the MSE communication rate with respect to the benchmark. The simulation setup is as
follows. We consider three instances of undirected graphs with N = 20 nodes, with relative
degrees3 of nodes slated at 0.3736, 0.5157 and 0.6578. The graphs were generated as con-
nected graph instances of the random geometric graph model with radius r =
√
ln(N)/N .
We set M = 10 and Mn = 1, for all n = 1, ..., N ; i.e., the unknown parameter θ ∈ R10, while
each node makes a scalar observation at each time t. The noises γn(t) are Gaussian and
are i.i.d. both in time and across nodes and have the covariance matrix equal to 0.25× I.
The sampling matrices Hn’s are chosen to be 2-sparse, i.e., every nodes observes a linear
combination of two arbitrary entries of the vector parameter. The non-zero entries of the
Hn’s are sampled from a standard normal distribution. The sampling matrices Hn’s at the
same time satisfy Assumption M2. The parameters of the benchmark and the proposed es-
timator are as follows. The benchmark estimator’s consensus weight is set to 0.1(t+1)−0.49.
With the proposed estimator, we study the first two regimes as illustrated in Table 1, i.e.,
0 < τ1 <
1
2 and
1
2 ≤ τ1 ≤ 1. For the second regime, we study two different cases. We set
ρt = 0.1(t + 1)
−0.01 for both the regimes. We set ζt = (t + 1)−0.235, ζt = (t + 1)−0.315 and
ζt = (t + 1)
−0.49 for the above mentioned first and two cases of the second regime respec-
tively; that is, with the proposed estimator, we set  = 0.01, τ1 = 0.49,  = 0.01, τ1 = 0.65
and  = 0.01, τ1 = 1 for the first and two cases of the second regime respectively. Note that
the Laplacian matrix associated with the benchmark estimator and the expected Laplacian
matrix associated with the proposed estimator, CREDO are equal in each of the three gen-
erated networks, i.e., L = L. With all the three estimators, the innovation weight is set to
αt = (3.68(t + 20))
−1. Note that all the theoretical results in the paper hold unchanged
for the “time-shifted” αt used here. The purpose of the shift in the innovation weight is to
avoid large innovation weights in the initial iterations. As a performance metric, we use the
relative MSE estimate averaged across nodes:
1
N
N∑
n=1
‖xn(t)− θ‖2
‖xn(0)− θ‖2 ,
3. Relative degree is the ratio of the number of links in the graph to the number of possible links in the
graph.
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further averaged across 50 independent runs of the three estimators. Here, xn(0) is node n’s
initial estimate. With both estimators, at each run, at all nodes, we set xn(0) = 0. Figure 1
plots the estimated relative MSE versus time t in log-log scale for the three networks. From
figure 1, we can see that the MSE decay of the proposed estimator coincides with that of
the benchmark estimator, especially in the τ1 = 0.49 regime across all the three networks,
inspite of having lower communication costs. CREDO with τ1 = 0.65 and τ1 = 1, has
higher convergence constants4 with respect to the MSE decay rates as compared to the
benchmark estimator, though with far lower communication costs. We can also see that,
for network 1 and network 2, with relative degree slated at 0.3136 and 0.5157 respectively,
the MSE in the case of τ1 = 0.65 and τ1 = 1 shifts further away from the MSE curve of
network 3 and thus illustrating the network dependent convergence constant in the regime
1/2 ≤ τ1 ≤ 1. At the same time, from Figure 1 it can be seen that with τ1 = 0.49, the
convergence is practically independent of the network similar to the convergence of the
benchmark estimator, as predicted by Theorem 4.3. Figure 2 plots the estimated relative
MSE versus average per-node communication cost Ct. We can see that the proposed scheme
has an improved communication rate with respect to the benchmark, as predicted by the
theory. In spite of higher convergence constants with respect to the MSE decay rates, in
the case of τ1 = 0.65 and τ1 = 1, the MSE decay rate in terms of the communication cost is
still faster than the benchmark estimator. Also, in the case of τ1 = 0.49, there is a close to
10× reduction in the communication cost for the same achievable relative MSE of 0.005 as
compared to the benchmark estimator. Figure 2, illustrates the trade-off between the MSE
decay rate and the communication cost, there in, the lowest communication cost enjoyed by
CREDO results in higher convergence constant with respect to the MSE decay, while the
lowest convergence constant with respect to the MSE decay rate enjoyed by the benchmark
estimator results in the highest communication cost.
4. It basically points to the fact that, though the MSE in all the cases have a t−1 scaling, the variance
decays of the τ1 = 0.65 and τ1 = 1 cases involve bigger constants and thus larger variances.
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Figure 1: Comparison of the proposed and benchmark estimators in terms of relative MSE:
Number of Iterations. The solid lines represent the benchmark, the three different colors
indicate the three different networks, while the three regimes are represented by the
dotted lines.
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Figure 2: Comparison of the proposed and benchmark estimators in terms of relative MSE:
Communication cost per node. The solid lines represent the benchmark, the three different
colors indicate the three different networks, while the three regimes are represented by the
dotted lines.
5.2 Real Datasets
In order to evaluate the performance of CREDO, we ran experiments on three real-world
datasets, namely cadata (Lib), Abalone (Lichman (2013)) and bank (Del).
For the cadata dataset (20640 data points, 8 features), we divided the samples into 20 equal
parts of 900 data points each, after keeping 2640 data points as the test set. For the 20
node network, we constructed a random geometric graph. For the Abalone dataset (4177
data points, 8 features), we divided the samples into 10 equal parts of 360 points each,
after keeping 577 data points as the test set. For the 10 node network, we constructed a
random geometric graph. For the bank dataset (8192 data points, 9 features), we divided
the samples into 20 equal parts equal parts of 350 points each, after keeping 1192 data
points as the test set. For the 20 node network, we constructed a random geometric graph.
We added Gaussian noise to the dependent variables, i.e., housing price, the age of Abalone
and fraction of rejecting customers respectively. The training datasets, with respect to
the sensing model (1), have dynamic regressors (a regressor here corresponds to a feature
vector of one data point), i.e, time-varying Hn’s for each agent n. Thus, we perform a
pre-processing step where we average the training data points’ regressors at each node
to obtain an averaged Hn, which is then subsequently used at every iteration t in the
17
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Figure 3: CADATA Dataset: Comparison of the CREDO and benchmark estimators
update (12). For each experiment (each dataset), a consistency check is done by ensuring
that
∑
n=1 H
>
nΣ
−1
n Hn is invertible and thus global observability holds. As the number of
data points at each node are the same, we sample along iterations t data points at each node
without replacement, and thus the total number of iterations t we run the algorithms equals
the number of data points at each node. In other words, the algorithm passes through each
data point exactly once. We summarize the comparison of the number of communications
needed by CREDO and the benchmark algorithm at the test error obtained after the total
number of iterations in Table 2. In particular, the test errors obtained in the cadata,
abalone and the bank dataset are 0.015, 0.03 and 0.007 of the initial test error, respectively.
In figures 3, 4 and 5, we plot the evolution of the test error for each of the datasets as a
function of the number of iterations and the communication cost. It can be seen that while
CREDO matches the final test error of that of the benchmark algorithm, it requires on
average thrice as less number of communications.
Note that the theoretical setup in this paper rigorously establishes results pertaining
to observation models with static regressors, i.e., static sensing matrices. However, the
simulations on the real world datasets show that in spite of the time-varying regressors,
the algorithm continues to demonstrate its improved communication efficiency over the
benchmark. Moreover, as the sampling at each node is without replacement, the transients
as far the performance is concerned can be improved by making the weight sequences decay
after a few iterations instead of every iteration. Such a decay, while ensuring that the
algorithm requirements are satisfied, would ensure faster assimilation of new data points in
the transient phase.
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Figure 4: Abalone Dataset: Comparison of the CREDO and benchmark estimators
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Figure 5: Bank Dataset: Comparison of the CREDO and benchmark estimators
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Table 2: CREDO: Communication cost across three datasets
Dataset Test Error Network size Avg. degree CREDO Benchmark
CADATA 2.15 20 4.8 894 1810
ABALONE 0.95 10 5.2 564 1558
BANK 0.015 20 7.9 1994 6962
6. Conclusion
In this paper, we have proposed a communication efficient distributed recursive estimation
scheme CREDO, for which we have established strong consistency of the estimation sequence
and characterized the asymptotic covariance of the estimate sequence in terms of the sensing
model and the noise covariance. The communication efficiency of the proposed estimator
has been characterized in terms of the dependence of the MSE decay on the communication
cost. Specifically, we have established that the MSE decay rate of CREDO with respect to
the number of communications can be as good as Θ
(
C−2+ζt
)
, where ζ > 0 and ζ is arbitrarily
small. Future research directions include the development of communication schemes, that
are adaptive in terms of the connectivity of a node, and local decision making in terms
of whether to communicate or not based on neighborhood information. The algorithm
presented in this paper can be thought of as a distributed method to solve a stochastic
optimization problem with a stochastic least squares-type cost function. A natural direction
is to extend the proposed ideas to general stochastic distributed optimization.
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Appendix A.
We present the proofs of main results in this section.
Proof sketch of Theorem 4.1
The proof of almost sure convergence of the estimate sequence to θ involves establishing the
boundedness of the estimate sequence. With the boundedness of the estimate sequence in
place, we show the convergence of the estimate sequence to its averaged estimate sequence
{xavg(t)}, where xavg(t) = 1N
∑N
n=1 xn(t) at a rate faster t
1/2 and finally show that the
averaged estimate sequence converges to θ with a rate {(t + 1)τ} τ ∈ [0, 1/2). The final
result follows by noting that, the averaged estimate sequence and the estimate sequence are
indistinguishable in the {(t+ 1)τ} time scale, where τ ∈ [0, 1/2).
Proof sketch of Theorem 4.3
The proof of the asymptotic normality of the estimate sequence proceeds in the following
procedure. The first step involves establishing the asymptotic normality of the averaged
estimate sequence xavg(t). Moreover, an intermediate result ensures that the averaged esti-
mate sequence and the estimate sequence are indistinguishable in the {(t+ 1) 12 } time scale.
With the above development in place, it follows that the asymptotic normality of the av-
eraged estimate sequence xavg(t) can be extended to that of the estimate sequence {xn(t)}.
Lemma .1. For each n, the process {xn(t)} satisfies
Pθ
(
sup
t≥0
‖x(t)‖ <∞
)
= 1. (17)
Proof. We first note that,
L(t) = βtL + L˜(t), (18)
where E
[
L˜(t)
]
= 0 and E
[
L˜2i,j(t)
]
= c4
(t+1)τ1+
− c23
(t+1)2τ1
.
Define, z(t) = x(t) − 1N ⊗ θ∗ and V (t) = ‖z(t)‖2. By conditional independence, we have
that,
E [V (t+ 1)|Ft] = V (t)
+ z>(t)
(
INM − βt
(
L⊗ IM
)− αtGHΣ−1G>H)2 z(t)
+ z>(t)Eθ∗
[(
L˜(t)⊗ IM
)2]
z(t)
+ α2(t)Eθ∗
[∥∥∥GHΣ−1 (y(t)−G>H1N ⊗ θ∗)∥∥∥2]
− 2z>(t)
(
βt
(
L⊗ IM
)
+ αtGHΣ
−1G>H
)
z(t), (19)
where the filtration {Ft} may be taken to be the natural filtration generated by the random
observations, the random Laplacians i.e.,
Ft = σ
({
{yn(s)}Nn=1 , {L(s)}
}t−1
s=0
)
, (20)
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which is the σ-algebra induced by the observation processes. For t ≥ t1, it can be shown
that,
z>(t)
(
INM − βt
(
L⊗ IM
)− αtGHΣ−1G>H)2 z(t)
≤ (1− c4αt)2 ‖z(t)‖2 . (21)
We use the following inequalities so as to analyze the recursion in (19).
z>(t)Eθ∗
[(
L˜(t)⊗ IM
)2]
z(t) ≤ c5 ‖zC⊥‖
2
(t+ 1)τ1+
Eθ∗
[∥∥∥GHΣ−1 (y(t)−G>H1N ⊗ θ∗)∥∥∥2] ≤ c6
z>(t)
(
βt
(
L⊗ IM
)
+ αtGHΣ
−1G>H
)
z(t)
≥ βtλ2
(
L
) ‖zC⊥‖2 + c7αt ‖z(t)‖2 . (22)
Using the inequalities derived in (22), we have,
E [V (t+ 1)|Ft] ≤ (1 + c8α2(t))V (t)
− c9
(
βt − c5
(t+ 1)τ1+
)
‖zC⊥‖2 + c6α2(t). (23)
As c5
(t+1)τ1+
goes to zero faster than βt, ∃t2 such that ∀t ≥ t2, βt ≥ c5(t+1)τ1+ . By the above
construction we obtain ∀t ≥ t2,
Eθ∗ [V (t+ 1)|Ft] ≤ (1 + α2(t))V (t) + α̂2t , (24)
where α̂(t) =
√
c6αt. The product
∏∞
s=t(1 + α
2
s) exists for all t. Now let {W (t)} be such
that
W (t) =
( ∞∏
s=t
(1 + α2s)
)
V2(t) +
∞∑
s=t
α̂2s, ∀t ≥ t2. (25)
By (25), it can be shown that {W (t)} satisfies,
Eθ∗ [W (t+ 1)|Ft] ≤W (t). (26)
Hence, {W (t)} is a non-negative super martingale and converges a.s. to a bounded random
variable W ∗ as t → ∞. It then follows from (25) that V (t) → W ∗ as t → ∞. Thus, we
conclude that the sequences {xn(t)} are bounded for all n.
We now prove the almost sure convergence of the estimate sequence to the true param-
eter. In the sequel, we establish the order optimal convergence of the estimate sequence in
the regime of 0 < τ1 <
1
2 − 12+1 .
Lemma .2. Let the hypothesis of Theorem 4.1 hold. Then, we have,
Pθ
(
lim
t→∞xn(t) = θ
)
= 1. (27)
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Proof of Lemma .2. Following as in the proof of Lemma .1, for t large enough
Eθ[V (t+ 1)|Ft] ≤
(
1− 2c4αt + c7α2t
)
V (t) + c6α
2
t
≤ V (t) + c6α2t , (28)
as for t large enough, −2c4αt + c7α2t < 0. Now, consider the {Ft}-adapted process {V1(t)}
defined as follows
V1(t) = V (t) + c6
∞∑
s=t
α2s
= V (t) + c8
∞∑
s=t
(t+ 1)−2, (29)
for appropriately chosen positive constant c8.Since, {(t + 1)−2} is summable, the process
{V1(t)} is bounded from above. Moreover, it also follows that {V1(t)}t≥t1 is a supermartin-
gale and hence converges a.s. to a finite random variable. By definition from (29), we also
have that {V (t)} converges to a non-negative finite random variable V ∗. Finally, from (28),
we have that,
Eθ[V (t+ 1)] ≤ (1− c7αt)Eθ[V (t)] + c9(t+ 1)−2, (30)
for t ≥ t1. The sequence {V (t)} then falls under the purview of Lemma .4, and we have
Eθ[V (t)] → 0 as t → ∞. Finally, by Fatou’s Lemma, where we use the non-negativity of
the sequence {V (t)}, we conclude that
0 ≤ Eθ[V ∗] ≤ lim inf
t→∞ Eθ[V (t)] = 0, (31)
which thus implies that V ∗ = 0 a.s. Hence, ‖z(t)‖ → 0 as t→∞ and the desired assertion
follows.
Consider the averaged estimate sequence, {xavg(t)}}, which follows the following update:
xavg(t+ 1) =
(
IM − αt
N
N∑
n=1
H>nΣ
−1
n Hn
)
xavg(t)
+
αt
N
N∑
n=1
H>nΣ
−1
n
(
xn(t)− xavg(t)
)
+
αt
N
N∑
n=1
H>nΣ
−1
n γn(t). (32)
The following Lemmas will be used to quantify the rate of convergence of distributed vector
or matrix valued recursions to their network-averaged behavior.
Lemma .3. Let {zt} be an R+ valued Ft-adapted process that satisfies
zt+1 ≤ (1− r1(t)) zt + r2(t)Ut(1 + Jt),
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where {r1(t)} is an Ft+1-adapted process, such that for all t, r1(t) satisfies 0 ≤ r1(t) ≤ 1
and
a1 ≤ E [r1(t)|Ft] ≤ 1
(t+ 1)δ1
with a1 > 0 and 0 ≤ δ1 < 1. The sequence {r2(t)} is deterministic and R+ valued and
satisfies r2(t) ≤ a2(t+1)δ2 with a2 > 0 and δ2 > 0. Further, let {Ut} and {Jt} be R+ valued
Ft and Ft+1 adapted processes, respectively, with supt≥0 ‖Ut‖ <∞ a.s. The process {Jt} is
i.i.d. with Jt independent of Ft for each t and satisfies the moment condition E
[
‖Jt‖2+1
]
<
κ < ∞ for some 1 > 0 and a constant κ > 0. Then, for every δ0 such that 0 ≤ δ0 <
δ2 − δ1 − 12+1 , we have (t+ 1)δ0zt → 0 a.s. as t→∞.
Lemma .4 (Lemma 4.1 in Kar et al. (2013)). Consider the scalar time-varying linear system
u(t+ 1) ≤ (1− r1(t))u(t) + r2(t), (33)
where {r1(t)} is a sequence, such that
a1
(t+ 1)δ1
≤ r1(t) ≤ 1 (34)
with a1 > 0, 0 ≤ δ1 ≤ 1, whereas the sequence {r2(t)} is given by
r2(t) ≤ a2
(t+ 1)δ2
(35)
with a2 > 0, δ2 ≥ 0. Then, if u(0) ≥ 0 and δ1 < δ2, we have
lim
t→∞(t+ 1)
δ0u(t) = 0, (36)
for all 0 ≤ δ0 < δ2 − δ1. Also, if δ1 = δ2, then the sequence {u(t)} stays bounded, i.e.
supt≥0 ‖u(t)‖ <∞.
Lemma .5. Let the Assumptions M1-M3 hold. Consider the averaged estimate sequence as
in (32). Then, we have,
P
(
lim
t→∞(t+ 1)
1
2
+δ (x(t)− 1N ⊗ xavg(t)) = 0
)
= 1 (37)
Proof. Let Lt denote the set of possible Laplacian matrices (necessarily finite) at time t.
Note, that the finiteness property of the cardinality of the set Lt holds for all t. Since the
set of Laplacians is finite, we have,
p = inf
L∈Lt
pL > 0, (38)
with pL = P (L(t) = L) for each L ∈ Lt such that
∑
L∈Lt pL = 1. Assumption M3, i.e.,
λ2
(
L(t)
)
> 0 implies that for every z ∈ C⊥, where,
C = {x|x = 1N ⊗ a,a ∈ RM} , (39)
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we have, ∑
L∈Lt
z>Lz ≥
∑
L∈Lt
z>pLLz = z>L(t)z ≥ λ2
(
L(t)
) ‖z‖2 . (40)
Owing to the finite cardinality of Lt and (40), we also have that for each z ∈ C⊥,∃Lz ∈ Lt
such that,
z>Lzz ≥
λ2
(
L(t)
)
|Lt| ‖z‖
2 (41)
Moreover, since Lt is finite, the mapping Lz : C⊥ 7→ Lt can be realized as a measurable
function. It is also to be noted that, L(t) = ρ2t L̂, where L̂ is a Laplacian such that [L̂]ij ∈ Z.
For each, L ∈ Lt, the eigen values of INM − ρ2t
(
L̂⊗ IM
)
are given by M repetitions of1
and 1 − ρ2tλn
(
L̂
)
, where 2 ≤ n ≤ N . Thus, for t ≥ t0,
∥∥∥INM − ρ2t (L̂⊗ IM)∥∥∥ ≤ 1 and∥∥∥(INM − ρ2t (L̂⊗ IM)) z∥∥∥ ≤ ‖z‖. Hence, we can define a jointly measurable function rL,z
given by,
rL,z =
1 if t < t0 or z = 01− ‖(INM−ρ2t (L̂⊗IM))z‖‖z‖ otherwise, (42)
which satisfies 0 ≤ rL,z ≤ 1 for each (L, z). Define {rt} to be a Ft+1 process given by,
rt = rL(t),zt for each t and
∥∥∥(INM − ρ2t (L̂⊗ IM)) zt∥∥∥ = (1− rt) ‖zt‖ a.s. for each t. Then,
we have, ∥∥∥(INM − ρ2t (L̂zt ⊗ IM)) zt∥∥∥2
= z>t
(
INM − 2ρ2t
(
L̂⊗ IM
))
zt
+ z>t ρ
4
t
(
L̂zt ⊗ IM
)2
zt
≤
(
1− 2βt
λ2
(
L
)
|Lt|
)
‖zt‖2 + c1ρ4t ‖zt‖2
≤
(
1− βt
λ2
(
L
)
|Lt|
)
‖zt‖2 (43)
where we have used the boundedness of the Laplacian matrix and the fact that Lt = βtL.
With the above development in place, choosing an appropriate t1 (making t0 larger if
necessary), for all t ≥ t1, we have,
∥∥∥(INM − ρ2t (L̂zt ⊗ IM)) zt∥∥∥ ≤
(
1− βt
λ2
(
L
)
4|Lt|
)
‖zt‖2 . (44)
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Then, from (44), we have,
E
[∥∥∥(INM − ρ2t (L̂zt ⊗ IM)) zt∥∥∥∣∣∣Ft]
=
∑
L∈Lt
pL (1− rL,zt) ‖zt‖
≤
1−
pβtλ2 (L)
4|Lt| +
∑
L 6=Lzt
 ‖zt‖ . (45)
Since,
∑
L 6=Lzt pLrL,zt ≥ 0, we have for all t ≥ t1,
(1− E [rt|Ft]) ‖zt‖
= E
[∥∥∥(INM − ρ2t (L̂zt ⊗ IM)) zt∥∥∥∣∣∣Ft]
≤
(
1− pβt
λ2
(
L
)
4|Lt|
)
‖zt‖ . (46)
As rt = 1 on the set {zt = 0}, we have that,
E [rt|Ft] ≥ pβt
λ2
(
L
)
4|Lt| . (47)
Thus, we have established that,
‖(INM − (L(t)⊗ IM )) zt‖ ≤ (1− rt) ‖zt‖ , (48)
where {rt} is a R+ valued Ft+1 process satisfying (47). With the above development in
place, consider the residual process {x˜(t)} given by x˜(t) = x(t) − xavg(t). Thus, we have
that the process {x˜(t)} satisfies the recursion,
x˜(t+ 1) = (INM − L(t)⊗ IM ) x˜(t) + αtz˜(t), (49)
where the process {z˜(t)} is given by
z˜(t) =
(
INM − 1
N
1N ⊗ (1N ⊗ IM )>
)
×GHΣ−1
(
y(t)−G>Hx(t)
)
. (50)
From (50), we also have,
z˜(t) = Jt + Ut, (51)
where,
Jt =
(
INM − 1
N
1N ⊗ (1N ⊗ IM )>
)
×GHΣ−1
(
y(t)−G>Hθ
)
Ut =
(
INM − 1
N
1N ⊗ (1N ⊗ IM )>
)
×GHΣ−1
(
G>Hθ −G>Hx(t)
)
. (52)
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By Lemma .1, we also have that, the process {x(t)} is bounded. Hence, there exists an
Ft-adapted process {U˜t} such that
∥∥Ut∥∥ ≤ U˜t and supt≥0 U˜t <∞ a.s.. Furthermore, denote
the process Ut as follows,
Ut = max
{
U˜t,
∥∥∥∥INM − 1N 1N ⊗ (1N ⊗ IM )>
∥∥∥∥} . (53)
With the above development in place, we conclude,∥∥Ut∥∥+ ∥∥Jt∥∥ ≤ Ut (1 + Jt) , (54)
where Jt = y(t)−G>Hθ. Then, from (48)-(49) and noting that x˜(t) ∈ C⊥, we have,
‖x˜(t+ 1)‖ ≤ (1− rt) ‖x˜(t)‖+ αtUt(1 + Jt), (55)
which then falls under the purview of Lemma .3 and hence we have the assertion,
P
(
lim
t→∞(t+ 1)
δ0 (x(t)− 1N ⊗ xavg(t)) = 0
)
= 1, (56)
where 0 < δ0 < 1− τ1 and hence δ0 can be chosen to be 1/2 + δ, where δ > 0 and we finally
have,
P
(
lim
t→∞(t+ 1)
1
2
+δ (x(t)− 1N ⊗ xavg(t)) = 0
)
= 1. (57)
Lemma .6. Let the Assumptions M1-M3 hold. Consider the averaged estimate sequence as
in (32). Then, we have,
Pθ
(
lim
t→∞xavg(t) = θ
)
= 1. (58)
Proof. Define, the residual sequence, {zt}, where z(t) = xavg(t) − θ, which can be then
shown to satisfy the recursion
zt+1 = (IM − αtΓ) zt + αtUt + αtJt, (59)
where
Γ =
1
N
N∑
n=1
H>nΣ
−1
n Hn
Ut =
1
N
N∑
n=1
H>nΣ
−1
n
(
xn(t)− xavg(t)
)
Jt =
1
N
N∑
n=1
H>nΣ
−1
n γn(t). (60)
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From, Lemma .5, we have that,
P
(
lim
t→∞(t+ 1)
δ0 (x(t)− 1N ⊗ xavg(t)) = 0
)
= 1, (61)
where 0 < δ0 < 1 − τ1. Fix, a δ0 and then by convergence of (t + 1)δ0Ut → 0 a.s. as
t→∞ and Egorov’s theorem, the a.s. convergence may be assumed to be uniform on sets
of arbitrarily large probability measure and hence for every δ > 0, there exists uniformly
bounded process {Uδt} satisfying,
Pθ
(
sup
s≥tδ
(s+ 1)δ0
∥∥∥Uδt∥∥∥ > 
)
= 0, (62)
for each  > 0 and some tδ chosen appropriately large enough such that
Pθ
(
sup
t≥0
∥∥∥Uδt −Ut∥∥∥ = 0) > 1− δ. (63)
With the above development in the place, for each δ > 0, define the Ft-adapted process
{zδt} which satisfies the recursion
zδt+1 = (IM − αtΓ) zδt + αtUδt + αtJt, zδ0 = z0, (64)
and
Pθ
(
sup
t≥0
∥∥∥zδt − zt∥∥∥ = 0) > 1− δ. (65)
It is to be noted that, in order to show that zt → 0 as t → ∞, it suffices to show that
zδt → 0 for each δ > 0. We now focus on the process {zδt} for a fixed but arbitrary δ > 0.
Let {V δt } denote the Ft-adapted process such that V δt =
∥∥zδt∥∥2. Then, we have,
Eθ
[
V δt+1
]
≤ ‖IM − αtΓ‖2 V δt + 2αt
(
Uδt
)>
(IM − αtΓ) zδt
+ α2t
∥∥∥Uδt∥∥∥2 + α2t Eθ [‖Jt‖2∣∣∣Ft] . (66)
For large enough t, we have,∥∥∥∥2αt (Uδt)> (IM − αtΓ) zδt∥∥∥∥ ≤ 2αt ∥∥∥Uδt∥∥∥∥∥∥zδt∥∥∥
≤ 2αt
∥∥∥Uδt∥∥∥∥∥∥zδt∥∥∥2 + 2αt ∥∥∥Uδt∥∥∥ . (67)
We note that Eθ
[
‖Jt‖2
∣∣∣Ft] is bounded and making tδ larger if necessary in order to ensure∥∥Uδt∥∥ ≤ (t+ 1)−δ0 , it follows that ∃c1, c2 such that
Eθ
[
V δt+1
]
≤
(
1− c1αt + c2αt(t+ 1)−δ0
)
V δt
+ c2
(
αt(t+ 1)
−δ0 + α2t (t+ 1)
−2δ0 + α2t
)
≤ (1− c3αt)V δt + c4αt(t+ 1)−δ0 ≤ V δt + c4αt(t+ 1)−δ0 (68)
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which is ensured by making c4 > c2 and c3 < c1 respectively. As the process {αt(t+ 1)−δ0}
is summable, the process {V δt} given by,
V
δ
t = V
δ
t + c4
∞∑
s=t
αs(s+ 1)
−δ0 , (69)
is bounded from above. Thus, we have that {V δt}t≥tδ is a supermartingale and hence
converges to a finite random variable. From (69), we have that the process {V δt } converges
to a finite random variable V δ. We also have from (68), for t ≥ tδ
Eθ
[
V δt+1
]
≤ (1− c3αt)Eθ
[
V δt
]
+ c4αt(t+ 1)
−δ0 .. (70)
Since δ0 > 0, the recursion in (70) falls under the purview of Lemma .4 and thus we have,
Eθ
[
V δt
]→ 0 as t→∞. The sequence {V δt } is non-negative, so by Fatou’s Lemma, we have,
0 ≤ Eθ
[
V δ
]
≤ lim inf
t→∞ Eθ
[
V δt
]
= 0. (71)
Hence V δ = 0 a.s. and thus
∥∥zδt∥∥→ 0 as t→∞ and the assertion follows.
We will use the following approximation result (Lemma .7) and the generalized conver-
gence criterion (Lemma .8) for the proof of Theorem 4.1.
Lemma .7 (Lemma 4.3 in Fabian (1967)). Let {bt} be a scalar sequence satisfying
bt+1 ≤
(
1− c
t+ 1
)
bt + dt(t+ 1)
−τ , (72)
where c > τ, τ > 0, and the sequence dt is summable. Then, we have,
lim sup
t→∞
(t+ 1)τ bt <∞. (73)
Lemma .8 (Lemma 10 in Dubins and Freedman (1965)). Let {J(t)} be an R-valued {Ft+1}-
adapted process such that E [J(t)|Ft]] = 0 a.s. for each t ≥ 1. Then the sum
∑
t≥0 J(t)
exists and is finite a.s. on the set where
∑
t≥0 E
[
J(t)2|Ft
]
is finite.
Lemma .6 establishes the almost sure convergence of the averaged estimate sequence
{xavg(t)} to the true underlying parameter. We now establish the order optimal conver-
gence of the estimate sequence in terms of t.
Proof of Theorem 4.1. We first analyze the rate of convergence of the process {zδt} as de-
veloped in Lemma .6 and note that the rate of convergence of the process {zδt} suffices for
the rate of convergence of the process {zt}. For each δ > 0, recall the process {zδt} as in
(59)-(64). Let τ ∈ [0, 1/2) be such that,
Pθ
(
lim
t→∞(t+ 1)
τ
∥∥∥zδt∥∥∥ = 0) = 1. (74)
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It is to be noted that such a τ always exists from Lemma .6. We now focus on showing that
there exists τ such that τ < τ < 1/2 for which the assertion holds. Define τ˜ ∈ (τ, 1/2) and
µ = 12(τ + τ˜). Then, for each δ > 0,∥∥∥zδt+1∥∥∥2 ≤ ‖IM − αtΓ‖2 ∥∥∥zδt∥∥∥2 + α2t ∥∥∥Uδt∥∥∥2
+ α2t ‖Jt‖2
+ 2αt
(
zδt
)>
(IM − αtΓ) Jt
+ 2αt
∥∥∥Uδt∥∥∥(‖IM − αtΓ‖ ∥∥∥zδt∥∥∥+ αt ‖Jt‖) . (75)
We have that, 1 > τ1 +
1
2+1
+ 12 , hence the process {Uδt} may be chosen such that,
∥∥Uδt∥∥ =
o
(
(t+ 1)−1/2
)
. Moreover, as
∥∥zδt∥∥ = o ((t+ 1)−τ), we have,
2αt
∥∥∥Uδt∥∥∥ ‖IM − αtΓ‖∥∥∥zδt∥∥∥ = o((t+ 1)−3/2−τ) . (76)
From Assumption M1, we have that,
Pθ
(
lim
t→∞(t+ 1)
−1/2−
∥∥∥Jδt∥∥∥) = 1, for each  > 0, (77)
and hence we conclude that
2α2t
∥∥∥Uδt∥∥∥ ‖Jt‖ = o((t+ 1)−3/2−τ) . (78)
Since, 2µ = τ + τ˜ and τ˜ < 1/2, we have the following conclusions∑
t≥0
(t+ 1)2µαt
∥∥∥Uδt∥∥∥ ‖IM − αtΓ‖∥∥∥zδt∥∥∥ <∞∑
t≥0
(t+ 1)2µα2t
∥∥∥Uδt∥∥∥ ‖Jt‖ <∞
∑
t≥0
(t+ 1)2µα2t
∥∥∥Uδt∥∥∥2 <∞∑
t≥0
(t+ 1)2µα2t ‖Jt‖2 <∞. (79)
With the above development in place, let {W δt } denote the Ft+1-adapted sequence given by
W δt = αt
(
zδt
)>
(I− αtΓ) Jt, (80)
where Eθ
[
W δt
∣∣Ft] = 0 and for t chosen sufficiently large, we have that,
Eθ
[(
W δt
)2∣∣∣∣Ft] = o ((t+ 1)−2−2τ)
⇒ Eθ
[
(t+ 1)4µ
(
W δt
)2∣∣∣∣Ft] = o ((t+ 1)−2−2τ+4µ)
= o
(
(t+ 1)−2+2τ˜
)
. (81)
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Since, 2τ˜ < 1, the sequence Eθ
[
(t+ 1)4µ
(
W δt
)2∣∣∣Ft] is summable and by Lemma .8,∑
t≥0(t+ 1)
2µW δt exists. It may be shown that as αt → 0 as t→∞,
‖I− αtΓ‖2 ≤ 1− c1αt, (82)
where c1 = λmin (Γ). Then, from (75), we have,∥∥∥zδt+1∥∥∥2 ≤ (1− c1αt) ∥∥∥zδt∥∥∥2 + dt(t+ 1)−2µ, (83)
where the term dt(t + 1)
−2µ represents all the residual terms in (75). The fact that
limt→∞
∑t
s=0 ds exists and is finite in conjunction with c1αt(t + 1) ≥ 1 ≥ 2µ (from As-
sumption M4) brings (83) under the purview of Lemma .7 and yields
lim sup
t→∞
(t+ 1)2µ
∥∥∥zδt∥∥∥2 <∞ a.s., (84)
which leads to the conclusion that there exists τ with τ < τ < µ, such that (t+1)τ
∥∥zδt∥∥→ 0
as t → ∞. The fact that the above development holds for all δ > 0, we conclude that
(t+ 1)τ ‖zt‖ → 0 as t→∞. Hence, for every τ for which
Pθ
(
lim
t→∞(t+ 1)
τ‖xavg(t)− θ‖ = 0
)
= 1 (85)
holds, then there exists τ ∈ (τ , 1/2) for which the convergence continues to hold. Finally,
an application of induction yields the result
Pθ
(
lim
t→∞(t+ 1)
τ‖xavg(t)− θ‖ = 0
)
= 1, ∀τ ∈ [0, 1/2) (86)
The above result in conjunction with Lemma .5 and the usage of triangle inequality yields
∀τ ∈ [0, 1/2)
(t+ 1)τ ‖xn(t)− θ‖ ≤ (t+ 1)τ
∥∥xavg(t)− θ∥∥
+ (t+ 1)τ
∥∥xn(t)− xavg(t)∥∥
⇒ lim
t→∞(t+ 1)
τ ‖xn(t)− θ‖ = 0 a.s. (87)
Proof of Theorem 4.2. Proceeding as in proof of Lemma .2, we have, for t large enough
Eθ[V (t+ 1)|Ft] ≤
(
1− 2c4αt + c7α2t
)
V (t) + c6α
2
t
≤ V (t) + c6α2t , (88)
as for t large enough, −c4αt+ c7α2t < 0. Before proceeding further, we note that, from (21),
x>
(
βt
(
L⊗ IM
)
+ αtGHΣ
−1G>H
)
x
= αtx
>
(
βt
αt
(
L⊗ IM
)
+ GHΣ
−1G>H
)
x
≥ αtx>
(
(L⊗ IM ) + GHΣ−1G>H
)
x ≥ c4αt, (89)
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where
c4 = λmin
((
L⊗ IM
)
+ GHΣ
−1G>H
)
. (90)
Thus, we have that ∥∥∥INM − βt (L⊗ IM)− αtGHΣ−1G>H∥∥∥ ≤ 1− c4αt, (91)
for all t ≥ t1, where t1 is chosen to be appropriately large. Now, consider the {Ft}-adapted
process {V1(t)} defined as follows
V1(t) = V (t) + c6
∞∑
s=t
α2s
= V (t) + c8
∞∑
s=t
(t+ 1)−2, (92)
for appropriately chosen positive constant c8.Since, {(t + 1)−2} is summable, the process
{V1(t)} is bounded from above. Moreover, it also follows that {V1(t)}t≥t1 is a supermartin-
gale and hence converges a.s. to a finite random variable. By definition from (29), we also
have that {V (t)} converges to a non-negative finite random variable V ∗. Finally, from (88),
we have that,
Eθ[V (t+ 1)] ≤ (1− c4αt)Eθ[V (t)] + c8(t+ 1)−2
⇒ Eθ[V (t+ 1)] ≤ (1− c4αt)Eθ[V (t)] + c10αt(t+ 1)−1 (93)
for t ≥ t1. The summability of {αt} in conjunction with assumption M4 ensures that the
sequence {V (t)} then falls under the purview of Lemma .7, and we have
lim sup
t→∞
(t+ 1)Eθ[V (t+ 1)] <∞
⇒ Eθ[V (t)] = O
(
1
t
)
. (94)
Furthermore, from (92), we also have that
Eθ[V1(t)] ≤ Eθ[V (t)] + c6pi
2
6
⇒ Eθ[‖xn(t)− θ‖2] = O
(
1
t
)
. (95)
It is to be noted that the communication cost Ct for the proposed CREDO algorithm, is
given by Ct = Θ
(
t1+
−τ1
2
)
and thus the assertion follows in conjunction with (95).
.1 Asymptotic Normality and Covariance
The proof of Theorem 4.3 needs the following Lemma from Fabian (1968) concerning the
asymptotic normality of the stochastic recursions.
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Lemma .9 (Theorem 2.2 in Fabian (1968)). Let {zt} be an Rk-valued {Ft}-adapted process
that satisfies
zt+1 =
(
Ik − 1
t+ 1
Γt
)
zt + (t+ 1)
−1ΦtVt
+ (t+ 1)−3/2Tt, (96)
where the stochastic processes {Vt}, {Tt} ∈ Rk while {Γt}, {Φt} ∈ Rk×k. Moreover, suppose
for each t, Vt−1 and Tt are Ft-adapted, whereas the processes {Γt}, {Φt} are {Ft}-adapted.
Also, assume that
Γt → Γ,Φt → Φ, and Tt → 0 a.s. as t→∞, (97)
where Γ is a symmetric and positive definite matrix, and admits an eigen decomposition
of the form P>ΓP = Λ, where Λ is a diagonal matrix and P is an orthogonal matrix.
Furthermore, let the sequence {Vt} satisfy E [Vt|Ft] = 0 for each t and suppose there exists
a positive constant C and a matrix Σ such that C >
∥∥E [VtV>t |Ft]− Σ∥∥→ 0 a.s. as t→∞
and with σ2t,r =
∫
‖Vt‖2≥r(t+1) ‖Vt‖
2 dP, let limt→∞ 1t+1
∑t
s=0 σ
2
s,r = 0 for every r > 0. Then,
we have,
(t+ 1)1/2zt
D
=⇒ N
(
0,PMP>
)
, (98)
where the (i, j)-th entry of the matrix M is given by
[M]ij =
[
P>ΦΣΦ>P
]
ij
(
[Λ]ii + [Λ]jj − 1
)−1
. (99)
In order to establish asymptotic normality and characterize the estimator in terms of
asymptotic covariance, the following Lemma plays a crucial role.
Proof of Theorem 4.3. We invoke the definition of the process {zt} as defined in (59)-(60).
We rewrite the recursion for {zt} as follows:
zt+1 = (IM − αtΓt) zt + (t+ 1)−3/2Tt + (t+ 1)−1ΦtVt, (100)
where
Γt = Γ =
1
N
N∑
n=1
H>nΣ
−1
n Hn
Tt = a(t+ 1)
1/2Ut
=
a
N
N∑
n=1
H>nΣ
−1
n (t+ 1)
1/2
(
xn(t)− xavg(t)
)→ 0, t→∞
Φt = aI
Vt = Jt =
1
N
N∑
n=1
H>nΣ
−1
n γn(t), E [Vt|Ft] = 0,
E
[
VtV
>
t |Ft
]
=
1
N2
N∑
n=1
H>nΣ
−1
n Hn, (101)
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and the convergence of Tt follows from Lemma .5. Due to the i.i.d nature of the noise
process, we have the uniform integrability condition for the process {Vt}. Hence, {xavg(t)}
falls under the purview of Lemma .9 and we thus conclude that
(t+ 1)1/2 (xavg(t)− θ) D=⇒ N (0,PMP>), (102)
where
aP>ΓP = aΛ,
[M]ij =
[
a2P>Φ
(
1
N2
N∑
n=1
H>nΣ
−1
n Hn
)
Φ>P
]
ij
×
(
a [Λ]ii + a [Λ]jj − 1
)−1
=
a2
N
[Λ]ij
(
a [Λ]ii + a [Λ]jj − 1
)−1
, (103)
which also implies that M is a diagonal matrix with its i-th diagonal element given by
a2Λii
2aNΛii−N . Note that, Assumption M4 ensures that
a2Λii
2aNΛii−N > 0, ∀i. We already have
that PΛP> = Γ. Hence, the matrix with eigenvalues as a
2Λii
2aNΛii−N is given by
PMP> =
aI
2N
+
(
Γ− I2a
)−1
4N
. (104)
Now from Lemma .5, we have that the processes {xn(t)} and {xavg(t)} are indistinguishable
in the (t+ 1)1/2 time scale, which is formalized as follows:
Pθ
(
lim
t→∞
∥∥√t+ 1 (xn(t)− θ)−√t+ 1 (xavg(t)− θ)∥∥ = 0)
= Pθ
(
lim
t→∞
∥∥√t+ 1 (xn(t)− xavg(t))∥∥ = 0) = 1. (105)
Thus, the difference of the sequences
{√
t+ 1 (xn(t)− θ)
}
and
{√
t+ 1 (xavg(t)− θ)
}
con-
verges a.s. to zero as t→∞ and hence we have,
√
t+ 1 (xn(t)− θ) D=⇒ N
(
0,
aI
2N
+
(
Γ− I2a
)−1
4N
)
. (106)
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