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Resumen
Este artı́culo presenta un novedoso sistema de visión por computador que genera indicadores automatizados de uso adecuado 
de equipos de protección personal (EPP) de gran importancia en la industria de la construcción, concretamente el uso de casco 
de seguridad y chaleco de alta visibilidad. El sistema se construye sobre una arquitectura de redes neuronales que trabaja sobre 
imágenes digitales. Primero se utiliza la red neuronal OpenPose para la detección de puntos antropométricos de los trabajadores 
visualizados, los cuales se utilizan para segmentar automáticamente regiones de interés (ROI) ubicadas en la cabeza y el tronco. 
Sobre estas ROI, un clasificador n euronal e stima l a p resencia o  a usencia d e l os d os E PP d e i nterés. L os r esultados obtenidos 
en vı́deos tomados en movimiento por drones o smartphones muestran que nuestro sistema es plenamente capaz de realizar una 
evaluación completa de indicadores de utilización de estos dos EPP sin asistencia, con el propósito principal de prevenir incidentes 
potencialmente peligrosos en el lugar de trabajo.
Palabras clave: Automatización, prevención de riesgos laborales, equipo de protección personal, redes neuronales, visión por 
computador.
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Abstract
We present a novel computer vision system which generates automated indicators of proper use of personal protective equipment 
(PPE) of great importance in the construction industry, specifically the use of safety helmet and high visibility vest. The system 
is built on a neural network architecture that works on digital images. First, the OpenPose network is used for the detection of 
anthropometric points of the visualized workers. These points are used next to automatically segment regions of interest (ROI) 
located about a worker’s head and trunk. On these ROIs, a neuronal classifier estimates the presence or absence of each PPE of 
interest. Obtained results in moving videos from drones or smartphones show that our system is fully capable of carrying out 
a complete evaluation of usage indicators of these two PPEs without human intervention, with the main purpose of preventing 
potentially dangerous incidents in the workplace.
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1. Introducción
La Directiva 89/686/EEC de la Unión Europea (1989) es-
tipula que los equipos de protección personal (EPP) siempre
deben ser utilizados cuando los riesgos laborales no puedan evi-
tarse o limitarse suficientemente por medios técnicos de protec-
ción colectiva o mediante medidas, métodos o procedimientos
de organización del trabajo. Por ello, los EPP son la última ba-
rrera entre el trabajador y el riesgo (ILO, 2002).
A pesar de estas regulaciones, la realidad muestra que en
muchos sitios de construcción no se utilizan adecuadamente
los EPP, tanto por parte de los trabajadores como de los visi-
tantes ocasionales. Los informes públicos de seguridad y salud
laboral europeos y norteamericanos continúan indicando que la
mayorı́a de lesiones laborales producidas por impacto en la ca-
beza se deben a la falta de uso del casco de seguridad (Park
et al., 2015). Esto suele asociarse a una combinación de fac-
tores, destacando entre ellos la incomodidad de uso, asociada
frecuentemente a una obstaculización de la realización normal
del trabajo, la baja promoción de los hábitos de uso por parte
del contratista y, en menor medida, los costes asociados (ILO,
2002; Arias Gallegos, 2011).
Actualmente, el proceso de monitoreo del uso de EPP se
realiza principalmente mediante observación in situ por parte
de expertos, lo que resulta costoso por la necesidad de ocu-
par personal especializado para el desarrollo de esta tarea. Por
otra parte, este método habitual presenta una notable variabi-
lidad en los resultados obtenidos por diferentes evaluadores, e
incluso por un mismo evaluador en diferentes contextos. La va-
riabilidad inter-observador se debe principalmente a factores
subjetivos como la formación, experiencia o medios de obser-
vación, mientras que la variabilidad intra-observador se asocia
normalmente a la fatiga cognitiva y a cambios en el entorno de
observación (Park et al., 2015; Massiris Fernández et al., 2018).
Ante estas dificultades, los recientes avances en tecnologı́as
de Visión por Computador (CV, en inglés) y aprendizaje au-
tomático están modificando el estado del arte del monitoreo de
utilización de EPP. En la última década, la detección de EPP
ha sido utilizada como filtro inicial en procesos de seguimien-
to visual de trabajadores en sitios de construcción. Este filtro
es un clasificador de personas trabajadoras basado en la hipóte-
sis de que todo trabajador objetivo debe utilizar ropa de alta
visibilidad (Park and Brilakis, 2016; Seong et al., 2017; Mos-
berger et al., 2014; Konstantinou et al., 2019). La clasificación
de estos EPP se materializa mediante detectores de color, que
pueden diseñarse en distintos modelos como RGB, HSV o Lab,
para determinar en una imagen la existencia de objetos con co-
lores de seguridad conocidos (Park and Brilakis, 2016; Seong
et al., 2017; Konstantinou et al., 2019; Mosberger et al., 2014).
Alternativamente, se han utilizado distintas combinaciones
de otros descriptores visuales para construir detectores de EPP,
p. ej. descriptores basados en la forma, la presencia de bordes
o convexidades (Shrestha et al., 2015; Mneymneh et al., 2017),
o histogramas de gradientes orientados (HOG, en inglés) (Me-
marzadeh et al., 2013; Park and Brilakis, 2012). Estos descrip-
tores pueden agruparse para formar atributos asociados a mo-
delos que pueden procesarse mediante técnicas de aprendizaje
automático y clasificación de patrones como Redes Neuronales
Artificiales (ANN, en inglés) y Máquinas de Vectores de So-
porte (SVM, en inglés) (Park et al., 2017; Brilakis et al., 2011).
Sin embargo, aunque el reconocimiento de EPP basado en
descriptores visuales puede funcionar bien en situaciones con-
troladas, en el marco operativo de la industria de la construc-
ción, el entorno de trabajo habitual genera importantes dificul-
tades (Xie et al., 2018). En imágenes tomadas en exteriores,
los descriptores visuales asociados a EPP pueden sufrir altera-
ciones relevantes debidas a factores no evitables como la pos-
tura del trabajador respecto al punto de observación, la ilumi-
nación del entorno de trabajo y las oclusiones visuales debi-
das a otros trabajadores y sus herramientas de trabajo, entre
otros (Seong et al., 2017; Mosberger et al., 2014). Esta situa-
ción es similar a la que ocurre en muchos otros contextos donde
tradicionalmente se ha aplicado la ingenierı́a de atributos para
entrenar sistemas de CV para propósitos diversos. Si se desea
un método de clasificación confiable, el enfoque debe ser ro-
busto frente a estas variaciones. Por dicho motivo, los trabajos
más recientes sobre detección visual de EPP exploran técnicas
de aprendizaje profundo sobre ANN multicapa para lograr un
mejor rendimiento en el reconocimiento visual de patrones en
entornos complejos y de alta variabilidad (Massiris Fernández
et al., 2018; Fang et al., 2018; Xie et al., 2018; Son et al., 2019),
siendo esta metodologı́a la que se adopta en este trabajo.
2. Materiales y métodos
2.1. Metodologı́a
Nuestro objetivo es diseñar y probar una metodologı́a pa-
ra la detección de la correcta utilización de EPP en vı́deos sin
cámara fija, a través de técnicas de CV y aprendizaje automáti-
co, para prevenir accidentes laborales. El Algoritmo 1 y la Figu-
ra 1 presentan una descripción general de la metodologı́a adop-
tada. Cada cuadro del vı́deo de entrada Vid se analiza inicial-
mente con una red OpenPose (OP). OP destaca respecto a otras
ANN del estado del arte por una elevada tasa de detección vi-
sual de personas mediante la identificación de su esqueleto (Cao
et al., 2017). Se ha seleccionado para este trabajo la versión más
pequeña, OP18, ya que sus esqueletos contienen 18 puntos an-
tropométricos, suficientes para nuestro propósito.
OP18 toma una imagen digital RGB como entrada a una
ANN multicapa de dos etapas. En la primera etapa se predicen
los mapas de confianza de la detección de puntos antropométri-
cos del cuerpo, mientras que en la segunda se asocian dichos
puntos con todos los posibles esqueletos. OP18 obtiene a su sa-
lida un conjunto variable de tuplas (E.x, E.y, E.c), asociadas a
la posición estimada 2D (x, y) y la confiabilidad de la estima-
ción, c, de 18 puntos antropométricos agrupados en esqueletos
E según la Figura 2.
La confiabilidad de cada punto OP es una cantidad numéri-
ca en el rango [0, 1] que depende de aspectos tales como reso-
lución, distorsión proyectiva y oclusiones, debidas estas últi-
mas tanto a la existencia de elementos opacos en la escena,
como a la postura relativa del trabajador respecto a la cáma-
ra (Xie et al., 2018). Para descartar detecciones de baja certeza,
se definen umbrales de tamaño y confiabilidad mı́nimos para
esqueletos, uETam y u
E
Con f , asociados respectivamente al tamaño
ETam = [máx(E.x) −mı́n(E.x),máx(E.y) −mı́n(E.y)] y confia-
bilidad ECon f = 118
∑17
j=0 E.c[ j] del esqueleto E.
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(a) Img = Vid[i] (b) Img + E
(c) Img + E + E.Rtr (d) Img + E + E.Rca
(e) E.Chaleco (f) E.Casco
Figura 1: Resumen del método desarrollado.
Algoritmo 1: Detección antropométrica de EPP
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Tam;
forall i in Vid do
img← Vid[i];
esqueletos← OP(img);
forall k in esqueletos do
E ← esqueletos[k];
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Figura 2: Puntos antropométricos en OpenPose (OP) (Cao et al., 2017).
Para cada E obtenido con tamaño ETam y confiabilidad
ECon f suficientes, se determina una región de interés (ROI) aso-
ciada a la cabeza, E.Rca, y otra asociada al tronco, E.Rtr, donde
se espera encontrar los EPP de interés. Como se muestra en la
Figura 1, estas ROI se definen a partir de puntos OP relaciona-
dos con dichas partes del cuerpo, con ı́ndices jca = [1, 16, 17]
para E.Rca y jtr = [1, 2, 5, 8, 11] para E.Rtr. Esto permite defi-
nir, al igual que para E, valores de tamaño y confiabilidad mı́ni-








Finalmente, las subimágenes obtenidas a partir de E.Rca y
E.Rtr con tamaño y confiabilidad suficientes, son procesadas
por redes ResNet (RN) entrenadas para detectar la presencia de
un EPP especı́fico. ResNet (Residual Network) es una ANN de
tipo convolucional que se caracteriza por la inclusión de cone-
xiones residuales, que permiten extender la conectividad directa
de una capa a cualquier capa posterior, lo que facilita aumen-
tar el número de capas sin perder capacidad de entrenamien-
to (He et al., 2016). Esto las convierte en una de las mejores
redes de clasificación en términos de precisión frente a coste
computacional. En este trabajo se ha elegido el modelo ResNet
de 18 capas, RN18. Para adaptar esta red a nuestra problemáti-
ca, se re-entrenaron las tres últimas capas de cada red RN18
para identificar cada EPP objetivo.
Por tanto, las redes clasificadoras RN18ca y RN18tr asignan
respectivamente a cada E dos etiquetas, E.Casco y E.Chaleco,
ambas con valores (Sı́, No). Por último, cada E procesado se
almacena en una base de datos para su posterior tratamiento
estadı́stico.
2.2. Umbrales y ROIs
Para el propósito de esta investigación, la función
segmentarTronco() del Algoritmo 1 acota E.Rtr al rectángu-
lo de área mı́nima, con lados paralelos a los bordes de la ima-
gen, que contiene todos los puntos antropométricos de E aso-
ciados a la cintura y los hombros (véase Figura 1(c)). Por con-
siguiente, su tamaño y confiabilidad se definen como E.RtrTam =
[máx(E.x[ jtr])−mı́n(E.x[ jtr]),máx(E.y[ jtr])−mı́n(E.y[ jtr])] y
ECon f = 15
∑
E.c[ jtr], con jtr = [1, 2, 5, 8, 11].
Para definir la región de la cabeza de un esqueleto, los pun-
tos antropométricos de referencia más comunes son la base
del cuello y el punto medio entre los oı́dos (Ankrum and Ne-
meth, 2000). Sin embargo, ambos oı́dos solo son detectables
en los planos frontal y posterior, mientras que en los planos
laterales solo hay un oı́do visible. Por esta razón, la función
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segmentarCabeza() del Algoritmo 1 delimita E.Rca como un
cuadrado con lados paralelos a los bordes de la imagen, cuyo
centroide (E.RcaCent) se calcula como sigue. Si en un esqueleto
se detectan ambos oı́dos, se toma el centroide como el punto
medio entre ellos: E.RcaCent =
1
2 (E[16]+ E[17]). Por el contrario,
si un único oı́do es detectado, el centroide es asignado a este:
E.RcaCent = E[16] ó E[17]. Por último, el tamaño de la ROI de la
cabeza se establece como el doble de la distancia existente entre
la base del cuello y el mencionado centroide E.RcaTam = [2r, 2r],
con r = ||E.RcaCent − E[1]||2 (véase Figura 1(d)).
Según lo establecido en el apartado anterior, los umbrales
de tamaño y confiabilidad para el esqueleto (uETam y u
E
Con f ), la
cabeza (ucaTam y u
ca




Con f ) se utilizan para
descartar esqueletos y ROIs objetivo que puedan presentar pro-
blemas en la etapa de clasificación. En particular, los umbra-
les de confiabilidad evitan considerar resultados poco precisos,
mientras que los umbrales de tamaño filtran pequeñas ROIs que
pueden generar clasificaciones falibles. En los experimentos del
presente trabajo se utilizan los siguientes umbrales de confiden-
cia: uECon f = 0,35, u
ca
Con f = 0,3 y u
tr
Con f = 0,3. Para los esqueletos
se define uETam = 0,2 como valor mı́nimo de la relación entre
la altura del esqueleto ETam.y y la altura del fotograma. Final-
mente, dado que los clasificadores RN18 están diseñados para
recibir a su entrada una imagen RGB de 224×224 px, se utiliza
un umbral mı́nimo sobre la longitud de la diagonal de cada ROI
de interés ucaTam = 112 px y u
tr
Tam = 112 px.
2.3. Dataset y entrenamiento
El dataset construido para este trabajo está formado por
ROIs extraı́das como se indica en la Sec. 2.2 de más de 30
vı́deos disponibles en Internet, que recogen diversas activida-
des reales de trabajadores de la industria de la construcción, con
distintas condiciones de iluminación y perspectiva de escena.
Para acelerar el proceso de etiquetado, se seleccionaron vı́deos
de secuencia continua donde todos los trabajadores visualiza-
dos pueden clasificarse directamente con las mismas etiquetas
de uso de los EPP objetivo en cualquier instante de tiempo.
Posteriormente, en la selección de fotogramas se ha maxi-
mizado la diversidad en las muestras. Ası́, para las clases de
clasificación positiva de Casco y Chaleco, se incluyeron varios
colores y modelos. En la clase negativa de Casco se incluye-
ron trabajadores sin cabello, con distintos cortes y colores de
cabello, con y sin gorras o sombreros distintos de un casco de
seguridad homologado (véase Figura 3). Finalmente, en la cla-
se negativa de Chaleco se incluyeron torsos desnudos o con
camisetas y camisas de distintas tramas y colores, ası́ como va-
riabilidad de géneros (véase Figura 4). En definitiva, el dataset
consta de un total de 23.303 subimágenes de cabezas y 21.378
subimágenes de torsos, obtenidas de esqueletos asociados a tra-
bajadores de la industria de la construcción.
Para el entrenamiento del clasificador RN18ca, se realizó
una partición aleatoria con 15.367 subimágenes E.Rca para
re-entrenamiento y 7.666 para validación, mientras que pa-
ra el clasificador RN18tr, se eligieron de igual forma 14.264
subimágenes E.Rtr para re-entrenamiento y 7.114 para va-
lidación. Finalmente, ambos conjuntos de re-entrenamiento
se dividieron en un 80 %-20 % para entrenamiento y tes-
teo, respectivamente, proporcionando los resultados recogi-
dos en las matrices de confusión de las Tablas 1 y 2, que
contienen las definiciones usuales de parámetros de rendi-
miento de clasificación: sensibilidad = vp/(vp + f n), pre-
cisión = vp/(vp + f p), especificidad = vn/(vn + f p), va-
lor predictivo negativo (NPV) = vn/(vn + f n) y exacti-
tud = (vp + vn)/(vp + vn + f p + f n).








p vp = 4.546 f p = 12
4.558
Precisión = 0,997





Sensibilidad = 0,997 Especificidad = 0,996 Exactitud = 0,996








p vp = 2.754 f p = 22
2.776
Precisión = 0,992





Sensibilidad = 0,994 Especificidad = 0,995 Exactitud = 0,994
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figura 3: Dataset E.Rca con etiquetas de “Casco” (a)-(e) No y (f)-(j) Sı́.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 4: Dataset E.Rtr con etiquetas de “Chaleco” (a)-(f) No y (g)-(l) Sı́.
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El entrenamiento de las redes RN18 se realizó en la plata-
forma de computación en la nube Google Colab utilizando el
paquete Fast.ai, mientras que OP18 se instaló de forma local
con Pytorch en un PC con procesador Intel Core i7 con 16 GB
de RAM y tarjeta gráfica NVIDIA GeForce GTX 1080 TI. El
software de evaluación se diseñó para ejecución local en GPU
en lenguaje Python sobre Ubuntu de las tres ANN, alcanzando
una velocidad media de procesamiento de 3, 57 fps.
3. Resultados experimentales
Para la validación de la metodologı́a propuesta se seleccio-
naron tres vı́deos de actividades laborales tı́picas del sector, que
presentan diferentes condicionantes técnicos: (1) cámara esta-
bilizada en dron volando a baja altura a mediodı́a (Figura 5),
(2) cámara deportiva fijada a la cabeza de un trabajador al atar-
decer (Figura 6), y (3) smartphone con soporte manual (Figu-
ra 7). El vı́deo (1) contiene una amplia variedad de puntos de
vista de un grupo de 10 trabajadores en una obra de cimenta-
ción. Además, las imágenes de las Figs. 5(a), 5(b) y 5(d) pre-
sentan importantes oclusiones debidas principalmente a la pers-
pectiva de captura y a la presencia de barras de hierro verticales.
La metodologı́a permite descartar esqueletos de trabajado-
res afectados por oclusión parcial mediante los umbrales de
confiabilidad. Un ajuste tı́pico de uECon f = 0,35 permite descar-
tar desde el inicio esqueletos de trabajadores con aproximada-
mente la mitad del cuerpo ocluido. De forma similar, el efecto
de la distancia o de las oclusiones parciales en un objetivo pue-
den controlarse mediante su umbral de tamaño (uETam = 0,2).
OP18 está diseñada para inferir puntos antropométricos
ocluidos a partir de otros visibles, teniendo menor confiabi-
lidad los primeros. Esta capacidad de inferencia permite a la
metodologı́a obtener ROI apropiadas para realizar la clasifica-
ción de uso de EPP con oclusiones parciales. Por ejemplo, un
ucaCon f > 0,3 permite rechazar el análisis del casco del trabajador
E1 en la Figura 5(b), mientras que la inferencia lograda con el
mismo ucaCon f en su oı́do y hombro derechos en la Figura 5(e)
permite obtener una E.Rca adecuada para clasificar con acierto 
el uso de casco. Sin embargo, dicho umbral descarta el análisis 
de los trabajadores E2, E3 y E5 en esta figura.
La importancia de descartar las detecciones con el umbral 
de tamaño queda clarificada en la Figura 5(f), donde se descar-
tan dos falsas detecciones (D1 y D2). Sin embargo, el método 
falla en situaciones como la mostrada en la Figura 5(c), donde 
el esqueleto del trabajador E7 es detectado de forma errónea. En 
forma resumida, en la Figura 5(a) se detectan de forma correcta 
E2, E3, E7 y E10 en la Figura 5(b) E1 y E2, en la Figura 5(c) 
se detecta de forma correcta los chalecos de E7 y E1 y de for-
ma errónea el casco de E7, en la Figura 5(d) E1 y E5, en la 
Figura 5(e) E1 y por ultimo en la Figura 5(f) E1, E2, E4 y E5 y 
además se descartan las falsas detecciones D1 y D2.
Las condiciones de captura del segundo vı́deo generan mu-
chos cuadros borrosos debidos al movimiento de la cámara 
(Figs. 6(e) y 6(f)). Sin embargo, la metodologı́a propuesta es 
capaz de recabar información de utilidad al trabajar solamente 
con esqueletos y ROI que poseen mayor confiabilidad. 
Además, en este vídeo se presentan algunas dificultades 
mencionadas en la Sección 1, como el cambio gradual de 
iluminación (Figura 6(f)), las oclusiones inherentes al tipo de 
trabajo (Figuras. 6(b) y 6(d))) y la diversidad de posturas y 
tamaños (Figura 6(c)). En las Figuras. 6(d) y 6(e) se 
ejemplifican en la clasificación de casco de las dos dificultades 
más comunes halladas en la metodología. En este caso se 
relaciona con la anormal utilización de una prenda extra en la 
cabeza, sumado al antes mencionado aspecto borroso generado 
por el movimiento y a la evidente distancia de la cámara. Sin 
embargo, en la Figuras. 6(a) el mismo casco del trabajador en 
primer plano es clasificado de una forma correcta. Finalmente, 
en la Figura 7 se presenta una secuencia de traba-jo en grupo 
en la que ningún trabajador utiliza EPP. El método propuesto 
logra discernir correctamente el no uso de EPP en trabajadores 
con posturas variables, ocluidas, y con distinta in-dumentaria 
laboral. Ante todos estos casos, la metodología se muestra 
robusta, aportando resultados confiables de muy alta 
precisión (por encima del 99 %).
4. Conclusiones y trabajo futuro
Se propuso un enfoque novedoso para la detección au-
tomática de EPP de seguridad en entornos reales de construc-
ción utilizando técnicas de CV y aprendizaje automático. El 
sistema consta de dos bloques principales: un detector visual 
de puntos antropométricos del esqueleto humano para locali-
zar personas y un clasificador e specı́fico pa ra de tectar la  au-
sencia o presencia de EPP en zonas extraı́das a partir de di-
chos esqueletos. El sistema puede reducir las necesidades de 
supervisión y monitoreo manual, y permitir el control y la recu-
peración de datos. La metodologı́a propuesta presenta ventajas 
significativas al ser robusta frente a  las frecuentes condiciones 
que dificultan l a correcta detección de EPP a  partir de vı́deos 
(orientación, color, pose, oclusiones, movimiento). Las pruebas 
presentadas se centran en métodos modernos de captura como 
drones o smartphones, que suelen presentar una alta inestabili-
dad. Además, al estar basada en la detección de esqueletos, la 
metodologı́a aborda la problemática de una forma innovadora, 
de la cual no se tiene evidencia previa en el estado del arte. Por 
todo ello, esta propuesta se presenta como una alternativa de 
solución válida y práctica, aplicable en condiciones reales de 
trabajo y adecuada para un monitoreo continuo no supervisado 
en tiempo real. Como extensión de este trabajo, nuestro futu-
ro objetivo es hacer que el sistema sea escalable e incluir otros 
EPP como guantes y calzado de seguridad, ası́ como diseñar o 
evaluar y comparar otras redes para la detección de EPPs.
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Figura 5: Resultados del vı́deo de evaluación 1 (dron).
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(d) (e) (f)
Figura 6: Resultados del vı́deo de evaluación 2 (atardecer).
(a) (b) (c)
Figura 7: Resultados del vı́deo de evaluación 3 (smartphone).
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