Heat transfer across metal-semiconductor interfaces involves multiple fundamental transport mechanisms such as elastic and inelastic phonon scattering, and electron-phonon coupling within the metal and across the interface. The relative contributions of these different transport mechanisms to interface conductance remains unclear in the current literature. In this work, we use a combination of first-principles calculations under the density functional theory framework and heat transport simulations using the atomistic Green's function (AGF) method to quantitatively predict the contribution of the different scattering mechanisms to the thermal interface conductance of epitaxial CoSi 2 -Si interfaces. An important development in the present work is the direct computation of interfacial bonding from density functional perturbation theory (DFPT) and hence the avoidance of commonly used 'mixing rules' to obtain the cross-interface force constants from bulk material force constants. Another important algorithmic development is the integration of the recursive Green's function (RGF) method with Büttiker probe scattering that enables computationally efficient simulations of inelastic phonon scattering and its contribution to the thermal interface conductance. First-principles calculations of electron-phonon coupling reveal that crossinterface energy transfer between metal electrons and atomic vibrations in the semiconductor is mediated by delocalized acoustic phonon modes that extend on both sides of the interface, and phonon modes that are localized inside the semiconductor region of the interface exhibit negligible coupling with electrons in the metal. We also provide a direct comparison between simulation predictions and experimental measurements of thermal interface conductance of epitaxial CoSi 2 -Si interfaces using the time-domain thermoreflectance technique. Importantly, the experimental results, performed across a wide temperature range, only agree well with predictions that include all transport processes: elastic and inelastic phonon scattering, electron-phonon coupling in the metal, and electron-phonon coupling across the interface.
I. INTRODUCTION
Interfaces between heterogeneous materials provide a plethora of possibilities for the design of devices with engineered electronic and optical properties. This work concerns the study of heat transport across metal-semiconductor heterojunctions that form a technologically important class of interfaces used in electronic devices. The understanding of charge and heat transport through metal contacts to semiconductor channels is critical to ensure reliable operation of field effect transistors that form the basic building block of high-power electronic devices. Understanding of thermal transport through metal-semiconductor interfaces is also important in the design of modern memory storage devices such as heat assisted magnetic recording 1 and phase change memory 2 . Apart from their technological relevance, metal-semiconductor interfaces also provide a material system in which various physical mechanisms of heat transport such as elastic interfacial phonon scattering, inelastic phonon scattering, and electron-phonon coupling co-exist. In this work, we provide a rigorous modeling framework to understand the contribution of various interfacial scattering mechanisms to thermal transport across cobalt silicide (CoSi 2 ) -silicon interfaces that are extensively used in microelectronic devices 3 .
Elastic scattering of phonons at an interface is the most widely studied framework to understand and predict thermal interface conductance at heterojunctions. Under the elastic transport framework, a phonon of energy ω incident from one side of an interface is either transmitted across the interface or reflected back into the same material. For elastic interfacial transport, the primary quantity of interest is the phonon transmission function that represents the probability that a phonon incident from one side of the interface transmits to the other side. Anharmonic or three-phonon scattering processes typically become important at room temperature and above, in which a phonon of energy ω incident on the interface could transmit or reflect multiple phonons with appropriate energies to ensure energy conservation. This mechanism has been postulated to be important in acoustically mismatched interfaces such as Pb-diamond 4, 5 .
Electrons are the primary energy carriers in metals while phonons are dominant in intrinsic semiconductors. Hence, electron-phonon coupling can be another important energy transfer mechanism that affects thermal interface conductance in metal-semiconductor interfaces. Electron-phonon coupling within the metal provides an additional resistance to heat transfer 6 . However, electron-phonon coupling across an interface, i.e., coupling between metal electrons and semiconductor phonons, provides a parallel heat flow path in addition to phonon-phonon heat transfer across the interface. Time domain thermoreflectance (TDTR) experiments in the literature 7, 8 suggest that direct electron-phonon coupling can contribute significantly to heat transport across metal-semiconductor interfaces, and models [9] [10] [11] [12] [13] [14] have been developed to quantify its contribution. The different mechanisms of heat transport at a metal-semiconductor interface are summarized in Figure 1 .
Simplified empirical models are commonly used to interpret experimental thermal conductance data for metal-semiconductor interfaces. Elastic interfacial phonon scattering is commonly modeled using the acoustic 15 and diffuse 16 mismatch models (AMM, DMM) which are heuristic approaches applicable for smooth and rough interfaces respectively. Also, simplifying assumptions such as the Debye approximation to phonon dispersion can compromise the quantitative accuracy of such models. Even atomistic simulation approaches for elastic interfacial thermal transport such as the atomistic Green's function (AGF) method often involve empirical force constant models that can produce significant discrepancies when compared to calculations that employ harmonic force constants obtained from ab initio approaches 17 . The contribution of inelastic phonon scattering to thermal interface conductance has also been modeled in a simplified manner using heuristic extensions to the elastic diffuse mismatch model 18 . The strength of electron-phonon coupling is typically modeled using idealized approximations such as bulk metal deformation potentials 9, 19 , and such approximations are expected to be inaccurate for the direct coupling of metal electrons with joint or interface phonon modes. Little work exists on rigorous first-principles determination of the strength of coupling between electrons and joint interface phonon modes at a metal-semiconductor interface.
Apart from the complexity of various thermal transport mechanisms described above, the uncertainty in interfacial atomic structure has historically made direct comparisons between simulations and experiments difficult. Much of the existing experimental data 8, 20, 21 on thermal conductance of metal-semiconductor interfaces involves materials with mismatched lattice constants, for which the interface atomic structure is likely to be at least partially amorphous. Experimental studies that simultaneously characterize interfacial atomic structure along with interface conductance are scarce 22, 23 . However, predictive atomistic transport simulations that involve first-principles approaches are typically limited to crystalline Although the primary focus of the present work is the study of thermal transport across metal-semiconductor interfaces, the methods developed and reported here are also expected to be useful for a broad class of problems that use the non-equilibrium Green's function (NEGF) method for atomistic transport simulations. From a methodology standpoint, we report a framework that combines first-principles calculations of interatomic force constants with the atomistic Green's function method and evaluate the validity of the 'mixing rule' that is commonly used to approximate interfacial bonding at a heterojunction. The conventional AGF method that is suitable for elastic phonon transport is extended to include anharmonic phonon scattering using a Büttiker probe approach 25 . Since the Büttiker probe approach is not directly compatible with the conventional recursive Green's function (RGF) method (see Section II C 1), we develop a modification that enables the use of the RGF method in simulations that involve Büttiker probe scattering. The new RGF algorithm enables computationally efficient simulations of phonon-phonon scattering using the Büttiker probe approach and is expected to be applicable for a wide range of problems that require efficient representation of dephasing processes under the NEGF framework. Ab initio calculations of electron-phonon coupling are also integrated into the AGF transport simulations.
Apart from the development of new methods, the present work also provides useful insights into the physics of thermal transport across metal-semiconductor junctions. Rigorous first-principles calculations indicate that elastic phonon transport under-predicts the experimental data over a wide temperature range. Analysis of the cross-interface heat flux accumulation function provides useful insights on the microscopic mechanisms responsible for increased interface conductance due to anharmonic phonon scattering in the bulk materials forming the interface. First-principles calculations of electron-phonon coupling on an interface supercell along with a detailed analysis of the contribution from different kinds of phonon modes to the Eliashberg function reveal that delocalized phonon modes mediate cross-interface energy transfer between metal electrons and the semiconductor lattice. We also obtain an effective length scale of electron-phonon interaction in the semiconductor by comparing simulation predictions with experimental data and evaluate the accuracy of prior approximations to the length scale of joint or interface phonon modes.
FIG. 1: Schematic of various mechanisms involved in heat transfer between the dominant
energy carriers, i.e., electrons in the metal and phonons in the semiconductor.
Phonon-phonon energy transfer across the interface could involve elastic and inelastic interfacial scattering processes. Electron-phonon coupling could involve coupling between electrons in the metal with phonons in the metal and with phonons in the semiconductor.
II. METHODS

A. First-principles Calculations
All first-principles calculations in this paper were performed under the framework of density functional theory (DFT) using a planewave basis set as implemented in the Quantum Espresso suite of codes 26 . Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ) ultrasoft pseudopotentials were used for both Co and Si atoms, and the exchange correlation energy was approximated under the generalized gradient approximation (GGA) using the Perdew-Burke- Table   I shows the cutoff energies and k-point grids used for DFT calculations on all three systems.
Structural relaxation is carried out to reduce the Hellmann-Feynman forces on every atom below 10 −3 eV/Å. A full stress relaxation is carried out for bulk Si while the stresses on bulk strained CoSi 2 and the interface supercell are relaxed only along the transport direction. CoSi 2 is stretched along the in-plane direction to match its lattice with Si, and hence the in-plane stresses are not relaxed.
Phonons are analyzed using density functional perturbation theory (DFPT) where the dynamical matrices are obtained on a 4 × 4 × 3 q-point grid for bulk Si (6 atom unit cell along the [111] direction), bulk strained CoSi 2 (9 atom unit cell along the [111] direction) and a 4 × 4 × 1 q-point grid for the interface supercell. The real-space inter-atomic force constants (IFCs) needed for Green's function transport calculations are obtained from a Fourier transform of the dynamical matrices.
B. Coherent Phonon Transport using the Atomistic Green's Function Method
The terms 'coherent' and 'ballistic' phonon transport are used interchangeably in the present manuscript and refer to simulations performed under the conventional AGF frame- Charge density cutoff (eV) 6800 8200 8200
work. These simulations do not model phonon dephasing (cf., coherent) and inelastic phonon scattering (cf., ballistic). However, elastic interfacial scattering, i.e., reflection and transmission of phonon waves at the interface is included in this framework. The next section describes modifications to the conventional AGF approach to model phonon dephasing and inelastic phonon scattering. The details of the AGF method are available in prior reports 27, 28 , and a brief description is provided in this section. The basic conceptual framework for the AGF method involves a 'device' region that is connected to semi-infinite 'leads'. The device Green's function G is given by:
where H d is the force constant matrix corresponding to the device region, and Σ 1 , Σ 2 are the contact self-energies. The contact self-energies are obtained from the surface Green's functions g 1 , g 2 as follows:
where τ 1 , τ 2 represent the force constant matrices for interaction between atoms in the device region and the semi-infinite contacts. g 1 and g 2 are the surface Green's functions of the contacts that are obtained using the Sancho-Rubio method 29, 30 . The phonon transmission function across the device is obtained from the Caroli formula:
where
] denotes the imaginary part of the contact self-energies and physically represents the phonon 'escape rate'
28 from the device into the respective contacts.
In all the above expressions, the dependence of the Green's function, contact self-energy, and the transmission function on the transverse phonon wavevector q || (for structures with periodicity in the transverse or in-plane direction) and frequency ω is implicitly assumed.
After obtaining the transmission function, the thermal interface conductance G Q can be obtained using the Landauer formula:
C. Inelastic Scattering Using Büttiker Probe Approach
The AGF formulation presented in the previous section is applicable only for elastic phonon transport, i.e., anharmonic scattering mechanisms such as Umklapp scattering are not considered. The formulation for extension of AGF to include anharmonic phonon scattering has been developed in ref. 31 ; however, the approach is computationally expensive, and we are not aware of its application to study phonon transport through realistic threedimensional crystals. The authors recently proposed a phenomenological Büttiker probe approach to model anharmonic phonon scattering within the AGF method 25 . The approach is an extension to phonons of the widely used Büttiker probe method to model inelastic electron scattering processes in the NEGF framework [32] [33] [34] . Although the method is heuristic, it provides a computationally efficient alternative to the self-consistent Born approximation (SCBA) 35 that is not phenomenological but is computationally intensive in both memory and time. The essence of the Büttiker probe approach involves attaching fictitious contact probes to every atom in the device, and the temperatures of these fictitious contacts are then iteratively solved to ensure energy conservation in the device region. The Büttiker probes contribute an additional self-energy to the device Green's function (in addition to the self-energies due to the real contacts):
In the present formulation, the Büttiker probe self-energy is assumed to be a diagonal matrix whose diagonal elements are of the form:
where Σ BP (j,p) denotes the Büttiker probe self-energy at atom j and vibrational direction p (x, y, z). Similar to the matrices Γ 1 , Γ 2 , we also define 
where the summation in the variable j runs over all other Büttiker probes (i = j) and the contacts. Eq. (7) enforces the condition that the total integrated energy flux in each Büttiker probe is zero, i.e., inelastic scattering between different energy levels is allowed. Alternative implementations of the Büttiker probe approach invoke energy flux conservation at each phonon frequency instead of the total integrated energy flux over all phonon frequencies 32, 33 .
Such an approach is suitable only for elastic dephasing and is hence not adopted in this work.
Eq. (7) can be cast in a slightly different form as:
where Anantram et al. 39 provide a detailed discussion of the RGF methodology for computation of the block diagonals of G and G n . Here, we provide only the modifications needed to combine RGF with the Büttiker probe formalism. The RGF algorithm for computation of the block-diagonal elements of the retarded Green's function G remains unchanged. However, the RGF algorithm for computation of G n requires modification to also calculate the derivative of the diagonal elements of G n with respect to the Büttiker probe temperatures. We also assume that all Büttiker probes within a RGF 'block' have the same temperature, i.e., the number of Büttiker probe temperatures that need to be solved is equal to the number of blocks in the device region.
The equation for left-connected g nL is given by 39 :
where 
The equation for G n i,i is given by:
The derivative of G n i,i with respect to Büttiker probe temperatures can be computed using the derivatives of the left connected Green's function g nL computed in Eq. (10).
Overall, the RGF algorithm for G n needs to be modified to compute the derivatives of G n with respect to the Büttiker probe temperatures. The new RGF algorithm's commutation involves the following steps:
2. For i = 1, 2, . . . , N − 1 and j = 1, 2, . . . , N , compute Eqs. (9) & (10) 3.
The algorithm proceeds as follows.
1. Start with an initial guess for the Büttiker probe temperatures.
For each phonon frequency, compute G
ii , and
∂T j using the RGF algorithm described above.
3. Compute energy current densities in each Büttiker probe using Eq. (8).
4. Compute the Jacobian matrix whose (i, j) th element is given by the following equation:
where δ ij is the Kronecker Delta function.
5. Update the temperature of Büttiker probes using the Newton equation:
6. If T new − T old > , go back to Step 1 with the new guess for Büttiker probe temper-
An alternative to the Newton-Raphson method is the secant method in which the exact Jacobian needs to be computed only in the first iteration. For further iterations, the Jacobian could be updated using the Broyden's update formula 40 , and this method was also found to give satisfactory convergence. With the secant method, the derivative of the lesser Green's function with respect to Büttiker probe temperatures need only be computed in the first iteration. For the remaining iterations, the traditional RGF function is sufficient. For large device lengths, the computation and storage of the full Jacobian matrix can become prohibitively expensive; an alternative approach involves approximation of the Jacobian by a sparse block diagonal matrix. Such an approximate Jacobian was also found to lead to convergence, however with an increased number of iterations compared to the exact Jacobian.
The approximate Jacobian provides a memory-time tradeoff as storage of the sparse block diagonal matrix involves lesser memory but the computational time increases relative to the Newton Raphson scheme with exact Jacobian. All the results presented in this paper involve the secant method in which the exact Jacobian is computed in the first iteration and the Broyden's update formula is used for further iterations. Green's function matrices. The device sizes considered in the present work (see Section IV) are computationally intractable with direct matrix inversion. Hence, the extension of the RGF algorithm to Büttiker probes is expected to be critical for application of the Büttiker probe method to realistic device sizes. Also, the results in Figure 2 confirm that the computational expense of repeated AGF calculations of G n (ω; q || ) for each RGF iteration is far less than the computational expense for a single calculation of the full retarded Green's function of the device G(ω; q || ) through direct inversion. 
D. Fourier Diffusion of Electrons Coupled with Phonons
Electrons are the primary heat carriers in metals, and they transfer energy to phonons near the interface between metal and semiconductor. Intrinsic Si is the semiconductor of interest in this paper, and hence the contribution of electrons in Si to thermal transport is neglected. We neglect any cross-interface electron tranport through the CoSi 2 -Si interface and consider diffusive transport of electrons in CoSi 2 . Electrons are included in the AGF simulation within the framework of a two-temperature model that is commonly used to interpret ultra-fast laser experimental data and is also used to model energy transfer between electron and phonon subsystems within the Eliashberg function framework. The primary assumption involved in the definition of a local electron and phonon temperature is the existence of electron-electron and phonon-phonon collisions that enable local equilibrium separately within electron and phonon subsystems. The electron and phonon subsystems exchange energy through electron-phonon coupling that is expressed in terms of the Eliashberg function.The steady state Fourier diffusion equation for electrons in the metal (x > 0) is given by:
where Q ep (x) denotes the volumetric heat source term due to coupling between electrons and phonons and is expressed in terms of the Eliashberg function α 2 F (ω) as derived by
Allen in ref. 41 :
In the foregoing equation T e (x), T p (x) denote the local electron and lattice temperatures respectively at location x, and D(E f ) is the electronic density of states at the Fermi energy.
The above term can be included as a source term in the Büttiker probe at location x, i.e., the energy current conservation equation for the i th Büttiker probe in the metal is given by:
where ∆x i is the length that the Büttiker probe occupies along the transport direction. In a phonon-only simulation, the total energy current in each Büttiker probe is set to zero to ensure energy flux conservation (see Eq. (8)), i.e., Büttiker probes redistribute the energy, but with no net transfer of energy between electrons and phonons via the fictitious Büttiker contacts. When electrons are included in the transport calculation, the total energy current in each Büttiker probe is set to the electron-phonon energy exchange given by Eq. (16).
The local lattice temperature T p in Eq. (16) is obtained by equating the local phonon energy density to the product of a local Bose-Einstein distribution at temperature T p and the local phonon density of states:
The above equation makes use of the following expressions for the local phonon number density ρ(ω) and the local phonon DOS D(ω) in terms of the lesser Green's function G n (ω) and the spectral function A(ω) respectively:
Eqs. (15), (17), (18) Cross-interface force constants between heterogeneous materials are commonly approximated using simplifying assumptions due to the computational complexity of performing direct DFPT calculations on an interface supercell with a large number of atoms. If the materials on both sides of the interface have the same lattice structure such as Si-Ge interfaces, a common approximation is to assume the same force constants for both materials with the assumption that interfacial scattering is primarily affected by the change in atomic mass across the interface 17 . Other approximations include the use of empirical corrections to obtain the cross-interface force constants from the bulk force constants 44 . Another common approximation involves the use of mixing rules to obtain the strength of cross-interface interactions from an average of the bulk material parameters 47 .
In order to evaluate the validity of a simple averaging approximation for the cross-interface force constants, Figure 4a compares the phonon transmission function at normal incidence interface alone, we use the following expression to subtract the ballistic contact resistances from the total resistance obtained from Eq. (4) 17 : The use of a simple arithmetic average for cross-interface IFCs over-estimates the thermal interface conductance (see Figure 4b) by almost 70% at room temperature, and the errors increase at higher temperatures. Hence, the prediction of phonon thermal interface conductance for temperatures beyond a few tens of K requires the rigorous prediction of interfacial bonding strength, and simple averaging approximations are not expected to be quantitatively accurate. Similar conclusions on the over-estimation of interface conductance due to simple approximations that neglect local changes in the force field near a heterogeneous interface were found in ref. 48 .
IV. EFFECT OF ANHARMONIC SCATTERING ON THERMAL INTERFACE
CONDUCTANCE
In this section, the effect of anharmonic phonon scattering in Si and CoSi 2 on the thermal interface conductance is presented. This section contrasts with results in the previous section for which phonon transport in Si and CoSi 2 were assumed to be ballistic. The Büttiker probe scattering rates for both Si and CoSi 2 were assumed to be of the form τ −1 (ω) = Aω 2 , and the parameter A was fitted to obtain the bulk thermal conductivity of Si and CoSi 2 (see Supplemental Material). Since Si has a relatively high phonon thermal conductivity compared to CoSi 2 , this circumstance corresponds to a low scattering rate on the Si side of the interface and a high scattering rate in CoSi 2 . To understand the effect of bulk scattering rates on the interface conductance, we also performed simulations in which the scattering rate in CoSi 2 is reduced by a factor of 100 while the Si scattering rate is maintained the same (Case A) and the scattering rate in Si is increased by a factor of 100 while that in The results from first-principles calculations of electron-phonon coupling, both in bulk strained CoSi 2 and Si-CoSi 2 interface supercells, are reported in this section. The phonon linewidth γ qp due to electron-phonon scattering is given by 41, 50 :
where g qp kν,k+qν is the electron-phonon coupling matrix element for scattering of an electron with energy E k in band ν by a phonon of energy ω qp into a state with energy E k+q in band ν . The above expression is valid at low temperatures when electron-phonon scattering is restricted to a narrow energy window around the Fermi surface. The phonon linewidth can be used to compute the spectral Eliashberg function α 2 F (ω) which quantifies the strength of electron-phonon coupling:
The spectral Eliashberg function can be used to obtain an effective volumetric electronphonon coupling coefficient G ep : To understand the spatial variation of electron-phonon coupling across a semiconductormetal interface, we also define a local Eliashberg function α 2 F l (ω) as 51 :
where φ qp denotes the phonon eigenvector, the index l runs over all the atoms in the unitcell, and the index m represents the vibrational degrees of freedom (x, y, z) for each atom. The local Eliashberg function is then used to define a local volumetric electron-phonon coupling coefficient G ep,l :
where the additional factor V unitcell /V l ensures that G ep,l is the local volumetric coupling coefficient around atom l that occupies a volume V l .
The Eliashberg functions of bulk strained CoSi 2 and the interface supercell calculated from DFPT are provided in the Supplemental Material along with a discussion on convergence with respect to k-point grid and smearing parameters. Eqs. (22) and (23) atoms. An important implication of this result is that strength of direct electron-phonon coupling is intimately tied to the strength of interfacial bonding and the phonon-phonon conductance across the interface. For an interface with weak or van der Waals bonding, the contribution of such delocalized modes to phonon DOS is expected to be much smaller, and the phonon modes will be localized on either side of the interface. Figure 8a) . Also, comparison of the lattice temperature profiles in Figure 5b with that in Figure 8a shows that for the same scattering rates and applied temperature difference across the Si (black solid curve denoted by 'A' in Figure 9 ) under-predict the thermal interface conductance for all temperatures with a 33% difference at room temperature. Also, an elastic transport model does not capture the temperature dependence of the interface conductance.
Experimental data suggests that the thermal interface conductance increases by 37% from 150 K to room temperature; however the AGF simulation predicts a modest 15% increase in interface conductance for the same change in temperature. The stronger dependence of the experimental data on temperature suggests the importance of inelastic scattering processes in cross-interface energy transport. The inclusion of inelastic phonon scattering (magenta curve with circles denoted by 'B' in Figure 9 ) in the AGF simulations increases the interface conductance by about 80% at room temperature, and the simulation predictions are closer to experimental data. However, if electrons in metal are also considered in the simulation with electron-phonon coupling limited to the metal region only (red curve with hexagrams denoted by 'C' in Figure 9 ), the thermal interface conductance decreases by about 30% at room temperature, and the simulation under-predicts the experimental data. We note that this simulation considers the contributions from both anharmonic phonon scattering and electron-phonon coupling within the metal.
The DFPT calculations of electron-phonon coupling presented in the previous section do not consider anharmonicity of phonon modes in the interface supercell. In a single Si-CoSi 2 interface with semi-infinite Si and CoSi 2 slabs on either side, the interface phonon modes will be localized around the interface. The spatial extent of these modes will depend on the With the assumption that cross-interface electron-phonon coupling is responsible for the difference between experimental data and the simulation results represented by the red curve in Figure 9 , we use the coupling coefficient on the Si side of the interface (see Figure 6a ) to model energy transfer between electrons in metal and the semiconductor lattice. Curve 'D' in Figure 9 represents the thermal interface conductance obtained by coupling electrons in metal with two unit cells of Si closest to the interface along the transport direction. Direct coupling with two unitcells of Si, which represents a length of approximately 1.9 nm, is found to be sufficient to obtain a close match with experimental data at various temperatures. The close match to experimental data suggests that the extent of joint interface modes in Si is much smaller than the bulk mean free path of Si. The small spatial extent of joint modes is likely due to the increased anharmonicity of interfacial phonon modes as compared to the bulk phonon modes. Similar conclusions regarding increased anharmonicity of the interfacial region are discussed in ref. 54 by computing the anharmonic contribution to the potential energy of interfacial atoms in Si/Ge interfaces. The temperature profile corresponding to the simulation with direct electron-phonon coupling (see Figure 8b ) is similar to that obtained from the simulation with electron-phonon coupling only in the metal region (see Figure 8a) .
However, the non-zero energy flux in the Büttiker probe closest to the interface in Si (see Figure 8c) is indicative of direct electron-phonon energy transfer, and this effect contributes to the enhancement in thermal interface conductance.
VI. CONCLUSIONS
This work reports first-principles calculations of phonons and electron-phonon coupling at a Si-CoSi 2 interface and compares simulation predictions of thermal interface conductance to experimental measurements using the TDTR technique. TEM imaging of the Si-CoSi 2 interface confirms the epitaxial nature of the interface and thus enables a quantitative comparison between simulation and experiment. From a methodology standpoint, important contributions from the present work include the development of computationally efficient methods to include inelastic phonon scattering in a Green's function transport simulation and the incorporation of results from first-principles calculations of electron-phonon coupling into the AGF framework. We also evaluate the validity of the 'mixing rule', a heuristic approximation to interfacial bonding at heterojunctions, using comparisons to results obtained from rigorous first-principles calculations of interfacial bonding, and find that simple averaging of interfacial force constants can result in errors of approximately 100% in thermal interface conductance at room-temperature.
Elastic scattering of phonons at an interface is the most widely used framework to understand and predict the thermal interface conductance of heterojunctions, but the need to include inelastic phonon and coupled electron-phonon processes has become apparent, largely due to the lack of agreement between models and experiments. The present work provides a rigorous evaluation of the contributions from various transport processes for a SiCoSi 2 interface. Importantly, the experimental results, performed across a wide temperature range, only agree well with predictions that include all transport processes: elastic and inelastic phonon scattering, electron-phonon coupling only in the metal, and electron-phonon coupling across interface. The relative contributions of the various transport mechanisms would however be specific to the metal-semiconductor interface. For example, the extent of joint phonon modes is expected to be strongly sensitive to the strength of bonding at the interface (e.g., van der Waals vs. covalent bonding). Also, the polarity of interfacial bonds could have a significant impact on the strength of direct electron-phonon coupling.
An interesting possibility for future work would involve a systematic study of the effect of interfacial bonding parameters on the relative contributions from the various cross-interface thermal transport mechanisms. Hence, the vector of unknown temperatures is of dimension 3N (see Figure 3) where the first N elements of the vector denote Büttiker probe temperatures in the semiconductor, the next N elements denote Büttiker probe temperatures in the metal, and the last N elements denote electron temperatures in the metal (we have assumed for simplicity that the number of Büttiker probes or RGF blocks is the same in both metal and the semiconductor).
The energy conservation requirement for any control volume i (2N + 2 ≤ i ≤ 3N − 1) in the electron grid is given by: 
where T r denotes the temperature of the right (metal) contact. The energy current conservation equation for a Büttiker probe i in the metal side of the interface (N + 1
is given by:
Energy current conservation equation for a Büttiker probe i in the semiconductor side of the interface (1 ≤ i ≤ N ) is given by:
The above equation assumes that electron-phonon energy transfer is zero for Büttiker probes in the semiconductor. When direct coupling between metal electrons and the semiconductor lattice is considered, the above equation would need to be modified to include electronphonon energy transfer for all the Büttiker probes that are within the region of electronphonon interaction in the semiconductor.
Next, we provide expressions for elements of the Jacobian matrix J that is needed in the Newton-Raphson method. For 1 ≤ i ≤ N ,
Eqs. (6), (7) involve the term ∂T p,i /∂T j (1 ≤ i, j ≤ 2N ) which denotes the derivative of local device temperature with respect to the Büttiker probe temperature:
The algorithm for iterative solution of the Büttiker probe, lattice, and electron temperatures can be summarized as follows:
• Start with an initial guess for the Büttiker probe and electron temperatures.
• For each phonon frequency, compute G R ii , G n ii , and
∂T j using RGF.
• Compute the local lattice temperature.
• Compute the net energy currents in each control volume of the electron grid, Büttiker probes in the metal and semiconductor using Eqs. (1), (2), (3) & (4).
• Compute the Jacobian matrix using Eqs. (5), (6) & (7).
• Update the temperature of Büttiker probes and electrons using the Newton equation:
• If T new − T old > , go back to Step 1.
III. FITTING OF BÜTTIKER PROBE PARAMETERS TO BULK THERMAL CONDUCTIVITY
The energy-dependent scattering times used in the Büttiker probe self-energy are chosen to ensure that the AGF-Büttiker probe approach predicts the correct bulk thermal conductivity of Si and CoSi 2 . We assume a quadratic dependence of the Umklapp scattering rate, i.e., τ −1 (ω) = Aω 2 where the prefactor A is fitted to reproduce the correct bulk thermal conductivity. A quadratic frequency dependence of scattering rate is assumed based on prior studies in the literature for Si 1,2 .
The procedure to extract thermal conductivity from AGF simulations involves the application of a temperature difference across a slab of the homoegeneous material, and computing the temperature profiles and energy currents for varying device lengths. For a specific length of the device, we extract the thermal conductivity from the heat flux J and the slope of the temperature profile dT /dx as κ(L) = J/(dT /dx). T denotes the local lattice temperature and not the Büttiker probe temperature. The device lengths considered in the present work are much shorter than the maximum mean free path of bulk Si (mean free paths in bulk Si span four orders of magnitude 3 ). Also, AGF simulations are computationally expensive to simulate large device lengths of the order of microns.
In the present work, we adopt the linear extrapolation method that has been used to mitigate size effects in direct molecular dyanmics simulations where the inverse of thermal conductivity is plotted as a function of the inverse length, and a linear fit to the data is extrapolated to infinite length 4 . Although this method has been used in a number of prior When electrons are included in the transport simulation, the thermal interface conductance is found to exhibit a weak dependence on the exact lattice thermal conductivity of CoSi 2 .
This is a direct consequence of electrons dominating the thermal conductivity of CoSi 2
(κ e = 46 W/m/K) and even a ten-fold increase in the phonon-phonon scattering rate in CoSi 2 is found change the interface conductance by less than 10%. Hence, the uncertainty in the exact lattice thermal conductivity of CoSi 2 does not have a significant influence on the predictions of thermal interface conductance. The scattering rate in Si is fitted to its thermal conductivity at a few different temperatures and the corresponding scattering parameters are shown in Table I . The legends correspond to different k-point grids (for linear interpolation of electron-phonon matrix elements) and smearing used in the calculation of phonon linewidths.
V. INTERFACE CONDUCTANCE FROM HUBERMAN & OVERHAUSER MODEL
In this section, we predict the contribution to interface conductance from direct electron- The final result for the interface conductance from cross-interface electron-phonon coupling in ref.
14 is given by:
where I is a function that depends on the phonon group velocities, mass density, and elastic 
