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ABSTRACT 
This paper presents work on finding acoustic parameters suitable 
to convey a sense of difference in geographic distance through the 
concepts of “near”, “middle” and “far”. The context for use is a 
mobile application for navigation services. A set of acoustic 
parameters was selected based on how sound naturally travels 
through and is dispersed by the atmosphere. One parameter 
without direct acoustic connection to distance was also selected. 
Previous works corroborate the choice of parameters in the 
context of the project. Results show that modulating multiple 
parameters simultaneously to express distance gives a more robust 
experience of difference in distance compared to modulating 
single parameters. The ecological parameters low-pass filter and 
reverb gave the test’s subjects the most reliable and consistent 
experience of difference in distance. Modulating the parameter 
pitch alone was seen to be an unreliable method. Combining the 
pitch parameter with the reverb parameter gave more robust 
results. 
Categories and Subject Descriptors 
H.5.2 User Interfaces. Auditory (non-speech) feedback. 
General Terms 
Human Factors. 
Keywords 
Sonification, sound interaction design, acoustic parameters, 
geographic distance, mobile, navigation, auditory feedback. 
1. INTRODUCTION 
GPS-based navigation and travel services are becoming more and 
more common. These services are available in a growing number 
of devices, from dedicated navigator devices to multifunction 
mobile devices such as smartphones. Judging from the number of 
published apps offering navigational services for the iPhone and 
Android platforms, these apps represent popular and sought after 
services in peoples’ lives. Many of these applications are based on 
the traditional visual map metaphor, adding special signs denoting 
for example the user's current location or different types of points 
of interest. Over the last years, new types of views to support 
navigation and way finding have emerged that complement the 
traditional map. Several web-based services offer 360 degrees 
panorama views on street level of whole cities, see for example 
[9]. 
The traditional map is well suited to communicate geographic 
overview, directions to and relative distance between points [13]. 
New technologies such as GPS location and electronic compasses 
holds potential to create applications for navigation that 
complement the traditional, visual map by adding new qualities 
and dimensions to navigation tasks. Multi-modal interfaces using 
sound and/or vibration to give information about presence, 
direction, distance etc. to various types of points of interest to 
users is one track that researchers recently have started to explore. 
Such interfaces may not only be valuable for people that cannot 
use visual maps for various reasons. These interfaces also hold a 
potential to complement the traditional maps and add new values 
to the user experience. 
The work reported here is part of a larger project working with the 
development of new, multimodal navigation services. The 
smartphones readily available today are equipped with sensors 
and other technologies that make it possible to create whole new 
types of navigation services. These new services can put other 
human abilities to play compared to the traditional navigation 
tools such as visually based maps, streetviews etc. In recent years, 
a series of projects have experimented with alternative ways to 
present geographical data and to create these new navigational 
services. Several projects have investigated vibration as cues for 
navigation, for example Pielot et al. [17]. The ability of sound to 
convey information about primarily directions to points of interest 
has also been investigated by for example Jones et al. [11], 
McGookin et al. [14] and Holland et al. [10]. 
One of the challenges for a navigation interface based on audio is 
to convey a sense of distance. Relatively few projects have looked 
at this problem and the field still lacks robust and well-grounded 
guidelines and practices on how to design auditory user interfaces 
to convey information about geographic distance. 
In the work presented here, the expression of long-range distance, 
from tens of meters up to kilometers, through auditory cues is in 
focus. The aim is not to see how to give information about 
absolute distance, but instead find ways and acoustic properties 
well suited to convey a sense of the relative distance ranges 
“near”, “middle” and “far”.  
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2. BACKGROUND 
Devallez et al. looked at conveying depth information through 
sound in relatively short ranges [5]. Talbot and Cowan 
investigated how blind users perceive sound cues designed to 
express geographic distance [16]. Common to these and other 
work is that they utilize a mix of acoustic properties based on, 
what Talbot and Cowan call, “ecological cues”. These cues are 
intensity or sound pressure, spectral filtering of sound with 
distance and the ratio of direct to reflected sound. Comparing the 
work by Devallez et al [5], Brungart [3] and Talbot and Cowan 
[16], it can be seen that using sound to express distance in the 
short range and the long range differ. 
When sound waves travel through the atmosphere they are 
dispersed and affected in several ways. What we hear, the sound 
that reaches our ears will sound differently depending on how far 
from the sound source we are and thus how far the sound waves 
have traveled. The sound pressure decreases with distance. The 
farther away from a sound source we are, the weaker and less 
intense the sound [7]. The atmosphere attenuates sounds of 
different frequencies differently [7]. When sound waves travel 
through air, the friction between atoms absorbs higher frequencies 
more than lower frequencies. Therefore, the farther away from a 
sound source we are, the duller and more subdued the sound. The 
sound that we hear is also a mix of sound waves coming directly 
from the sound source and sound waves that have reflected on the 
ground and other surfaces before reaching our ears. The farther 
away from the sound source we are, the more reflected sound we 
will hear in relation to the sound coming directly from the sound 
source [7]. These three acoustic parameters affect the way sound 
works all the time around us. People without hearing impairments 
are used to listen to and to automatically, intuitively and 
subconsciously infer the distance to a sound source based on these 
physical properties of the sound [2][7][15]. 
Earlier experiments in the field have to a large extent focused on 
and tested single sound parameters and their ability to convey 
distance. Brungart [3] have in contrast made a series of 
experiments on distance perception through sound using discrete 
and combined sound parameters. Talbot and Cowan have also 
made late contributions to the understanding using combinations 
of parameters [16]. Both these bodies of work conclude that a 
combination of sound parameters gives a better or more accurate 
perception of distance compared to single-parameter conditions. 
Non-ecological sound cues have, in contrast to the ecological, no 
connection to distance known to the user from everyday life. 
Instead the non-ecological parameters are definitions made by a 
designer of how to express distance. Pitch and beat rate are 
examples of non-ecological parameters used. As reported by 
Talbot and Cowan, early work on pitch to express distance gives 
inconsistent results. Some subjects interpret higher pitch as nearer 
and lower pitch as farther away, other subjects do the opposite 
interpretation. Talbot and Cowan found consistency in judgment 
of beat rate: higher beat rate (faster tempo) is closer. 
Talbot and Cowan worked in a field similar to that of interest 
here, namely navigation services in mobile devices. One 
important difference is that their work is aimed at and based on 
visually impaired users whereas the work reported here is 
interested in and based on how non-visually impaired users 
perceive distance through auditory cues. As Talbot and Cowan 
points out, the perceptual abilities between the two groups are 
different. The motivation for this project is that there are still no 
clear answers to the question how distance can be conveyed 
through sound in the specific context of a mobile application for 
navigation for sighted users. It is therefore not evident that what 
works for the visually impaired does also work for the normally 
sighted. 
The test described here was designed to assess how well a set of 
discrete sound parameters and combinations of those could be 
utilized to convey a sense of difference in the three geographic 
distances “near”, “middle” and “far” to sighted users. The results 
from the test will be used directly in a project designing a sound-
based navigation service for mobile devices. Even though these 
devices are increasingly powerful they do not have the 
computational power to compute the ecological sound parameters 
in real-time. Instead sound files with pre-rendered changes in 
acoustic parameters were and will be used. Because of this basic 
condition, the project is not interested in the judgment of absolute 
and continuous distances, but instead how to express the 
differences between the more arbitrary concepts of near, middle 
and far.  
2.1 Research Questions 
The project set out to answer two questions: First, how do subjects 
interpret changes in a set of acoustic parameters in terms of 
differences in geographic distance, and to what degree do they 
agree on an interpretation? Secondly, which acoustic parameter or 
combination of parameters do the subjects perceive as giving the 
most intuitive, direct and unambiguous sense of difference in 
geographic distance? 
3. SOUND PARAMETER SELECTION 
PROCESS 
When preparing the test, five acoustic parameters were initially 
appointed candidates to use, based on previous work: sound 
intensity (volume), pitch (frequency of tone), low-pass filter, 
reverb (reflections) and beat rate. 
The mobile navigation application will be used at locations with 
varying geographic conditions. The way the application is 
designed, the number of sounds played will vary over time and 
with location. At some points no sounds will be played, at other 
points many sounds will be played in close succession. For this 
reason, the beat rate parameter is unsuitable for the context of the 
application and was therefore omitted from the test. 
This leaves four parameters for the test: intensity, pitch, low-pass 
filter and reverb. 
 
Table 1: Sound parameters with corresponding hypotheses 
about interpretation of distance 
Parameter Hypothesis 
Intensity Lower intensity = greater distance 
Higher intensity = smaller distance 
Low-pass filter Lower cutoff frequency = greater 
distance 
Higher cutoff frequency = smaller 
distance 
Reverb More reverb = greater distance 
Less reverb = smaller distance 
Pitch Lower pitch = greater distance 
Higher pitch = smaller distance 
A set of hypotheses was formulated for how test subjects would 
interpret sounds modified using these parameters with respect to 
geographic distance, see table 1. With the exception of the pitch 
parameter, the hypotheses were based on how sound behaves 
physically and how it is perceived in everyday life. The pitch 
parameter has no natural connection to distance and the design 
team defined low pitch as the distance “far”, medium pitch as the 
distance “middle” and high pitch as “near” distance. 
The first research question could be answered by analyzing how 
the test subjects agreed on the hypotheses defined by the test 
team. The second research question could be answered by 
analyzing which sound parameter or combination of parameters 
that gave a majority of test subjects the best sense of variation in 
distance.  
In a pre-test, sound examples were created by modulating a basic 
sound from a vibraphone using the candidate sound parameters 
and all combinations of two and three of them. The vibraphone 
was selected based on its relatively short sound with a relatively 
distinct on-set and a relatively short decay. The vibraphone also 
has enough overtones to respond to low-pass filtering. In the 
context of the mobile application for navigation it is crucial that 
the sounds have distinct on-sets to separate them from each other 
and that they are kept short in order to overlap as little as possible. 
We wanted a short decay since a shorter decay makes it easier to 
hear the reverb tail added to the sound. On the other hand, the 
decay must have enough length so that the users can perceive the 
difference in low-pass filtering. 
14 sound examples were prepared using the parameters shown in 
table 2. Each example contained three sounds modulated using the 
parameter / parameter combination. These three sounds 
corresponded to the distances “near”, “middle” and “far”. 
 
Table 2: Initial candidates for sound parameters and 
parameter combinations to use in the test. 
# Parameters and parameter combinations 
1 Intensity 
2 Pitch 
3 Reverb 
4 Low-pass filter 
5 Intensity + pitch 
6 Intensity + reverb 
7 Intensity + low-pass filter 
8 Pitch + reverb 
9 Pitch + low-pass filter 
10 Reverb + low-pass filter 
11 Intensity + pitch + reverb 
12 Intensity + pitch + low-pass filter 
13 Intensity + reverb + low-pass filter 
14 Pitch + reverb + low-pass filter 
 
Using this number of parameters / parameter combinations would 
make the test very extensive and potentially too exhausting for the 
test subjects. The pre-test was therefore used to reduce the number 
of parameters and parameter combinations. Four members of the 
research group carried out the pre-test internally by listening to all 
the examples in a number of diverse environments, from quiet 
offices to noisy streets. The set of parameters and parameter 
combinations was then discussed within the group. 
As shown very early by for example Gamble [8], the intensity 
property is very prominent for experiencing distance through 
sound. But, as noted by Devallez et al., “the volume [of a 
smartphone] can be manipulated by users, which might make the 
intensity cue unreliable for judging distance”. Potentially it is very 
difficult for the average user to determine a useful volume setting 
in order to actually hear sounds with low intensity. The intensity 
parameter is also problematic in urban and other outdoor settings, 
since sounds with lower intensity could be masked by background 
noise. When judging distance, the intensity effect is also 
depending on how familiar the user is with the sound source as 
shown by for example Coleman [4]. In the project’s context of a 
mobile application, the intensity parameter was, for the reasons 
above, deemed too problematic and it was decided not to use it in 
the test. 
The pre-test also showed that in sound examples where the basic 
sound was modified using a combination of pitch and low-pass 
filter, it was not possible to hear any effect of the change in low-
pass filter, especially in outdoor settings. Instead only the change 
in pitch was clearly perceivable. It was therefore decided to omit 
also the parameter combination pitch + low-pass filter. This 
resulted in the list of remaining parameters and parameter 
combinations to use in the test shown in table 3. 
 
Table 3. Sound parameters and parameter combinations 
selected for the test. 
# Parameter / parameter combination 
1 Pitch 
2 Reverb 
3 Low-pass filter 
4 Pitch + reverb 
5 Reverb + low-pass filter 
 
4. THE ACTUAL TEST 
The test was designed to assess how well the five remaining 
sound parameters and parameter combinations could be utilized to 
convey a sense of geographic distance. 
All sounds originated from one basic, 300 ms long sound from a 
vibraphone at the pitch of D3 (293.67 Hz). Since sound timbre 
was not one of the parameters to test, all the sound examples used 
this same basic sound. 
The basic sound from the vibraphone was then modified using the 
parameters and parameter combinations appointed for the test. 
Table 4 shows how the parameters/parameter combinations were 
used to modify the basic sound. Figure 1 shows the tones used for 
“near”, “middle” and “far” when modifying the basic sound using 
the pitch parameter. The pre-test indicated that some people had 
difficulties hearing any difference between individual notes if the 
difference between those where too small. The relatively large 
difference in pitch is an attempt to make it possible for all to 
perceive this difference. 
 
Figure 1. Tones used for distances “near”, “middle” and 
“far”. 
 
The low-pass filter used in the test was the Steinberg Cubase’s 
internal EQ. For the middle distance, the filter’s cut-off frequency 
was set to 980 Hz with a Q-value of 7.0. For the far distance, the 
filter’s cut-off frequency was set to 186 Hz with a Q-value of 5.7. 
For the near distance, the basic sound was unfiltered. The filter 
settings where made from listening and finding settings the test 
leaders perceived as relevant for the context of the test. The low-
pass filtering changes the perceived intensity of the sound. 
Therefore, the volume of the filtered sounds where increased to 
compensate for the filtering. 
The reverb effect used was Steinberg Cubase internal reverb 
“Roomworks”. For all distances, the reverb parameters were kept 
constant with a reverb time of 1.7 seconds. Instead the send 
parameter from the basic sound was modified. For the middle 
distance, the send parameter was set to -14,8 dB. For the far 
distance, the send parameter was set to 0.0 dB. For the near 
distance, the send parameter was muted. The reason for keeping 
the reverb time constant was to mimic the way reverberation 
works ecologically. The more distant a sound source is, the more 
reflected sound waves and less sound waves directly from the 
sound source will reach your ears. In the same way, the closer a 
sound source is to you, the more sound waves coming directly 
from the sound source you will hear and less reflected sound 
waves. Changing the send parameter to the reverb unit reflects 
this behavior by altering the balance between direct sound and 
reverberant sound. 
 
Table 4. Sound modification methods used in the test. 
Method/
Distance Pitch 
Low-
pass 
filter 
Reverb Pitch + Reverb 
Low-
pass + 
Reverb 
Near High None None 
High 
pitch, 
no 
reverb 
No filter, 
no reverb 
Middle Middle Some Some 
Middle 
pitch, 
some 
reverb 
Some 
filter, 
some 
reverb 
Far Low Heavy Much 
Low 
pitch, 
much 
reverb 
Heavy 
filtering, 
much 
reverb 
 
 
When the parameters were combined in pitch + reverb and low-
pass filter + reverb, the individual parameter settings used were 
the same as when the parameters were used individually. 
The test was divided in two parts and a total of 24 subjects were 
enrolled to do it. In the test’s first part, the subjects listened to five 
examples, each consisting of three sounds. The task was to listen 
to the three sounds and for each example mark in a protocol which 
sound, 1, 2 and 3 they interpreted as the distances ”near”, 
”middle” and ”far”. The subjects were forced to do an exclusive 
choice, each distance had exactly one sound and each sound had 
exactly one distance. This part of the test gave a measurement on 
how much the subject agreed on the hypotheses and how 
intuitively interpretable and understandable each sound 
parameter/parameter combination is. The three sounds of each 
example were made by modifying the basic sound using one of 
the parameters / parameter combinations described above. The 
order of the examples and the relationship between the sounds 1, 2 
and 3 and the corresponding distances were randomized. The 
examples were presented to the test subjects using videos 
embedded in Apple Keynote presentations. Each sound was 
played synchronized with the digits 1, 2 and 3 appearing visually 
in the video (see figure 2). 
 
 
Figure 2. Screen shot of video from the test’s first part. 
 
The second part of the test was a use scenario reflecting the urban 
use of the sound-based mobile application for navigation. In this 
part of the test, the subjects compared alternative sound feedback 
solutions from the application. The alternative solutions were 
presented to the subjects as “mock-up videos” (figure 3). 
 
 
Figure 3. Screen shot of video from the test’s second part. 
 
Five different videos were prepared. Each video showed the same 
film sequence of a use scenario together with a background sound 
track with natural street sounds. Each video then had a second, 
unique sound track playing a number of “near”, “middle” and 
“far” sounds in random order. In each video those sounds were 
composed of sounds modified using one of the test’s parameters / 
parameter combination and based on the corresponding 
hypotheses. 
Ten “rounds” with three different videos in each were prepared. In 
each ”round”, the test subjects listened to, watched and compared 
the three videos. The task was to select the video whose sound the 
test subject perceived was giving the best sense of difference 
between the distances ”near”, ”middle” and ”far”. When all the 
ten “rounds” were finalized, the test subjects had compared all the 
five videos to all the rest. This was to get an indication on which 
of the parameters/parameter combinations the subjects perceived 
as giving the best sense of difference in distance.  As in the first 
part of the test, the order in which the videos were presented was 
randomized. 
In both parts of the test, the subjects could experience the 
examples as many times as they liked. They were also allowed to 
go back and revisit previous examples before making a final 
decision to put in the test protocol. 
5. RESULTS FROM PART 1 
In the first part of the test, subjects interpreted sounds in terms of 
“near”, “middle” and “far”. The sounds were modulated using the 
parameters and parameter combinations selected for the test. The 
subjects’ interpretations of the sounds were compared to a set of 
hypotheses based on acoustics and previous work described 
above. The results from this part of the test show that test subjects 
agree most on the hypotheses for examples including the low-pass 
filter (see figure 4). 
For examples based on the low-pass filter alone, 88% of the test 
subjects made interpretations in full agreement with the 
hypothesis. The same figure is true for examples based on the 
combination of low-pass filter and reverb. When interpreting 
examples based on the reverb parameter alone, 79% of the test 
subjects made interpretations in full agreement with the 
corresponding hypothesis. For the pitch parameter, the 
corresponding figure is 46%. Examples based on the combination 
of pitch and reverb yields a better agreement with the hypothesis 
compared to examples based on pitch alone. For examples based 
on the combination of pitch and reverb, 67% of the test subjects 
made interpretations in full agreement with the hypothesis. 
 
 
Figure 4. Percentage of test subjects in full agreement with the 
hypothesis for the parameters / parameter combinations 
 
Figure 5 shows that 29% of the test subjects made interpretations 
that fully correspond to the hypotheses for all five examples. 33% 
of the subjects made interpretations that deviated from the 
hypotheses in one example. 21% of the subjects showed 
deviations in 2, 8% in 3 and 8% in 4 examples. Each example 
corresponds to one parameter or parameter combination.  
 
Figure 5. Percentage of test subjects with deviations in 
interpretations compared to the hypothesis in 0, 1, 2, 3 and 4 
parameters/parameter combinations.  
 
In total 20 (83%) of the subjects made interpretations that deviate 
from the hypotheses in 0, 1 or 2 examples. Of these 20, one 
subject deviated in the low-pass filter example and one subject 
deviated in the reverb + low-pass filter example. Once again this 
indicates the low-pass filters ability to convey a sense of 
geographic distance. 
6. RESULTS FROM PART 2 
In the second part of the test, subjects compared five sound design 
solutions based on the five acoustic parameters and parameter 
combinations used in the test. With 24 subjects, each parameter / 
parameter combination could be the preferred one in total 144 
times. 
 
Figure 6. Preferences for parameters and parameter 
combinations with respect to ability to convey difference in 
geographic distance. 
 
The results from this part of the test show that the solution based 
on the parameter combination reverb + low-pass filter was 
preferred most times, in 56% of the possible comparisons (81 of 
maximum 144 times, see figure 6). The corresponding figure for 
the solution based on reverb is 47%, pitch + reverb 28%, low-pass 
filter 25% and for solutions based on the pitch parameter the 
figure is 10%. 
 
 
Figure 7. Percentage of subjects preferring each parameter / 
parameter combination. 
 
Looking at the same comparisons from a per subject perspective, 
32% of the subjects selected the solution based on the reverb + 
low-pass filter in most comparisons (see figure 7). Another 32% 
of the subjects in most comparisons selected the solution built on 
the reverb parameter. For pitch + reverb the figure is 28% and for 
the low-pass filter the figure is 8%. No test subject selected pitch 
in most of the comparisons. 
7. DISCUSSION 
In the test, the subjects considered the proposed solutions without 
any prior information or knowledge about how the design team 
intended the solutions to be interpreted. Instead the subjects were 
asked to describe, without being biased, their interpretations of the 
solutions and express their preferences between those. The results 
from the first part of the test indicate that the reverb and the low-
pass filter parameters were the ones the subjects interpreted most 
in line with the corresponding hypothesis. The interpretations of 
the solutions including the pitch parameter were the ones that 
deviated most from the design team’s hypothesis. This is in line 
with previous work. It is interesting to note that the results are 
consistent also with the findings from Talbot and Cowan’s tests 
that used visually impaired subjects. 
Of the parameters selected for and used in the test, the reverb and 
the low-pass filter parameters can be described as the ones that are 
most in line with our everyday experiences of how sound works 
on various distances. Sound sources far away sound more dull or 
damped than sounds from sound sources closer to the listener. 
Sound from far away sound sources are often reverberant 
compared to sound from closer sound sources. This is the way we 
are used to perceive sound in our everyday lives. On the other 
hand, there is no immediate and intuitive relationship between a 
certain pitch and the concepts of “near”, “middle” and “far”. It is 
therefore not surprising that the test subjects’ deviated more from 
the design team’s hypotheses when interpreting solutions that 
included the pitch parameter compared to solutions based on the 
reverb and low-pass filter parameters. This is also in line with 
previous findings. 
Part two of the test exhibits a similar pattern. Figure 7 shows that 
92% of the test subjects preferred examples based on the reverb 
parameter or combinations including the reverb parameter. Reverb 
seems to be an acoustic parameter that is a strong carrier of 
information about geographic distance. 
The picture is somewhat complicated by the low-pass filter 
parameter. The results from the test’s part 1 show that the 
examples including the low-pass filter parameter are the examples 
for which the test subject’s interpretations deviated the least from 
the design team’s ecologically based and motivated hypothesis. 
On the other hand, in part 2 of the test, examples modulated with 
the low-pass filter alone are most often not preferred by the test 
subjects. The subjects’ conscious preferences and their ability to 
interpret stimuli based on the low-pass filter parameter seems to 
differ. 
A possible explanation to this difference is that part1 of the test 
concentrated on the interpretation of sound parameters in terms of 
the distances “near”, “middle” and “far” in relative isolation from 
any use scenario or other context. In part 1 the subjects could 
concentrate fully on the interpretation of the sounds alone. The 
use case scenario in part 2 might have distracted the subjects 
somewhat. Part 2 deals with the question which sound parameter / 
parameter combination best convey a sense of “near”, “middle” 
and “far” when the sounds are put in a use scenario. The low-pass 
filter seems to be able to convey relatively unambiguous 
information about “near”, “middle” and “far” when heard in 
relative isolation. When heard as part of a larger context, the low-
pass filter alone might sound less differentiated compared to 
sounds modulated with other parameters. Informal statements by 
some of the test subjects also support this possible explanation. 
The test concentrated on the test subject’s immediate and intuitive 
responses and interpretations of five acoustic parameters and 
parameter combinations. Any longer term learning aspects of 
repeated encounters with the parameters / parameter combinations 
were not included in the test or the analysis of the results. 
The results from the test suggest using combinations of two or 
more acoustic parameters when distance and difference in 
distances are to be conveyed. This idea is corroborated by other 
findings. 
Reverberation is a strong carrier of distance information. But this 
parameter is dependant on a sound’s development over time. If 
the time span for each sound is narrow and/or many sounds are 
played in close succession or even overlapping, the risk is that the 
reverb parameter will not be heard and therefore the perception of 
distance lost. Once again, combining parameters might help 
reduce the problem. 
8. FUTURE WORK AND USE OF THE 
RESULTS 
The results from this experiment will be fed into the development 
process of a multi-modal, mobile application for navigation. 
Based on the results reported above, this application will have a 
sound design that uses combinations of several acoustic 
parameters to convey information about distance. The application 
will be evaluated using both qualitative and quantitative methods 
in order to assess users’ experience of the application, potential 
meanings it can be given and roles it may play in people’s lives. 
Most likely, based on the results and experiences from the 
experiment reported here, the sound design team will use a 
combination of low-pass filtering, reverberation, sound intensity 
and pitch to convey the difference between “near”, “middle” and 
“far”. Since the sound intensity parameter has to be handled with 
caution, it will be used only to a small, just noticeable degree. The 
pitch parameter will be used to distinguish sounds played on close 
succession. The pitch span used will be radically smaller than the 
span used in this test, probably within the interval of a quint. 
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