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ABSTRACT 
An experiment utilizing synchrotron radiation to measure lattice strain components from an 
aluminum-lithium sample during tensile loading is presented in detail. The conical slit system at 
Argonne National Laboratory’s Advanced Photon Source is utilized to isolate a single grain with 
an orientation of interest from the highly textured alloy. A total of 39 reflections contribute to the 
calculation of the strain tensor for each load step. Trends were realized in all six independent 
components of stain, and reveal an elevated initial triaxiality which approached the expected 
value for tensile loading of an isotropic material as the sample was loaded. Potential error 
sources are discussed in relation to strain measurements and considerations when using the 
conical slit system are presented. 
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NOTE TO THE READER 
I began my expedition into the field of high energy X-ray diffraction about a year prior to 
completing this thesis. There was a steep learning curve, but the scattering community is very 
welcoming towards new members.  Whenever I became discouraged Armand would tell me that 
entering this field of research, “is like drinking from a fire hose.” The goal of this thesis is not 
only to document our experiment at Argonne National Laboratory’s Advanced Photon Source, 
but also to provide a reference for future graduate students and novice users with little to no 
experience. Many recent experiments focus on extracting strain from grains within the bulk of a 
sample, so the data reduction section focuses on this topic. Since the conical slit system is 
relatively new to the 1-ID beamline, this document presents the system and illuminates some of 
its limitations in the context of strain extraction.  
The beamline scientists are outstanding teachers and can assist new users in acquiring excellent 
datasets. Once data are obtained, the reduction procedure poses the next challenge. The 
scattering community has developed excellent software packages which are available for free, 
and provide at least a starting point for data reduction. Within this thesis, I present a procedure 
which was utilized for the reduction of our dataset; however, every dataset will be unique and 
require its own approach. Included in the appendix are initialization and parameter files along 
with some MATLAB scripts which can serve as references. I hope that this work encourages 
new members to join the scattering community and aids them in acquiring accurate datasets and 
processing the experimental results. 
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1. Introduction 
1.1. Three-Dimensional X-ray Diffraction 
Conventional methods capable of probing the microstructure of a polycrystalline material are 
typically limited to surface techniques or restrict sample geometry to thin foils. Techniques such 
as electron backscatter diffraction (EBSD) require sectioning of a sample in order to generate a 
three-dimensional crystalline map of a sample volume. Due to the destructive nature of such 
techniques, they are mainly limited to ex situ studies. The emerging technique of three-
dimensional X-ray diffraction (3DXRD) permits the non-destructive characterization of 
crystalline elements within the bulk of a polycrystalline sample and is suitable for in situ 
experiments during thermo-mechanical processing [1-3]. The triaxial stress state within the bulk 
of a sample is significantly different from the biaxial stress state existing at the surface and can 
only be explored using a transmission technique such as high energy X-ray diffraction or neutron 
diffraction. Grains at the surface of a sample can exhibit differences in size, orientation, and 
chemical composition when compared to the bulk [2]. 3DXRD experiments can be used to study 
a fully constrained grain within the bulk of a polycrystalline sample. Information gathered about 
a single or multiple grains can include orientation, size, strain, and spatial positioning within the 
sample. Even though neutrons are generally capable of penetrating deeper into a metallic sample, 
hard X-rays can still penetrate several centimeters of aluminum or a few millimeters of steel. 
Despite the lower penetrating power when compared to neutron diffraction, data can be acquired 
at a much faster rate when using X-rays.  Current technology allows area detectors to capture 
multiple diffraction images per second, with each diffraction image containing reflections from 
several crystallographic planes. The continued evolution of experimental equipment and analysis 
tools permits engineers and scientists to gather valuable datasets which reveal fundamental 
information about the behavior of materials. 
1.2. Advanced Photon Source 
The Advanced Photon Source (APS) located at Argonne National Laboratory is one of a handful 
of third-generation synchrotron sources in the world. APS is capable of producing high-energy 
X-rays, which permit transmission experiments. The 1-ID beamline at APS is well suited to 
perform 3DXRD experiments on crystalline materials. The radiation source at beamline 1-ID is 
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an Undulator A, consisting of a periodic array of dipole magnets used to generate a magnetic 
field along its length [4]. Electrons passing through the spatially periodic magnetic field are 
forced to oscillate and radiate synchrotron radiation. A liquid-nitrogen-cooled monochromator 
contains two perfect Si (111) crystals used in Laue geometry and is tunable to a range of energies 
from about 50 to 100 keV [5]. The wide range of available energies allows for the study of a 
wide range of crystalline materials including sand, aluminum, nickel, and titanium. Focusing of 
the beam in the vertical direction can be achieved across the entire range energies through Si 
saw-tooth refractive lenses  [6]. Far-field diffraction experiments currently take place within the 
C hutch of the 1-ID beamline. The hutch is a lead lined room which is remotely operated for the 
safety of the users. The experimental equipment within the hutch is built on top of optics tables, 
but the exact setup is specific to each experiment. The following description provides an 
example of an equipment layout for a medium-resolution far field diffraction experiment and 
corresponds to the setup used for the experiment discussed in this thesis. 
Samples are mounted on top of a stage tower which allows translation and rotattion with respect 
to the beam.  Figure 1 gives the convention for the right-handed laboratory coordinate system at 
the 1-ID-C hutch. The positive Z-direction is aligned along the beam, the positive X-direction 
points out the hutch door, and the positive Y-direction points toward the ceiling. At the bottom of 
the stage tower sits a stage capable of translating the sample in the X-direction and is utilized to 
center the axis of rotation into the beam.  Next, there is a stage capable of rotation in ω and 
translation in the Y-direction. The ω-rotation is often referred to as φ at beamline 1-ID; however, 
ω will be used for the remainder of this thesis. Stacked on top of these stages are two smaller 
sample stages which are used to translate the sample with respect to the beam. The sample stages 
do not move the axis of rotation; rather they are used to probe different regions of the sample 
with the beam. Stage translations are accurate and repeatable to about one micron. Reflections 
are measured on an area detector some distance, D, away, typically about 0.5 to 1 meter 
downstream from the sample. The GE Revolution 41RT amorphous silicon flat-panel detector is 
frequently used in medium-resolution far field diffraction experiments, which has an active area 
of 41 x 41 cm with a 200 x 200 μm pixel size [7]. The angle 2θ defines the angle between 
incident and reflected X-rays, while η provides the azimuthal angle on the area detector.  
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Figure 1: Laboratory coordinate system convention in 1-ID-C hutch at APS [8] 
Incident X-rays are scattered by the atoms within a material, and constructive interference from 
layers of crystallographic planes results in the reflections seen on the detector. Bragg’s law 
provides the condition for constructive interference where 𝑛 is an integer, 𝜆 is the wavelength of 
the incident radiation, d is the spacing between atomic lattice planes, and θ is the angle between 
the incident ray and the scattering plane.  
𝑛𝜆 = 2d sin θ 
The area detector is capable of measuring reflections from multiple crystallographic planes 
simultaneously. Reflections are seen as spots on the detector, which lie on rings corresponding to 
different crystallographic planes. A sample detector image from an aluminum-lithium sample is 
shown in Figure 2. Each spot on the detector originates from a known set of lattice planes and 
provides three angles (ω, θ, and η) which define the orientation of the planes in space. Rotation 
of the sample about ω brings different crystallographic planes in and out of the Bragg condition, 
allowing numerous reflections to be measured from a single grain. The following texts are 
recommended as further reading on X-ray diffraction [9-11]. 
 
[1] 
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Figure 2: Diffraction pattern gathered from AA2195 with conical slit cell in place 
1.3. Strain on a Crystal Lattice 
Indices for Crystallographic Planes 
Within a crystalline solid, the atoms are arranged in a repeating or periodic array. A crystal 
lattice is used to describe points in three dimensions which correspond to atom positions. Since 
the points in a crystal lattice form a repetitive pattern, the lattice can be subdivided into small 
repetitive unit cells. The unit cell forms the basic building block of a crystal structure and 
represents its symmetry. Each unit cell can be defined using six lattice parameters: three edge 
lengths a, b, and c, along with three interaxial angles α, β, and γ. The cubic crystal system has the 
greatest degree of symmetry since all three edge lengths and interaxial angles are equal. Since an 
aluminum alloy is studied in this thesis, the information presented relates to the cubic crystal 
system. The orientation of planes of atoms within a cubic crystal structure can be represented by 
three Miller indices (hkl). The procedure for determining the Miller indices of a crystallographic 
plane is given below [10, 12]. 
 
(1 1 1) 
(2 0 0) 
(2 2 0) 
(2 2 2) 
(3 3 1) (4 2 2) 
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1. Determine the intercepts of a plane on the axes in terms of the lattice parameters a, b, and c 
2. Take the reciprocal of each number 
3. Multiply or divide each number such that they become a set of the smallest possible 
integers 
The dots in Figure 3 represent atom positions of a crystal lattice in two dimensions with the third 
dimension extending into the page. Lines represent planes of atoms within the lattice and a0 is 
the lattice spacing for the (100) family of planes.  It can be shown geometrically that the lattice 
spacing of any plane of atoms can be related to a0 through the Miller indices using Equation 2. dℎ𝑘𝑙 = 𝑎0
√ℎ2 + 𝑘2 + 𝑙2 
Equation 2 shows that the lattice spacing for only a single family of planes is necessary in order 
to calculate the lattice spacing for the remaining planes. 
 
  
Figure 3: Two-dimensional representation of a crystal lattice with (Left) (100) planes and (Right) (110) planes highlighted 
using lines 
Straining a Crystal Lattice 
Loading an experimental sample in tension, results in an elongation of the gauge section. 
Assuming that the sample remains perfectly elastic and neglecting any damage, the change in 
length is accounted for by a change in the lattice spacing within the individual crystals of the 
material. Since the X-ray energy can be presumed constant during the course of an experiment 
using a monochromatic source, Bragg’s law dictates that a change in the lattice spacing will be 
accompanied by a change in the angle between the incident ray and the scattering plane. 
Observation of reflections on an area detector while loading a material will reveal shifts in both 
their radial and azimuthal positions of the measured spots. A change in the hydrostatic strain 
exhibits itself as a shift in radial peak positions, while variations in deviatoric strain can produce 
b 
a 
a0 
a 
b 
a0
√2  
[2] 
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both radial and azimuthal motion of peak positions. An expression for a strain component as a 
function of the change in reflection angle can be derived through differentiation of Bragg’s law.  
𝑑(𝑛𝜆) = 𝑑(2d0 sinθ0) 
Assuming a constant energy remains constant causes the X-ray wavelength to drop out of 
Equation 3 once the derivative is taken.  0 = 2 sin θ0 𝑑d + 2d0 cos θ0 𝑑θ 
Rearranging Equation 4 allows us to isolate the constant terms to one side of the equation. 
𝑑d
𝑑θ
= −d0 cosθ0sinθ0  
The relationship between the lattice spacing and reflection angle is nonlinear due to the sine term 
as defined by Bragg’s law, but Equation 5 can be rewritten in the following form using the 
definition of the derivative.  lim
Δθ→0
Δd
Δθ
= −d0 cot θ0 
As the change in the reflection angle approaches zero, the slope of the secant line approaches the 
slope of the local tangent. Assuming that changes in lattice spacing are small compared to the 
initial spacing (changes in reflection angle are also small compared to the initial angle), allows 
Equation 6 to be rewritten in the form below.  
Δdd0 = − cot θ0 Δθ = 𝜀ℎ𝑘𝑙 
Changes in lattice spacing are indeed small; lattice strains over 0.01 are rarely achieved for 
metallic samples. Equation 7 approximates the local tangent with the secant, since the difference 
between the two is negligible. The change in lattice spacing over the initial lattice spacing is 
equivalent to the lattice strain for a particular set of crystallographic planes. 
Effect of Lattice Strain on Diffraction Patterns 
For an aluminum sample loaded in tension, the lattice spacing in the loading direction will 
increase, while spacing between planes of atoms in the transverse directions will decrease due to 
Poisson’s effect. An increase in lattice spacing will reduce the angle θ according to Bragg’s law, 
[3] 
[4] 
[5] 
[6] 
[7] 
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while a decrease in lattice spacing will have the opposite effect. The asymmetry in the strain 
between various crystallographic planes causes the diffraction rings to deviate from their circular 
shape as shown in Figure 4. Loading a specimen has the effect of making the diffraction rings 
elliptical as compared to the circular rings of an unstrained material. Continuous rings on a 
detector can be realized from a ‘powder’ sample: a fine grained material with a random texture. 
In reality the ‘powder’ sample produces countless reflections on the detector which overlap and 
form the continuous rings. A single grain would produce spots which would lie somewhere on 
these rings. 
  
Figure 4: (Left) Simulated arbitrary strain-free detector image (Right) Same simulated image with a tensile load applied 
in the y-direction 
The elliptical shape of the diffraction patterns in Figure 4 is exaggerated in order to aid the 
reader in understanding how normal strains exhibit themselves on diffraction images. In reality, 
the shifts in radial position of a peak on the detector may only be on the order of a pixel (each 
pixel of the GE detector is 200 microns square). Since the peaks themselves may also be only a 
few pixels wide in the radial direction, sub-pixel resolution is required when locating peak 
positions in order to extract accurate strain measurements. 
In order to extract the full strain tensor for a grain, reflections need to be measured across a range 
of ω-angles. The simulated diffraction pattern in Figure 4 can only provide information about 
components of strain in the x- and y-directions. Spots appearing near the poles will contribute 
information about strain in the y-direction, while spots near the equator will provide information 
  
x 
y 
       
x 
y 
     
8 
 
about strain in the x-direction. Rotating the sample about the y-axis by 90° and would provide 
information about the strain in the y- and z-directions. Any angle in between 0° and 90° will 
provide some information about the strain in all three directions; however, the most information 
will always be gathered about the strain in the y-direction since it is included in every frame. In 
order to generate the full strain tensor a minimum of six reflections from a single grain are 
required, since the tensor has six independent components. Even though only six reflections are 
required theoretically, increasing the number of measurements reduces the error introduced by 
any single reflection. 
Margulies et al. first performed a feasibility study and extracted elements of the strain tensor 
from a single grain embedded within a polycrystalline sample using synchrotron radiation [13]. 
Instrumentation limitations only allowed for a ω-span of 30°, limiting the number of reflections 
which could be measured to 17. The experiment revealed the need for larger ω-rotations in order 
to properly sample all six independent strain tensor components. Martins et al. performed a later 
study and measured components of strain for 10 individual grains imbedded within a sample 
using a ω-rotation range of -44° to 46° [14]. The group was able to measure up to five 
components of the strain tensor with acceptable results; however, they concluded that a larger ω-
range is necessary to extract all six components. Some of the more recent experiments have 
focused on scrutinizing a much larger number of grains. For the purpose of validation of crystal 
plasticity models, a study has showed that it is possible to extract the axial strain component 
from over 1000 randomly oriented grains within the bulk of a sample [15]. As experimental 
equipment and techniques evolve, the accuracy and amount of information which can be 
extracted from a synchrotron experiment will increase. 
1.4. Conical Slit System 
Traditional X-ray transmission experiments generate reflections from the entire thickness of a 
sample; however, a conical slit (CS) can be used to obtain depth resolved diffraction 
measurements. A CS cell (Figure 5) is mounted between the sample and detector and consists of 
a series of concentric Debye-Scherrer cones. The cones only allow certain reflections originating 
from a gauge volume to penetrate, with the depth resolution depending on the geometrical 
configuration of the CS cell. The first work presenting the use of a CS in conjunction with X-ray 
diffraction for depth profiling or three-dimensional mapping is described in reference [16]. The 
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CS system was composed of six cones with 25 μm gaps. Due to manufacturing limitations at the 
time of its production it was impossible to manufacture the CS cell from a single plate, resulting 
in variation in slit width when assembled. Advancements in manufacturing techniques allowed 
for the creation of a new conical slit cell made out of a single piece of tungsten with 20 μm thick 
slits which resides at the 1-ID beamline. 
 
Figure 5: Conical slit cell at APS beamline 1-ID placed downstream from sample 
Since its inception, CS cells have been used for multiple applications. Illuminating a sample 
through its thickness could results in hundreds of grains producing reflections on an area 
detector. Even if the material has a random texture, the probability of reflection overlap increases 
with the number of grains illuminated by the X-ray beam. A CS can be used to reduce the 
amount of reflections present on a detector in order to minimize the probability of spot overlap 
[17]. The CS served such a purpose to study lattice rotations of grains by isolating grains around 
the rotation axis [18]. In addition to isolating a gauge volume, a conical slit cell can be used to 
profile the depth of a sample or aid in the analysis of strongly textured materials. Isolating a 
single grain of a highly textured material can be difficult, since grains of similar orientation will 
inevitably produce spot overlap. Separating these spots through data processing may not be 
possible, so a CS system can be used to isolate a single grain with an orientation of interest. 
The CS system at APS beamline 1-ID currently has one slit cell which is optimized for use with 
face-centered-cubic (f.c.c) materials. The cell is made of tungsten carbide, contains seven rings, 
Conical Slit 
Cell 
Sample 
Incident 
X-ray 
Beam 
10 
 
and was manufactured using wire-EDM. A small hole with a beamstop used for alignment is also 
located at the center of the CS cell. A sketch of the cross section of the CS cell is given in Figure 
6 and the corresponding dimensions are provided in Table 1. The slit width and cell thickness 
largely define the depth resolution along the beam. Increasing the cell thickness could cause the 
conical to act as a collimator, while decreasing the thickness would increase the resolved depth 
and could allow reflections to penetrate through the tungsten carbide. While slits and focusing 
can be used to change the height and width of the beam, the depth resolution is defined by CS 
cell geometry at about 200 microns along the beam. In order for the conical slit cell to remain in 
one piece, two housing bands spanning the diameter of the rings were left uncut as shown in 
Figure 7. Knowing the position of these housing bands is important since they will block certain 
reflections from penetrating the CS cell. 
 
Figure 6: Cross-sectional sketch of conical slit cell (corresponding dimensions given in Table 1) [19] 
 
 
 
 
F 
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Table 1: APS beamline 1-ID conical slit cell dimensions 
Thickness t [mm] 2 
Slit Gap δ [μm] 20 
Focal Length F [mm] 50 
Center Hole Diameter dcen [μm] 50 
 
Ring  Radius [mm] 2Θ [rad] 
1 [1 1 1] Al 4.8378 0.0965 
2 [2 0 0] Al, Fe 5.5927 0.1114 
3 [2 1 1] Fe 6.8657 0.1365 
4 [2 2 0] Al, Fe 7.9465 0.1576 
5 [2 2 2] Al, Fe 9.7787 0.1931 
6 [3 3 1] Al 12.4080 0.2432 
7 [4 2 2] Al, Fe 14.0300 0.2736 
 
 
Figure 7: Sketch of conical slit housing band configuration [19] 
The conical slit was designed with a fixed focal length of 50 mm, but the X-ray energy must be 
tuned for the particular material under study. Bragg’s law is rewritten below where the integer 
value, 𝑛, is set equal to one in order to aid in the understanding of the CS cell. 
𝜆 = 2dℎ𝑘𝑙 sinθ 
The reflection angle can be determined as a function of the focal length, F, and radius, Rℎ𝑘𝑙, of 
the slit on the detector using the following equation.  
θ = 12 tan−1 Rℎ𝑘𝑙F  
Equation 9 provides the result of a calculating half the internal angle of the right triangle, where 
the side opposite of the angle 2θ is the radius and the adjacent side is the known focal length. 
The angle 2θ is the angle between the incident beam and the reflected beam and should not be 
mistaken with the angle θ which provides the angle between the crystallographic planes of atoms 
and the reflected beam (or incident beam). Combining the above two equations with Equation 2 
   
  
  
   
 
  
 
 
 
  
 
 
 
 
  
  
20° 55°  
[8] 
[9] 
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provides an equation to calculate the necessary X-ray wavelength for a particular lattice constant. 
𝜆 = 2𝑎0
√ℎ2 + 𝑘2 + 𝑙2 sin �12 tan−1 Rℎ𝑘𝑙F � 
The radii of the slits in the conical cell have been chosen so that they all correspond to the same 
energy; however, that energy will vary depending on the lattice constant of the material.  
  
[10] 
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2. Experimental Investigation 
2.1. Material Selection and Characterization 
Aluminum-Lithium Alloys 
Large-scale deployment of aluminum-lithium alloys within the aerospace industry could result in 
significant fuel savings due to their high specific stiffness when compared to traditional high 
strength aluminum alloys. Investigation has shown that up to four weight percent lithium can be 
dissolved in aluminum, and proper heat treatment can increase Young’s modulus by up to 30% 
when compared to pure aluminum [20].  In addition, the same study showed that each additional 
weight percent of lithium added to aluminum will reduce the alloys density by about 3%. The 
Al-Li alloys are usually rolled or extruded to their final form and then undergo a thermo-
mechanical treatment consisting of solution treatment and quenching, plastic stretching operation 
of about 3-6%, followed by an artificial aging process.  
A sample of 1.95 in. thick rolled aluminum lithium plate alloy AA2195 was supplied by NASA 
Marshall Space Flight Center for this study. AA2195 contains 4.0 wt.% Cu and 1.0 wt.% Li and  
is currently deployed in cryogenic tanks on launch vehicles for the space program. Precipitation 
hardening provides a high strength that, in combination with the relatively low modulus of 
aluminum, enables fairly high elastic strains to be achieved. Since a major goal of the 
experimental investigation is extraction of the strain tensor from a single grain, AA2195 serves 
as a prime candidate. The material is highly anisotropic with a strong texture associated with the 
Brass (Bs) texture component. Analysis has shown that the anisotropy of the material is a direct 
effect of texture, with a significant decrease in strength in the 45° direction [21]. The weak 45° 
orientation was chosen for the experiment presented in this thesis.  
EBSD of AA2195 
EBSD was used to characterize the material prior to the experiment at APS. The EBSD results 
shown herein were developed by Wes Tayon and Rebecca Mudrock at NASA Langley, and are 
included in the present work for completeness of the discussion. Scans were performed at 
intervals of T/8 through the thickness in both RD-ND and ND-TD planes. A step size of 3 μm 
was chosen over an area of 1 x 2 mm centered at each T/8 location. Results showed that the 
microstructure was symmetric about the T/2 location so scans are only shown ranging from the 
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T/8 to the T/2 location in order to avoid redundancy; Figure 8 shows the results from the RD-ND 
plane. The black spots on the images are likely corrosion pits formed during polishing and 
should be ignored. The EBSD scans show that the microstructure consists of layered pancake 
shaped grains. Some of the grains can be quite large on the order of 1-2 mm in diameter and up 
to a few hundred microns in thickness. The grain size and shape is significant because the CS 
system can be focused, such that the entire gauge volume is enclosed within a single grain. 
However, large rotations of the sample could cause a portion of the gauge volume to illuminate a 
neighboring grain if the thickness of the grain is larger than the length of the gauge volume along 
the beam. 
 
Figure 8: EBSD result from ND-RD plane of AA2195 (EBSD images courtesy of Wes Tayon & Rebecca Mudrock) [22] 
Lattice Spacing of AA2195 
The unstrained lattice spacing of AA2195 was unknown due to the lack of a powder sample, so 
measured data from aluminum-lithium alloys varying in lithium content was utilized to calculate 
an estimate. Axon et al. showed that adding lithium to aluminum decreased the lattice spacing of 
resulting alloys [23]. The experimental results are summarized in Table 2.  
Table 2: Experimental measurements of lattice spacing for aluminum-lithium alloys [23] 
Weight % Li Lattice Spacing (Å) 
0 4.0413 
0.91 4.0396 
1.29 4.0392 
1.93 4.0381 
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Since AA2195 contains 1.0 wt.% lithium, linear interpolation was utilized to calculate an 
estimated lattice spacing based on given information. Table 2 shows that the lattice spacing was 
calculated with the assumption that the lattice constant of pure aluminum is 4.0413 Å.  The 
currently accepted lattice constant is 4.0495 Å, so the linearly interpolated value was scaled to 
account for the difference. The corrected the lattice spacing for AA2195 is estimated at 4.048 Å. 
2.2. Sample Preparation 
Small tensile dog-bone specimens were manufactured out of the supplied AA2195 plate alloy so 
that they could be used in conjunction with the experimental load frame. The samples have a 2x2 
mm cross-section with an 8 mm gauge length; specifications for the specimens can be found in 
Figure 9. All of the machining operations except for the hole drilling were performed using 
electrical discharge machining (EDM) in order to reduce the likelihood of inducing a residual 
stress into the material due to machining. Manufacturing began by sectioning off a 2 mm thick 
layer of the plate in the ND-RD plane. Next, the tensile specimen was cut at a 45° angle, 
corresponding to the weakest orientation. The microstructure varied across the sample’s gauge 
length since the gauge length traverses through a portion of the plate thickness. Figure 10 depicts 
the microstructure along the gauge length as seen by the beam. Based on the location which the 
sample was cut from, the microstructure varied between the T/4 microstructure and the 3T/8 
microstructure seen in Figure 10. The grain tracked during this experiment lied somewhere in 
between the two microstructures shown. 
 
Figure 9: Sample geometry with dimensions in millimeters 
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Figure 10: Local microstructure of sample cut at 45°(EBSD images courtesy of Wes Tayon & Rebecca Mudrock) [22] 
Once machined, the samples were prepared for digital image correlation. One of the faces was 
sanded smooth using progressively finer grit sandpaper on a polishing wheel. After the final 
round of 1200 grit sandpaper, diamond paste and lapping oil were applied to a felt wheel and the 
samples were polished to a mirror finish. A speckle pattern was applied to the specimens using 
an airbrush and 2:1 mixture of paint thinner to flat black-oil based paint. A fine pattern was 
achieved by spraying the sample from about 3-4 feet away with a fine mist of the thinner-paint 
mixture for anywhere from 10-30 minutes depending on mist density. Due to their small size, 
specking a sample while it is mounted to a flat surface could result in clumping of the paint 
around its edges due to improper airflow. A uniform pattern was achieved by mounting the 
samples to the edge of a craft stick with about a 2 mm thickness. The final speckle pattern 
photographed by the DIC camera is shown in Figure 11.  
 
Figure 11: DIC image of 2mm by 8 mm speckled gauge section of tensile specimen 
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2.3. Experimental Load Frame 
Previous to this experiment, tensile experiments could not be performed in conjunction with the 
CS system due to the required proximity of the CS cell to the sample. The load frame was 
redesigned to fit within a cylinder of 45 mm radius, which is slightly less than the 50 mm focal 
length of the conical slit cell. Shrinking the load frame required a reduction in the distance 
between posts, which causes the posts to begin shading the detector at lower ω-angles when 
compared to the previous frame. Despite the earlier onset of shading, the redesign permits the CS 
system to be used during a tensile loading experiment. Proper assembly of the load frame is 
critical in order to ensure reliable operation, so detailed information regarding load frame 
assembly is included in Appendix A. 
Special attention needs to be taken when entering the elasto-plastic region of the material due to 
the high compliance of the frame. While a sample is elastic, the load quickly increases as the 
crosshead is displaced. The compliance of the load frame is relatively high, so the frame itself 
undergoes a relatively large amount of elastic deformation during loading. Once a sample begins 
entering the plastic regime load does not increase as quickly, so the frame does not deform as 
rapidly. Due to this behavior, much smaller crosshead displacements are required in order to 
achieve the same increment in nominal strain once the sample begins to yield. The elasto-plastic 
region can easily be skipped accidentally if the user is not aware of the high compliance of the 
frame and does not take care to take smaller crosshead steps when nearing this region. Prior to 
mounting the load frame onto the stage tower, the load cell was calibrated so that the output 
voltage could be converted to both load and stress readouts. The stress readout can help identify 
the onset of yielding. 
2.4. Digital Image Correlation 
Two-dimensional digital image correlation (DIC) is a means of gathering displacement and strain 
data from a planar surface of a sample during deformation. An algorithm is used to track the 
motion of a speckle pattern by taking a series of images during mechanical testing. Unlike a 
strain gauge which gives a single, average value of strain over the area which the gauge is 
applied, DIC is capable of providing the full-field strain across the sample. Vic-2D was used for 
this experiment in order to track motion of the sample through the loading steps and also to 
calculate the macroscopic strain [24]. The resolution of the DIC system is directly proportional 
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to the camera resolution and the optics employed. This experiment utilized a PixelLINK PL-
B771F camera body (1280 x 1024 pixels) in combination with a Navitar Zoom 7000 lens. The 
OEM PixelLINK software was utilized to capture images. Experience has shown that providing 
uniform lighting to the sample enhances the ability of the software to correlate images across 
loading steps, so a fiber-optic ring light was mounted to the lens. The light should be adjusted to 
minimize or avoid saturation of the image within the region of interest of the sample. The camera 
was mounted to a sturdy fixture perpendicular to the speckled sample surface for a specified ω-
angle. Figure 12 shows the sample rotated to the proper position for DIC imaging. Any motion of 
the camera during the experiment could introduce error into the displacement calculations or 
prevent the software from correlating images properly. A laptop running the image capturing 
software along with Vic-2D remained within the hutch during the course of the experiment and 
was operated via a remote desktop. 
 
Figure 12: DIC camera position with sample positioned for imaging 
The DIC system served two purposes during the experiment: facilitation of grain tracking and 
nominal strain calculation. In order to track a single grain within the sample, any displacements 
of the grain due to loading must be offset through translation of the sample stages. The DIC 
system provides the estimated displacements required to reposition the grain into the center of 
the beam after loading. The DIC should not be used to calculate the absolute repositioning of the 
specimen; rather it can be used to reduce the search area. Repositioning at each loading step was 
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also confirmed using the X-rays. Most of the repositioning was required in the loading direction, 
however, the grain center was usually found to be within about 10 microns of the predicted Vic-
2D position. The best-case accuracy of the calculated Vic-2D displacements was explored by 
translating the specimen using the sample stages in the two directions perpendicular to the 
camera’s view. Testing showed that the DIC system was capable of calculating the displacement 
of the sample to within about one micron. The second advantage of incorporating the DIC 
system during the experiment was the ability to generate a point-by-point stress-strain curve. The 
stress-strain curve can be used to check the modulus of the material and identify the onset of the 
elasto-plastic transition. As described in the section regarding the load frame, the elasto-plastic 
knee can be missed due to the low compliance of the load frame. The stress-strain curve provides 
a means to track the macroscopic response of the material.  
2.5. Equipment and Sample Alignment 
The experimental setup described in the Section 1.2. was utilized in conjunction with the conical 
slit system and the load frame. The load frame was mounted on top of the stage tower, and the 
conical slit cell was placed between the sample and detector at a distance of 50 mm from the 
sample. Figure 13 gives an overview of the experimental setup. 
 
Figure 13: Experimental setup overview 
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2.6. Experimental Procedure 
The experiment began by selecting the appropriate energy for the experiment. The estimated 
lattice spacing for 2195 with was plugged into Equation 10 in order to calculate the necessary X-
ray wavelength. The following equation was used in order to convert the required wavelength to 
the experimental energy of 55.0137 keV.  
𝐸 (keV) = 12.3984428
𝜆 �Å�  
The beamstop was centered in order to prevent any damage to the detector by direct beam 
exposure, and all of the slits were centered with respect to the beam. The slits were only used to 
define the width of the beam during this experiment since the beam was focused in the vertical 
direction. Focusing of the beam onto the rotation axis minimizes the length of the gauge volume 
along the beam axis. Discs of lead tape were added to the detector in order to attenuate some of 
the inner rings in order to obtain a more uniform intensity across the detector (Figure 14).  
 
Figure 14: Lead tape added to area detector for attenuation 
Alignment of the CS system is nontrivial since six degrees of freedom exist: the position of the 
conical cell in three dimensions with respect to the beam and rotation axis, two tilts of the CS 
cell, and the X-ray energy. Tuning of the X-ray energy to the value calculated based on the 
lattice spacing eliminates one degree of freedom and leave five degrees free. A thin aluminum 
foil with a very small grain size was used during the following alignment procedure. The fine 
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grained aluminum has a lattice spacing which is close to the experimental sample and produces 
continuous rings on the detector. All motor scans and translations below refer to the CS motors. 
Summarized Conical Alignment Procedure 
1. Adjust the Z-position of the CS cell to approximately 50 mm 
2. Scan the X- and Y-motors to align the center of the CS cell onto the beam 
3. With the aluminum foil in place scan the Z-motor, and reposition this motor to the 
position with greatest intensities 
4. Radially integrate the ring intensities at various η positions and adjust CS cell tilts until 
variation is minimized 
5. Iterate between steps 2 and 4 since the two alignments are coupled 
Once CS cell alignment was completed, it was moved out of the beam path and the load frame 
was mounted onto the stage tower. Once the sample was inserted into the frame, a tensile load 
equivalent to a stress of 50 MPa was applied in order to pretension the grips and reduce sample 
motion during consecutive loading steps. Using the beam, the sample was aligned onto the 
rotation axis, and the sample was translated in the Y-direction so the beam was at the center of its 
gauge length. Since the edges of the sample are scanned during the alignment procedure, the 
cross-sectional dimensions of the sample were extracted. Polishing the sample reduces its cross 
sectional area, which should be taken into account in the conversion from load to stress. The 
conical was moved back into the path of the beam and centered onto the beam once more before 
performing any scans. 
Grain Hunting 
Before any valuable data can be gathered, a grain needed to be identified to track during the 
experiment. Three criteria existed for grain selection: the grain must be relatively large (at least 
100 microns in thickness), it must be near the center of the sample cross-section, and spots for 
the grain needed to spatially contrast themselves from the dominant Bs texture. Grain hunting 
began by setting the beam width to 20 microns and performing a supersweep across the sample 
width. During the supersweep, the sample stage was translated incrementally along the X-
direction. The supersweep also rocked the sample four degrees about ω while diffraction images 
were captured at each incremental shift in the X-direction. Fifty frames were captured across the 
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center 1 mm of the sample width, guaranteeing that every portion of a 1mm width was 
illuminated with the beam. The images were visually inspected, looking for persistent reflections 
across multiple frames. Due to the geometry of the grains within the sample and the use of the 
conical slit, persistent reflections indicate that a series of images originate from the same grain 
and provide an estimate of grain thickness in the X-direction. Even though this method allows for 
the identification of a large grain, it does not provide any information about grain orientation. 
Once a grain of interest was identified, it was centered by performing similar supersweeps in the 
Y- and Z-directions. The intensity of a single spot was integrated at each frame and plotted versus 
the sample motor position. A Gaussian was fit to the points in order to identify the grain center 
and the approximate size was estimated from the full width half max value.  
Loading and Grain Tracking 
Before loading the sample, a reference image was taken for Vic-2d. All displacements and 
strains were calculated based on differences between the reference image and the current image. 
The following outline describes the experimental procedure. While loading, points were added to 
a macroscopic stress-strain curve in order to identify the onset of yielding. 
1. The load frame crosshead is incrementally displaced until the desired load is achieved 
a. At each increment an image is captured for DIC 
b. Macroscopic strain is calculated using Vic-2D and a point is added to the 
macroscopic stress-strain curve 
2. Once at the desired load, DIC is used to calculated the approximate displacement of the 
grain with respect to the beam and the sample is repositioned 
3. Fine adjustments are made to the positioning using supersweeps 
4. Another image is taken at the new grain center and repositioning is checked with DIC 
5. The sample is scanned about ω using a fastsweep (see following paragraph) 
6. The Fable software package is used to quickly index the grain 
7. A pole figure is generated using a Matlab script to confirm that the proper grain is 
indexed 
8. The strain tensor is extracted using a Matlab script and the components are plotted 
9. Once everything checks out, the procedure is repeated for the next loading step 
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For the present experiment, fastsweeps were utilized to capture images between ω-angles of -70° 
and 70° in one degree increments. A fastsweep continuously rotates the sample between two 
specified angles while capturing diffraction images. Each image is captured across a rotation 
increment for a defined exposure time. These ω-angles were chosen because the load frame posts 
begin to shade the images at about 67°; the onset of shading will vary from experiment to 
experiment and depend on the distance between the sample and detector. Even though images 
are partially shaded at angles greater than 67°, spots can still be identified in the unshaded 
regions. 
Calibrant and Dark Images 
Once the experiment was complete, a series of dark images were taken for various exposure 
times used during the course of the experiment. Dark images are taken with no beam entering the 
hutch and are utilized to subtract noise from detector images. A spinner with lanthanum 
hexaboride (LaB6) calibrant was introduced onto the sample stage and images were obtained at 
ω angles of 0° and 180°, because the spinner cannot be assumed to lie on the rotation axis. The 
spinner rotates the powder sample continuously and helps generate uniform rings. Since the 
lattice spacing of the LaB6 powder is well defined, the calibrant is used to parameterize sample-
detector distance, beam center on the detector, and the tilt of the detector.  
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3. Data Reduction 
3.1. Powder Pattern Calibration 
Powder samples are used for the calibration of an experimental setup since their properties are 
well known. A sample LaB6 powder pattern as seen by the X-ray beam is given in Figure 15. 
The solid black vertical line on the left hand side of the image is a series of dead pixels while the 
lines at about 11 o’clock are cables protruding from the beamstop. A software package 
developed at the European Synchrotron Research Facility (ESRF), FIT2D, was utilized to 
calculate the calibration values [25, 26]. For the GE detector, the array size is 2048 by 2048. The 
images should be read in as 2-byte unsigned integers and the header is skipped by starting to read 
the file from byte number 8193 (8192 bytes are skipped). Calibration begins by calculating an 
accurate sample to detector distance using the Calibrant tool within the Powder Diffraction 
interface.  
Since the sample to detector distance is coupled with the wavelength, only one of the two values 
can be refined. The wavelength is known since it is fixed for the CS cell according to Equation 
10 and remains constant during the course of the analysis at 0.225370 Å. A relatively close guess 
needs to be input for the sample to detector distance in order for the program to successfully run. 
The ROT X and ROT Y values provide the detector tilt which are utilized in later stages of the 
analysis. Next, the Tilt tool within the Powder Diffraction interface was utilized to calculate a 
more accurate beam center. The calculated values are summarized in Table 3, where the average 
calibration values were used when performing the subsequent analysis.  
Table 3: LaB6 calibration values 
Phi (°) Distance (mm) ROT X 
(°) 
ROT Y 
(°) 
Center X 
(pixels) 
Center Y 
(pixels) 
0 760.385 -0.265 -0.244 1023.901 1024.477 
180 760.609 -0.262 -0.247 1023.915 1024.473 
Avg. 760.497 -0.264 -0.246 1023.908 1024.475 
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Figure 15: LaB6 calibrant image 
 
Detector Distortion 
Even though the GE detector pixel size is specified as 200 x 200 μm, analysis shows that there is 
variation in the effective pixel size across the detector. The source of the detector distortion is 
unknown, but it is hypothesized to be a result of the manufacturing technique. FIT2D does not 
correct for the distortion of the GE detectors, but it should be accounted for when trying to make 
high resolution strain measurements, since it can affect the calculation of the sample to detector 
distance. Two-dimensional photon and radiation detection systems have been known to introduce 
a characteristic distortion to images, and methods of correcting for detector distortion have been 
explored in the past [27]. Study of a GE detector by Lee et al. has shown that the geometric 
distortion has both radial and azimuthal components and a function was proposed for re-scaling 
the radial axis [7]. 
𝑓(𝜌, 𝜂) =  𝑎1 � 𝜌𝜌𝑑�𝑛1 cos 4𝜂 + 𝑎2 � 𝜌𝜌𝑑�𝑛2 + 1 
Within Equation 30, 𝑎1, 𝑛1, 𝑎2, and 𝑛2 are scalar parameters with values presented in Table 4; 
the reference radius, 𝜌𝑑, is 204.8 mm. 
[12] 
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Table 4: Parameters for distortion correction function (Equation 30) [7] 
Parameter Value 
𝑎1 -3.174 × 10
-5 
𝑛1 3.111 
𝑎2 -2.595 × 10
-4 
𝑛2 2.295 
 
Since the calculation of geometric correction function, a new GE detector has replaced the 
previous detector coined the “old GE detector.” The geometric distortion of the new GE detector 
was studied to determine whether the distortions of the old and new GE detectors differed. Two 
LaB6 powder patterns at ω-angles separated by 180° were utilized for the analysis. Each image 
was integrated with 1007 bins in the radial direction and a single azimuthal bin using the Cake 
feature in FIT2D. Once integrated, each of the peaks seen in Figure 16 was fit with a Gaussian in 
order to find its center.  
 
Figure 16: LaB6 calibrant image radially integrated into single azimuthal bin 
The average value of each pair of ring radii from the two ω-angles was used in the calculation of 
the distortion. The LaB6 calibrant was obtained from the National Institute of Standards and 
Technology (NIST) so the lattice spacing is known with high precision. Equation 2 is rewritten 
below for the LaB6 calibrant.  
0 50 100 150 200 
Radial Position (mm) 
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𝑑LaB6 �Å� = 4.1569162
√ℎ2 + 𝑘2 + 𝑙2  
The equation can be used to calculate the theoretical position of each LaB6 ring on the detector, 
which can later be compared to actual measured positions. Rearranging Bragg’s law provides the 
expected 2θ angle. 
2θ = 2 sin−1 � 𝜆2𝑑LaB6� 
Trigonometry provides an equation for the radius of a ring as a function of the distance to the 
detector, D, and the 2θ angle. 
𝑅_𝐿𝑎𝐵6 = D tan 2θ 
The error between the theoretical and measured LaB6 rings follows. 
𝑑𝑅_𝐿𝑎𝐵6 = 𝑅_𝐿𝑎𝐵6𝑚𝑒𝑎𝑠 − 𝑅_𝐿𝑎𝐵6𝑡ℎ𝑒𝑜𝑟
𝑅_𝐿𝑎𝐵6𝑡ℎ𝑒𝑜𝑟  
Only the radial component of the geometric distortion was analyzed here since it is directly 
related to potential errors in lattice strain measurement; the azimuthal dependence is averaged 
out since the data was grouped into a single azimuthal bin.  Figure 17 plots a modified version of 
the re-scaling function given below, along with the results of the present analysis.  
𝑓(𝜌) = 𝑎2 � 𝜌𝜌𝑑�𝑛2 
The modified re-calling function only takes into account the radial component of the error and 
corresponds to the error between theoretical and measured ring radii defined by Equation 16. 
[13] 
[14] 
[15] 
[16] 
[17] 
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Figure 17: Results of error analysis 
The re-rescaling function, as it is plotted, assumes that the pixel size is 200 microns at the center 
of the detector and progressively become smaller as radius increases from the detector center. 
Thus far there has not been evidence to prove that this assumption holds true. For this reason, the 
location where the radial error crosses the zero point for the measured points is at an arbitrary 
value that depends on the sample to detector distance and the wavelength of the X-rays; 
however, the two values are coupled and cannot be measured with absolute precision. In order to 
compare the measured points with the re-scaling function presented by Lee et al., the points were 
fitted with a third order polynomial and vertically shifted on the plot such that curve intersects 
the y-axis at a radius of zero. The results show that the radial distortion of the new GE detector 
shows similar trend when compared to the previous detector; however, the magnitude of the 
distortion is larger. The point of this exercise was not to quantify the distortion exactly, rather to 
compare the new and old detectors and present the fact that the detector distortion can introduce 
error into strain measurements if not corrected. 
3.2. Peak Searching 
The process of extracting strains from diffraction peaks is largely an exercise in data reduction. 
The first step in reducing the data is identifying peak locations through a thresholding algorithm. 
A single experiment can produce thousands of 2D diffraction images, each image consisting of 
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8.2 megabytes of data; however, only a small fraction of each image contains useful data. 
Information is extracted from the peaks located within rings, while the rest of the dark area is 
unused. One of the most widely used programs for peak searching is peaksearcher.py used both 
in ImageD11 and Fable. Peaksearcher.py has proven itself to be an invaluable tool; however, it 
does have its disadvantages when working with certain types of datasets. A new peak searching 
code named DIGIgrain is currently under development at APS and addresses some of the 
limitations of peaksearcher.py. DIGIgrain was utilized to perform the peak searching for the 
analysis of the acquired dataset. 
Spot Streaking 
When it comes to the extraction of strain from a polycrystalline material, the ideal diffraction 
pattern would contain round spots with no overlap. Calculating the center of mass position of 
each of these spots is easily accomplished, since there is no room for interpretation.  
Unfortunately many engineering materials do no exhibit these properties such as the AA2195 
under analysis. The alloy is highly textured and the peaks on the detector are not peaks, rather 
they form streaks. Streaking of peaks on the detector could be due orientation spread or a strain 
gradient within the grain [18]. In addition, peaks tend to broaden with increasing deformation 
[28].  Ideally the conical slit cell would only allow spots from a single grain to reflect onto the 
detector; however, rotation to higher ω-angles could bring new grains into the gauge volume.  
Two software options were available for peak searching: peaksearcher.py and DIGIgrain. 
Peaksearcher.py code allows the user to input a single threshold value. The algorithm used by 
peaksercher.py is based on a disjoint set and scans each row of the image and compares pixel 
intensities to the threshold value [29]. When a pixel is found to have a larger intensity than the 
threshold value, it is labeled as a peak. The pixels adjacent to this pixel are then checked for peak 
labels. If any of the adjacent peaks are labeled as peaks, the current pixel takes on the same label. 
Whenever there is a conflict about labeling, both the labels are made equivalent. The code later 
merges peaks in consecutive images since a peak may exhibit itself in multiple frames (across a 
range of ω-angles) [30]. 
Peaksercher.py calculates the center of mass in Cartesian coordinates which may introduce error 
when extracting strain from streaked spots. Calculating the center of mass of a streaked spot in 
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Cartesian coordinates will produce a value for the radial position of the spot which is smaller 
than the actual position. Figure 18 gives a simplified geometrical representation of a streaked 
spot on an area detector. 
 
Figure 18: Simplified geometrical representation of a streaked spot on area detector 
The following equation can used to find the center of mass of an arc with radius r and total angle 
2β. Applying the equation for this analysis assumes an infinitesimal and uniform streak thickness 
and that the center of mass of the streak is located along 𝑟𝑐. 
𝑟𝑐 = 𝑟 sinββ  
Calculating the difference between the center of mass positions determined in radial versus 
Cartesian coordinates serves to provide an order of magnitude estimate of potential error. The 
radial error of the center of mass position calculated by for a streaked spot in Cartesian 
coordinates is given by the following equation.  
𝑟𝑒𝑟𝑟𝑜𝑟 = 𝑟 − 𝑟𝑐𝑟𝑐  
Substituting in Equation 18 into Equation 19 and simplifying the result produces an equation for 
the radial error, which is only a function of the spread of the spot in the azimuthal direction.  
   
𝑟𝑐 
𝑟 
β 
[18] 
[19] 
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𝑟𝑒𝑟𝑟𝑜𝑟 = β − sinβsinβ  
Figure 19 plots the radial error as a function of the total azimuthal spread of a spot assuming 
uniform intensity within a spot. 
   
Figure 19: Radial error spot streaking when calculating center of mass position in Cartesian coordinates 
The radial error defined by Equation 20 is analogous to a normal strain since both exhibit 
themselves as shifts in the radial positions in peaks. Based on Figure 19, the radial error can be 
on the same order as the strain even for small streaking angles. Eliminating this source of error 
can be critical, especially for experiments which do not achieve high elastic strains. DIGIgrain 
can output the center of mass position in radial coordinates, which prevents the introduction of a 
radial error in the calculated peak position.  
Extracting the strain tensor and orientation of a single or group of grains will typically require a 
series of scans over a range of ω-angles. Running a fastsweep, a command which generates a 
series of images within a single file, is one method of generating the necessary data. The general 
analysis procedure for performing a peak search using DIGIgrain follows. 
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1. Convert the fastsweep files to .edf files 
a. The fastsweep file is split into individual frames, each containing its own header 
2. Correct the files (Dark subtraction, detector distortion, etc.) 
3. Cake the images 
a. All of the frames within the fastsweep are overlaid and written as a  single file 
4. Apply rings onto the caked image which define the regions which DIGIgrain searches for 
peaks 
5. Perform the peak searching using varying parameters until optimized for the particular 
dataset 
Fabian is another software package which is useful during the peak searching process since it can 
be used to browse through a series of diffraction images. One advantage of the Fabian software 
is that it does not require a whole series of images to be loaded into memory prior to being able 
to scan through them. Fabian is also capable of reading in a .flt file and highlighting the 
measured peak locations. Iteration between the peak searching software and Fabian is often 
necessary in order to adjust thresholding values.  
3.3. G-vector Generation 
G-vectors are central to the calculation of orientation and strain since they provide two important 
pieces of information:  the normal direction to a crystallographic plane of atoms and the lattice 
spacing between planes of atoms in the given normal direction. The three components of a g-
vector provide the normal direction while the magnitude provides the lattice spacing of that 
particular plane using the equation below. |𝑔| = 1
𝑑ℎ𝑘𝑙
 
ImageD11 was utilized for the calculation of g-vectors from diffraction spots. The software 
package reads in peak positions as shown in Figure 20.  Next, the appropriate calibrations (beam 
center, detector tilt, etc.) are applied and the peak positions are converted to ω-η coordinates. 
Assuming all of the calibration values are correct and the material is unstrained, the peak 
position should lie on a series of horizontal lines which correspond to families of 
crystallographic planes. The predicted peak positions can also be plotted and should lie on top of 
[21] 
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the vertical lines. Straining the material causes the vertical lines of peak to curve. An example of 
an unstrained omega-eta plot is given in Figure 20. Note that some of the expected peaks do not 
appear in Figure 20, since the conical slit cell has blocked the reflections corresponding to those 
crystallographic planes. During this analysis, Fit2D calibration values were used directly so 
parameters were not fit using ImageD11. Appropriate coordinate transformations need to be 
made between software packages since they utilize different coordinate system conventions. 
  
 
Figure 20: Fit2D snapshots of (Left) detector peak positions and (Right) 2θ-η plot 
 
3.4. Grain Indexing 
 
Since there are three coordinate systems utilized during the experiment, the lab, sample, and 
grain frames, a major aspect of grain indexing is X-ray tracing and coordinate transformations. 
The following resources provides an excellent overview of coordinate transformations and 
background on indexing [31] [32]. Grain indexing was performed using the stand alone C 
program GrainSpotter.0.90. The most recent development version was downloaded via SVN. 
GrainSpotter requires an initialization file along with a g-vector file in order to perform grain 
indexing. An example of the initialization file used in this analysis is given in Appendix B. 
GrainSpotter outputs a grains file which lists orientations, center-of-mass position, and a list of 
information about peaks corresponding to each grain [33]. The grains file provides an internal 
angle (IA), the angle between the theoretical lattice vector and the lattice vector measured during 
the experiment, for each spot. The IA’s provide a means of checking how well GrainSpotter is 
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able to index a grain. Data processing up to this point has generated hundreds of peak locations 
and corresponding g-vectors. GrainSpotter isolates the g-vectors which correspond to the grain 
that was tracked during the experiment. 
3.5. Strain Tensor Extraction 
G-vectors provide the necessary information required in the calculation of the strain tensor. Since 
the strain tensor has six independent components, a minimum of six g-vectors are required in 
order to assemble it. Increasing the number of g-vectors in the calculation will serve to reduce 
error contributions from individual g-vectors. Measuring g-vectors from various sample 
orientations is required since a single orientation provide limited information. Even though only 
elastic strains can be extracted from diffraction images, information about lattice strains 
connected to plastic deformation can also be extracted.  
The approach presented by Margulies was followed for the extraction of the strain tensor [13]. 
The expression for a particular strain component 𝜀𝑖 in the direction given by the direction cosines 
of the vector with components 𝑙𝑖, 𝑚𝑖, and 𝑛𝑖 can be written in matrix form.  
𝜀𝑖 = (𝑙𝑖 𝑚𝑖 𝑛𝑖)�𝜀11 𝜀12 𝜀13𝜀21 𝜀22 𝜀23
𝜀31 𝜀32 𝜀33
� �
𝑙𝑖
𝑚𝑖
𝑛𝑖
� 
Since the strain tensor only contains six independent components of due to symmetry, it can be 
useful to express Equation 22 in the following form where 𝛾𝑖𝑗 = 2𝜀𝑖𝑗. 
𝜀𝑙𝑚𝑛 = 𝜀11𝑙2 + 𝜀22𝑚2 + 𝜀33𝑛2 + 𝛾12𝑙𝑚 + 𝛾13𝑙𝑛 + 𝛾23𝑚𝑛 
Transforming a g-vector into a unit vector provides the components 𝑙, 𝑚, and 𝑛 while the 
magnitude of the g-vector gives the strain by combining Equations 7 and 21.  
𝜀𝑙𝑚𝑛 = 1|𝑔𝑙𝑚𝑛| − 𝑑0𝑑0  
The unstrained lattice spacing, 𝑑0, can either be calculated from 𝑎0 if it is known using Equation 
2, or the strain can be assumed to be zero when no load is applied. A scan taken at zero load can 
be used as a reference for strain calculation; however, it neglects the fact that residual stresses 
may exist within the material. The processing of AA2195 does not allow us to make this 
[22] 
[23] 
[24] 
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assumption; therefore, the calculated unstrained lattice spacing is used as a reference. The 
current load frame configuration also makes it difficult to complete a scan at zero load since the 
sample can undergo relatively large displacements as a preload is applied to the specimen. 
Experience has shown that solving an over determined system containing about 30 
measurements reduces the effect of individual error contributions.  
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4. Results and Discussion 
4.1. Strain Tensor Evolution 
Two main issues contribute to the difficulty in analysis of the current dataset: ambiguity in peak 
positions due to spot streaking and the necessity to open tolerances during grain indexing due to 
relatively large elastic strains. Analysis of spots (or streaks) originating from AA2195 shows that 
a single spot can contain many localized peaks. Figure 21 shows a streak from the equator of the 
detector with an accompanying plot of the intensity across a line of vertical pixels spanning the 
streak. The thresholding during peak searching will determine whether such a streak will be 
separated into two peaks or if the streak is interpreted as a single peak. The correct interpretation 
of such a streak is not always clear since each of the local peaks could be originating from 
separate grains with similar orientation or from a single grain which is breaking up for example.  
 
Thresholding during peak searching plays a role in determining how spots are interpreted, but 
current software only allows the user to define a single value for each threshold that is used 
across all the rings and images from a single scan. The analysis becomes a balance between 
optimizing thresholds to minimize spot splitting, while also identifying enough peaks to index a 
grain with an acceptable completeness. Working in detector coordinates, GrainSpotter searches 
for spots within circular rings, with a search region defined by a Δθ tolerance. It has been shown 
that lattice strain transforms the circular rings of an unstrained material into elliptically-shaped 
rings. In order to account for this effect, the Δθ tolerance must be increased to capture the entire 
ring when large strains are present. Increasing the tolerances can cause GrainSpotter to index 
incorrect peaks, which is largely due to the ambiguity of peak positions due to the potential 
presence of multiple maxima within a single spot. 
 
GrainSpotter does not store information about g-vectors identified during each load step, so 
indexing of grains at each load step is independent of previous steps. Due to the nature of the 
dataset, a novel approach was utilized to calculate the strain components across loading steps. 
The initial loading step (50 MPa) was indexed with tight tolerances using GrainSpotter to 
determine a set of g-vectors associated with the grain which was followed during the experiment. 
Then the g-vectors were tracked through the loading steps by means of a MATLAB script. 
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Figure 21: Line profile of a streak exhibiting two localized peaks 
The MATLAB script compares reference g-vectors from the indexed grain at 50 MPa to all of 
the g-vectors for the present load step. The script searches for the g-vectors from the current load 
step which have normalized dot products with the reference g-vectors closest to one, and then 
filters out g-vectors if they do not lie within a specified tolerance. The reference g-vectors are 
updated at the end of each loading step in order to account for any rotation of the grain and 
motion of the spots. Only g-vectors which are persistent through all loading steps are utilized in 
the strain tensor calculation. The MATLAB scripts used in the analysis can be viewed in 
Appendix C. 
Scans were performed on the sample at nominal stress values ranging from 50 MPa to 500 MPa. 
The scan at 475 MPa was taken just as the sample began to yield. Subsequent to the final scan at 
500 MPa, the specimen fractured after only a 15 micron displacement of the load frame 
crosshead. Initially, 48 g-vectors were utilized while indexing of the grain of interest at a load of 
50 MPa. The grain is identified as a Cube orientation in the original material configuration of the 
AA2195 plate alloy. Out of the 48 g-vectors, 39 were tracked through all of the loading steps 
using the developed MATLAB script. Figures 22 and 23 present the normal and shear strain 
components of the grain as a function of the nominal stress calculated for each load step. Only 
the 39 g-vectors which were tracked through all of the loading steps were used in the calculation 
of the strain components for each load level. The plots display strong trends in the strain 
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components which are insensitive to changes in code parameters. Identifying trends in the shear 
components is encouraging since they are typically more difficult to extract than the normal 
components. 
 
Figure 22: Calculated normal elastic strain components versus nominal stress with large residuals discarded
 
Figure 23: Calculated elastic shear strain components versus nominal stress with large residuals discarded 
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Extrapolating the curves down to zero nominal stress in Figures 22 and 23 reveals that none of 
the curves appear to intersect the strain axis at a point of zero lattice strain. The lack of 
intersection could be the existence of residual stress in the material resulting from the rolling 
operation. Even though the trends in the strain components are insensitive to changes in 
parameters, small modifications in detector parameters such as detector tilt produce shifts in the 
experimental curves, especially to the shear components. The strain resolution of the present 
equipment setup is about 1×10-4. Placing the detector further away from the sample would 
increase the strain resolution, but would also reduce the number of crystallographic rings 
measured on the current detector. 
   
   
   
   
 
 
 
Figure 24: Tracking of single spot corresponding to the grain of interest with center of mass position circled 
The fact that many of the peaks are measured as streaks on the detector prompted an 
investigation into the ability of the software to track spots across loading steps. The investigation 
revealed that the center of mass position of the peaks is not always interpreted consistently 
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across loading levels. Figure 24 shows one of the spots which was used in the calculation of the 
stain components and its tracking across loading levels. The images show that the position of the 
peak location is identified consistently across each loading step since the peak profile lacks 
localized maxima.  
Figure 25 displays the tracking of another spot for the grain analyzed during the experiment. The 
image at 50 MPa appears to reveal only a single streaked spot; however, as the sample is loaded 
it appears that there are two rings very close to one another. The cause of this second apparent 
ring is probably another grain which is off the rotation axis which produces a reflection at almost 
the same location on the detector. Following the peak position across the frames shows that the 
peak is split and then eventually turns back into a single peak again. The spot originates from the 
(3 1 1) ring which has relatively lower average intensities when compared to inner rings. This 
example shows an obvious peak which is introducing error into the dataset. 
 
   
   
   
   
 
 
 
Figure 25: Tracking of single spot corresponding to the grain of interest with center of mass position circled 
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4.2. Considerations in Using the Conical Slit System 
Conical Slit Ray Tracing 
Loading a sample while using the conical slit system can shift the gauge volume which is under 
interrogation. The conical introduces fixed slits through which X-rays must pass. Loading a 
sample changes lattice spacing and in turn varies the reflection angle θ. Since θ changes, X-rays 
from the original material point may no longer be able to pass through the slits of the conical; 
however, reflections from a different point of the sample are now able to penetrate through the 
conical. The following section elaborates on the shift of the gauge volume using a two-
dimensional example and suggests methods of applying corrections. In order to explain the 
effects of the CS cell, an idealized diffraction geometry is first introduced and then expanded to 
include the CS cell. Figure 26 gives a simple two-dimensional representation of the effect of 
strain on the reflected X-ray beam with initial unstrained reflection angle 2𝜃0and strained 
reflection angle 2𝜃𝑛. 
 
Figure 26: Baseline case of unstrained and strained reflections with no CS cell 
Figure 26 shows a cross section for a single value of η and only half of the detector. The 
schematic assumes that the ray is originating form a single point on the material, when in reality 
the X-ray will originate from a volume of material. For the purpose of this analysis, strain 
gradients are assumed to be nonexistent within the sample volume. With the baseline case 
presented, the conical slit is introduced in Figure 27. Assuming that the reflection originates from 
the same grain and the strain is uniform across the grain, the reflection angle for the strained 
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lattice, 2𝜃𝑛, is constant over the sample volume of interest. Geometrical restrictions demand that 
a new region of the grain is now under interrogation. Introducing the conical has two effects: the 
effective distance between the sample and detector has changed, and the change in radial 
position of the peak is altered when compared to Figure 26. 
 
Figure 27: Unstrained and strained reflections with CS introduced 
It is important to determine how strain measurements can be affected due to the introduction of 
the CS cell, since it has the same effect as a change in normal strain, i.e. a radial shift in peak 
positions on the detector. Also, it is important to be able to quantify how far the gauge volume 
may shift, the distance ΔD, as a function of strain. The equation below can be derived through 
geometric arguments.  
𝛥𝐷 = 𝐿 �tan 2𝜃0tan 2𝜃𝑛 − 1� 
The angle 𝜃0 should be known since it depends on the original lattice spacing of the material, 
and the focal length, L, is fixed at 50 mm for the CS cell. Bragg’s law can be utilized to 
determine the strain as a function of the 𝜃0 and 𝜃𝑛. Assuming constant energy, the following 
equation holds true.  
𝑑0 sin𝜃0 = 𝑑𝑛 sin𝜃𝑛 
Strain is defined as a change in lattice spacing over the original lattice spacing for this example.  
𝜀ℎ𝑘𝑙 = 𝛥𝑑𝑑0 = 𝑑𝑛 − 𝑑0𝑑0  
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Solving Equation 26 for 𝑑𝑛, substituting into Equation 27, and simplifying results in the 
following relation for strain.  
𝜀ℎ𝑘𝑙 = sin 𝜃0sin 𝜃𝑛 − 1 
Equation 28 can be rearranged to obtain the angle 𝜃𝑛 as a function of the original reflection angle 
𝜃0 and the strain. 
𝜃𝑛 = sin−1 � sin𝜃0𝜀ℎ𝑘𝑙 + 1� 
Substituting Equation 29 into Equation 25 gives the shift in the gauge volume as a function of 
the strain.  
𝛥𝐷 = 𝐿� tan 2𝜃0tan �2 sin−1 � sin𝜃0𝜀ℎ𝑘𝑙 + 1�� − 1� 
Equation 24 can be simplified into the following equation for small scattering angles by applying 
the small angle approximation.  
𝛥𝐷 = 𝜀ℎ𝑘𝑙𝐿 
The angle 𝜃0will typically be within a range of 0° to 10°. Equation 24 is much more sensitive to 
changes in strain when compared to changes in 𝜃0. Figure 28 plots the shift, 𝛥𝐷, versus the strain 
for a reflection angle of 10° calculated using Equation 31 along with the simplified solution.  
[28] 
[29] 
[30] 
[31] 
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Figure 28: Gauge volume shift as a function of strain for a theta of 10° and a 50 mm focal length 
Figure 28 shows that even at even modest strain levels, the shift in region of interest can amount 
to a hundred microns. This calculation makes many assumptions but it does hint that the conical 
may not be well suited for high strain experiments unless reflections can be mapped back to the 
proper region within material.  
Next, a method is proposed to correct for the radial error due to the effect of the conical slit 
system. It corrects for the shift of the point source of the diffracted beam along the incident beam 
due to strain. This correction also assumes that the diffracting grain is homogeneously strained 
and is larger than ΔD. The correction, in the form of a scaling factor, is specified below.  
𝑆𝐹 = 𝛥𝐷
𝐷
+ 1 
The radial position of each peak would need to be adjusted according to the scaling factor and 
can be either positive or negative depending on whether the lattice spacing for a particular set of 
planes is increasing or decreasing. Substituting Equation 30 for ΔD, an equation is obtained in 
terms of the strain.  
𝑆𝐹 = 𝐿 � tan 2𝜃0tan �2 sin−1 �sin𝜃0𝜀 + 1�� − 1�
𝐷
+ 1 
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Once again, the small angle approximation can be utilized to simplify the equation.  
𝑆𝐹 = 𝜀ℎ𝑘𝑙𝐿
𝐷
+ 1 
The conical scaling factor is plotted versus the strain in Figure 29 for a sample to detector 
distance of 760 mm, close to the value used in the presented experiment. The slope (0.0722) 
provides the order of magnitude of the error introduced by the conical relative to the strain 
measurement. The error is about an order of magnitude smaller than the strain; however, it is 
within the potential resolution of strain measurements. Increasing the sample to detector distance 
would reduce the likelihood of incorporating this error; however, the material has a significant 
role to play in the choice of this distance. 
 
Figure 29: Conical scaling factor versus strain for a sample to detector distance of 760 mm 
A good place to apply such a correction would be prior to indexing the grains, either by scaling 
the g-vectors or by modifying the peak positions once peak searching is completed. Since the 
correction would result in a radial shift in peak position, performing the correction to the peak 
positions may present itself as a simpler solution. The correction would need to be applied to 
each peak individually, so a method of tracking the change in radial position of each peak would 
be necessary. Equation 33 has been rewritten below in another form which could be utilized for 
making the corrections.  
y = 0.0722x + 1 
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𝑆𝐹 = 𝐿 �tan 2𝜃0tan 2𝜃𝑛 − 1�
𝐷
+ 1 
The need to incorporate error corrections due to the conical should be evaluated on a case by 
case basis. The scaling factor could be applied to two limiting cases: when grain size is much 
smaller than the gauge volume, and when the grain size is larger than ΔD. When grain size 
approaches the length of the gauge volume along the beam, the probability increases that a shift 
in gauge volume will cause an off-axis grain to become illuminated. The rotation method, such 
as the use of fastsweeps, stops working when ΔD is about half the gauge length of the conical. A 
reconstruction methodology can be used to compensate for the ΔD shift; however, it would 
require much more data acquisition since ΔD varies with each reflection. Redesigning the CS 
cell such that it has a shorter focal length, L, would reduce the shift of the gauge volume due to 
strain, but would also reduce the space available for sample environment. 
4.3. Triaxiality 
Hydrostatic stress causes the entire volume change of a body while the components of the 
deviatoric stress are equivalent to state of pure shear and account for distortion [34]. When 
determining fracture strain, hydrostatic stress plays a dominant role since hydrostatic tension 
promotes void formation and growth while hydrostatic compression suppresses void formation 
and growth [35]. Stress triaxiality is defined as the ratio of hydrostatic stress, σkk, and equivalent 
stress, σv, and has been shown to have a strong relationship with void growth and damage [36-
38].  
𝑇𝑟𝑖𝑎𝑥𝑖𝑎𝑙𝑖𝑡𝑦 =  𝜎𝑘𝑘3𝜎𝑣 
The von Mises stress can be used to predict the yield of a material under any type of loading 
from the results of a simple tensile test. The equivalent tensile stress or von Mises stress will be 
used in the calculation of the triaxiality and is defined below. 
𝜎𝑣 = �(𝜎11 − 𝜎22)2 + (𝜎22 − 𝜎33)2 + (𝜎11 − 𝜎33)2 + 6(𝜎122 + 𝜎232 + 𝜎312 )2  
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The von Mises stress can be rewritten in terms of the principal stresses as follows. 
𝜎𝑣 = �(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎1 − 𝜎3)22  
Equations 37 and 38 show that the von Mises stress is indepenent of the hydrostatic stress and 
invariant. Since the hystdostatic stress is invariant, both stress terms incorporated into the 
definition of traxiality are invariant. The given definition of triaxiality is a ratio of the hydrostatic 
stress to the von Mises stress, showing that the triaxiality provides some relationship between the 
volume change of a body and its distortion through a single scalar value. 
The lattice strains extracted from the experiment can be converted to stresses through Hooke’s 
law for isotropic materials, since aluminum can be assumed elastically isotropic. The traxiality is 
plotted versus the axial strain calculated using DIC in Figure 30. A line of with a constant value 
of 1/3 is also plotted which corresponds to tensile loading of an isotropic material. 
  
Figure 30: Triaxiality as a function of the nominal axial strain 
Figure 30 shows a relatively large triaxiality at the initial loading step which approaches the 
triaxiality for a tensile experiment at higher load levels. The elevated triaxiality is a result of the 
residual stress within the material due to manufacturing. Wilson et al. showed that residual stress 
within an aluminum-lithium alloy can be utilized into life predictions and suggests that residual 
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stress could be incorporated into a component’s design to enhance its life [39]. Transmission 
experiments using synchrotron radiation provide a nondestructive means of obtaining 
information from individual grains within the bulk of a material. Future experiments will provide 
a better understanding of materials behavior and allow engineers to design more efficient 
components and structures. 
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5. Conclusions and Recommendations 
The conical slit system was utilized to successfully track the strain tensor evolution of a single 
grain embedded within a highly textured engineering material. Trends were realized in all six 
independent components of strain due to the relatively large ω-rotation and tracking of 39 g-
vectors through all loading steps. Analysis revealed an elevated initial triaxiality due to residual 
stress which approached the expected value for tensile loading of an isotropic material as the 
experimental sample was loaded. Through geometric arguments, it was shown that strain induces 
a shift in the gauge volume which the conical slit cell is interrogating. The shift can be accounted 
for through translation of the conical slit along the beam; however, each reflection requires its 
own adjustment. A correction of the radial position of reflections on the detector may also be 
necessary in order to account for the translation of the gauge volume. 
In hindsight, there are multiple alterations to the experiment which could have improved the 
presented dataset in the context of strain calculation. Reduction of the ω-step from 1° to 0.5° 
would improve correlation in ω across multiple frames during peak searching and would not 
significantly increase the length of the experiment. A persistent calibrant applied to the specimen 
would identify any motion of the beam or sample during the experiment; however, it would 
require that the conical slit cell be translated in and out of the beam between each scan to capture 
a calibration image. In addition, performing fastsweeps at multiple locations along the beam, 
instead of only the grain center, could help account for the shift in gauge volume due to strain. 
The data analysis procedure presented in this thesis consists of a series of steps where peak 
searching operations are performed independent of grain indexing and no information is 
transmitted across loading steps. The MATLAB script utilized to track the evolution of g-vectors 
creates a weak tie across loading steps and helps alleviate the problem of ambiguity in indexing 
grains with large elastic strain. Incorporating crystallography into the peak searching algorithm 
would enhance the data analysis procedure. Future software might iterate between peak 
searching and grain indexing and also account for straining of the material when defining the 
search regions for peaks. Peak searching software could also improve by incorporating the ability 
to independently threshold each ring since average intensities can vary greatly from ring to ring. 
Such ring thresholding could eliminate the need to apply rings of lead tape to the detector to 
attenuate rings with higher intensity. Currently, analysis of diffraction images is an iterative 
50 
 
process, complicated by the fact that the iteration is performed across multiple software 
packages. The ideal software package would be capable of incorporating crystallography and 
strain information into peak searching and be able to transfer information across loading steps for 
in situ experiments. 
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Appendix A: Load Frame Assembly and Testing 
 
The new load frame is a hybrid of new parts and components cannibalized from the old load 
frame. Since many of the components are reused and dimensional tolerances unknown, proper 
assembly of the load frame is critical to ensure reliable functioning. Improper assembly could 
cause either the crosshead or worm screw to bind and overload the electronics. This section 
describes the recommended reassembly procedure of the load frame.  
Before assembling any components, it is prudent to remove any dirt or debris from the parts. The 
new design incorporates countersinks in the top plate and base plate in order to ensure proper 
alignment of the guide rods. Cleaning the inside of these countersinks is important to ensure 
proper seating of the guide rods. While the frame is disassembled, the thrust bearings should also 
be checked to make sure they are greased properly. The assembly procedure is listed as a series 
of steps with added description when necessary. 
 
Figure 31: Experimental load frame with labeled components 
Base Plate 
Guide Rod 
Load Cell 
Crosshead 
Top 
Plate 
Worm 
Screw 
Bronze Nut 
Thrust Bearings 
Load Transfer Plate Linear Bearing 
Motor Mounting Plate 
Motor Pin 
Motor 
Spacers 
Grips Slot 
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1. Assemble the lower part of the frame including the base plate, two guide rods, top plate, 
and crosshead with its two linear bearings, making sure that the slots on the guide rods are in 
closer proximity to the base plate and aligned with one another. 
Start by finger tightening the four machine screws holding the assembly together. The crosshead 
should slide across the guide rods from top to bottom without much resistance. Placing an Allen 
key through the slots in the guide rods while tightening the machine screws will ensure slot 
alignment. Tighten the screws evenly and incrementally, making sure that the crosshead still 
glides freely and the Allen key does not become lodged within the slots.  
2. Slide the motor onto the pins protruding from the motor mounting plate. Screw the worm 
screw half way through the bronze nut with the threaded end protruding from the side with 
smaller diameter. With thrust bearings in place, mount the bronze nut onto the motor using the 
socket cap machine screws. 
The protrusion where the cables attach to the motor should be placed over one of the guide rods. 
When the bronze nut is secured onto the motor, the worm screw should be able to rotate freely 
without much resistance. If the worm screw does bind, loosen all of the screws and realign the 
nut on the motor until the resistance is eliminated. 
3. The two assemblies from steps 1 and 2 must now be joined using four flat head machine 
screws. Four spacers need to be placed between the top plate and the motor mounting plate. 
The spacers should be slightly longer than the thickness of the brass nut and two thrust bearing 
combined so that the thrust bearing can rotate easily. The present spacers should be about three 
thousandths of an inch longer than the total thickness of the nut and bearings combined. 
4. Screw the two hex nuts onto the end of worm screw followed by the load transfer plate. 
Tighten down the hex nut closer to load transfer plate first, followed by the second. 
The threaded portion of the worm screw should not protrude from the bottom of the load transfer 
plate.  
5. Insert the appropriate top grip into the crosshead and secure the load transfer plate onto 
the crosshead using six flat head machine screws. 
6. Attach the proper load cell with the load cell nut and secure the bottom grip. 
Do not screw down the load cell nut all the way to avoid false load readings. 
Start by ensuring the load frame reacts to commands and the load cell responds to loads applied 
by hand. Cycle the cross head through its full range of motion at least once. Assuming proper 
assembly, there should not be any problems; however, unnecessary friction can create a fault 
within the electronics. The crosshead speed may be increased for this testing in order to save 
time. When an extra sample is available, it should be loaded up to the maximum load which will 
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be achieved during testing. A sample can even be taken to failure assuming the maximum load of 
the load cell is not exceeded. This extra sample serves to shake down the frame, and can be used 
to check the load cell calibration. Assuming either a strain gauge of DIC system is utilized, a 
stress-strain curve can be generated and the elastic modulus calculated. 
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Appendix B: Parameter and Initialization File Examples 
ImageD11 Parameter File (.par) 
cell__a 4.048 
cell__b 4.048 
cell__c 4.048 
cell_alpha 90.0 
cell_beta 90.0 
cell_gamma 90.0 
cell_lattice_[P,A,B,C,I,F,R] F 
chi 0.0 
distance 760497.0 
fit_tolerance 0.05 
min_bin_prob 1e-05 
no_bins 10000 
o11 1 
o12 0 
o21 0 
o22 -1 
omegasign 1.0 
t_x 0 
t_y 0 
t_z 0 
tilt_x 0 
tilt_y -0.00461 
tilt_z -0.00429 
wavelength 0.22537 
wedge 0.0 
y_center 1023.408 
y_size 200 
z_center 1023.975 
z_size 200 
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GrainSpotter Initialization File (.ini) 
 
spacegroup 225                     ! spacegroup [space group nr] 
tthrange 5.3 5.8                     ! tthrange [min max] 
tthrange 6.2 6.6  
tthrange 8.8 9.2 
tthrange 10.9 11.3 
tthrange 13.8 14.1 
tthrange 15.5 15.9 
etarange 0 14                          ! etarange [min max] 
etarange 26 119 
etarange 131 194 
etarange 206 299 
etarange 311 360 
domega 1.0                             ! domega [stepsize] 
omegarange -70 70     ! omegarange [min max] 
filespecs /input_directory/gvecs_filenumber.gve /ouput_directory/grains_filenumber.log 
cuts 10 0.5 0.5                        ! cuts [min_measuments min_completeness min_uniqueness] 
eulerstep 3.0                           ! eulerstep [stepsize] : angle step size in Euler space 
uncertainties 0.03 0.4 0.4       ! uncertainties [sigma_tth sigma_eta sigma_omega] in degrees 
nsigmas 3.0                            ! nsigmas [Nsig] : maximal deviation in sigmas 
Nhkls_in_indexing 6              ! Nhkls_in_indexing [Nfamilies] : use first Nfamilies in indexing 
random 1000000                    ! use randomly chosen orientation seeds #trials 
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Appendix C: MATLAB Scripts 
Grain Tracking and Strain Calculation 
% This script reads in a set of g-vectors and compares them to a set of 
% known g-vectors for a grain and then calculates strain. Comparison is 
% achieved by taking dot products between the g-vectors looking for the 
% closest match. The reference g-vectors are updated at each loading step 
% if a close match is found in order to track their motion during loading. 
% A set of g-vectors need to be generated in order to compare to. This can 
% be completed by either indexing a grain from the initial loading step or 
% a set of g-vectors can be simulated for a given U-matrix. 
  
clear all 
%Read in reference data from reference .log and .gve files 
fileDir = '/fileLocation/'; 
fileNumRef = 3703; 
% Log file (.log) from GrainSpotter: 
fileName = [fileDir 'grains_' num2str(fileNumRef) '.log']; 
filelog = parseGrainSpotterLog(fileName); 
% G-vector file (.gve) 
peaks_gve_dat = loadGVE([fileDir 'gvecs_' num2str(fileNumRef) '.gve']); 
% Throw out g-vectors that have a high IA from reference grain 
for ig=1:length(filelog) % loop through grains 
    clear gveID 
    % Ngvec keeps track of the number of g-vecs in ref grain 
    Ngvec = length(filelog(ig).refl(:,1)); 
    cnt = 0; 
    for g=1:Ngvec % loop through gvectors 
        if filelog(ig).refl(g,22) < 10 % Include if below threshold IA 
            cnt = cnt+1; 
            % Match grain reflection with g-vector to obtain ID 
            gveID(cnt) = find(peaks_gve_dat(:,9)==filelog(ig).refl(g,3)); 
        end 
    end 
    Ngvec = cnt; 
end 
follow = ones(Ngvec); 
% Store original g-vectore and magnitude 
gveORIG = peaks_gve_dat(gveID,[1:3 6]); 
% Create variable to store reference g-vectors which evolve 
gveREF = gveORIG; 
%%%%% Loop through loading step scans %%%% 
fileNums = [3810 3853 3938 4002 4066 4088]; 
for loadStep=1:length(fileNums) + 1 % loading step, +1 for ORIG 
    % if not Loop through load steps 
    if loadStep ~= length(fileNums) +1 
    % Load all gvectors for current loading step 
    peaks_gve_load = loadGVE([fileDir 'gvecs_' num2str(fileNums(loadStep)) '.gve']); 
    minG = zeros(Ngvec,1); % Stores minimum normalized dot product 
    idx = minG; 
    for g=1:Ngvec % loop through reference g-vector 
        for ng = 1:length(peaks_gve_load) % loop through new g-vectors             
            % If within 5% of the ring diameter 
            if ( abs(1-(peaks_gve_load(ng,6)/gveREF(g,4))) < 0.05 )                 
                % Normalized dot product 
                dotG = dot(gveREF(g,1:3),peaks_gve_load(ng,1:3))/(gveREF(g,4)^2);                 
                % Maintains maximum dot product for each g-vector 
                if ( dotG > minG(g) ) 
                    % Update minimum norm dot product 
                    minG(g) = dotG;  
                    % Index number of closest length g-vectors in .gve file 
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                    ngG(g) = ng; 
                end 
            end % ring 
        end % new g-vector 
    end % reference g-vector 
    gFound = 0; 
    clear idx Gtrack 
    % Filter g-vecs by comparing length to unity 
    for g=1:Ngvec 
        % Check to ssee if g-vector contributes to 33 component 
        if dot(gveREF(g,1:3)/norm(gveREF(g,1:3)),[0 0 1]) > 0.95 
            tol_Lo = 0.99; 
            tol_Hi = 1.01; 
            else 
                tol_Lo = 0.99; 
                tol_Hi = 1.01; 
        end 
        % If within appropriate tolerance 
        if (minG(g) > tol_Lo && minG(g) < tol_Hi && follow(g)==1 ) 
            gveREF(g,:) = peaks_gve_load(ngG(g),[1:3 6]); 
            gFound = gFound + 1; 
            % Index number of length filtered g-vectors 
            idx(gFound) = ngG(g); 
            Gtrack(gFound) = g; 
        else 
            follow(g) = 0; 
        end 
    end 
    % Uncomment line below to manually assign spots for all loading steps 
    %Gtrack = [1:18 20:25 27:34 37:40 42 47:48]; 
    % Eliminate any duplicates 
    idx = unique(idx); 
    % Pull only filtered g-vectors 
    gve = peaks_gve_load(idx,[1:3 6]); 
    % For the reference g-vectors 
    else 
        gve = gveORIG; 
    end 
    % Start of strain calculation 
    % Only the rings for the conical slit 
    hkl2 = [3 4 8 12 19 24]; 
    % Lattice spacing 
    a0 = 4.048;  % 2195 
    hkl2_ = (a0./gve(:,4)).^2; 
    figure(2) 
    plot(1:length(gve),gve(:,4),'+',1:length(hkl2),1/a0*sqrt(hkl2),'o') 
    figure(3) 
    scatter3(gve(:,1),gve(:,2),hkl2_,80,hkl2_) 
    clear A 
    clear B 
    g_ideal = 1/a0*sqrt(hkl2); 
    for i=1:length(gve) 
        gs = norm(gve(i,1:3))-g_ideal; 
        [val,midx] = min(abs(gs)); 
        B(i,1) = -gs(midx)/g_ideal(midx); 
    end 
    for i=1:length(gve) 
        lmn = gve(i,1:3)/norm(gve(i,1:3)); 
        A(i,:) = [lmn(1)^2 lmn(2)^2 lmn(3)^2 lmn(1)*lmn(2) lmn(1)*lmn(3) 
lmn(2)*lmn(3)]; 
    end 
    X =A\B; 
    std(B-A*X); 
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    fit_error = B - A*X; 
    stddevs(loadStep) = std(B-A*X); 
    % Filter strain results from the fit, here. 
    idx2 = find(abs(fit_error)<.002); 
    B1 = B(idx2); 
    A1 = A(idx2,:); 
    strn(:,loadStep) = A1\B1; 
    pause 
end % loading step 
% Plot stress-strain curves 
stress = [97.9 196.9 298.7 397.2 475.7 496.8 47.4]; 
figure(4) % Plot normal components 
plot(strn(3,:),stress,'o',strn(1,:),stress,'*',strn(2,:),stress,'x') 
figure(5) % Plot shear components 
plot(strn(4,:),stress,'o',strn(5,:),stress,'*',strn(6,:),stress,'x') 
modulus = polyfit(strn(3,:),stress,1); 
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Loading GrainSpotter .log 
function log = parseGrainSpotterLog(fileName) 
%PARSEGRAININFOLOG Parse a Grainspotter log file. 
%   log = parseGrainSpotterLog(fileName) reads the Grainspotter log file 
%   with the name fileName and returns the information in an array of 
%   structures with fields: 
%       nExpGvec = Number of expected G vectors 
%       nMeasGvec = Number of measured G vectors 
%       nMeasOnce = Number of G vectors measured once 
%       nMeasMore = Number of G vectors measured more than once 
%       meanIA = Average internal angle between predicted and measured 
%       U = 3x3 Orientation matrix 
%       gvec = G vector table 
%       hkl = 3 hkl values 
% 
%   The columns of the log file are: 
%     n gvector_id peak_id  h k l  h_pred k_pred l_pred  dh dk dl 
%     tth_meas tth_pred dtth  omega_meas omega_pred domega 
%     eta_meas  eta_pred deta  IA 
% 
%   Example: 
%     log = parseGrainSpotterLog('simul.log'); 
fid = fopen(fileName, 'r'); 
if(fid == -1) 
    beep; 
    error('Cannot open file:\n  %s\n', fileName); 
end 
% Get number of grains 
line = fgetl(fid); 
parms = sscanf(line, 'Found %i'); 
nGrains = parms; 
textscan(fid, '%*[^\n]', 17); % Skip 22 lines 
% Loop over found grains 
log(nGrains) = struct('nExpGvec',[],'nMeasGvec',[],'nMeasOnce',[], ... 
  'nMeasMore',[],'meanIA',[],'U',[],'refl',[]); 
for i = 1:nGrains 
    fgetl(fid);  % Grain nnn, nPairs (Skip) 
    line = fgetl(fid); 
    parms = sscanf(line, '%d %d %d %d'); 
    log(i).nExpGvec = parms(1); 
    log(i).nMeasGvec = parms(2); 
    log(i).nMeasOnce = parms(3); 
    log(i).nMeasMore = parms(4); 
    line = fgetl(fid); 
    parms = sscanf(line, '%f');  % May be more items with 0.5 and above 
    log(i).meanIA = parms(1); 
    C = textscan(fid, '%f', 9); 
    log(i).U = reshape(C{1}(1:9), 3, 3)'; 
    % Skip 6 lines 
    textscan(fid, '%*[^\n]', 6); 
    C = textscan(fid, '%f', 22*log(i).nMeasGvec); 
    % gvec is the whole 22 x nMeasGvec array of columns 
    log(i).refl = reshape(C{1},22,log(i).nMeasGvec)'; 
    textscan(fid, '%*[^\n]', 1); % Skip 1 lines 
end 
fclose(fid); 
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Loading ImageD11 .gve File 
function [ gve ] = loadGVE( fileName ) 
%loadGVE load g-vectors from .gve file 
fid = fopen(fileName, 'r'); 
    if(fid == -1) 
        beep; 
        error('Cannot open file:\n  %s\n', fileName); 
    end 
flag = 0; 
% Read through, until the listing of g-vectors 
    while ~flag 
        line = fgetl(fid); 
        flag = isequal(line,'#  gx  gy  gz  xc  yc  ds  eta  omega  spot3d_id  xl  yl  
zl'); 
    end 
gve = fscanf(fid, '%g %g %g %g %g %g %g %g %g %g %g %g', [12 inf]); 
gve = gve'; 
fclose(fid); 
 
 
