The objective of this paper is to develop an approach to nonlinear ltering which allows the separation of time consuming computations involving the coe cients of the system from those dealing with the observation data only. The approach is based on a Cameron-Martin type expansion for nonnormalized optimal lters. 2
Introduction
Since the celebrated work of Kalman and Bucy (1961) , recursive lters described by stochastic di erential equations have become predominant in ltering of randomly perturbed dynamical systems. The Kalman-Bucy approach was extended to nonlinear systems and substantially developed especially in the case of di usion processes (see e.g., Kallianpur (1980) , Liptser and Shiryayev (1977) , Pardoux (1989) , Rozovskii (1990) ). According to this theory, the nonlinear ltering problem boils down to solving the Zakai equation for the (a posteriori) ltering distribution of the state process. In spite of substantial progress made in the analysis of the Zakai equation and other related equations practical applications of nonlinear ltering remains marginal as compared to Kalman's type linear ltering and extended Kalman lters.
A lukewarm attitude to nonlinear ltering in the engineering community relates to the computational complexity of the Zakai equation. Note that this equation is the second order stochastic parabolic PDE. Even deterministic PDE's of this type are subject to the \curse of dimensionability"; in high dimensions (more than 3D) a numerical solution of such equations in real time becomes unrealistic. This is of course unacceptable in many important problems (e.g., tracking) where ltering has to be performed on line.
To compute the optimal nonlinear (or linear) lter one needs the coefcients of the system and the path of the observation process. The latter is normally available only on line while the coe cients are often known a priori. Unfortunately the standard numerical algorithms for nonlinear ltering do not separate observations and parameters and could not possibly take advantage of an a priori knowledge regarding the mean dynamics of the system.
In this article we suggest an approach to nonlinear ltering which allows the separation of time consuming computations involving the coe cients of the system from those dealing with the observation data only. This approach is based on a Cameron-Martin type expansion for the non-normalized optimal
lter. An additional advantage of our approach is that it does not require any assumptions on the law of the state process.
Other publications related to this approach include Kunita (1981) , Lo and Ng (1986) , Lototsky, et al. (to appear) , Mikulevicius and Rozovskii (to appear) , Ocone (1983) , Veretennikov and Krylov (1976), and Wong (1981 Note that due to (1) the integral above is de ned at least for t T.
In this work we consider a nonlinear ltering problem with x t as a state (unobservable) process, y t as the observation process and f T (x) as the functional subject to estimation. In other words, we want to nd the optimal in the mean square estimator ( lter)f T for the random variable f T based on the observations fy s ; s Tg. It is a standard fact thatf T = E 0 f T jF The measure P de ned by dP = dP 0 is a probability measure on ( ; F). Moreover the observation process y t is a Brownian motion on ( ; F; P)independent of x t , and the latter process has the same law on ( ; F; P) as on ( ; F; P 0 ) (see e.g., Liptser and Shiryayev (1977) ). A basic result of nonlinear ltering (Kallianpur-Striebel formula) says that
(see e.g., Kallianpur and Striebel (1968) , Liptser and Shiryayev (1977) , Rozovskii (1990) ).
The nominator of the right hand side of (2) is usually referred to as the non-normalized (optimal) lter for f and will be denoted by T f]. So formula (2) reduces the nonlinear ltering problem to computation of the non-normalized lter T f]. Below we develop a Fourier-Hermite expansion for this lter and estimate the rate of convergence for the expansion. This expansion serves us as a basis for the development of an e cient recursive algorithm for non-linear ltering of Markov processes (see Mikulevicius and Rozovskii (1993) ). Let us x an arbitrary orthonormal system (m k ) k 1 in the space L 2 (0; T) of square integrable functions on (0; T). Introduce random variables
; where H n is the nth Hermite polynomial de ned by H n (x) = (?1) n e x 2 =2 d n dx n e ?x 2 =2 . Random variable : n k;l : is usually referred to as the Wick product (polynomial). This term and the notation originate in physical literature (see e.g., Glimm and Ja e (1987) , Malyshev and Minlos (1985) , etc.). Let = ( k ) be a sequence of r-dimensional multi-indices, i.e., k = ( l k ) 1 l r , l k 2 N = f0; 1; 2; . . .g ; 1 l r; k 1. We shall consider only such that j j = P k;l l k < 1, i.e., only a nite number of l k is not zero. We denote by J the set of all such multi-indices. If 2 J, the number ! = k;l ( l k !) is well de ned.
The celebrated Cameron-Martin result (see Theorem 1 below) says that (y) = k;l : l k k;l : = !, 2 J is a complete orthonormal system (CONS) in L 2 ( ; F y T ; P).
Theorem 1 (Cameron and Martin (1947) The expression for the Fourier-Hermite coe cient T f] as given by Theorem 2 is not overly speci c and it should not be expected to be such since no assumptions were made regarding the law of x. However in a number of important particular cases it is possible to derive from (6) much more explicit formulas for T f] (see Lototsky, et al. (to appear), and Wong (1981) ). In particular a more explicit formula for the Fourier-Hermite coe cients in (6) can be given if (x t ) t 0 is a Markov process.
To each multi-index 2 J of the length n (i.e., j j = n), we relate a set to K . The elements of K are pairs of positive integers (k; i) such that each pair (k; i) is reprented by i k copies. This of course implies that if i k = 0, then the corresponding pair (k; i) is not included in K . Note that since j j = n, K consists of n such pairs if each pair is counted according to its multiplicity ( i k ).
Let P n be a permutation group of the set f1; . . .; ng s n = (s 1 ; . . . ; s n ) and ds n = ds 1 . . .ds n . where T s;t g(y) = R S P(s; y; t; dz)g(z) and P 0 (dy) = P(x 0 2 dy).
Before proceeding with the proof of Theorems 2 and 3 we give several simple corollaries of these results. Combining (9) and (11) we arrive at (i). Now we proceed with the proof of (ii). By Parseval's equality and (i) we have that the error of approximation = E f T (x) ? This completes the proof.
