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Abstract
The Skyrme effective interaction, with its multitude of parameterisations, along with its implemen-
tation using the static and time-dependent density functional (TDHF) formalism have allowed for a
range of microscopic calculations of low-energy heavy-ion collisions. These calculations allow variation
of the effective interaction along with an interpretation of the results of this variation informed by
a comparison to experimental data. Initial progress in implementing TDHF for heavy-ion collisions
necessarily used many approximations in the geometry or the interaction. Over the last decade or so,
the implementations have overcome all restrictions, and studies have begun to be made where details
of the effective interaction are being probed. This review surveys these studies in low energy heavy-ion
reactions, finding significant effects on observables from the form of the spin-orbit interaction, the use
of the tensor force, and the inclusion of time-odd terms in the density functional.
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1. Introduction
Heavy-ion collisions combine the rich dynamics of a many-body out-of-equilibrium open quantum
system with the complexities of the residual part of the strong interaction which leaks out of the small,
but neither fundamental or point-like, nucleons, causing them to stick loosely together some of the time,
and to fall apart at others. Understanding heavy-ion reactions across all energy scales is necessary to
understand stellar nucleosynthesis [1], the synthesis of superheavy nuclei [2, 3], the properties of nuclear
matter [4–6], the QCD phase diagram [7, 8] as well as the understanding of reaction mechanisms
themselves [9–13].
Among the theoretical techniques used to study heavy-ion reactions, methods based on time-
dependent Hartree-Fock have recently achieved the status of having sufficiently mature implementations
free of limiting approximations, and running at a suitable speed, such that systematically varying the
effective interaction in the calculations is possible. It is such studies that form the main subject of
the present review. The practical implementations, using the Skyrme interaction, are in some sense
parameter-free, in that one has a framework using an effective interaction fitted to ground state data
and nuclear matter properties, with no further adjustment to dynamics. Structure and reaction effects
are together determined self-consistently from the interaction, subject to the approximations of the
mean-field and one gives no further adjustment. In another sense, the variation among the sets of
available effective interactions are parameters of the calculations. We attempt to summarise here what
has been learnt from exploring different Skyrme force parameterisations within low-energy heavy-ion
reaction calculations.
Overlapping this subject area are other recent review articles, to which the reader is referred: A
review in which extensive coverage of theoretical approaches to dynamics of heavy-ion collisions in
TDHF and its extensions is presented by Simenel and Umar [14]. This review extensively covers the
detail of the calculational framework, which we cover in less detail here, instead concentrating more on
the role of the effective interaction. Spin-dependent aspects of the effective interaction and their role
in heavy-ion reactions at low and higher energy have recently been reviewed by Xu et al. [15]. Recent
developments in experimental studies of heavy-ion fusion reactions are covered by Back et al. [16].
The border between the kind of calculations we have included in this review, and those not, is a
somewhat arbitrary choice. Using other theoretical approaches such as transport theory [17–19], suit-
able for higher energy collisions (above a few hundred MeV/A), also required the use of an effective
interaction, varying which produces different outcomes that can be compared with nature. We concen-
trate on the mean-field + Skyrme approach as a lowest order, and self-consistent, first step to address
the role of the effective interaction in low-energy heavy-ion collisions.
The review is laid out as follows: We give a brief summary of the TDHF approach, noting the
availability of recent detailed reviews, in section 2. Section 3 covers in some detail the Skyrme effective
interaction, and its implementation in time-dependent mean-field approaches. The range of available
works in which aspects of the effective interaction are systematically studied is surveyed in section 4.
2. Theoretical methods
2.1. Time-dependent Hartree-Fock
The Time-dependent Hartree-Fock (TDHF) method, as originally posited by Dirac [20], is the ba-
sic microscopic quantal approximation to nuclear dynamics with effective nucleon-nucleon interactions
[14, 21–26]. It can be derived as a truncation of the hierarchy of dynamical equations which couple
together all many-body density matrices, limiting to the one-body density matrix, and assuming that
the two-body density can be expressed as an antisymmetrised product of one-body matrices [21]. Al-
ternatively, the TDHF equations can be derived from the principle of least action within a space of
Slater Determinant wave functions [25], or from a more general variational principle in which both the
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state of the system and the desired observable are optimised, with TDHF arising as the result when
the expectation value of one-body observables are optimised. This more general variational principle is
due to Balian and Ve´ne´roni [27].
One derivation for the TDHF equations, following references [28, 29], begins from the time-dependent
Schro¨dinger equation
i~
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉. (1)
One then considers the time-evolution of the one-body density matrix
ρβα = 〈Ψ(t)|a†αaβ|Ψ(t)〉 (2)
as
i~
∂ρβα
∂t
=
(
i~
∂
∂t
〈Ψ|
)
a†αaβ|Ψ〉+ 〈Ψ|a†αaβ
(
i~
∂
∂t
|Ψ〉
)
. (3)
From (1), its adjoint, and the Hermiticity of Hˆ, the time-derivative of the one-body density matrix
becomes
i~ρ˙βα = 〈Ψ|
[
a†αaβ, Hˆ
]
|Ψ〉, (4)
using the dot to notate a time-derivative.
Now, one supposes a Hamiltonian of the form
Hˆ = Tˆ + Vˆ =
∑
αβ
tαβa
†
αaβ +
1
2
∑
αβγδ
Vαβγδa
†
αa
†
βaδaγ (5)
where the kinetic energy is
tαβ = 〈α| − ~
2∇2
2m
|β〉 (6)
and
Vαβγδ = 〈αβ|V |γδ〉 (7)
are the two-body interaction matrix elements.
Using (5) in (4) and the anticommutation relationships for fermion creation and annihilation oper-
ators gives
i~ρ˙βα =
∑
δ
(tβδρδα − ρβδtδα)
+
1
2
∑
δλσ
{
(Vβδλσ − Vβδσλ) ρ(2)λσδα + ρ(2)βλδσ (Vσδλα − Vδσλα)
} (8)
where the two-body density matrix is
ρ
(2)
λσδα = 〈Ψ|a†αa†δaσaλ|Ψ〉. (9)
The equation of the time-evolution of the one-body density matrix, (8), thus links the one-body
density matrix to the two-body density matrix via the two-body interaction. Similarly, if one follows
the same procedure, higher-order equations couple together each successive N -body density matrix,
leading to the BBGKY hierarchy.
To truncate the hierarchy and retrieve the TDHF equations, the two-body density matrix is approx-
imated as
ρ
(2)
λσδα = ρσδρλα − ρσαρλδ. (10)
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Substituting this into (8) and defining the one-body (Hartree-Fock) potential as
Wαβ =
∑
δσ
(Vαδβσ − Vαδσβ)ρσδ (11)
gives
i~ρ˙βα =
∑
δ
((tβδ +Wβδ)ρδα − ρβδ(tδα +Wδα))
=
∑
δ
(hβδρδα − ρδβhδα)
(12)
with
hαβ = tαβ +Wαβ. (13)
In shorthand, one can then write the compact form of the TDHF equations as
i~ρ˙ = [h, ρ]. (14)
Practical implementations of TDHF work in a representation of single particle states that make up
the Slater Determinant wave function
|Ψ〉 =
(
A∏
i=1
a†i
)
|0〉 (15)
where a†i creates a particle in state i and is given by
a†i =
∫
dαa†α〈α|ψi〉. (16)
One can then show [29] that the TDHF equation (14) can be satisfied if each |ψi〉 evolves in time
according to
i
d
dt
|ψi〉 = h|ψi〉. (17)
In practice, one works in a coordinate representation;
ψi(rsτ) = 〈rsτ |ψi〉 (18)
and solves the equation (17) by time-evolution of initial wave functions in small increments of time.
Details of practical numerical solution of the TDHF equations can be found elsewhere [24, 30], including
implementations in which the full code is published [31, 32]. We mention also that the closely-allied
time-dependent relativistic mean field has been implemented with published code [33], which is restricted
to collective motion of a single nucleus, such as the case of giant resonances, but not set up for the
calculation of heavy-ion collisions. Results using this code have been presented in which the external
field is used to directly simulate Coulomb excitation as if from a projectile [34] but in lieu of calculations
with varied interactions that can be compared to the wider literature we do not include it subsequently
in the discussion. Earlier implementations of time-dependent relativistic mean-field have been reported
[35] in which a brief indication of TDHF-like behaviour is made before concentrating on relativistic
energies beyond the scope of this review, and as an exemplar for the density-constrained TDHF method
[36]. The existing time-dependent relativistic mean field codes are implemented in the so-called no-sea
approximation in which states in the Dirac sea are ignored, and it is suggested [37] that a full (and
technically-challenging) implementation of the Dirac sea is needed for the study of dynamics within the
relativistic energy density functional / mean-field approach.
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Figure 1: Map of the fusion region (shaded) as a function of centre-of-mass energy ECM and impact parameter
b for collisions of 16O + 40O using the SkM* Skyrme interaction [38]. Error bars show the energy intervals
in which the transition between fusion and not-fusion is found.
2.2. Heavy-ion reactions in TDHF
In order to describe a heavy-ion reaction in TDHF, one must start with a suitably-prepared initial
condition. This is usually two nuclei in their ground states, calculated with a particular effective
interaction. The two nuclei are placed in a computational box in coordinate space, such that the wave
functions from each nucleus do not overlap (or barely overlap and are re-orthogonalised) and combined
into a single Slater Determinant. Each single particle wave function is then given a Galilean boost such
that nucleus 1 is moving with momentum P 1 and nucleus 2 with momentum P 2. The initialisation
process can be written [31]
ψα,1(r, s; t=0) = e
ip1·rψ
(stat)
α,1 (r −R1, s), p1 = P 1A1 ,
ψα,2(r, s; t=0) = e
ip2·rψ
(stat)
α,2 (r −R2, s), p2 = P 2A2 .
(19)
which gives the transformation from the stationary solutions, indicated by ψ(stat), shifted to R1 and R2
and boosted by p1 and p2. A1 and A2 are the mass numbers of the two nuclei. P 1 and P 2 are set up
so that P 1 = −P 2. One typically specifies a total centre of mass energy for a collision, along with an
impact parameter and appropriate values for the initial momenta are calculated assuming a Rutherford
trajectory from infinity to the initial nuclear placement on the grid.
Following a collision, the final state of the system can be analysed. The results of a single TDHF
calculation give a final state in which different channels are mixed. Further interpretation can require
post-processing, e.g. in the form of projection onto good quantum numbers [39, 40]. An accessible
outcome of a standard TDHF calculation is whether the collision resulted in fusion or not-fusion. In the
first case, one must run the calculation long enough to see that following the collision, the compound
nucleus undergoes at least one full oscillation of the internal motion without separation into fragments.
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It can still be the case that later in the calculation fission might occur, but it gives an adequate
operational definition of fusion.
Reactions in which fusion does not take place result in more than one fragment in the final state. In
this case, the reaction may be a below-barrier approach with Coulomb excitation, a grazing reaction,
transfer, fusion-fission, quasi-fission, a deep-inelastic collision, or a mixture of a combination of these.
Figure 1 shows the region of the ECM–b plane in which fusion occurs for
16O+16O calculations
using the SkM* [38] interaction, giving one a typical idea of the fusion landscape that arises in TDHF
calculations in terms of the regions of fusion and not-fusion.
From such calculations, one can extract a fusion cross-section based on a sharp-cutoff formula
[22, 41, 42] arising from the fact that in TDHF at a given energy and impact parameter the probability
of fusion is either 0 or 1:
σf =
pi
k2
∑
l
(2l + 1)
=
pi~2
2µECM
[
(l> + 1)
2 − (l< + 1)2
]
≈ pi(b2> − b2<).
(20)
Here, µ is the reduced mass of the dinuclear system, ECM is the centre of mass energy, l< is the minimum
angular momentum at which fusion occurs and l> the maximum angular momentum at which fusion
occurs at the given energy. b< and b> are corresponding minimum and maximum impact parameters.
The approximate equality in (20) comes from taking the quantised angular momentum over to a semi-
classical limit as a function of the continuous variable b. Examples of such calculations for specific
effective interactions are shown in section 4. From the calculations leading to Figure 1 one sometimes
reduces the information by characterising the upper and lower lines of the locus delineating fusion and
not-fusion for comparison between different interactions [43–45].
2.3. Frozen HF approximation
Without invoking the full complexity of a TDHF calculation, one can bring information form the
effective interaction to bear using methods designed to extract a nucleus-nucleus (NN) potential from
the microscopic interaction [46–48]. In particular, one can begin from static Hartree-Fock ground state
calculations and make use of the so-called frozen Hartree-Fock approximation. One uses the ground-
state densities from Hartree-Fock calculations to generate a nucleus-nucleus (NN) potential and defines
the nuclear part of the NN potential as [49, 50]
V (R) = E(R)− EHF[ρ1]− EHF[ρ2] (21)
in which R is the radius vector between the two nuclei, and EHF[ρ1] and EHF[ρ1] are the Hartree-Fock
energies for the nuclei with given densities ρ1 and ρ2. These are defined for the Skyrme interaction in
the next section (28), but may be written schematically as
EHF[ρj] =
∫
E [ρj(r)]dr. (22)
in which E(r) is an energy density functional.
The total interaction energy is defined in terms of the same functional as
E(r) =
∫
E [ρ1(r) + ρ2(R − r)]dr. (23)
From the NN potential, one can read off the barrier height (the maximum in the potential) or and
use as input for two-body scattering or fusion calculations, with e.g. a coupled-channels method [51].
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2.4. Density-Constrained TDHF
An improvement of the Frozen Hartree-Fock approximation involves allowing the densities of the
incoming nuclei to change as a function of separation distance to account for the Pauli exclusion principle
as the nuclei begin to overlap [52]. The principal approach along these lines is the Density-Constrained
Time-Dependent Hartree-Fock approach [3, 36, 53–55].
In DC-TDHF, the densities are computed by a single TDHF calculation at an energy above the
Coulomb barrier. At each point along the trajectory, a density-constrained Hartree-Fock calculation is
performed to find the energy of a nucleus with the given density but without the internal excitations as-
sociated with the TDHF calculation. One then extracts a NN potential in which effects such as necking,
shape changes, re-ordering of single-particle states, and the Pauli principle are taken into account. From
the potential one can solve a two-body Schro¨dinger equation with incoming wave boundary conditions
[56] to obtain interaction cross sections. The complexity of a coupled-channel calculation is not needed
as the DC-TDHF potential implicitly includes exited state information.
3. Skyrme and Skyrme-like Interactions
3.1. The Skyrme Interaction
The Skyrme interaction was suggested by its eponymous proposer as an effective two- and three-
body interaction for use in the independent particle model [57]1. A link between it and more realistic
interactions can be made by, for example, the density-matrix expansion method of Negele and Vautherin
[58], which implicitly makes the link via nuclear matter, or alternatively with more direct approaches
[59, 60]. One can re-formulate the Skyrme interaction as a energy density functional (EDF) [61, 62]. The
EDF formalism is strictly the correct way to approach the problem for irreducibly density-dependent
versions of the Skyrme interaction [63]. However, here we use the language of the interaction as the
starting point for the derivation of the EDF since it is the basis of most available comparisons of the
underlying forces in heavy-ion collisions within this mean-field framework.
The original Skyrme interaction may be written as a potential as [57, 61, 64, 65]
V =
∑
i<j
υ
(2)
ij +
∑
i<j<k
υ
(3)
ijk. (24)
The two and three body Skyrme interactions, in a form essentially the same as that originally given,
can be written as
υ
(2)
12 = t0(1 + x0Pσ)δ(r1 − r2) +
t1
2
(
1 + x1Pσ
)[
δ(r1 − r2)k2 + k ′2δ(r1 − r2)
]
+ t2
(
1 + x2Pσ
)
k ′ · δ(r1 − r2)k + iW0(σ1 + σ2) ·
(
k ′ × δ(r1 − r2)k
)
+
te
2
{[
3(σ1 · k ′)(σ2 · k ′)− (σ1 · σ2)k ′2
]
δ(r1 − r2)
+
[
3(σ1 · k)(σ2 · k)− (σ1 · σ2)k2
]
δ(r1 − r2)
}
+ to
{[
3(σ1 · k ′)(σ2 · k)− (σ1 · σ2)k ′ · k
]
δ(r1 − r2)
}
(25)
and
υ
(3)
123 = t3δ(r1 − r2)δ(r2 − r3) (26)
1A four-body term was also proposed in the original paper, though this has not become a standard feature of imple-
mentations of the Skyrme interaction
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respectively. Here σ are Pauli spin matrices, k =
1
2i
(∇1 − ∇2) acting to the right, and k ′ =
− 1
2i
(∇′1 −∇′2), acting to the left.
Included in (24) are undetermined constants which are associated with the contact term (t0, x0),
momentum-dependent terms (t1, t2, x1, x2), the spin-orbit term (W0) [66], tensor terms (te and to), and
a three-body term (t3).
A widely-used variant of the Skyrme interaction replaces the three-body interaction with a two-body
density-dependent form [63],
υ3(r1, r2) =
t3
6
δ(r1 − r2)ρα(r1)(1 + x3 ~P σ), (27)
which adds a new exchange parameter x3 along with a parameter α which is allowed to take on non-
integer values, hence breaking the link between the “interaction” and a force, and formally requiring
and EDF picture.
From this, one derives [67–69] a Hamiltonian density, or density functional, of
E =
∫
d3rH(r) =
∫
d3r
∑
t=0,1
{
Cρt [ρ0]ρ
2
t + C
s
t [ρ0]s
2
t + C
∆ρ
t ρt∇2ρt
+ C∇st (∇ · s)2 + C∆st st ·∇2st + Cτt (ρtτt − j2t )
+ CTt
(
st · T t −
z∑
µ,ν=x
Jt,µνJt,µν
)
+ CFt
[
st · F t − 1
2
(
z∑
µ=x
Jt,µµ
)2
− 1
2
z∑
µ,ν=x
Jt,µνJt,νµ
]
+ C∇·Jt (ρt∇ · J t + st ·∇× jt)
}
,
(28)
Here, the summation index t runs over values 0 for isoscalar densities (ρ0 = ρp + ρn and similarly
for the other densities) and 1 for isovector densities (ρ1 = ρp − ρn etc), the set {Ct} are the coefficients
of the functional and the densities are defined in terms of the density matrix
ρq(rσ, r
′σ′) =
1
2
ρq(r, r
′)δσσ′ +
1
2
sq(r, r
′) · 〈σ′|σˆ|σ〉, (29)
with the particle density matrix being
ρq(r, r
′) =
∑
σ
ρq(rσ, r
′σ′) (30)
and the spin density matrix
sq(r, r
′) =
∑
σσ′
ρq(rσ, r
′σ′)〈σ|σˆ|σ〉. (31)
The further densities found in the functional (28) are given by
ρq(r) = ρq(r, r
′)|r=r′
sq(r) = sq(r, r
′)|r=r′
τq(r) = ∇ ·∇′ρq(r, r′)|r=r′
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Tq,µ(r) = ∇ ·∇′sq,µ(r, r′)|r=r′ (32)
jq(r) = −
i
2
(∇−∇′)ρq(r, r′)
∣∣∣∣
r=r′
Jq,µν(r) = − i
2
(∇µ −∇′µ)sq,ν(r, r′)
∣∣∣∣
r=r′
Jq,κ(r) =
z∑
µ,ν=x
κµνJq,µν(r)
Fq,µ(r) =
1
2
z∑
ν=x
(∇µ∇′ν +∇′µ∇ν)sq,ν(r, r′)
∣∣∣∣∣
r=r′
.
Here, as in (28), the Greek letter indices run over the Cartesian coordinates x, y, z.
The densities ρ, τ , and J are time-even2 (identical upon reversal of the sign of the time coordinate),
while s, T , and F are time-odd (change sign upon change of the sign of t). Terms in the Hamiltonian
density (28) are all time-even, and are made of bilinear products of either two time-even densities or
two time-odd densities [70]. Time-odd densities are identically zero in the ground states of even-even
nuclei and are essentially unconstrained by fits of the Skyrme interaction parameters, which are made
to ground states of even-even nuclei and to nuclear matter properties. While all the terms in the
Hamiltonian are time-even, the phrase “time-odd terms” is used to mean those terms made of time-odd
densities.
In making the derivation from the interaction to the functional, there is a fixed link between the
two sets of coefficients [65, 67]. One can choose to either break this link or not, and to fit either set
of parameters directly. So far, the majority of fitted sets of parameters in the literature [71] keep the
link and fit at the level of the interaction parameters. Note that the terms in the functional (28) which
feature derivatives of the spin density apparently give rise to instabilities [72, 73] and are not usually
included in actual calculations.
If linking the interaction parameters to the density functional coefficients, one has the choice of
using only those terms in the density functional which are really constrained at the fitting stage – i.e.
those that are associated with non-zero terms in the ground states of even-even nuclei or nuclear matter
(or indeed, the subset of these terms which were actually considered at the fitting stage) – or one may
choose to activate all terms in the functional. Both methods are used in the literature. Particular
terms in the functional are obliged to be grouped together due to Galilean invariance. For example,
the spin-orbit interaction consists of a time-even term C∇·Jt ρt∇ · J t and a time-odd term C∇·Jt ∇ × jt
with the same coefficient. If these two terms are allowed to have different coefficients, then Galilean
invariance is broken and, for example, a calculation translating a nucleus through space will fail to
conserve energy [74].
Since the focus of this review is on the effect of the interactions, we give here coefficients of the
functional in terms of those of the interaction, so that one may clearly see from which terms in the
interaction (24) the terms in the functional (28) arise:
Cρ0 =
3
8
t0 +
3
48
t3ρ
α
0 (r), (33)
Cρ1 = −
1
4
t0(
1
2
+ x0)− 1
24
t3(
1
2
+ x3)ρ
α
0 (r), (34)
Cs0 = −
1
4
t0(
1
2
− x0)− 1
24
t3(
1
2
− x3)ρα0 (r), (35)
2We write J without the coordinate subscript indices for the tensor quantity, and Jq,µν for the scalar quantity that
comes from specifying subscripts
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Cs1 = −
1
8
t0 − 1
48
t3ρ
α
0 (r), (36)
Cτ0 =
3
16
t1 +
1
4
t2(
5
4
+ x2), (37)
Cτ1 = −
1
8
t1(
1
2
+ x1) +
1
8
t2(
1
2
+ x2), (38)
CT0 = −
1
8
t1(
1
2
− x1) + 1
8
t2(
1
2
+ x2)− 1
8
(te + 3to), (39)
CT1 = −
1
16
(t1 − t2)− 1
8
(te − to), (40)
C∆ρ0 = −
9
64
t1 +
1
16
t2(
5
4
+ x2), (41)
C∆ρ1 =
3
32
t1(
1
2
+ x1) +
1
32
t2(
1
2
+ x2), (42)
C∆s0 =
3
32
t1(
1
2
− x1) + 1
32
t2(
1
2
+ x1)− 3
32
(te − to), (43)
C∆s1 =
1
64
(3t1 + t2)− 1
32
(3te + to), (44)
C∇s0 = −
9
32
(te − to), (45)
C∇s1 = −
3
32
(3te + to), (46)
C∇J0 = −
3
4
W0, (47)
C∇J1 = −
1
4
W0. (48)
From the energy density, one attempts to find the optimal solution by varying with respect to each
of the densities:
δE =
∑
q
∫
d3r
{
∂H
∂τq
δτq +
∂H
∂ρq
δρq +
∑
µν
(
∂H
∂Jq,µν
δJq,µν) +
∑
µ
( ∂H
∂Jq,µ
δJq,µ
+
∂H
∂jq,µ
δjq,µ +
∂H
∂Tq,µ
δTq,µ +
∂H
∂sq,µ
δsq,µ +
∂H
∂Fq,µ
δFq,µ
)}
.
(49)
Here, we have switched to a form in which neutron and proton densities (labelled by q) are treated sepa-
rately, rather than as isoscalar and isovector sums and differences. This reflects the usual computational
implementation strategy.
The partial derivatives are conventionally written in symbolic form as
δE =
∑
q
∫
d3r
{
~2
2m∗q
δτq + Uqδρq +
∑
µν
(γq,µνδJq,µν) +
∑
µ
(
Bq,µδJq,µ
+ Iq,µδjq,µ + Cq,µδTq,µ + Σq,µδsq,µ +Dq,µδFq,µ
)}
.
Since the densities are made up of single-particle wave functions, the variation of each kind of density
amounts to the variation of the single particle wave functions. Combining a minimisation of the energy
along with a Lagrange multiplier constraint to ensure normality of each single particle wave function,
δ
(
E −
A∑
α=1
eα
∫
d3rφ∗α(r)φα(r)
)
= 0, (50)
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one arrives at the Kohn-Sham equations which represent the particular method of approaching DFT
in which one considers the density to comprise single particle wave functions:[
−∇ ·
(
~2
2m∗q(r)
∇
)
+ Uq +
1
2i
∑
µν
σσ′
(
(∇ · σ)γq,µν + γq,µν(∇ · σ)
)
+
1
i
Bq ·
(
∇ × σ
)
−∇ ·
(
(σ ·C q)∇
)
+ σ ·Σq + 1
2i
(
∇ · I q + I q · ∇
)
− 1
2
∑
µν
σσ′
σν,σσ′
(
(∇νDq,µ)∇µ + 2Dq,µ∇ν∇µ + (∇µDq,µ)∇ν
)]
φα = eαφα,
(51)
where the quantities in these terms are given in terms of Skyrme force parameters in Appendix A.
The quantity between large square brackets acting on the left hand side on the single particle wave
function is thus identified with the single particle Hamiltonian as used in the HF and TDHF equations.
This is a complete specification of the Skyrme-Kohn-Sham Hamiltonian making no assumptions for
symmetries and including the tensor terms in the Skyrme interaction. Actual Skyrme parameter sets
used in the literature may have been fitted using a subset of this full Hamiltonian, and one should be
aware of the detailed form of the interaction used when fitting a parameter set before making use of it
oneself. A derivation of the Hamiltonian assuming time-reversal and axial symmetry was originally given
by Vautherin and Brink [75]. Engel et al. [67] extended the derivation to allow time-reversal symmetry
breaking, as necessary for any dynamic calculation and for triaxial and odd-mass static calculations.
Their version of the Skyrme interaction assumed x1 = x2 = to = te = 0. A complete specification of
the mean-field without detailed derivation was given by Perlin´ska et al. [68]. Full derivations of the
expressions given in Appendix A are available in unpublished theses [65, 76], the most recent of which,
while unpublished, is freely available from the awarding institute’s online repository.
3.2. Pairing
The pairing interaction is important in the determination of ground-state properties of open-shell
nuclei. Its role in most aspects of heavy-ion reaction dynamics is thought to be relatively unimportant,
however, its role has been studied in heavy-ion collisions [77] and has been shown to be significant in
transfer reactions [78] and in other large-amplitude collective motion, such as fission [79]. Systematic
studies of the variation of the effective pairing interaction on the behaviour of heavy-ion dynamics has
not been extensively studied.
3.3. The BKN interaction
In early TDHF calculations, a simplified version of the Skyrme interaction, which became known
as the BKN interaction was used [80]. It takes the t0 and t3 terms of the original Skyrme interaction
(24) and replaces the momentum-dependent terms with a finite-range Yukawa potential with exchange
coefficients constructed to yield an action in the mean field solely in the direct term. This results in an
energy density functional of [80]
H(r) = a0τ(r) + 3
4
t0ρ(r) +
3
16
t3ρ
2(r) + V0
∫
ρ(r′)
e−|r−r
′)|/a
|r− r′|/adr
′ (52)
Note that the spin-orbit interaction is specifically not included in the BKN force.
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Figure 2: Early TDHF results, from [21], in which the results of different Skyrme forces are compared.
”Force I (Ref. 16)” is the BKN force [80], ”Force I” is the BKN force with relaxed isospin symmetry and
“Force SII” is the SII full Skyrme interaction [75]. Note that Ref 16. of [21] is [81].
4. Comparison of effective interactions in TDHF
4.1. Early TDHF calculations
The first nuclear TDHF calculations were made in the 1970s [21, 80, 82, 83], featuring simplified
versions of the Skyrme interaction, and/or restricted geometries. Figure 2, from an early review paper
[21], shows a comparison between the experimental fusion cross-section for 40Ca + 40Ca collisions
compared with two different implementations of the BKN force, and the SII [75] Skyrme interaction.
One sees that there are noticeable effects in the calculated cross sections both from the specific choice
of force parameters, as well as the allowed symmetries underlying the implementation. By relaxing the
isospin symmetry with the BKN force, the cross section increases, thanks to the ability for the initial
translational kinetic energy to transfer into internal collective excitation modes permitted through the
relaxation of symmetry.
The use of the BKN force vs the full Skyrme force was motivated by relative ease of implementation,
though the genuine finite range of the Yukawa terms may be considered more physical than the zero-
range momentum-dependent terms. As well as omitting those terms from the energy density functional
whose coefficients feature the t1 and t2 terms, the lack of the momentum-dependent terms gave a fixed
effective mass of m∗/m = 1.
An early study including the numerically complicated momentum-dependent terms brought them
in at the level of the density-dependent effective mass [84]. Here, versions of Skyrme forces SII [75],
SIII, SIV, SV, and SVI [85] in which Yukawa terms are used in place of the momentum-dependent
terms, except for the effective mass (i.e., (A.1) is implemented in full assuming t1 6= 0 and t2 6= 0,
but t1 = t2 = 0 elsewhere in the Skyrme mean field). These Yukawa versions of the Skyrme forces are
re-fitted to agree with the original Skyrme forces in nuclear matter. The authors of this study found
that in head-on collisions of 16O+16O the upper fusion threshold was strongly dependent on m∗/m,
which has a strong influence on the time-scale of the first reflection of single particle wave functions
from the potential wall following collisions. The reflected wave functions then ’re-flood’ the neck thus
acting against the separation of the two fragments.
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Figure 3: Fusion landscape for SkM*, as fig. 1, but with the much-reduced fusion region indicated for the
case of an absent spin-orbit interaction with the SkM* interaction (i.e. a modified SkM* interaction in which
W0 = 0).
4.2. Spin-orbit interactions
The earliest Skyrme-like TDHF calculations did not include the spin-orbit interaction, owing to
the complication of its implementation and the desire to at least make calculations of e.g. spin-orbit-
saturated 16O collisions without the spin-orbit force to learn the first results from semi-realistic TDHF
calculations.
The first implementation of the Skyrme interaction’s spin-orbit force came in the mid-1980s by
Umar, Strayer and Reinhard [43], with further elaboration coming from these authors plus collaborators
[86, 87]. Inclusion of the spin-orbit interaction has a dramatic effect of the dynamics of heavy-ion
reactions, since it couples together the spatial motion of the nucleons with the spin degree of freedom,
and gives a mechanism for kinetic energy of the incoming nuclei to strongly excite internal spin degrees of
freedom. The spin-orbit force is responsible for resolving the so-called “fusion window anomaly” which
was found in the earliest calculations, whereby TDHF calculations gave conspicuous transparency for
central collisions. Such transparency was not observed despite extensive searches motivated by the
theoretical results [88–92].
Figure 3 shows the fusion landscape in the Ecm–b plane for the SkM* force both with and without
the spin-orbit force. The shaded region shows the locus of fusion for the full SkM* interaction, while the
lines indicated by “SkM*-nols” show the smaller region for fusion when the spin-orbit force is absent.
One notices at small impact parameter that fusion occurs in the absence of the spin-orbit interaction
only over a very limited range of energies. For the most peripheral reactions that result in fusion – i.e.
for large impact parameter b – the effect of the spin-orbit force is much diminished. This is because
very little kinetic energy is being turned into internal inelastic excitation, but the capture and fusion
depends more upon the tail of the densities being able to form a neck to form a rotating compound
nucleus with relatively little internal spin excitation. The striking increase observed with the spin-orbit
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interaction for small b effectively resolved the fusion window anomaly. The original work [43] examined
the dependence upon the Skyrme interaction by using forces SII [75] and SkM* [38] both with and
without spin-orbit, and found similarly large significant effects in both cases.
The Fusion window anomaly has subsequently been revisited within the TDHF picture to assess
the extent to which the TDHF approximation itself, with its restriction to one-body dynamics, might
be responsible for unwonted transparency. Tohyama and Umar [93] used an extended form of TDHF,
known as TDDM [94–96] in which certain aspects of the dynamics of the two-body density matrix, and
explicit two-body collisions, are taken into account. They found that the extra dissipation allowed by
the TDDM approximation was almost as significant as the spin-orbit interaction: The upper fusion
threshold increased from 30 MeV to 69 MeV due to the spin-orbit interaction and from 30 MeV to 66
MeV due to two-body collisions (but in the absence of spin-orbit). with both effects, the increase is to
80 MeV.
In table 1 details of all known TDHF calculations which map out the upper fusion limit for 16O+16O
at zero impact parameter are presented, including those cases where the spin-orbit force has been
deliberately switched on or off, and including TDDM results.
The standard form of the spin-orbit potential from the Skyrme interaction’s spin-orbit potential is
(see (A.3))
B q =
W0
2
∇(ρ+ ρq). (53)
This one-parameter form has a fixed isospin dependence and its posited form is motivated in part
through its simplicity. In relativistic mean field (RMF) approaches [97], in which the spin-orbit term
arises naturally, the spin-orbit potential’s isospin dependence comes in a form proportional to∇ρ rather
than Skyrme’s∇(ρ+ρq) while the strength has a density dependence. Various extensions to the Skyrme
mean field have been proposed to explore more general spin-orbit forces [15, 98, 99], motivated by the
Relativistic Mean Field. The simplest extension comes from allowing one extra parameter vary the
isospin dependence as [100]
B q = b4∇ρ+ b′4∇ρq. (54)
If b′4/b4 = 1 the Skyrme mean field is recovered, while b
′
4/b4 = 0 gives the relativistic mean field. For
a standard Skyrme force, b4 = b
′
4 =
W0
2
. Of course, other choices of b′4/b4 are possible, and parameter
sets have been developed with this generalised spin-orbit form which have then been used in TDHF
calculations. The SkIx sets, from the original paper by Reinhard and Flocard [100] have been used for
the study of fusion barriers [101], ternary fusion [102], in the study of equilibration within TDHF [103],
and giant resonance calculations [104, 105]. Of relevance for the case of heavy-ion reactions, Vo-Phuoc
et al. [101], compared the barrier energy as calculated with TDHF for the SLy4d [30] and UNEDF1
[106] Skyrme interactions. These were chosen for comparison since they both treat the centre-of-mass
correction in the same way (in that no correction is included at the Hartree-Fock level, in the spirit
that and EDF should be capable of including such correlations in the fit), but differ in the form of spin-
orbit interaction. The dependence of the fusion barrier energy between the two Skyrme interactions
is reproduced in figure 4. The authors calculate the barrier energy in the Frozen HF approximation
[47, 107] and in full TDHF. One sees the systematic difference between the two interactions in the
Frozen HF approximation, and a reduction in this difference in full TDHF dynamics. The kink in the
barrier energy at the N=28 magic number is observable in the frozen HF densities, but washed out in
TDHF, presumable due to the deformation induced in the dynamics which allow orbitals either side of
the magic number to be explored. For most values of A the TDHF barrier is lower than the Frozen HF
barrier. This is to be expected since more degrees of freedom that enhance fusion open up in TDHF
compared to Frozen HF. On the other hand, for very large A in ACa, the Frozen HF barrier is lower.
This is attributed to N/Z equilibrium within TDHF during fragment approach, driven by the nuclear
force, but increasing the Coulomb barrier. Such equilibration is missing from the Frozen HF approach.
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Figure 4: Barrier energies ACa + 116Sn reactions as a function of mass number of the calcium nucleus. From
[101]
The SQMC parameterisation is a parameterisation of the Skyrme interaction which is fitted to
reproduce as closely as possible the QMC (Quark Meson Coupling) model’s mean field. The QMC
model [108–111] is a confined quark-level meson exchange interaction, from which a QMC EDF may be
derived. It differs slightly in functional form from the Skyrme EDF in that there are density-dependent
couplings in QMC where the Skyrme EDF has point couplings, and the spin-orbit term comes out
naturally from the QMC approach, with a fixed form depending on the meson couplings and masses.
As a first step of exploring the QMC model in heavy-ion reactions, the Skyrme-QMC [112] parame-
terisation is an attempt to map the QMC energy density functional with its parameters fixed largely by
the underlying quark-meson dynamics, to the Skyrme EDF. In particular, McRae et al. [113] explored
the SQMC parameter set’s spin-orbit interaction properties. In the mean-field spin-orbit potential (54)
the standard SQMC parameter sets have b′4/b4 = 1.78 (in contrast to the standard Skyrme value of
1.0), and a comparison is made with the UNEDF1 functional, with b′4/b4 = 1.86. A plot of the frozen
Hartree-Fock NN potentials for SQMC with its natural b′4/b4 = 1.78 dependence, SQMC with a forced
b′4/b4 = 1.0, and UNEDF1 is reproduced in Figure 5 for
40Ca + 132Sn. The conclusion is that the
spin-orbit dependence per se does not have a strong influence in the barrier height or location, at least
as far as the frozen Hartree-Fock approximation goes. One might suspect the details arising in the
single-particle spectrum could come become more evident in the DC-TDHF method, but further stud-
ies are called for here before reaching a stronger conclusion. Effects on radius isotope shift have already
been noted for forces with the extended spin-orbit form [100, 114, 115], and one can generally expect
matter radii to have an effect on NN potential. A full TDHF implementation of the QMC EDF will be
necessary to fully explore its properties in heavy-ion collisions.
Dai et al. [116] studied dissipation (transfer of energy from relative motion to internal excitation)
effects in 16O+16O collisions, paying particular attention to the role of the spin-orbit interaction. They
used SLy4, SkM* and UNEDF1 Skyrme interactions. They implemented the full set of terms arising in
the mean field from the spin-orbit force, including the time-even spin-orbit (ρ∇·J in the functional (28))
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Figure 5: Frozen Hartree-Fock potentials for 40Ca + 132Sn for two forms of SQMC Skyrme functional which
differ only in spin-orbit parameters, and the UNEDF1 functional. From [113]
and the time-odd spin-orbit term (s ·∇×j in (28)). They examined reactions above the upper threshold
for fusion in order to explore the partial transfer of initial relative kinetic energy into a combination of
final relative motion and internal excitation. A measure of dissipation was given as
Pdis = 1− Efin/ECM (55)
where Efin is the final relative kinetic energy between the two fragments and ECM is the initial centre
of mass energy. When Efin = 0 the nuclei are below the threshold for separation and remain fused,
indicating total dissipation from collective kinetic energy to modes internal to the compound nucleus.
Figure 6 shows the enhanced dissipation caused by the inclusion of the spin-orbit interaction, as well
as the increased importance of the time-odd spin-orbit force at higher initial energies (see also fig. 4 of
[116]). Following the comparison of version of the SLy4 parameter set with and without time-odd and
time-even spin-orbit forces, Dai et al. go on to look at the proportion of the dissipated energy which
arises from the spin orbit force, defined as
Pso = 1− P (no−ls)dis /P (full−ls)dis (56)
where P
(no−ls)
dis and P
(full−ls)
dis refer to the blue lines with triangular points and the black line with square
points in figure 6 respectively. This proportion of dissipated energy due to the spin-orbit force is shown
in figure 7 for SkM*, SLy4, and UNEDF1. There is a striking difference between UNEDF1 on the
one hand and SkM* and SLy4 on the other, with the UNEDF1 dissipation being much less due to its
spin-orbit interaction. It is possible that the b′4/b4 value as discussed by McRae [113], and above, causes
this remarkable effect.
In [117], Iwata examines dissipation mechanisms by extracting a collective potential energy and
following it as a function of time in collisions of 16O and 16O at 40 MeV centre-of-mass energy. SLy4d
[30] and SkM* [38] Skyrme interactions are used. The author performs calculations for each of these
forces with the spin-orbit interaction turned off, as well as on, to reproduce the result that the spin-orbit
interaction is crucial for lowering the fusion threshold thanks to its role in dissipation. The results of
Sly4d and SkM* are discussed as being qualitatively identical, in the sense that fusion does not occur
with either force if spin-orbit is removed, but does occur when it is included. From the provided plots,
though, one sees differences of the order 30 MeV in the collective potential energy between the two
effective interactions under consideration, at the point where the two fragments are touching.
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Figure 6: The percentage of relative kinetic energy which is dissipated into internal excitation of the nuclei
during deep-inelastic scattering at b = 0 as a function of initial centre of mass energy for the SLy4 Skyrme
force with no spin orbit (“l*s”), with the time-even terms and with the full time-even + time-odd spin-orbit
interaction. From [116].
4.3. Tensor interaction
The tensor terms in the original Skyrme interaction (25) were omitted in the original Hartree-Fock
implementation [75] since that work was restricted to ground states of spherical nuclei where the extra
degrees of freedom allowed by the tensor terms extended only to details of spin-orbit interaction which
were deemed beyond the necessity of first implementation where the basic spin-orbit force seemed to be
adequate. The effect of including the tensor interaction was first studied by its effect on single particle
levels [119] in which the authors concluded that it only minor improvements to the reproduction of
observed spin-orbit splittings. The authors of this original work have since followed up with further
explorations [120, 121].
While the tensor terms had been occasionally included in implementations of the Skyrme interaction
[122, 123], a general renaissance in the use of tensor part of the effective interactions came from the
interacting shell model [124]. New explorations with the Skyrme tensor force followed, and include a
series of papers [69, 125, 126] in which a selection of tensor parameterisations were introduced, each
fitted with the same protocol as the SLy parameter sets [127–129] each with different choices of isospin
dependence given by the strength of the tensor parameters. Colo` et al. introduced a Skyrme-tensor
parameterisation [130] based on perturbatively adding the tensor terms to the SLy parameter set SLy5
[128]. A recent review of the tensor force in effective interactions by Sagawa and Colo` [131] gives
further details of the use of tensor terms across many observables, as well as an historical summary of
its implementation.
Inclusion of the Skyrme tensor interaction for heavy-ion collisions has been implemented with one of
two philosophies. One is to include the effects to the mean field from the tensor terms only to the spin-
orbit interaction. The argument here is that it is presumably the dominant effect of the tensor terms.
Moreover, inclusion of particular terms that arise in the energy density functional from the Skyrme
interaction can be and have been treated as individual terms whose inclusion is never mandatory. This
basic inclusion of the tensor interaction gives rise to a term in the energy density for spherical even-even
17
Figure 7: Proportion of energy dissipation which is due to the spin-orbit interaction in 16O + 16O deep-
inelastic collisions for Skyrme forces SLy4, SkM*, and UNEDF1. From [116].
nuclei of [119]
∆E = 1
2
α(J 2n + J
2
p) + βJ n · J p. (57)
where J is the antisymmetrised part of the full J tensor, as defined in (32). Corresponding to this is a
contribution to the spin-orbit potential (A.3) of
∆Bn = αJ n + βJ p,
∆Bp = αJ p + βJ n.
(58)
In fact, these terms functionally already exist in the spin-orbit potential as derived from the t1 and t2
terms of the central part of the Skyrme force, and the parameters α and β are given by [132]3
α =
1
8
(t1 − t2 − t1x1 − t2x2) + 5
4
to,
β = −1
8
(t1x1 + t2x2) +
5
8
(te + to).
(59)
Iwata and Maruhn [133, 134] studied the effect of the tensor terms on the spin-orbit interaction
specifically to understand the relative contribution of the tensor and spin-orbit terms and their role in
dynamic spin polarisation. They use a range of Skyrme parameterisations, including a series labelled
SV-tls [135] which include a parameter allowing the t1 and t2 contribution to the spin-orbit potential to
be dialed on (ηtls = 1) or off (ηtls = 0). All the SV- forces allow a fully free value of the spin-orbit b
′
4/b4
ratio when fitting. Iwata and Maruhn defined a time-dependent ratio of the strength of the spin-orbit
field as arising from the J terms to those arising from the∇ρ terms asW Tq /W LSq (t) and found the size of
the ratio at an indicative time varied between ∼ 1% and ∼ 22% depending on the interaction. A rather
strong mass-dependence was found, with the ratio increasing as mass increased, at least for the three
3In the full symmetry-unrestricted version of the Skymre mean-field presented in this review, these terms arise from
terms in (A.4) upon symmetry reduction.
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Force Threshold (MeV) Reference
Skyrme II 68 [43]
Skyrme II (no ls) 31 [43]
Skyrme M* 70 [43]
Skyrme M* (no ls) 27 [43]
FY1 56 [86]
SLy4 68 [116]
UNEDF1 76 [116]
SkM∗ (basic) 77 [45]
SkM∗ (inc. J2) 71 [45]
SkM∗ (full) 73 [45]
SLy5 (full) 68 [45]
SLy5t 70 [45]
T11 60 [118]
T12 61 [45]
T13 67 [118]
T14 69 [45]
T22 64 [45]
T24 71 [45]
T26 82 [45]
T31 70 [118]
T33 77 [118]
T42 69 [45]
T44 79 [45]
T46 87 [45]
SII TDHF-nols 30 [93]
SII TDHF+ls 69 [93]
SII TDDM-nols 66 [93]
SII TDDM+ls 80 [93]
Table 1: Upper fusion threshold energies for the 16O + 16O collision using various parameterizations of the Skyrme
interaction.
calculated symmetric N=Z collisions 16O+16O, 40Ca + 40Ca, and 56Ni+56Ni. The mass dependence for
different Skyrme interactions is shown in figure 10. The tensor force is shown to be able to enhance or
hinder the transfer of centre of mass motion into spin excitation during a heavy ion collision depending
on the way in which the tensor and central parameters combine. If α + β is negative, the dissipation
into spin modes is enhanced.
Stevenson et al. [45, 132, 136] used the full tensor interaction with all EDF terms except the
unstable spin-dependent terms to study reactions of 16O+16O at the upper fusion threshold between
fusion and deep-inelastic reactions. At b = 0 a large variation in the upper fusion threshold was found,
ranging between 61 MeV (T12) and 87 MeV (T46) from amongst the forces considered. This study
complemented previous studies of this benchnmark value, and a compilation of all known results is
presented in Table 1. The authors analysed the contribution to the total energy from different terms
in the functional, and found typical changes in terms due to the tensor interaction to be of order of
a few hundred keV. The most pronounced changes were the J2 term, justifying its use as the first
approximation to including only these terms when adding the tensor force. The contribution from
the J2 terms to the total energy can be positive (decreasing binding) or negative (increasing binding).
Figure 8 shows the energy contribution from the J2 terms as a function of time during collisions of
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Figure 8: Contribution of energies from the J2 terms in the Skyrme energy density functional for a selection
of different Skyrme forces with tensor interaction included. Figure adapted from [45].
16O + 16O at 34 MeV and an impact parameter b = 6.65 fm (to compare with the same setup used to
explore terms in non-tensor-based Skyrme forces [137])
A similar study, extended to 16O + 40Ca [138] show contributions from different parts of the energy
density functional in line with that of the 16O+16O calculations. An analogous calculation to that of
figure 8 is shown in figure 9. The same general dependence on the force parameterisation, and the
possibility of increasing binding (and hence cross section) or decreasing it remains in the contribution
of the J2 terms.
Long and Guo [139] use the full tensor interaction (i.e. with the full EDF, but with A∇s and A∆s
again set to zero as always) and explore the fusion barrier for 16O+16O using all 36 of the TIJ tensor
forces parameter sets along with SLy5 and SLy5t within the Frozen Hartree Fock approximation. For
a selection of these forces, they calculated the barrier energy with full TDHF. They found the height of
the barrier uniformly too low. It lay in the narrow range 9.96−10.12 MeV, compared to an experimental
value [140] of 10.61 MeV. The narrow range will in part be due to the spin-saturated nature of 16O and
the lack of dynamical effects in the Frozen HF approximation, which render the ground state calculation
quite insensitive to the tensor interaction. Including the dynamic effects afforded with TDHF reduce
the barrier heights in each case by a small amount ranging from a Frozen HF → TDHF reduction of
10.08 → 10.05 MeV (T22) to 10.02 → 9.90 (T44). The radial separation of the nuclei at the Coulomb
barrier are also systematically at variance with the data – the Frozen HF approximation gives between
R = 8.50 fm and R = 8.58 fm compared with an experimental value of R = 7.91 fm. This suggests that
the tensor force does not have the right degrees of freedom to overcome any deficiencies in the ability of
Skyrme-TDHF to correctly reproduce the fusion barrier in 16O+16O. However, this conclusion may be
too hasty, and the fact that all the forces used in this study were fitted with a centre-of-mass correction,
but were necessarily used without it for the two-body study.
A more positive prospect for the role of tensor parameters in fusion reactions comes from a recent
study by Guo et al. [141]. They considerd reactions of 40Ca + 40Ca, 40Ca + 48Ca, 48Ca + 48Ca, 48Ca +
56Ni, and 56Ni + 56Ni, making a detailed comparison between forces for 48Ca + 48Ca as a representative
example. Figure 11 shows the Frozen HF and TDHF barriers (upper panel) across the forces SLy5,
SLy5t, T22, T26, T44, and T62. As expected, the TDHF barriers are lower than those from Frozen HF.
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Figure 9: Contribution of energies from the J2 terms in the Skyrme energy density functional for a selection
of different Skyrme forces with tensor interaction included. Figure from [138].
Figure 10: Relative contribution of tensor to spin-orbit force contributions to spin-orbit field as a function
of mass and Skyrme interaction. Figure from [133].
Depending on the Skyrme paratmerisation, the barrier height can be rather well reporduced in TDHF.
Calculations of the cross section using the sharp-cuttoff formula (20) in TDHF are shown for the
set of Skyrme forces considered, reproduced in figure 12. While all interactions overestimate the cross
section, the scale of the variation between forces is such that the discrepancy between calculation and
experiment, given in the lower panel of the figure and defined by
Pσ =
(σth − σexp)
σexp
(60)
varies markedly, and is much lower for those forces which best reproduce the barrier height in TDHF.
Thus, this work provides an example in which the Skyrme tensor force has a sufficiently large effect on
reaction dynamics around the Coulomb barrier to make a changes of the order of the typical discrepancy
between experimental and model calcualtions.
Dai et al. [118] studied dissipation in tensor interactions in 16O+16O collisions in a similar manner
to their work on the spin-orbit interaction [116], looking at the energy transfer from initial relative
motion to internal excitation in deep inelastic scattering. They found that the tensor interactions could
reduce dissipation compared to the SLy5 fit, or enhance it. The T11 tensor interaction decreased the
dissipation, presumably by resisting transfer of energy into the J2 terms, and thus has a reduced cross
section compared to the other interactions studied (SLy5, SLy5+T, T11, T13, T31, T33). The authors
computed the sharp-cutoff fusion cross section in TDHF at 70.5 MeV centre of mass energy in order
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Figure 11: Upper panel shows fusion barrier for selection of Skyrme-tensor forces using the Frozen HF (FHF)
approximation, or full TDHF, compared with the experimental value [142]. The lower panel shows collective
quadrupole (2+) and octupole (3−) states which contribute to the lowering of the barrier in TDHF compared
to FHF, with the lower energy collective states correlating with the stronger reduction in the barrier height
in TDHF. Figure from [141]
to compare with an experimental point of σfus = 1056 ± 125 mb [143]. They found that the variation
between tensor parameterisations (all fitted to the same set of ground state data) differed between T11
at 1161 mb – inside the error bar of the experimental point – and T33 at 1327 mb.
The studies of the tensor force have therefore found that there are signigicant effects around the
fusion barrier, at the top of the fusion region, and then beyond into deep-inelastic energies.
4.4. Variation of nuclear matter properties
The SV- range of Skyrme parameterisations [135] were fitted each in the same manner, with each
having a specific nuclear matter property (incompressibility K, isoscalar effective mass m∗/m, symmetry
energy J , and Thomas-Reiche-Kuhn sum rule enhancement factor κTRK ) varied with respect to a “basis”
parameter set SV-bas. The SV-bas set has K = 234 MeV, m∗/m = 0.9, J = 30 MeV, and κTRK = 0.4.
The parameter sets thus provide a set of interactions which can be used to study the role of nuclear
matter properties in heavy-ion collisions in the Skyrme-TDHF framework. In [144], the authors study
fusion barriers and cross sections for 48Ca + 48Ca using a set of the SV- Skyrme interactions in order to
understand the extent to which fusion cross-sections would be sensitive to nuclear matter properties. In
part this was motivated by the known link between the symmetry energy and the neutron skin thickness
[145] that is currently a key driver of experimental determinations of neutron radii [146, 147]. Figure 13
shows the ratio of fusion cross section for 48Ca + 48Ca between various SV- forces, and the SV-bas base
version. The calculations are made from nucleus-nucleus potentials obtained by the DC-TDHF method
(see sec. 2.4). The largest differences in cross section were seen by varying the symmetry energy, as
expected, with the rather modest range of J = 28–34 MeV (being consistent with observation [71])
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Figure 12: Cross-sections with different tensor forces, from [141].
spanning a range of around a factor of 3 in cross section, just below the fusion barrier. One also sees
from the figure a comparison with experimental data, showing that the modest variation of nuclear
matter parameters is enough so that different model predictions differ from each other by much more
than the experimental error bars (around and below the barrier, at least) and that none of the SV-
forces alone fit the data across all energies.
4.5. Other studies
Umar and Oberacker [137] made the first exploration of terms in time-odd densities that are not
mandated by Galilean invariance, namely the terms in the functional (28) in s2, s ·∇2s and (s ·T − J2).
Note that they did not include tensor parameterisations, so they did not need the (∇ · s)2 or s · F
terms. They observed noticeable effects in the position of the upper threshold between fusion and deep
inelastic scattering when activating the time-odd terms, highlighting the need to at least consider them
for inclusion in one’s density functional.
In [148], versions of the SV-bas force [135] are generated in which whole terms in the interactions
are turned on or off, to examine the resulting transparency during collisions – and the corresponding
connection to considering the travelling quantum mechanical wave packet resprsenting the nuclei to
be solitons [149–151]. The soliton-like nature of the wave-packet is confirmed by a high-degree of
transparency when (and if) the colliding nuclei pass through each other without change. In collisions of
4He on 8He, the transparency was found to be highly energy-dependent, with a value of around 30MeV
incident energy giving high-transparency and hence soliton-like behaviour. In terms of the interactions,
it is the momentum-dependent terms in the Skyrme interaction (the t1, t2 and spin-orbit terms ) that
suppress transparancy the most.
Loebl et al. followed up a study of dissipation in Skyrme-TDHF using the Wigner transformation
[103] which concluded that full equilibration does not occur in TDHF, with a further study to see if
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Figure 13: Cross sections for the fusion of 48Ca+48Ca, calculated using the density-constrained TDHF
method. Shown is the ratio of the calculated cross section for a variety of different Skyrme forces from the
SV- set [135] to the basic SV parameterisation SV-bas. Points indicate the experimental cross section with
data from [142]. Figure from [144].
there is any dependence on the parameterisation choice, or in the use of time-odd terms not usually
activated [152]. In particular, they performed calculations with the SLy4 [127] force in its standard
form, and also with the s2 and s · T − J2 terms from the functional (28). While no difference in the
equilibration was found, the details of long-time differences in outcome near the upper fusion threshold
were observed, with the location of the threshold being sensitive to the change in dissipation coming
from the extra terms.
Godbey, Umar, and Simenel [153] took a single Skyrme interaction (SLy4) and separately calcualted
contributions from the isovector and isoscalar terms in the EDF (i.e. the terms t=0 and 1 respectively
in the sum in equation (28) as applied to the DC-TDHF potential. So doing, they were able to quantify
the isovector contribution to the ion-ion potential. For fusion reactions in which transfer channels are
active, the authors showed that an isovector reduction in the potential existed, demonstrating a fusion
enhancement due to transfer. In principle one should then expect these calculated results to depend
upon the isospin nature of a particualr Skyrme parameterisation.
5. Conclusion
The role of the effective interaction in the dynamics of heavy-ion reactions has been surveyed.
Within mean-field dynamics, the effects of varying the effective interaction between reasonable limits
(i.e., using only those interactions which are available in the literature and that fit ground state data well)
produces qualitatively and quantitatively variable behaviour in heavy-ion collisions at energies below the
Coulomb barrier, in the fusion region, and in the deep-inelastic region at the upper energy limits where
one supposes mean-field dynamics to be a reasonable approximation. One concludes, therefore, that the
role of the effective interaction in the calculation of reaction dynamics is instrumental in understanding
the details of the reaction, and that results from heavy-ion reactions inform us about the details of the
effective interaction. In the case of the Skyrme-tensor interaction, both structure of individual nuclei
and their dynamics as they collide can be affected. Further study is needed on the interplay between
these two aspects.
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A. Terms in the Skyrme-Kohn-Sham equation
The terms featured in the Skyrme-Kohn-Sham equations (51) are given below [65]
~2
2m∗q
=
~2
2m
+
1
4
(
t1 + t2 +
t1x1 + t2x2
2
)
ρ+
1
8
(
t2 − t1 + 2t2x2 − 2t1x1
)
ρq (A.1)
Uq(r) = t0
[(
1 +
x0
2
)
ρ−
(
x0 +
1
2
)
ρq
]
+
1
4
(
t1 + t2 +
t1x1 + t2x2
2
)
τ
+
1
8
(
t2 − 3t1 − 3t1x1
2
+
t2x2
2
)
∇2ρ+ 1
16
(t2 + 3t1 + 6t1x1 + 2t2x2)∇2ρq
+
1
8
(t2 − t1 + t2x2 − t1x1)τq − W0
2
∇ · (J + J q)
+
t3
12
ρα−1
[
(α + 2)
(
1 +
x3
2
)
ρα+1 −
(
x3 +
1
2
)
(αρα−1ρ2q + 2ρ
αρq)− x3αρα−1s2
]
(A.2)
Bq =
W0
2
∇(ρ+ ρq) (A.3)
γq,µν = −1
4
(t2 − t1)Jq,µν − t1x1 + t2x2
4
Jµν +
1
2
[
(te + to)Jµν − (te − to)Jq,µν
]
−3
4
[
(te + to)Jνµ − (te − to)Jq,νµ
]
− 3
4
[
(te + to)Jµνδµν − (te − to)Jq,µνδµν
]
(A.4)
I q = −1
2
(
t1 + t2 +
t1x1 + t2x2
2
)
j − 1
4
(t2 − t1 + 2t2x2 − 2t1x1)j q − W0
2
(∇× (s + sq)) (A.5)
C q =
1
8
(t2 − t1)sq + t1x1 + t2x2
8
s − 1
4
[
(te + to)s(r)− (te − to)sq(r)
]
(A.6)
Σq =
t0
2
(x0s − sq) + 1
16
(3t1 + t2)∇2sq + (3t2x2 − 3t1x1)∇2s
+
t1x1 + t2x2
8
T +
1
8
(t2 − t1)T q + t3
6
(x3ρ
αs − ραsq)− W0
2
(
∇× (j + j q)
)
−3
8
[
(3te − to)∇
(
∇ · s(r)
)
− (3te + to)∇
(
∇ · sq
)]
− 1
4
[
(te + to)T (r)− (te − to)T q(r)
]
+
3
4
[
(te + to)F (r)− (te − to)F q(r)
]
+
1
8
[
(3te − to)∇2s(r)− (3te + to)∇2sq(r)
]
(A.7)
Dq,µ =
3
4
[
(te + to)sµ(r)− (te − to)sq,µ(r)
]
. (A.8)
25
Bibliography
References
[1] M. E. Bennett, R. Hirschi, M. Pignatari, S. Diehl, C. Fryer, F. Herwig, A. Hungerford, K. Nomoto,
G. Rockefeller, F. X. Timmes, and M. Wiescher, MNRAS 420, 3047 (2012).
[2] Y. Oganessian, JPS Conf. Proc. 6, 010024 (2015).
[3] A. S. Umar and V. E. Oberacker, Nucl. Phys. A 944, 238 (2014).
[4] B.-A. Li, L.-W. Chen, and C. M. Ko, Phys. Rep. 464, 113 (2008).
[5] E. Suraud, C. Gre´goire, and B. Tamain, Prog. Part. Nucl. Phys. 23, 357 (1989).
[6] W. Lynch, M. Tsang, Y. Zhang, P. Danielewicz, M. Famiano, Z. Li, and A. Steiner, Prog. Part.
Nucl. Phys. 62, 427 (2009).
[7] P. Foka and A. Janik, Reviews in Physics 1, 172 (2016).
[8] P. Braun-Munzinger, V. Koch, T. Scha¨fer, and J. Stachel, Phys. Rep. 621, 76 (2016).
[9] D. J. Hinde, E. Williams, R. Du Rietz, M. Dasgupta, A. Wakhle, C. Simenel, D. H. Luong, and
K. J. Cook, EPJ Web of Conferences 86, 00015 (2015).
[10] J. Khuyagbaatar, D. J. Hinde, I. P. Carter, M. Dasgupta, C. E. Du¨llmann, M. Evers, D. H. Luong,
R. du Rietz, A. Wakhle, E. Williams, and A. Yakushev, Phys. Rev. C 91, 054608 (2015).
[11] D. J. Hinde, M. Dasgupta, and A. Mukherjee, Phys. Rev. Lett. 89, 282701 (2002).
[12] G. Mandaglio, A. K. Nasirov, F. Curciarello, V. De Leo, M. Romaniuk, G. Fazio, and G. Giardina,
EPJ Web of Conferences 38, 01001 (2012).
[13] C. Simenel, A. Wakhle, B. Avez, D. J. Hinde, R. Du Rietz, M. Dasgupta, M. Evers, C. J. Lin,
and D. H. Luong, EPJ Web of Conferences 38, 09001 (2012).
[14] C. Simenel and A. S. Umar, Prog. Part. Nucl. Phys. 103, 19 (2018).
[15] J. Xu, B.-A. Li, W.-Q. Shen, and Y. Xia, Frontiers of Physics 10, 102501 (2015).
[16] B. B. Back, H. Esbensen, C. L. Jiang, and K. E. Rehm, Rev. Mod. Phys. 20, 317 (2014).
[17] G. F. Bertsch and S. Das Gupta, Phys. Rep. 160, 189 (1988).
[18] V. Baran, M. Colonna, V. Greco, and M. Di Toro, Phys. Rep. 410, 335 (2005).
[19] O. Buss, T. Gaitanos, K. Gallmeister, H. van Hees, M. Kaskulov, O. Lalakulich, A. Larionov,
T. Leitner, J. Weil, and U. Mosel, Phys. Rep. 512, 1 (2012).
[20] P. A. M. Dirac, Proc. Camb. Phil. Soc. 26, 376 (1930).
[21] S. E. Koonin, Prog. Part. Nucl. Phys. 3, 283 (1980).
[22] K. T. R. Davies, K. R. S. Devi, S. E. Koonin, and M. R. Strayer, in Treatise on Heavy-Ion
Science, Volume 3, edited by D. A. Bromley (Plenum Press, New York, 1985) Chap. 1, pp. 1–80.
[23] J. W. Negele, Rev. Mod. Phys. 54, 913 (1982).
26
[24] C. Simenel, B. Avez, and D. Lacroix, “Microscopic Approaches for Nuclear Many-Body Dynamics:
Applications to Nuclear Reactions,” arxiv:0806.2714 .
[25] C. Simenel, Eur. Phys. J. A 48, 152 (2012).
[26] T. Nakatsukasa, K. Matsuyanagi, M. Matsuo, and K. Yabana, Rev. Mod. Phys. 88, 1 (2016).
[27] R. Balian and M. Ve´ne´roni, Phys. Rev. Lett. 47, 1353 (1981).
[28] F. Villars, in Dynamic Structure of Nuclear States, edited by D. J. Rowe (Oxford University Press,
London, 1972).
[29] S. E. Koonin, Hydrodynamic Approximations to Time-Dependent Hartree-Fock, Ph.d., Mas-
sachusetts Institute of Technology (1975).
[30] K.-H. Kim, T. Otsuka, and P. Bonche, J. Phys. G 23, 1267 (1997).
[31] J. A. Maruhn, P.-G. Reinhard, P. D. Stevenson, and A. S. Umar, Comput. Phys. Commun. 185,
2195 (2014).
[32] B. Schuetrumpf, P.-G. Reinhard, P. D. Stevenson, A. S. Umar, and J. A. Maruhn, Comput. Phys.
Commun. 229, 211 (2018).
[33] H. Berghammer and D. Vretenar, Comput. Phys. Commun. 88, 293 (1995).
[34] D. Vretenar, H. Berghammer, and P. Ring, Phys. Lett. B 319, 29 (1993).
[35] J. J. Bai, R. Y. Cusson, J. Wu, P. G. Reinhard, H. Stoecker, W. Greiner, and M. R. Strayer, Z.
Phys. A 326, 269 (1987).
[36] R. Y. Cusson, P. G. Reinhard, M. R. Strayer, J. A. Maruhn, and W. Greiner, Z. Phys. A 320,
475 (1985).
[37] P. Ring, Physica Scripta T150, 014035 (2012).
[38] J. Bartel, P. Quentin, M. Brack, C. Guet, and H.-B. H˚akansson, Nucl. Phys. A 386, 79 (1982).
[39] C. Simenel, Phys. Rev. Lett. 105, 192701 (2010).
[40] K. Sekizawa and K. Yabana, Phys. Rev. C 88, 014614 (2013).
[41] J. S. Blair, Phys. Rev. 95, 1218 (1954).
[42] P. Bonche, B. Grammaticos, and S. E. Koonin, Phys. Rev. C 18, 2567 (1978).
[43] A. S. Umar, M. R. Strayer, and P.-G. Reinhard, Phys. Rev. Lett. 56, 2793 (1986).
[44] P. D. Stevenson, E. B. Suckling, S. Fracasso, E. D. Simmons, and A. S. Umar, EPJ Web of
Conferences 86, 00058 (2015).
[45] P. D. Stevenson, E. B. Suckling, S. Fracasso, M. C. Barton, and A. S. Umar, Phys. Rev. C 93,
054617 (2015).
[46] D. Brink and F. Stancu, Nucl. Phys. A 243, 175 (1975).
[47] K. Washiyama and D. Lacroix, Phys. Rev. C 78, 24610 (2008).
27
[48] A. S. Umar, V. E. Oberacker, J. A. Maruhn, and P. G. Reinhard, Phys. Rev. C 80, 1 (2009).
[49] V. Denisov and W. No¨renberg, The European Physical Journal A 15, 375 (2002).
[50] K. A. Brueckner, J. R. Buchler, and M. M. Kelly, Phys. Rev. 173, 944 (1968).
[51] K. Hagino and N. Takigawa, Progress of Theoretical Physics 128, 1061 (2012).
[52] C. Simenel, A. S. Umar, K. Godbey, M. Dasgupta, and D. J. Hinde, Phys. Rev. C 95, 031601
(2017).
[53] A. S. Umar and V. E. Oberacker, Phys. Rev. C 74, 021601 (2006).
[54] V. E. Oberacker and A. S. Umar, “Density constrained TDHF,” arxiv:1502.04079 .
[55] C. Simenel, R. Keser, A. S. Umar, and V. E. Oberacker, Phys. Rev. C 88, 024617 (2013).
[56] G. H. Rawitscher, Phys. Rev. 135, B605 (1964).
[57] T. H. R. Skyrme, Nucl. Phys. 9, 615 (1959).
[58] J. W. Negele and D. Vautherin, Phys. Rev. C 5, 1472 (1972).
[59] J. Dobaczewski, J. Phys. G 43, 04LT01 (2016).
[60] E. Ruiz Arriola, Symmetry 8, 42 (2016).
[61] M. Bender, P.-H. Heenen, and P.-G. Reinhard, Rev. Mod. Phys. 75, 121 (2003).
[62] R. O. Jones, Rev. Mod. Phys. 87, 897 (2015).
[63] J. Erler, P. Klu¨pfel, and P. G. Reinhard, J. Phys. G 37, 064001 (2010).
[64] J. Erler, P. Klu¨pfel, and P.-G. Reinhard, J. Phys. G 38, 033101 (2011).
[65] M. C. Barton, Time-Dependent Density Matrix Theory with a Skyrme Force, Ph.d., University of
Surrey (2018).
[66] J. S. Bell and T. H. R. Skyrme, Phil. Mag. 1, 1043 (1956).
[67] Y. M. Engel, D. M. Brink, K. Goeke, J. Krieger, and D. Vautherin, Nucl. Phys. A 249, 215
(1975).
[68] E. Perlin´ska, S. G. Rohozin´ski, J. Dobaczewski, and W. Nazarewicz, Phys. Rev. C 69, 014316
(2004).
[69] T. Lesinski, M. Bender, K. Bennaceur, T. Duguet, and J. Meyer, Phys. Rev. C 76, 1 (2007).
[70] J. Dobaczewski and J. Dudek, Phys. Rev. C, 52, 1827 (1995).
[71] M. Dutra, O. Lourenc¸o, J. S. Sa´ Martins, A. Delfino, J. R. Stone, and P. D. Stevenson, Phys.
Rev. C 85, 035201 (2012).
[72] M. Kortelainen and T. Lesinski, J. Phys. G 37, 064039 (2010).
[73] S. Fracasso, E. B. Suckling, and P. D. Stevenson, Phys. Rev. C 86, 044303 (2012).
28
[74] J. A. Maruhn, P.-G. Reinhard, P. D. Stevenson, and M. R. Strayer, Phys. Rev. C 74, 027601
(2006).
[75] D. Vautherin and D. M. Brink, Phys. Rev. C 5, 626 (1972).
[76] H. Flocard, Orsay, Se´rie A, No. 1543, Ph.d., Universite´ Paris Sud (1975).
[77] S. Ebata, J. Phys.: Conf. Ser. 454, 012054 (2013).
[78] G. Scamps and D. Lacroix, Phys. Rev. C 87, 014605 (2013).
[79] A. Bulgac, P. Magierski, K. J. Roche, and I. Stetcu, Phys. Rev. Lett. 116, 122504 (2016).
[80] P. Bonche, S. E. Koonin, and J. Negele, Phys. Rev. C 13, 1226 (1976).
[81] K. T. R. Davies, V. Maruhn-Rezwani, S. E. Koonin, and J. W. Negele, Phys. Rev. Lett. 41, 632
(1978).
[82] S. E. Koonin, Phys. Lett. B 61, 227 (1976).
[83] R. Y. Cusson and J. A. Maruhn, Phys. Lett. B 62, 134 (1976).
[84] A. K. Dhar and B. S. Nilsson, Nucl. Phys. A 315, 445 (1979).
[85] M. Beiner, H. Flocard, N. Van Giai, and P. Quentin, Nucl. Phys. A 238, 29 (1975).
[86] P.-G. Reinhard, A. S. Umar, K. T. R. Davies, M. R. Strayer, and S.-J. Lee, Phys. Rev. C 37,
1026 (1988).
[87] A. S. Umar, M. R. Strayer, P. G. Reinhard, K. T. Davies, and S. J. Lee, Phys. Rev. C 40, 706
(1989).
[88] S. Kox, A. J. Cole, and R. Ost, Phys. Rev. Lett. 44, 1204 (1980).
[89] A. Lazzarini, H. Doubre, K. T. Lesko, V. Metag, A. Seamster, R. Vandenbosch, and W. Merry-
field, Phys. Rev. C 24, 309 (1981).
[90] A. S. de Toledo, T. M. Cormier, M. Herman, B. Lin, P. M. Stwertka, M. M. Coimbra, and N. C.
Filho, Phys. Rev. Lett. 47, 1881 (1981).
[91] H. Ikezoe, N. Shikazono, Y. Tomita, K. Ideno, Y. Sugiyama, E. Takekoshi, T. Tachikawa, and
T. Nomura, Nucl. Phys. A 456, 298 (1986).
[92] F. Auger and B. Fernandez, Nucl. Phys. A 481, 577 (1988).
[93] M. Tohyama and A. S. Umar, Phys. Rev. C 65, 037601 (2002).
[94] M. Tohyama, Phys. Rev. C 36, 187 (1987).
[95] M. Gong and M. Tohyama, Z. Phys. A 335, 153 (1990).
[96] M. Gong, M. Tohyama, and J. Randrup, Z. Phys. A 335, 331 (1990).
[97] P. G. Reinhard, Reports on Progress in Physics 52, 439 (1989).
[98] J. M. Pearson and M. Farine, Phys. Rev. C 50, 185 (1994).
29
[99] M. Onsi, R. C. Nayak, J. M. Pearson, H. Freyer, and W. Stocker, Phys. Rev. C 55, 3166 (1997).
[100] P.-G. Reinhard and H. Flocard, Nucl. Phys. A 584, 467 (1995).
[101] K. Vo-Phuoc, C. Simenel, and E. C. Simpson, EPJ Web of Conferences 163, 00062 (2017).
[102] Y. Iwata, K. Iida, and N. Itagaki, Phys. Rev. C 87, 3 (2013).
[103] N. Loebl, J. A. Maruhn, and P.-G. Reinhard, Phys. Rev. C 84, 034608 (2011).
[104] P. Goddard, N. Cooper, V. Werner, G. Rusev, P. Stevenson, a. Rios, C. Bernards, a. Chakraborty,
B. Crider, J. Glorius, R. Ilieva, J. Kelley, E. Kwan, E. Peters, N. Pietralla, R. Raut, C. Romig,
D. Savran, L. Schnorrenberger, M. Smith, K. Sonnabend, A. Tonchev, W. Tornow, and S. Yates,
Phys. Rev. C 88, 064308 (2013).
[105] P. D. Stevenson, P. M. Goddard, and A. Rios, Bulgarian Journal of Physics 42, 354 (2015).
[106] M. Kortelainen, J. Mcdonnell, W. Nazarewicz, P.-G. Reinhard, J. Sarich, N. Schunck, M. V.
Stoitsov, and S. M. Wild, Phys. Rev. C 85, 024304 (2012).
[107] C. Simenel and B. Avez, Int. J. Mod. Phys. E 17, 31 (2008).
[108] P. Guichon, Phys. Lett. B 200, 235 (1988).
[109] P. A. M. Guichon and A. W. Thomas, Phys. Rev. Lett. 93, 132502 (2004).
[110] J. R. Stone, P. Guichon, P. Reinhard, and A. Thomas, Phys. Rev. Lett. 116, 092501 (2016).
[111] P. A. M. Guichon, J. R. Stone, and A. W. Thomas, Prog. Part. Nucl. Phys. 100, 262 (2018).
[112] E. McRae, C. Simenel, E. C. Simpson, and A. W. Thomas, “Isovector properties of the nuclear
energy density functional from the quark-meson coupling model,” arxiv:1704.07991 .
[113] E. McRae, C. Simenel, E. C. Simpson, and A. W. Thomas, EPJ Web of Conferences 163, 00036
(2017).
[114] M. M. Sharma, G. Lalazissis, J. Ko¨nig, and P. Ring, Phys. Rev. Lett. 74, 3744 (1995).
[115] P. M. Goddard, P. D. Stevenson, and A. Rios, Phys. Rev. Lett. 110, 032503 (2013).
[116] G.-F. Dai, L. Guo, E.-G. Zhao, and S.-G. Zhou, Phys. Rev. C 90, 044609 (2014).
[117] Y. Iwata, EPJ Web of Conferences 21, 07001 (2012).
[118] G. Dai, L. Guo, E. Zhao, and S. Zhou, Science China Physics, Mechanics & Astronomy 57, 1618
(2014).
[119] F. Stancu, D. M. Brink, and H. Flocard, Phys. Lett. B 68, 108 (1977).
[120] D. M. Brink and F. Stancu, Phys. Rev. C 75, 064311 (2007).
[121] D. M. Brink and F. Stancu, Phys. Rev. C 97, 064304 (2018).
[122] K.-F. Liu, H. Luo, Z. Ma, Q. Shen, and S. Moszkowski, Nucl. Phys. A 534, 1 (1991).
[123] F. Tondeur, Phys. Lett. B 123, 139 (1983).
30
[124] T. Otsuka, T. Suzuki, R. Fujimoto, H. Grawe, and Y. Akaishi, Phys. Rev. Lett. 95, 232502
(2005).
[125] M. Bender, K. Bennaceur, T. Duguet, P. H. Heenen, T. Lesinski, and J. Meyer, Phys. Rev. C
80, 064302 (2009).
[126] V. Hellemans, P. H. Heenen, and M. Bender, Phys. Rev. C 85, 014326 (2012).
[127] E. Chabanat, P. Bonche, P. Haensel, J. Meyer, and R. Schaeffer, in International Workshop on
Research with Fission Fragments, edited by T. von Egidy, D. Habs, F. J. Hartmann, K. E. G.
Lo¨bner, and H. Nifenecker (World Scientific, Singapore, 1996) pp. 155–160.
[128] E. Chabanat, P. Bonche, P. Haensel, J. Meyer, and R. Schaeffer, Nucl. Phys. A 627, 710 (1997).
[129] E. Chabanat, P. Bonche, P. Haensel, J. Meyer, and R. Schaeffer, Nucl. Phys. A 635, 231 (1998).
[130] G. Colo`, H. Sagawa, S. Fracasso, and P. Bortignon, Phys. Lett. B 646, 227 (2007).
[131] H. Sagawa and G. Colo`, Prog. Part. Nucl. Phys. 76, 76 (2014).
[132] E. B. Suckling, Nuclear structure and dynamics from the fully unrestricted Skyrme-Hartree-Fock
model, Phd, University of Surrey (2011).
[133] Y. Iwata and J. A. Maruhn, Phys. Rev. C 84, 014616 (2011).
[134] Y. Iwata and J. A. Maruhn, J. Phys.: Conf. Ser. 295, 012126 (2011).
[135] P. Klu¨pfel, P.-G. Reinhard, T. J. Bu¨rvenich, and J. A. Maruhn, Phys. Rev. C 79, 034310 (2009).
[136] P. D. Stevenson, S. Fracasso, and E. B. Suckling, J. Phys.: Conf. Ser. 381, 012105 (2012).
[137] A. S. Umar and V. E. Oberacker, Phys. Rev. C 73, 054607 (2006).
[138] L. Guo, C. Yu, L. Shi, and C. Simenel, EPJ Web of Conferences 163, 00021 (2017).
[139] S. Long and L. Guo, Nucl. Phys. Rev. 34, 41 (2017).
[140] L. C. Vaz, J. M. Alexander, and G. R. Satchler, Phys. Rep. 69, 373 (1981).
[141] L. Guo, C. Simenel, L. Shi, and C. Yu, Phys. Lett. B 782, 401 (2018).
[142] A. Stefanini, G. Montagnoli, R. Silvestri, L. Corradi, S. Courtin, E. Fioretto, B. Guiot, F. Haas,
D. Lebhertz, P. Mason, F. Scarlassara, and S. Szilner, Phys. Lett. B 679, 95 (2009).
[143] F. Saint-Laurent, M. Conjeaud, S. Harar, J. Loiseaux, J. Menet, and J. Viano, Nucl. Phys. A
327, 517 (1979).
[144] P.-G. Reinhard, A. S. Umar, P. D. Stevenson, J. Piekarewicz, V. E. Oberacker, and J. A. Maruhn,
Phys. Rev. C 93, 044618 (2016).
[145] X. Roca-Maza, M. Centelles, X. Vin˜as, and M. Warda, Phys. Rev. Lett. 106, 252501 (2011).
31
[146] S. Abrahamyan, Z. Ahmed, H. Albataineh, K. Aniol, D. S. Armstrong, W. Armstrong, T. Averett,
B. Babineau, A. Barbieri, V. Bellini, R. Beminiwattha, J. Benesch, F. Benmokhtar, T. Bielarski,
W. Boeglin, A. Camsonne, M. Canan, P. Carter, G. D. Cates, C. Chen, J.-P. Chen, O. Hen, F. Cu-
sanno, M. M. Dalton, R. De Leo, K. de Jager, W. Deconinck, P. Decowski, X. Deng, A. Deur,
D. Dutta, A. Etile, D. Flay, G. B. Franklin, M. Friend, S. Frullani, E. Fuchey, F. Garibaldi,
E. Gasser, R. Gilman, A. Giusa, A. Glamazdin, J. Gomez, J. Grames, C. Gu, O. Hansen, J. Han-
sknecht, D. W. Higinbotham, R. S. Holmes, T. Holmstrom, C. J. Horowitz, J. Hoskins, J. Huang,
C. E. Hyde, F. Itard, C.-M. Jen, E. Jensen, G. Jin, S. Johnston, A. Kelleher, K. Kliakhandler,
P. M. King, S. Kowalski, K. S. Kumar, J. Leacock, J. Leckey, J. H. Lee, J. J. LeRose, R. Lindgren,
N. Liyanage, N. Lubinsky, J. Mammei, F. Mammoliti, D. J. Margaziotis, P. Markowitz, A. Mc-
Creary, D. McNulty, L. Mercado, Z.-E. Meziani, R. W. Michaels, M. Mihovilovic, N. Muangma,
C. Mun˜oz Camacho, S. Nanda, V. Nelyubin, N. Nuruzzaman, Y. Oh, A. Palmer, D. Parno,
K. D. Paschke, S. K. Phillips, B. Poelker, R. Pomatsalyuk, M. Posik, A. J. R. Puckett, B. Quinn,
A. Rakhman, P. E. Reimer, S. Riordan, P. Rogan, G. Ron, G. Russo, K. Saenboonruang, A. Saha,
B. Sawatzky, A. Shahinyan, R. Silwal, S. Sirca, K. Slifer, P. Solvignon, P. A. Souder, M. L. Sper-
duto, R. Subedi, R. Suleiman, V. Sulkosky, C. M. Sutera, W. A. Tobias, W. Troth, G. M. Urciuoli,
B. Waidyawansa, D. Wang, J. Wexler, R. Wilson, B. Wojtsekhowski, X. Yan, H. Yao, Y. Ye, Z. Ye,
V. Yim, L. Zana, X. Zhan, J. Zhang, Y. Zhang, X. Zheng, and P. Zhu (PREX Collaboration),
Phys. Rev. Lett. 108, 112502 (2012).
[147] C. J. Horowitz, K. S. Kumar, and R. Michaels, Eur. Phys. Jour. A 50, 48 (2014).
[148] Y. Iwata, Mod. Phys. Lett. A 30, 1550088 (2015).
[149] S. Raha and R. M. Weiner, Phys. Rev. Lett. 50, 407 (1973).
[150] D. Foster and N. S. Manton, Nucl. Phys. B 899, 513 (2015).
[151] D. Foster and S. Krusch, Nucl. Phys. B 897, 697 (2015).
[152] N. Loebl, A. S. Umar, J. A. Maruhn, P.-G. Reinhard, P. D. Stevenson, and V. E. Oberacker,
Phys. Rev. C 86, 24608 (2012).
[153] K. Godbey, A. S. Umar, and C. Simenel, Phys. Rev. C 95, 011601 (2017).
32
