Abstract -A family of repressor networks is proposed as a simple model of gene regulatory networks. We analytically show three topological classes of the repressor networks, each of which exhibits distinctly growing complexity of spatiotemporal expressions starting from nearly homogeneous states. Further, by focusing on locally interacting cases such as chain networks, including a generalized repressilator, or feedforward(back)-loop networks, spatiotemporal expressions in the long time regime and elusive relationships between such different networks are discussed in detail.
Introduction. -The accumulated data for cell dynamics, obtained through rapidly developing experimental technology, have inspired theoretical frameworks to describe and analyze the complex dynamical behaviors in a simplified way [1] . One of the most striking achievements is the foundation of network motifs in gene regulatory networks, i.e., the topological structures of a regulatory network, which appear more frequently than those constructed by random processes without special bias [2] [3] [4] . Conversely, these theoretical developments have also stimulated experimental studies on cell dynamics including gene regulatory networks. In particular, beyond merely observing existing regulatory networks, it has become feasible to build up desired DNA-based regulatory networks [5, 6] .
One of the earliest examples for such synthetic DNAbased regulatory network is the so-called repressilator, consisting of three repressors incorporated into a cell, where protein concentrations exhibit oscillations [7] . Further, various spatiotemporal patterns have been realized in DNA-based regulatory networks in experiments [8] [9] [10] . However, even for simplified versions of real cellular networks, the theoretical understanding of how the topology of regulatory networks influences their spatiotemporal expressions is limited to few cases.
Chemical reaction network theory has already produced a long list of rigorous arguments about stationary states of reaction networks [11] [12] [13] , possibly including gene regulatory networks [14] . However, compared to the obtained results for stationary states, this theoretical framework is less powerful for understanding dynamical behaviors, which is one of the main issues in gene regulatory networks. Based on this literature, one way to develop our understanding of gene regulatory networks is to propose a model of simple gene regulatory networks, which nevertheless exhibits rich dynamical behaviors, and extract universal relationships between the topological structures of such networks and their spatiotemporal expressions.
On the strategy mentioned above, one starting point could be an extension of the repressilator, for example, by taking into account a general cycle length [15, 16] or its simplified limit [17] . Indeed, some variants of the repressilator have been known to show rich dynamics such as spatiotemporal oscillation, spatially incommensurate oscillation, and chaos [18, 19] . In this paper, as a more generalized extension, we propose a family of repressor networks characterized by their topology and provide general arguments for formulating three classes of growing complexity of spatiotemporal expressions depending on the network topology. Further, we analyze the dynamics in the late time regime for locally interacting cases such as a generalized repressilator or feedforward(back)-loop in more detail.
p-1
Model. -Let us consider L different chemical species and denote the density of each chemical species n ∈ Λ L ≡ {1, 2, · · · , L} by a state variable ρ n ∈ R + , where R + is the set of all non-negative real numbers. In the absence of interactions between chemical species, each density evolves as a function of time by simply obeying ∂ t ρ n = c − γρ n , where c, γ ∈ R + is a production rate and a degradation rate, respectively.
In order to express interactions between the different species on a network, we assign a set C ⊆ S L , where S L is a set Λ ⌈L/2⌉−1 ∪Λ ⌈L/2⌉−1 ∪ {⌊L/2⌋} withΛ L ≡ {−i} i∈ΛL . Some examples are shown in Fig. 1 . Here, we assume the standard form of a repressor interaction characterized by Hill coefficient h [7] and, by using parameters of interaction strength J, K d ∈ R + with signed distance d ∈ C, we consider the following model of a repressor network:
where N ≡ d∈C K d is the normalization for the interaction term F int and n d ≡ n + d mod L; namely, we impose periodic boundary conditions for simplicity. Thus, this repressor network has translational invariance in terms of n. Hereafter, we assume that h > 0 and K d > 0 for any d ∈ C, and the network (L, C) is irreducible, meaning that, there is d p ∈ {L} ∪ C indivisible by min d∈C\{1} d. For example, the chain (L, C) = (8, {2, 4}) is reducible; this case corresponds to the case of twice of the irreducible network (4, {1, 2}).
This model has similarities to previously proposed models under some conditions. Firstly, the network (L, C) = (3, {1}) corresponds to the fast translation limit of repressilator [7] . Secondly, suppose that a network with length L = L x L y is divided into L x -chains of length L y where the count of number begins with the bottom site of the left-most chain 1 ∈ Λ Lx toward the top site after L y − 1 steps and the count continues from the bottom site of the next chain 2 ∈ Λ Lx towards the top site, and this process is repeated until L is reached. In this case, the network (L, C) = (L, {−L y , 1, L y − 1}) corresponds to the repressor lattice [19] , which we call L y -layered repressor lattice in this paper. Precisely speaking, the previously studied boundary conditions are free boundaries or the standard periodic boundary conditions instead of the skewed periodic condition as constructed above.
Instability of homogeneous fixed points. -Let us begin with the case of J = 0, meaning that there are no interactions. In this case, it is trivial that the fixed point with ρ n = ρ s (0) ≡ c/γ for any n is globally stable. Even in the case of J > 0, it is straightforward to obtain a homogeneous fixed point ρ n = ρ s (J) for any n ∈ Λ L 
satisfying the following relations:
One may show that Eq. (3) has only one real solution ρ s (J), which is a monotonically increasing function of J with, at the leading order of J,
Here, a natural question to ask is about the linear stability of such a unique homogeneous fixed point for a given condition and how its linear stability depends on the topological structures of the network. Indeed, after linearizing the right-hand side of Eq. (1) with ρ n (t) = ρ s +δρ n (t) and ρ s ≫ δρ n (t), one may easily obtain the analytical expressions of eigenvalues and eigenvectors of the obtained Jacobian matrix because it is a circulant matrix [22] . Specifically, using the fact that the eigenvectors of a circulant matrix are discrete Fourier modes with different wave numbers, in order to compute the eigenvalues, one may formally assume
where we have a complex number λ k as an eigenvalue, the imaginary unit i, and a real number A k . Then, we immediately obtain the following equation determining the eigenvalues λ k :
where [20] . Indeed, one may easily show that V (ρ s ) is a monotonically increasing funcp-2 Spatiotemporal expressions reflecting topological classes of repressor networks (0.i) Existence of instability: There are certain finite values of J and h, above which the homogeneous fixed points are unstable. The instability point J = J c (h) is explicitly defined by the smallest value of J such that max k∈ΛL Re(λ k ) ≥ 0, where Re(x) is the real part of a complex number x. Specifically, in order to have the instability, h > 1 is a necessary condition and h > −1/ min k∈Λ Re(M C k ) is a sufficient condition because there is, at least,
The instability point J c for the model with any {K ′ d } d∈C ′ obtained by any possible flipping operators is the same as that with a given {K d } d∈C as long as J c exists because of Re(exp(ix)) = Re(exp(−ix)).
Next, let us consider how the instability grows in the initial time regime by focusing on the dominant eigenvalue, which corresponds to the eigenvalue whose real part takes the maximum value compared to the other eigenvalues. Note that the dominant eigenvalues do not depend on (J, h). Hereafter, for convenience, C o denotes a set of all odd numbers in C and C e denotes a set of all even numbers in C; C = C o ∪ C e . Indeed, one may derive the following arguments about the dominant eigenvalues for certain classes of {K d } d∈C , and L, which hold for any (γ, c).
(1.i) Monotonic mode:
. Then, the Jacobian matrix in homogeneous fixed points is symmetric and therefore all the eigenvalues are real numbers for any (J, h, L). Therefore, oscillatory behaviors are not expected to appear in the initial time regime of the dynamics starting near a homogeneous fixed point.
For next two conditions (1.ii) and (1.iii), we assume that condition (1.i) is not satisfied.
(1.ii) Zigzag mode: Suppose L is an even integer and |C e | = 0. Then, the wave number of a dominant eigenvalue, which we call k 0 , is equal to k 0 = L/2 for any (J, h), and thus the imaginary part of this dominant eigenvalue is zero, because of exp(idπ) = −1 for any odd d. Note that in general, the other eigenvalues have non-zero imaginary parts. This implies that a zigzag pattern with δρ n (t) = −δρ n+1 (t) is observed at the initial time regime of the instability. Note that the instability point J c satisfies γ = V (ρ s (J c )), where h > 1 is a sufficient condition to find a finite J c .
(1.iii) Oscillatory mode: Suppose L is either an odd integer or an even integer with [16] .
Hereafter, in order to move on the dynamics in the late time regime, we focus on locally interacting cases of networks combined with numerical experiments, where the initial conditions obey a Gaussian distribution with mean ρ s (0) = 0.1, variance 10 −4 , L = 56, and h = 4 unless otherwise specified. Our numerical experiments show that the spatiotemporal expressions do not qualitatively depend on (L, h) as long as L and h are sufficient large, except for special cases which will be pointed out later.
Networks of chains. -Let us consider a unidirectional chain C = U ≡ {1} and a bidirectional chain C = B ≡ {1, −1} with K 1 = K −1 , as shown in Fig. 1(a) and (b). The case of U corresponds to property (1.ii) and the generalized repressilator [16, 17] where a zigzag mode may appear from the initial conditions close to the homogeneous stationary solution. On the other hand, the case with B corresponds to property (1.i) where a monotonic mode may appear from such initial conditions. Note that in both cases, the dominant eigenvalue behaves as shown in Fig. 2(a) . In order to elaborate on the dynamics in the long time regime, we take into account the possibility of heterogeneous fixed points of c − ρ n = F int ({ρ n d } d∈C ) in both cases. Indeed, for even L, one may find heterogeneous stationary solutions ρ n = ρ + and ρ n1 = ρ − with ρ + ≥ ρ − for n, n 1 ∈ Λ L such that ρ ± = R(ρ ∓ ) leading to
We call this fixed point a zigzag solution and symbolically express it as (+ − +−). Note that in the case of even N , there are two zigzag solutions (+ − +−) and (−+−+), where a one-step translational shift of (+−+−) leads to (− + −+). Indeed, below the instability point J = J c of ρ s , ρ + = ρ − = ρ 0 always holds and above J = J c , ρ + > ρ s > ρ − may hold, as discussed in [16] , where
h holds asymptotically, at the leading order of J, as J → ∞; Specifically, ρ + = 10.099.., ρ − = 0.100961.., and ρ 0 = 1.556.. for J = 10. Further, as also discussed in [16] , these zigzag solutions appearing after the instability of ρ s are stable: the eigenvalues
What our numerical experiments have shown for mainly C = U are in the following. For even L, in the initial time regime, the dynamics from a homogeneous fixed point is expected to lead to the zigzag solution. Contrary to this, as shown in Fig. 3(a) , an even number of traveling waves propagate in a pattern possessing almost coinciding with a part of zigzag solutions in the long time regime, which can be pictured as traveling point-defects in a crystal. Specifically, max n∈ΛL ρ n ≃ 10.1 and min n∈ΛL ρ n ≃ 0.101 for J = 10 are consistent with a zigzag solution ρ + and ρ − . Further, each traveling defect shifts the local phase of the crystal, where the speed of traveling waves v depends on the parameter values [23] . For odd L, a qualitatively similar behavior appears but the number of traveling defects is odd, which is consistent with the existence of the periodic attractor proven previously [24, 25] . Note that an even or odd number of traveling waves for even or odd L, respectively, are commensurate with local patterns of the zigzag solution locating far from the traveling waves. Thus, as L → ∞, the perturbation from traveling waves to the local patterns of the zigzag solutions would decrease as long as the number of traveling waves are odd or even integer for odd or even L, respectively. In this sense, the observed similar behaviors between for even and odd L are not counterintuitive as long as L is sufficiently large. Note that the number and locations of traveling waves depend on the initial conditions. Further, for the cases of C = {1, d} with d ∈ {3, −3, 5, −5}, there are also traveling waves moving to the direction of the sign of −d, which implies that such behaviors observed in the case of C = U are rather universal for such networks with odd d.
For C = B, in addition to zigzag solutions, it turns out that when L is a multiple of three, one may derive another set of heterogeneous stationary points ρ n = ρ − ′ and ρ n1 = ρ n2 = ρ + ′ with ρ − ′ < ρ + ′ for n, n 1 , n 2 ∈ Λ L such that
We call this fixed point a spike solution and express it symbolically as (
h holds asymptotically, at the leading order of J, as J → ∞; Specifically, (ρ + ′ , ρ − ′ ) = (5.10648.., 0.11468..) for J = 10. Keeping these new heterogeneous fixed points in mind, the numerical observations for C = B are as follows. First, a spatiotemporal pattern appears from the instability of the homogeneous stationary solution as shown in Fig. 3(b) , where max n∈ΛL ρ n ≃ 10.1 and min n∈ΛL ρ n ≃ 0.101 are very close to zigzag solutions with ρ + and ρ − , respectively. Second, there is a defect sequence (mppm) between the fragments of zigzag solutions, where ρ p ≃ 5.106 and ρ m ≃ 0.115 when two defects are just adjacent as (ppmpp), which are very close to the spike solution ρ + ′ and ρ − ′ , respectively; otherwise ρ m ≃ 0.107. Thus, by taking into account combinations of locating the fragments of spike solutions (− ′ + ′ + ′ − ′ ) in the fragements of zigzag solutions (+ − +−), we conjecture that the number of locally stable heterogeneous solutions for a network with length L is, at least,
. The qualitatively similar behaviors, which can be regarded as point-defects in a crystal, appear also for odd L. Note that these heterogeneous solutions obtained in the long time limit depend on the initial conditions and also there is another fixed p-4 (10) and (11) , which, however, does not appear in the present condition presumably because it is unstable.
Furthermore, we have numerically investigated the dependence of spatiotemporal expressions on α ≡ K 1 /K −1 in the case of C = B. Indeed, as long as α is sufficiently close to 1, the point-defects in a crystal are robust against changes in α. However, as α is decreased, at a certain value of α = α c , the defects becomes depinned, leading to traveling point-defects in a crystal as observed in the case of C = U, implying that there is a bifurcation between two qualitatively different behaviors. It seems that these behaviors do not depend qualitatively on whether L is even or odd, as long as L is sufficiently large.
Networks of feedforward or feedback loops. -We move onto the case of C = F ± ≡ {1, ±2} with K 1 = K ±2 as shown in Fig. 1(c) and (d) where F + and F − are regarded as the network of minimal feedforward loops and feedback loops, respectively. This case corresponds to property (1.iii), where an oscillatory mode may appear from the initial conditions close to the homogeneous stationary solutions, as shown in Fig. 2(b) . Furthermore, the feedback-loop-like case F − corresponds to L y -layered repressor lattice with L y = 2 [19] .
In this case, at the instability point of ρ s , the real part of the eigenvalue with k = k 0 (which is very close to 2L/7) first becomes zero. Note that the wavenumber of its complex conjugate is k * = L − k 0 ≃ 5L/7. Thus, the spatiotemporal expressions in the initial time regime can be described by ρ n (t) − ρ s proportional to cos(
) where δ is a constant and F ± = {1, d ± }. In the numerical experiments for C = F − as shown in Fig.  4(a) , even in the long time limit, the similar patterns of traveling crystal expected from the above appear, which do not depend on the initial conditions except for a spatiotemporal time shift corresponding to the values of δ [26] . It should be pointed out that the behaviours similar to such a traveling crystal appear also for C = {1, d} with d ∈ {4, 6, −4, −6}. It implies that such behaviors observed in the case of C = F − are rather universal for those networks with even d.
On the other hand, the numerical observations for the feedforward-loop-like case of C = F + are as follows. Spatiotemporal patterns get more complicated in the late time regime through transient dynamics as shown in Fig.  4(b) . In order to understand the late time regime, it turns out to be important to realize that spike solutions obtained as (− ′ + ′ + ′ − ′ ) symbolically for C = B are stationary solutions also for C = F + . Note that when L is a multiple of three, then the number of these spike solutions is exactly three. Indeed, max n∈ΛL ρ n ≃ 5.106 and min n∈ΛL ρ n ≃ 0.115 are very close to the spike solution with ρ + ′ and ρ − ′ , respectively. Further, there are two kinds of traveling waves in the fragments of spike solutions, which can be pictured as traveling defects in a crystal; each traveling defect shifts the local phase of a crystal to the opposite directions. Indeed, the speed of traveling waves causing the negative shift (negative wave) is relatively faster than that of another causing the positive shift (positive wave), leading to a pair annihilation when they collide. Thus, in the long time limit, depending on the initial conditions, either positive waves or negative waves remain, whose number is n p = 2 or n m = 1, respectively for L = 56. The number of the traveling waves depends on the value of L in such a way that n p = 1 or n m = 2 for L = 55, and n p = 3 or n m = 0 for L = 54, where n m = 0 means the existence of exact spike solutions with no negative waves because L = 54 is a multiple of three. Thus, if the number of traveling waves are commensurate with spike solutions as found above, the traveling waves are stable in the long time scale.
Lastly, it turns out that in the case of the network (L, C) = (56, {1, 6}), there is a special heterogeneous stationary solution obtained approximately by the repetition of sequence (
, which exactly corresponds to a combination of the fragments of both spike and zigzag solutions in the case of C = B. The numerical experiments indicate that whether a traveling crystal as observed for C = F − or such a special stationary solution appears depend on the initial conditions. This construction of special stationary solutions is available as long as the number of repetition L/(d + 1) is an integer; particularly L/(d + 1) = 8 in this case. Thus, by construction, these heterogeneous stationary solutions exist for any networks (L,
is an integer, and are expected to be locally stable.
Concluding remarks. -We have proposed a family of repressor networks as an extension of the previously studied repressor networks [17, 19] . We have classified those networks into several topological classes from the viewpoint of the instability of the homogeneous states and clarified the mechanism of spatiotemporal expressions in the long time regime for locally interacting cases.
Let us comment on the relationship between the present model and the generalized repressilator previously proposed in the case of U as an extension of the original repressilator with finite translation speed [16] . Indeed, by explicitly introducing another variable describing a finite translation speed in the way of τ ∂ t η n = ρ n − η n and replacing the interaction term by F int ({η n d } d∈C ), we have numerically found that the spatiotemporal expressions observed in this paper do not change qualitatively, at least, for networks of chains and feedforward(back)-loop, provided that τ is sufficiently small. In particular, even in the presence of non-zero τ for C = U, we have still observed traveling waves.
As a future study, it would be interesting to consider the possibility of classifying the repressor networks by taking into account the dynamics in the long time regime. We have already found elusive relationships between the dynamics of different networks in the late time regime. For example, spatiotemporal expression in B and F + are closely related to each other, which might be classified into a subclass including other networks. Further, it is a natural question how heterogeneity of chains and adding activators instead of repressors will change the spatiotemporal behaviors as studied in [27, 28] . Such studies based on the repressor networks potentially shed light on the role of topological structures in gene regulatory networks and also how to experimentally design gene regulation networks to control biological properties in a desired manner. * * * This work is supported by a Danish fund to Center for Models of life. We thank C. Tian for comments about the reducibility of networks and A. Dechant for a critical reading of this paper. H. O. thank E. Feliu and C. Wiuf for discussions on the related reaction network theory during his stay at their group as a visitor.
