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ABSTRACT: We simulate subpicosecond charge separation in two donor−acceptor molecular
dyads. Charge separation dynamics is described using a quantum master equation, with
parameters of the dyad Hamiltonian obtained from density functional theory (DFT) and time-
dependent density functional theory (TDDFT) calculations and the rate of energy dissipation
estimated from Ehrenfest-TDDFT molecular dynamics simulations. We ﬁnd that higher-energy
charge transfer states must be included in the dyad Hamiltonian in order to obtain agreement
of charge separation rates with the experimental values. Our results show that eﬃcient and
irreversible charge separation involves both coherent electron transfer from the donor excited
state to higher-energy unoccupied states on the acceptor and incoherent energy dissipation that
relaxes the dyad to the lowest energy charge transfer state. The role of coherence depends on
the initial excited state, with electron delocalization within Hamiltonian eigenstates found to be
more important than coherence between eigenstates. We conclude that ultrafast charge
separation is most likely to occur in donor−acceptor dyads possessing dense manifolds of
charge transfer states at energies close to those of Frenkel excitons on the donor, with strong
couplings to these states enabling partial delocalization of eigenstates over acceptor and donor.
■ INTRODUCTION
Organic photovoltaic (OPV) cells can be low-cost, lightweight,
and ﬂexible, making them a promising alternative to silicon-
based photovoltaic cells.1,2 The power conversion eﬃciencies of
the best OPV cells have recently exceeded 10%,3,4 yet this is
still far from the theoretical limit of eﬃciency (20−24%) for
single-junction OPV cells.5 Typical organic semiconductors
have low dielectric constants,6 usually in the range 2−5 vs 11.7
for bulk monocrystalline silicon.7 Consequently, electrostatic
interactions between charges in organic materials are not
eﬀectively screened, and interaction with light predominantly
produces excitons (Coulomb-bound electron−hole pairs)
rather than free charge carriers.8 To generate a current in an
OPV cell, the electron and the hole that form an exciton must
move in opposite directions. However, the exciton binding
energy often exceeds the available thermal energy by an order
of magnitude or more.9 The energy needed for spatially
separating the electron and the hole is therefore typically
supplied by the local electric ﬁeld at an interface between a
domain of electron-donating and electron-accepting molecules
(D−A interface).
One factor limiting the eﬃciency of OPV cells is the
bimolecular recombination of excitons before they reach a D−
A interface.10 To minimize recombination, typical OPV cells
rely on bulk heterojunctions: purposely disordered blends of
electron-donor and electron-acceptor materials with linear
dimensions of donor and acceptor domains smaller than the
exciton diﬀusion length.11 However, the morphology of such
structures is diﬃcult to control precisely. Furthermore, small
donor and acceptor domains are often thermodynamically
unfavorable, and phase segregation of the donor and the
acceptor molecules may lead to a decrease in the eﬃciency of
OPV cells over time.12 It is possible to avoid these problems by
using covalently bound donor−acceptor dyads (as well as triads
or higher polyads that oﬀer more control over charge
separation and could also ﬁnd applications in molecular
electronics).13−17
Recent experiments have shown that charge separation on
ultrafast time scales below 100 fs occurs in a variety of donor−
acceptor dyads and of blends where the donor and acceptor
species are not covalently bound.13,15,16,18−22 It has been
suggested that the rate of charge separation in such donor−
acceptor blends is limited by diﬀusion of excitons to the D−A
interface and that excitons that are formed close to the D−A
interface are responsible for ultrafast charge separation.23
However, even in the case of donor−acceptor dyads, where
all excitons are necessarily formed directly at the D−A
interface, the rate of charge separation can vary signiﬁcantly
and depends on the strength of coupling between orbitals that
are occupied by the electron and the hole in the initial excited
state and in the charge separated state.15 On the basis of
spectroscopic studies and calculated magnitudes of electronic
couplings, it has been suggested that in blends of organic
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molecules and fullerene derivatives the rate of electron transfer
from the excited states on the donor to higher-energy
unoccupied states on the acceptor is higher than the rate of
electron transfer to the acceptor LUMO.22,24 However, such
studies do not address the details of electron dynamics at D−A
interfaces in ultrafast charge separation processes. A better
theoretical understanding of the dynamics of excited state
evolution during charge separation would provide a basis for
the rational design of more eﬃcient photovoltaic materials.
In this paper, we model the dynamics of ultrafast charge
separation in two donor−acceptor dyads (Figure 1) that have
been synthesized and characterized experimentally by Pillai et
al.13 The electron donor is a carotenoid for both dyads; the
electron acceptor is a Zn-porphyrin derivative for dyad 1 and a
fullerene derivative for dyad 2. Although in both dyads charge
separation occurs on time scales below 1 ps, transient
absorption spectroscopy measurements have shown that the
rate of this is 1.2−3 times faster for dyad 2 than for dyad 1.13
Investigation of the reason for this diﬀerence in charge
separation rates using calculations based on a quantum master
equation model shows that charge separation in these donor−
acceptor dyads occurs via multiple higher-energy charge
transfer states. We also analyze the signiﬁcance of coherence
for electron transfer from the donor to the acceptor and
characterize its dependence on the nature of the initial
excitation. Our results show that higher-energy acceptor states
must be included in simulations in order to obtain accurate
charge separation rates and reveal key design principles for
optimizing ultrafast charge separation.
■ METHODS
We simulated charge transfer in two molecular dyads (Figure
1) that have been synthesized and spectroscopically studied by
Pillai et al.13 The geometries of both dyads were optimized
using the Q-Chem electronic structure package’s implementa-
tion of density functional theory (DFT), with the B3LYP
hybrid exchange-correlation functional and the 6-31G* basis
set.25 Each dyad was partitioned into a donor and an acceptor
fragment. The donor fragment (shown in blue in Figure 1) is a
carotenoid for both dyads, and the acceptor fragment (shown
in red in Figure 1) is a porphyrin derivative for dyad 1 and a
fullerene derivative for dyad 2.
Transient absorption spectroscopy has been used to track the
electron and exciton dynamics in both dyads after an initial
excitation to the (bright) second excited state (S2) of the
carotenoid (donor).13 For carotenoids, the lowest energy
excited state (S1) is typically a dark state described using Slater
determinants with double excitation character. Therefore, this
state is not captured by standard time-dependent density
functional theory (TDDFT) calculations.26 Experimental
results suggest that the initial excitation to S2 can undergo
eﬃcient internal conversion to this S1 state on a time scale of
the order of 100 fs. However, charge separation from this state
has a time scale of about 11 ps for dyad 1 and is also on the
order of several picoseconds for dyad 2.13 The S1 state acts as a
trap and decreases the yield of subpicosecond charge separation
that is the focus of our study but does not signiﬁcantly aﬀect its
dynamics. Therefore, we do not include this state in the
simulations presented in this paper.
The carotenoid’s orbitals are well separated in energy;
therefore, high-energy excited states on the donor fragment are
not signiﬁcantly populated during the charge separation
process. Consequently, only the S2 and S3 states on the
carotenoid contribute signiﬁcantly to ultrafast charge separation
and thus need to be included in the simulations.
For dyad 1, transient absorption spectroscopy suggests that
exciton transfer from the donor to the acceptor fragment is
negligible.13 This is likely due to the low transition dipole
strength of the Q-band in porphyrins, which is an order of
magnitude smaller than in structurally similar materials that are
known for eﬃcient energy transfer, such as chlorophylls,
pyropheophorbides, and phthalocyanines.27 Therefore, excitons
localized on the acceptor need not be included in simulations of
charge separation in dyad 1.
For dyad 2, the rate of resonant energy transfer between the
donor and the acceptor fragments is comparable to the rate of
valence electron transfer, but the rate of hole transfer from the
acceptor to the donor is an order of magnitude smaller.13
Consequently, excitons localized on the acceptor have a
negligible direct contribution to charge separation in dyad 2:
rather, they can undergo eﬃcient energy transfer back to the
donor, followed by eﬃcient electron transfer to the acceptor.
Because energy transfer between the acceptor and the donor is
not a rate-limiting step, excitons localized on the acceptor have
little eﬀect on the rate of charge separation. Therefore, these
states do not need to be included in simulations of charge
separation in dyad 2.
The two Frenkel exciton states on the carotenoid that are
populated within the ﬁrst 100 fs of excitation can transfer the
excited electron to a number of unoccupied acceptor orbitals.
In our simulations, we include as many lowest energy charge
transfer (CT) states with the hole on the donor and the
Figure 1. Molecular structures of dyads 1 and 2. The donor fragment (shown in blue) is a carotenoid for both dyads, and the acceptor fragment
(red) is a porphyrin for dyad 1 and fullerene for dyad 2.
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electron on the acceptor as are necessary for convergence of the
charge transfer population dynamics: 20 CT states for dyad 1
and 28 CT states for dyad 2. To deﬁne a convergence criterion,
we compare the sum over populations of all charge transfer
states as a function of time for progressively larger numbers of
basis states, N. We consider the dynamics to be converged with
respect to the basis size once the Pearson correlation coeﬃcient
between these population sums for N and N + 1 is greater than
0.997.28 The complete basis set for our charge separation
simulations consists then of two Frenkel excitons localized on
the donor fragment, and charge transfer states with the electron
on the acceptor and the hole on the donor. We will henceforth
refer to the Frenkel exciton states with the electron in the
donor LUMO or LUMO+1 as Exc1 and Exc2, respectively, and
to the charge transfer states, enumerated by increasing energy,
as CT3, CT4, ..., CTN (N = 22 for dyad 1 and N = 30 for dyad
2).
Using this basis set, we construct a tight binding Hamiltonian
for the dyad:
∑ ∑ ∑ε̂ = ̂ ̂ + ̂ ̂ + ̂ ̂
=
†
= =
−
† †H a a J a a a a( )
i
N
i i i
i
N
j
i
ij i j i j
1 1 1
1
(1)
where aî
† and aî are creation and annihilation operators,
respectively, for basis state i, εi is the energy of state i, and Jij is
the coupling between states i and j.
For excitonic states, Exci (i = 1, 2), εi are given by the
TDDFT excitation energies that correspond to the HOMO−
LUMO and HOMO−LUMO+1 excitations, respectively.
These energies account for the diﬀerence in orbital energies
as well as the binding energy of the exciton.
A TDDFT calculation on the full dyad would yield molecular
orbitals delocalized over both donor and acceptor and therefore
would not describe charge transfer states in our donor/acceptor
basis. Instead, the energies of charge transfer states, CTi (i = 3,
N), are given by
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where ϕD(r) and ED are the HOMO of the donor fragment and
its energy, ϕi
A(r) and Ei
A are the ith unoccupied orbital of the
acceptor fragment and its energy, ϵ0 is the vacuum permittivity,
and the integration is over all space. This expression
approximates the donor cation and acceptor anion energies
using Koopman’s theorem and the binding energy as the
Coulomb attraction between the electron and hole probability
densities. Equation 2 should not be used to calculate the
excitation energies of Frenkel exciton states because a classical
Coulomb expression poorly approximates the binding energy if
the electron and hole wave functions overlap signiﬁcantly.
The fragment molecular orbital energies and probability
densities in eq 2 are obtained from Kohn−Sham density
functional theory using the Amsterdam Density Functional
package (ADF)29 with the B3LYP hybrid exchange-correlation
functional using a double-ζ polarized basis set, DZP. In order to
obtain the couplings Jij, the fragment orbitals can be used as a
basis set in a subsequent DFT calculation on the entire
dyad.30−32 In this basis, the coupling between two fragment
orbitals is the generalized charge transfer integral:33
=
− +
−
J
H S H H
S
( )
1ij
ij ij ii jj
ij
KS 1
2
KS KS
2
(3)
where HKS is the dyad Kohn−Sham Hamiltonian and S is the
overlap matrix.
Models based on Markovian master equations have been
used to describe energy and charge transfer dynamics.34
Although perturbative Markovian master equations are known
to underestimate coherence lifetimes for charge and energy
transfer processes,35 they nevertheless do describe the overall
rate of population transfer rather well.36 Therefore, as in an
earlier paper that examines exciton and charge transfer
dynamics in systems consisting of multiple interacting
chromophores,37 we describe the dynamics of electron transfer
in the dyad after the initial excitation using a Lindblad master
equation:38
∑ρ ρ λ ρ ρ= − ℏ ̂ + ̂ ̂ − ̂ ̂
† †⎜ ⎟
⎛
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⎞
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, (4)
where k and l index the system Hamiltonian eigenstates, the
Lindblad operators are transfer operators of the form L̂kl = |k⟩⟨l|
= L̂lk
† , Ĥ|k⟩ = Ek|k⟩, and the decoherence parameters λkl are
deﬁned as
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T = 300 K, cik is the ith probability amplitude for the kth
Hamiltonian eigenstate in the basis that consists of Exci, i = 1, 2,
and CTi, i = 3, N.
The function f(Rkl) given by eq 6 describes the spatial
overlap of Hamiltonian eigenstates |k⟩ and |l⟩. Most
perturbations of the dyad Hamiltonian that promote charge
transfer between its eigenstates are expected to be local. Thus,
incoherent charge transfer is more likely to occur between
eigenstates with similar charge distributions.37 The overlap
function given by eq 6 treats any two states with electrons
localized on the same molecule as having unity overlap,
suppressing direct incoherent transfer between Frenkel exciton
states and charge transfer states. The ﬁrst summation in eq 6 is
over the two Frenkel exciton states, and the second summation
is over all the charge transfer states.
The energy dissipation rates in eq 5 are of Miller−Abrahams
form.39 We have previously ﬁt the parameter ν in similar rate
expressions to reproduce inverse coherence lifetimes for typical
chromophoric systems.37 In this paper, we take the more
predictive microscopic route of approximating the parameter ν
from an Ehrenfest-TDDFT molecular dynamics simulation, a
quantum-classical approach that combines TDDFT with
classical Ehrenfest dynamics.14 These calculations are per-
formed using the octopus electronic structure package.40
The Ehrenfest dynamics simulation begins with the molecule
in its ground state equilibrium geometry. A TDDFT calculation
is carried out using the local density approximation with the
modiﬁed Perdew−Zunger exchange correlation functional, with
a grid spacing of 0.16 Å.41 The enforced time-reversal
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symmetry algorithm is used to propagate the system with a
time step of 1.2 as. The initial electronic state is prepared by
promoting an electron from the HOMO (that is mostly
localized on the donor fragment) into the lowest unoccupied
molecular orbital that is mostly localized on the same fragment.
The resulting state thus approximates the lowest energy
Frenkel exciton localized on the donor, with excitation energy
ε1. At the start of the simulation, the total energy of the system
is equal to ε1; it is conﬁned to the electronic degrees of freedom
and the nuclei are frozen in place. As the simulation progresses,
the excitation energy redistributes between the electronic and
nuclear degrees of freedom. The total energy of the system is
conserved:
ε+ =T t E t( ) ( )nuc KS 1 (7)
where Tnuc is the nuclear kinetic energy and EKS is the Kohn−
Sham energy, with the initial conditions: Tnuc(0) = 0 and
EKS(0) = ε1. The fraction of the total energy that is in the
nuclear subsystem is shown as a function of time in Figure 2.
At short times (1−10 fs, the time scale of the fastest
vibrations), energy transfer from the electronic to the nuclear
subsystem occurs (Figure 2). During this time, the increase in
the nuclear kinetic energy can be approximated by a linear
function:
ε ν≈T t t( )nuc 1 (8)
We approximate the characteristic rate ν of energy dissipation
in eq 5 by the rate of this energy redistribution; ν = 0.0267 fs−1,
corresponding to a lifetime ν−1 = 37.5 fs. The ν value found in
this way is the upper bound for the disspation rate because it
assumes that all energy transferred to the nuclear degrees of
freedom is irreversibly lost.
■ RESULTS AND DISCUSSION
The energies of Frenkel exciton states Exci, i = 1, 2, and charge
transfer states CTi, i = 3, N, as well as the coupling strengths
between Exci and CTi states for dyads 1 and 2 are shown in
Figure 3. Because the Frenkel exciton states and the charge
transfer states are not eigenstates of the dyad Hamiltonian, the
couplings between Exc1 and Exc2, and between CTi and CTj, i
≠ j, are also nonzero. However, these couplings are relatively
small and not represented in Figure 3.
Figure 3 shows that the states Exc1 and Exc2 couple strongly
to a select few higher-energy charge transfer states. This strong
coupling is due to the large orbital overlap between Frenkel
exciton and charge transfer states for states with signiﬁcant
electron density on atoms near the interface between the donor
and the acceptor fragments. Consequently, Hamiltonian
eigenstates contain contributions from both Frenkel exciton
and higher-lying charge transfer states. Thus, the electrons in
Hamiltonian eigenstates can be signiﬁcantly delocalized over
both the donor and the acceptor. For eigenstates that have
some charge transfer character, the overlap with CT3 given by
eq 6 is nonzero. Thus, these eigenstates can incoherently relax
to CT3. Most of their population eventually transfers to CT3 as
energy dissipation brings the system to thermal equilibrium.
When using our Lindblad quantum master equation, we ﬁnd
that including the higher-energy charge transfer states is a
prerequisite for observing charge transfer in dyads 1 and 2 on
time scales that are consistent with experiments. Indeed, we
found that a rather large number of higher-energy charge
transfer states need to be included in the model. For dyad 1,
convergence was achieved with 20 and for dyad 2 with 28
charge transfer states; all of these states were included for all
simulations presented in this paper.
Figure 4 shows the absolute values of the Hamiltonian
eigenstate expansion coeﬃcients in the basis that consists of
Exci, i = 1, 2, and CTi, i = 3, N. For both dyads, it is evident that
Figure 2. Nuclear kinetic energy in units of the initial excitation energy
for dyad 2, obtained from Ehrenfest-TDDFT molecular dynamics.
Figure 3. Energies of Frenkel excitons localized on the donor fragment (blue lines) and of charge transfer states (red lines). The intensity of the
gray/black lines connecting states in these two groups indicates the magnitude of the couplings between the Frenkel exciton and charge transfer
states.
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the lowest energy charge transfer states do not couple strongly
to any other states. Therefore, the lowest energy Hamiltonian
eigenstates are the localized charge transfer states. If the initial
excitation is primarily localized on the donor fragment (in other
words, is dominated by the contributions of Frenkel exciton
states), then there is virtually no coherent electron transfer to
CT3. From eqs 5 and 6, it follows that there is also little
incoherent relaxation of the initial excitation to state CT3. If no
charge transfer states beyond CT3 are included in the system
Hamiltonian, then no signiﬁcant electron transfer is observed in
our simulations over a time scale of several picoseconds.
However, experimental results suggest that charge separation
on femtosecond time scales occurs in both dyads 1 and 2.13
Figure 5 shows the population dynamics in dyads 1 and 2
calculated using our Lindblad model with the full basis of
Frenkel exciton and charge transfer states (N = 22 states for
dyad 1, N = 30 states for dyad 2). For each dyad, we simulate
dynamics using two diﬀerent initial conditions: the lowest
energy Frenkel exciton localized on the donor fragment, Exc1,
and the eigenstate of the Hamiltonian given by eq 1 that has the
largest contribution of Exc1. We will refer to these two initial
conditions as ICexc and ICeig, respectively. They are shown in
Figure 4 by the red and blue boxes, respectively.
When the initial state of the dyad is ICexc (Figures 5a and
5b), both coherent and incoherent dynamics clearly play a role
in electron transfer. The oscillations indicate that the electron
on the donor fragment can coherently transfer to higher-energy
Figure 4. Absolute value of the Hamiltonian eigenstate expansion coeﬃcients in the basis that consists of Exci, i = 1, 2, and CTi, i = 3, N. Eigenstates
are enumerated from left to right, in order of increasing energy. The localized initial state Exc1 (ICexc) is shown enclosed by the red box. The
eigenstate with the highest contribution of Exc1 (ICeig) is enclosed by the blue box.
Figure 5. Populations of the Frenkel exciton states Exc1 (blue line) and Exc2 (green line), of all charge transfer states (red line), and of the lowest
energy charge transfer state (yellow line) for dyad 1 (a, c) and dyad 2 (b, d). Simulations (a, b) are initialized into ICexc, and (c, d) into ICeig. The
calculated charge transfer rates are 215.4 (a), 92.1 (b), 210.5 (c), and 94.1 fs (d).
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excited states on the acceptor fragment, from which it can
irreversibly relax to CT3. In contrast, coherent evolution does
not lead to population transfer between the Hamiltonian
eigenstates of the dyad. Consequently, simulations starting
from ICeig (Figures 5c and 5d) do not exhibit coherent
oscillations in state populations.37 In this case, charge
separation is driven exclusively by the energy dissipation
terms in eq 4 that bring the populations of the spatially
extended Hamiltonian eigenstates into thermal equilibrium. For
both choices of the initial condition, we ﬁnd that the overall
charge separation time scales are similar.
Figure 6 shows the time dependence of the populations for
basis states that acquire signiﬁcant populations in the process of
charge separation, when both dyads are initialized in ICexc. For
dyad 1, Exc1 couples most strongly to the charge transfer state
CT6, as seen in Figure 3a. In Figure 6a, it is evident that the
populations of Exc1 and CT6 coherently oscillate in counter-
phase. The magnitudes of these oscillations decay as energy
dissipation redistributes the population from CT6 to the three
lower-energy charge transfer states, CT3, CT4, and CT5. At long
times, the populations of all states are given by the Boltzmann
distribution, with most of the population in the lowest energy
charge transfer state, CT3. There is also a second pathway for
charge separation: through the higher-energy Frenkel exciton
state, Exc2. Because Frenkel exciton states of the donor are not
eigenstates of the dyad Hamiltonian, eq 1, Exc1 has a nonzero
coupling to Exc2. Consequently, some population can transfer
coherently to this state and to higher-energy charge transfer
states that couple strongly to Exc2. For dyad 1, the states most
strongly coupled to Exc2 are CT17 and CT20. Figure 6a shows
that these states oscillate in phase with Exc2.
The Frenkel exciton states in dyad 2 couple strongly to
multiple charge transfer states, resulting in a less straightfor-
ward behavior of the coherent oscillations of state populations
(Figure 6b).
We have previously shown in ref 37 that charge separation is
sensitive to the relative time scales of coherent and incoherent
dynamics that is determined by the energy dissipation
parameter ν. Using the value of the energy dissipation
parameter ν = 0.0267 fs, estimated from Ehrenfest-TDDFT
simulations, the time scale of charge transfer is estimated to be
215 fs for dyad 1 and 95 fs for dyad 2. However, regardless of
the value of ν, we ﬁnd that dyad 2 always exhibits faster charge
transfer than dyad 1. This is consistent with the results of
transient absorption spectroscopy measurements of Pillai et al.
that found the fastest charge separation on a time scale of 600 fs
for dyad 1 and on a time scale of 200−500 fs for dyad 2.13
The diﬀerence in relative charge separation time scales for
dyads 1 and 2 can be understood by examining the energy
levels and couplings shown in Figure 3. The fullerene acceptor
in dyad 2 has a denser manifold of charge transfer states at
energies similar to or lower than the initial exciton states; the
couplings between electronic and charge transfer states also
tend to be larger. Consequently, coherent transfer between
Frenkel exciton states on the donor fragment and higher-energy
charge transfer states that, in turn, incoherently transfer
population to CT3 is more eﬃcient in dyad 2 than in dyad 1.
To illustrate the necessity of including higher-energy charge
transfer states, we compare the time scales of charge separation
dynamics in dyads 1 and 2 calculated using our model to the
time scales estimated using a simple rate model based on
Fermi’s golden rule:42
τ π
ε ε
≈
ℏ
| |
| − |
− J
2 1
ij ij
j i
1 2
(9)
Here, τij
−1 is the rate of charge transfer between the LUMOs of
the donor and the acceptor.
In eq 9, we assume that this process occurs directly between
the initial excitation and the lowest energy charge transfer state.
Applying this equation with the states Exc1 and CT3 results in
time scales (τij) of 1170 and 0.718 ps for dyad 1 and 2,
respectively. The time scale for dyad 2 is comparable to
experimental results and to the results of simulations using our
model. However, the time scale for dyad 1 calculated using eq 9
is too large by 3−4 orders of magnitude; i.e., the rate is far too
slow to account for the charge separation. The diﬀerence
between the time scales of dyad 1 and dyad 2 can be attributed
to the diﬀerence in the direct electronic coupling between Exc1
and CT3 (Table 1). Any other dynamical description that
ignores couplings to higher-energy unoccupied orbitals on the
acceptor will similarly underestimate the charge separation rate.
Figure 6. Populations of individual Frenkel exciton states (solid lines) and charge transfer states (dashed lines) during the ﬁrst 120 fs of the
simulations shown in Figures 5a and 5b. Only basis states that acquire signiﬁcant populations during the charge transfer process are included.
Table 1. Charge Transfer Time Scales and Associated
Hamiltonian Parameters Using Fermi’s Golden Rule42 with i
= Exc1 and j = CT3
|Jij| [eV] |εj − εi| [eV] τij [ps]
dyad 1 0.00048 2.61 1170
dyad 2 0.024 3.88 0.718
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We also investigate the role of coherence in charge
separation dynamics. It is important to recognize that
coherence is dependent on the choice of basis. We quantitatify
coherence using the L1-norm of the oﬀ-diagonal terms of the
density matrix:43
∑ρ ρ= | |
≠
C [ ]L
k l
kl1
(10)
where we take ρ to be in the basis of Hamiltonian eigenstates.
In this basis, any individual eigenstate has zero coherence,
CL1[ρ], even if that state is spatially delocalized. Therefore,
CL1[ρ] is a measure of coherence between eigenstates rather
than within an eigenstate. It is independent of charge
delocalization within individual eigenstates. Under unitary
time evolution, only the phases of ρkl change and not their
magnitudes. Therefore, the L1-norm coherence does not
change under unitary dynamics and decays monotonically
under dissipative dynamics.43
Note that if a Hamiltonian eigenstate is a superposition of
several Frenkel excitons and/or charge transfer states, then it
will have nonzero coherence in the basis that consists of Exci, i
= 1, 2, and CTi, i = 3, N. However, for the remainder of this
paper, we only discuss coherence in the basis of Hamiltonian
eigenstates.
Figure 7 shows CL1[ρ] as a function of time. For ICexc,
initially dyad 2 has more coherence than dyad 1 because more
eigenstates contribute to the initial state (compare the red
rectangles in Figures 4a and 4b). However, the coherence also
decays faster for dyad 2 than for dyad 1 because irreversible
charge separation is more eﬃcient: in other words, dyad 2
exhibits faster transfer to the fully incoherent state CT3. ICeig is
an eigenstate and therefore has no coherence in the basis of
Hamiltonian eigenstates. With this initial condition all
subsequent dynamics is purely incoherent, as evident from
Figures 5c and 5d.
In both dyads 1 and 2 the rates of charge separation are
similar for ICexc and ICeig. Thus, it is clear that the amount of
coherence in the system does not directly determine the
eﬃciency of charge separation. However, in order for charge
separation to occur, the electron in the excited state must be
able to reach the acceptor side of the dyad. For ICexc, the initial
state that is completely localized on the donor, coherence
enables the electron to delocalize onto the acceptor. This
coherent transfer is more eﬃcient in dyad 2, where the initial
Frenkel exciton state is strongly coupled to a large number of
charge transfer states. For ICeig, the initial state that is already
partially delocalized between the donor and the acceptor,
charge separation can occur by means of purely incoherent
population transfer to lower-energy Hamiltonian eigenstates.
Therefore, the role that coherence plays in charge separation is
largely determined by the initial state of the system.
We also estimated charge transfer time scales in dyads 1 and
2 from fully atomistic Ehrenfest-TDDFT simulations. These
simulations result in trajectories of the charge density. The
redistribution of charge density is quantiﬁed using a Voronoi
analysis that allows mapping each charge density voxel to a
speciﬁc atom.44 The initial state of the Ehrenfest-TDDFT
simulations is an excitation into an unoccupied Kohn−Sham
orbital that is localized on the donor fragment. This state is
similar to state ICeig (the initial condition used in our Lindblad
dynamics simulations in Figures 5c and 5d). Figure 8 shows the
time dependence of the total population of all charge transfer
states for Ehrenfest-TDDFT dynamics. These simulations are
not directly comparable to Lindblad dynamics because in
Ehrenfest-TDDFT simulations energy is never removed from
the dyad and is only transferred between its electronic and
nuclear degrees of freedom. In contrast, the Lindblad master
equation includes irreversible energy dissipation to an inﬁnitely
extensive thermal bath. However, it is evident from Figure 8
that charge transfer between the donor and acceptor fragments
occurs on a faster time scale for dyad 2 than for dyad 1. This is
consistent with both the Lindblad dynamics simulations and
transient absorption experiments.13
■ CONCLUSIONS
We have simulated the charge separation that follows the
optical excitation of typical donor−acceptor dyads using a
perturbative Markovian master equation in Lindblad form that
allows consistent treatment of coherent and incoherent
contributions of the excited state dynamics. The Hamiltonian
of the donor−acceptor dyad was constructed using a basis of
Figure 7. Total coherence between Hamiltonian eigenstates,
quantiﬁed by the L1 norm of the oﬀ-diagonal terms of the density
matrix in the basis of Hamiltonian eigenstates as a function of time (eq
10). The green and purple lines correspond to dynamics initialized in
ICexc, for dyad 1, and dyad 2, respectively. The dashed black line
corresponds to dynamics initialized in ICeig and is zero at all times for
both dyads.
Figure 8. Amount of charge transfer as a function of time, quantiﬁed
using Voronoi analysis on the charge densities found from Ehrenfest-
TDDFT, for dyad 1 (green line) and dyad 2 (purple line).
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Frenkel exciton states on the donor and charge transfer states
with the electron on the acceptor and the hole on the donor,
similarly to ref 37. Hamiltonian parameters were obtained from
DFT and TDDFT calculations. The energy dissipation
parameters in the Lindblad equation were selected to achieve
a thermal distribution of state populations at long times.
Additionally, we set the rates of incoherent population transfer
between each pair of states to be proportional to the degree of
spatial overlap between the states involved. This requirement
eﬀectively assumes that most perturbations of the system that
cause incoherent repopulation of its electronic states occur
locally. The rate of energy dissipation was estimated from
Ehrenfest-TDDFT molecular dynamics simulations and found
to be of the order of tens of femtoseconds.
Because both the electronic coupling and the spatial overlap
between an initial excitation that is primarily localized on the
donor and the lowest energy charge transfer state are negligible,
direct transfer between these states contributes little to the
overall charge separation dynamics. Irreversible charge
separation is a process that involves both coherent and
incoherent electron transfer. Within the framework of our
model, if population is initially excited into the Frenkel exciton
state localized on the donor, it can coherently transfer to
higher-energy charge transfer states. Concurrently, relaxation
from higher to lower-energy charge transfer states occurs.
However, for population initially excited into a Hamiltonian
eigenstate that is already partially delocalized onto the acceptor,
coherent transfer between this and other Hamiltonian
eigenstates is not required to achieve charge separation. We
found that the rate of charge separation is similar for both initial
conditions, implying that the extent of spatial delocalization of
the Hamiltonian eigenstates rather than the amount of
coherence between eigenstates primarily determines the
eﬃciency of charge separation Thus, the importance of
coherence in the Hamiltonian eigenstates for eﬃcient charge
separation depends on the initial state of the system. Note that
spatial delocalization of eigenstates will give rise to coherence in
any noneigenstate basis, such as the basis consisting of Exci, i =
1, 2, and CTi, i = 3, N.
We have shown that for typical donor−acceptor dyads a large
number of charge transfer states (20 for dyad 1 and 28 for dyad
2) aﬀect the rate of charge separation. Since the higher lying
states facilitate charge separation, approximations that neglect
these states will tend to underestimate the rate, sometimes by
several orders of magnitude. All of these states must be
included in the simulation of charge separation dynamics to
obtain reasonable agreement with both atomistic Ehrenfest-
TDDFT molecular dynamics simulations and charge separation
rates obtained from transient absorption experiments.13
In agreement with the experimental results of Pillai et al.,13 in
our simulations the dyad with a fullerene-based electron
acceptor shows higher charge separation rates than the dyad
with a porphyrin-based acceptor. We attribute this to the
former acceptor having a larger number of charge transfer states
that are close in energy and are strongly coupled to the two
lowest-energy Frenkel exciton states localized on the donor.
The theoretical analysis presented in this paper reveals key
design criteria that enable rational selection of donor−acceptor
pairs for the synthesis of molecular dyads that exhibit ultrafast
charge separation. First, the donor and acceptor constituents of
the dyad should be chosen to ensure a dense manifold of charge
transfer states at energies close to that of the donor Frenkel
exciton. Second, the constituents should be chosen to ensure
strong coupling between the donor Frenkel exciton state and
the higher lying charge transfer states, allowing some extent of
delocalization of the Hamiltonian eigenstate over both the
donor and the acceptor.
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