Abstract. We formulate a theory of pointed manifolds, accommodating both embeddings and Pontryagin-Thom collapse maps, so as to present a common generalization of Poincaré duality in topology and Koszul duality in En-algebra.
Introduction
In this work, we introduce zero-pointed manifolds as a tool to solve two apparently separate problems. The first problem, from manifold topology, is to generalize Poincaré duality to factorization homology; the second problem, from algebra, is to show the Koszul self-duality of n-disk, or E n , algebras. The category of zero-pointed manifolds can be thought as a minimal home for manifolds generated by two kinds of maps, open embeddings and Pontryagin-Thom collapse maps of open embeddings. In this work, we show that this small formal modification of manifold topology gives rise to an inherent duality. Before describing zero-pointed manifolds, we recall these motivating problems in greater detail.
Factorization homology theory, after Lurie [Lu2] , is a comparatively new area, growing out of ideas about configuration spaces from both conformal field theory and algebraic topology. Most directly, it is a topological analogue of Beilinson & Drinfeld's algebro-geometric factorization algebras of [BD] . In algebraic topology, factorization homology generalizes both usual homology and the labeled configuration spaces of Salvatore [Sa] and Segal [Se3] . See [Fra] for a more extended introduction. The last few years has seen great activity in this subject, well beyond the basic foundations laid in [Lu2] , [Fra] , and [AFT2] , including Gaitsgory & Lurie's application of algebrogeometric factorization techniques to Tamagawa numbers in [Lu4] , and Costello & Gwilliam's work on perturbative quantum field theory in [CG] , where Costello's renormalization machine is made to output a factorization homology theory, an algebraic model for the observables in a quantum field theory.
One can ask if these generalized avatars of homology carry a form of Poincaré duality. An initial glitch in this question is that factorization homology is only covariantly natural with respect to open embeddings of manifolds, and cannot formulate even usual Poincaré duality while only using push-forwards with respect to embeddings. One can then ask, en route to endowing factorization homology with a form of duality, as to the minimal home for manifold topology for which just usual Poincaré duality can be formulated. That is, a homology theory defines a covariant functor from Mfld n , n-manifolds with embeddings; a cohomology theory likewise defines a contravariant functor from Mfld n . For the formulation of duality results, what is the common geometric home for these two concepts?
As one answer to this question, in Section 1 we define zero-pointed manifolds. Our category ZMfld n consists of pointed topological spaces M * , each of which consists of an n-manifold M with an extra point * and an extension of the topology of M to M * ; the essential example is a space M /∂M , the quotient of an n-manifold by its boundary. The interesting feature of this category is the morphisms: a morphism of zero-pointed manifolds is a pointed map f : M * → N * such that the restriction away from the zero-point, f −1 N → N , is an open embedding. This category ZMfld n contains both Mfld n and Mfld op n , the first by adding a disjoint basepoint and the second by 1-point compactifying. A functor from ZMfld n thus has both push-forwards and extensions by zero, and both homology and cohomology can be thought of as covariant functor from ZMfld n . Lemma 1.6.7 implies an isomorphism ¬ : ZMfld n ∼ = ZMfld op n between the category of zero-pointed n-manifolds and its own opposite, which presages further duality.
In Section 3, we extend the notion of factorization homology to zero-pointed manifolds. This gives a geometric construction of additional functorialities for factorization homology with coefficients in an augmented n-disk algebra. Namely, there exists extension by zero maps. In particular, the factorization homology (R n ) + A has the structure of an n-disk coalgebra via the pinch map, where (R n ) + is the 1-point compactification of R n . By identifying the factorization homology of (R n ) + with the n-fold iterated bar construction, we arrive at an n-disk coalgebra structure on the n-fold iterated bar construction, or topological André-Quillen homology, of an augmented n-disk algebra.
This construction is closely bound to the Koszul self-duality of the E n operad, first conceived by Getzler & Jones in [GJ] contemporaneously with Ginzburg & Kapranov's originating theory of [GiK] . Namely, it has long been believed that the operadic bar construction Bar E n of the E n operad is equivalent to an n-fold shift of the E n co-operad. This is interesting because the bar construction extends to a functor Alg from augmented E n -algebras to augmented E n -coalgebras. We construct exactly such a functor using this zero-pointed variant of factorization homology, which is given by taking the factorization homology of the pointed n-sphere (R n ) + . In order to reduce from n-disk algebras to E n -algebras, we use the framed variant of the theory which is a special case of theory of structured zero-pointed manifolds developed in Section 2.
A construction of such a functor has been previously accomplished by other means. Fresse performed the chain-level calculation of the Koszul self-duality of C * (E n , R) in [Fre] . A direct calculation of self-duality of the bar construction of the operad E n in spectra has not yet been given. The construction of a functor as above was however accomplished in full generality by Lurie in [Lu3] using a formalism for duality given by twisted-arrow categories. We defer a comparison of our construction and theirs to a future work; we will not need to make use any comparison in this work or its sequel [AF] .
A virtue of our construction is that it is easy, geometric, and for our purposes accomplishes more via the connection to factorization homology. That is, in Section 4 we use this geometry to construct the Poincaré/Koszul duality map. Given a functor F taking values on zero-pointed n-manifolds M * , we obtain maps
The lefthand map is a universal left approximation by a factorization homology theory; the righthand map is a universal right approximation by a factorization cohomology theory. The composite map is the Poincaré/Koszul duality map. While the operadic approach to constructing the functor from E n -algebras to E n -coalgebras requires one to work stably, such as in chain complexes or spectra, the factorization homology applies unstably: in the case in which F is a functor to spaces, the Poincaré/Koszul duality map generalizes the scanning maps of McDuff [Mc] and Segal [Se1] , as well as [Bö] , [Ka] , and [Sa] , which arose in the theory of configuration space models of mapping spaces. Lastly in this work, we spell out a version of linear Poincaré duality, which assures that our duality map is an equivalence in the case of a stable ∞-category with direct sum; in this case, our Poincaré/Koszul duality map generalizes the Poincaré duality map of [DWW] .
We note that the most appealing aspects of this work, such as the notions of zero-pointed manifolds and their basic properties, are not difficult. The comparatively technical stretch of this paper lies in Section 3, where we show that factorization homology of zero-pointed manifolds is welldefined and well-behaved. Because the mix of ∞-category theory and point-set topology around the zero-point introduces bad behavior in Disk n,+/M * , the slice ∞-category appearing in the definition of factorization homology, we make recourse to a hand-crafted auxiliary version of this disk category, Disk + (M * ). This adaptation has two essential features which Disk n,+/M lacks. First, Disk + (M * ) is sifted, a property which is necessary to show that factorization homology exists as a symmetric monoidal functor. Second, the filtration of Disk + (M * ) by cardinality of embedded disks gives rise to nontrivial filtrations. This cardinality filtration generalizes the Goodwillie-Weiss embedding calculus of [We1] to functors of zero-pointed manifolds or, alternatively, to functors of manifolds with boundary which are reduced on the boundary.
These small technical modifications involved in the construction of the auxiliary Disk + (M * ) play an essential role in the sequel [AF] . An essential step therein shows that the Poincaré/Koszul duality map interchanges the cardinality filtration and the Goodwillie tower. That is, Goodwillie calculus and Goodwillie-Weiss calculus are Koszul dual in this context, a feature we ultimately use to present one solution as to when the Poincaré/Koszul duality map is an equivalence.
Zero-pointed spaces
For this section, we fix locally compact Hausdorff topological spaces X, Y , and Z.
1.1. Heuristic motivation of definitions. Definition 1.1.1 (Haus and Cov). We denote the category of locally compact Hausdorff topological spaces, and open embeddings among them, as Haus, which we might regard as a simplicial set via the nerve construction. Consider the simplicial set Ex(Haus) for which a p-simplex is a map P =∅ (p) → Haus from the poset of non-empty subsets of p := {0, . . . , p}. We define the sub-simplicial set
for which a p-simplex P =∅ (p) 
an open cover of the pushout, this pushout need not be Hausdorff -an axiom that we refuse to let go of, for many reasons.
The simplicial set Cov, that we wished were a category, has the following properties.
(1) The space ∅ is both initial and final, and is the symmetric monoidal unit. The cumulative effect of these four points is that any symmetric monoidal map out of Cov is augmented and coaugmented, and admits a compatible notion of 'extension by the unit' and 'restriction' for each open embedding. More precisely, the above points describe a restriction Haus, TwAr(C) to maps to the twisted arrow category of an arbitrary symmetric monoidal category C. We will discuss this connection in a future work. Ultimately, we are interested only in the codomain of this restriction, which does not reference Cov (which will become "zero-pointed spaces" in just a moment) at all. The advantage of working with the domain of this restriction is that it is geometric, and it is intrinsic to Haus (i.e., without manipulation to C).
We now follow-up on Remark 1.1.2, where we saw that the obstruction to Cov being a category was witnessed as the occurance of non-Hausdorff pushouts along open embeddings. One might account for this by placing additional structure on vertices so that the target of an edge agrees with the source of another precisely if the corresponding pushout is Hausdorff. One articulation of such additional structure is that of a pointed extension in the sense of Definition 1.2.1, and we will explore others as well. In order to retain property (3), we further restrict our attention to well-pointed extensions. The resulting simplicial set is constructed just so it is a category, ZHaus, that we refer to as the (discrete) category of zero-pointed spaces.
It is conceivable to finish the story here, which would make for a more concise paper. However, we are compelled by other works and applications, and so we develop the story just outlined but for Haus in place of Haus -the difference being that the Hom-sets are endowed with the compact-open topology, thereby resulting in an ∞-category. The most primitive reason we concern ourselves with this continuous version of this story is because continuous invariants are considerably more tractable than non-continuous ones (though those are quite interesting in their own right, they less amenable to general classification results). We are referring here to the works [AFT1] and [AFT2] which, in particular, premise the work [AF] thereby explaining a sense in which continuous sheaves are combinatorial entities (E n -algebras), and are the foundation of a large consideration of deformation problems (Koszul duality). And so, the bulk of this work amounts to establishing the above outline with topology present on sets of open embeddings.
1.2. Pointed extensions and negation. We define pointed extensions and negations thereof. Definition 1.2.1. A pointed extension X * of X is a compactly generated Hausdorff topology on the underlying set of * ∐ X extending the given topology on X. The category of pointed extensions (of X) is the full subcategory
of the undercategory consisting of the pointed extensions of X. Proposition 1.2.2. The following assertions concerning the category Point X are true.
• It is a poset.
• It admits small colimits and, in particular, has an initial object.
• It admits small limits and, in particular, has a final object.
• Products distribute over small colimits.
Proof. First, Point X is a poset because a morphism X * → X ′ * in Point X is necessarily the identity map on the underlying set. The category Top X+/ admits small colimits and limits, with finite products distributing over small colimits. By inspection, Point X ⊂ Top X+/ * is closed under limits and colimits, so the result follows.
The data of a pointed extension X * of X determines which sequences in X that leave compact subsets converge to infinity. As such, one can informally contemplate the negation X ¬ * of X * by making the complementary declaration: a sequence belongs to X ¬ * if and only if it does not belong to X * . In other words, X ¬ * is endowed with the complementary topology about * from that of X * . The following makes this heuristic precise. Corollary 1.2.3 (Negation). There is functor ¬ : Point op X −→ Point X characterized by assigning to each X * the final object X ¬ * for which the natural map
is a homeomorphism. This functor preserves limits, and negating twice receives a canonical natural transformation id → ¬¬.
In other words, there exists a map of pointed extension X ′ * → X ¬ * if and only if the natural map X + → X * × X + X ′ * is a homeomorphism. We will be largely interested in the following special class of pointed extensions.
Consider the full subcategories Point well X ⊂ Point X consisting of the well-pointed extensions. Twice-negation is a left adjoint to this inclusion
implementing a localization. We will sometimes refer to this functor as well-pointed replacement.
Remark 1.2.5. While we are chiefly interested only in well-pointed extensions, they are not closed under typical constructions among pointed extensions. So we open our consideration to (not necessarily well-)pointed extensions so that various constructions are defined, and we recognize that well-pointed replacement can always be applied thereafter.
Remark 1.2.6. By construction, this category Point well X is a Boolean algebra. Example 1.2.7. The initial object of Point X is X + , the space X with a disjoint based point. The final object of Point X is X + , the one-point compactification of X. Both of these objects are well-pointed, and they are equal to each other's negations:
Example 1.2.8. The poset Point R has exactly four elements, and is a square. These are enumerated as R + and − → R := [−∞, ∞), {−∞} and ← − R = (−∞, ∞], {∞} and R + . These are abstracted related
Observation 1.2.9. The datum of a pointed extension of a locally compact Hausdorff topological space X can be rephrased in a number of ways: Namely, there are natural isomorphisms among the following posets.
• The poset of topologies X * = (X ∐ * , τ ) on the underlying set of X ∐ * that satisfy the following properties.
-The inclusion of sets X ֒→ X ∐ * is an open embedding of topological spaces.
-The topological space X * is Hausdorff. The partial order X * ≤ X ′ * means the identity map X * → X ′ * is continuous.
• The poset of collections P of closed subsets of X that satisfy the following properties.
-Let C ⊂ X be a closed subset, and let P ∈ P. Then the intersection P ∩ C is a member of P. -Let P and P ′ be members of P. Then the union P ∪ P ′ is a member of P. -Let K ⊂ X be a compact subspace. Then there is an element P ∈ P for which K ⊂ Int(P ) is contained in the interior. The partial order P ≤ P ′ means P ′ ⊂ P.
• The poset of subsets of the (point-set) boundary ∂X ⊂ X of the Stone-Čech compactification of X.
Indeed, such a Hausdorff extension X * determines such a collection P X := {P ⊂ X | P ⊂ X * is closed}. Such a collection of closed subsets P determines such a subset S P := P ∈P (∂X \ Clsr(P ⊂ X)) ⊂ ∂X. Such a subset S ⊂ ∂X determines such a Hausdorff extension X * S := * S (S ∪ X). Straightforward is that each of these assignments sends one partial order relation to another, and that the composition of any consecutive pair of these assignments is an inverse to the third assignment.
1.3. Pointed embeddings. We define a zero-pointed embeddings among pointed extensions.
Definition 1.3.1 (Pointed embeddings). For X * and Y * be pointed extensions of X and Y , respectively, the space of zero-pointed embeddings from X * to Y * is the subspace
of the compact-open topology consisting of those based maps f : X * → Y * for which the restriction
Note that f • g is a zero-pointed embedding if both f and g are. 
Let K ⊂ X be a compact subspace. The preimage α −1 K consists of those pairs (f, z) for which q(z) ∈ f (K), which is a closed subspace of the domain of α. It follows that α is continuous.
There is a commutative diagram of continuous maps among topological spaces
The factorization depicted as (1) exists by inspection. By construction, the factorization depicted as (2) exists. The factorization depicted as (3) follows, which verifies that α factors through X Proof. The canonical relations (2) happen through the characterizing property of negation, using that the diagram is pullback. Because negation ¬ sends colimit diagrams to limit diagrams, then the negation of the diagram is again pullback. There results canonical relations (X
¬¬ . These relations are inverse to the negations of those in (2).
The following result gives intrinsic characerizations of negation and well-pointedness.
Lemma 1.5.2. Let X be a locally compact Hausdorff topological space, and let X * be a pointed extension of X. The following statements are true.
(1) The collection of subsets { * ∪ (X K)}, indexed by compact neighborhoods * ∈ Int(K) ⊂ K ⊂ X * , is a local base about * ∈ X ¬ * (setting this collection to consist solely of { * } if the indexing set is empty).
(2) The collection of subsets { * ⊂ V ⊂ X * | V compact}, indexed by open neighborhoods contained in compact subspaces, is a local base about * ∈ X ¬¬ * . (3) The following statements are equivalent:
(a) X * is well-pointed.
The topological space X * is locally compact and Hausdorff.
(d) There is a local base about * ∈ X * consisting of compact neighborhoods, meaning each open neighborhood * ∈ U ⊂ X * contains a compact neighborhood * ∈ Int(K) ⊂ K ⊂ U .
(4) If X * is well-pointed then its negation
is the one-point compactification of X * minus the point * . (5) If X is paracompact and X * is well-pointed, then X * is paracompact Hausdorff.
Proof. Consider the topological space X ′ * which is the compactly generated topology on X ⊔ * generated by that of X and the named collection -it is Hausdorff because X is locally compact Hausdorff. Manifestly, there exist a pair of neighborhoods * ∈ U ⊂ X * and * ∈ V ⊂ X ′ * for which ∅ = U ∩ X ∩ V . So the universal relation X + = − → X * × X + X ′ * is an equality. Conversely, let X ′′ * be another pointed extension of X and suppose the universal relation X + = − → X * × X + X ′′ * is an equality. Let * ∈ K * ⊂ X * be a compact neighborhood, and denote K := K * * . Let X ′′ * be another pointed extension of X, and consider the subspace ( * ∪ K) ⊂ X ′′ * . By compactness, the universal continuous map X * → X + restricts to K * as a homeomorphism onto its image, which we then identify as K + . It follows that the pullback
′′ * projects as a homeomorphism onto its image. Suppose the universal relation
The identity of sets K + ∼ = ( * ∪ K) is a homeomorphism. In particular K ⊂ X ′′ * is closed. We conclude that X ′′ * → X ′ * is continuous. This proves Statement (1). Statement (2) follows by applying statement (1) to X ¬ * , using that ( * ∪C) ⊂ X ¬ * is compact if and only if C ⊂ X ⊂ X * is closed, because X * is compactly generated. Statement (4) follows by inspecting local bases about base points, using that well-pointed implies locally compact. Statement (5) is standard after Statement (3).
For Statement (3), the equivalences of (b), (c), and (d) are nearly definitional, because X is locally compact Hausdorff. The equivalence of (a) and (c) follows from the second statement.
Corollary 1.5.3. Let X be a compact Hausdorff topological space. Let ∂ L , ∂ R ⊂ X be a pair of disjoint closed subspaces. Write ∂X := ∂ L ∪ ∂ R ⊂ X and X := X ∂X. There results the two pointed extensions of X
Both of these extension of X are well-pointed, and they are each others negation.
Proof. Both X * and X ¬ * are locally compact and thus well-pointed. The result follows by applying Proposition 1.5.1 to the diagram of pointed extensions of X
Corollary 1.5.4. Let X * and Y * be pointed extensions of X and Y , respectively. The following statements concerning negations are true.
Wedge: There is an equality of pointed extensions of
If X * and Y * are well-pointed, then so is X * ∨ Y * .
Smash: There is a canonical relation among pointed extensions of
This relation is the canonical one to the well-pointed replacement. Coinv: Let G be a finite group acting on the based space X * . There is a preferred action of G on the based space X ¬ * , and an equality of pointed extensions of the coinvariants
If X * is well-pointed, then so is X * G . Sub/Quot: Let W ⊂ X be an open subspace. There are canonical relations among pointed extensions of W
If X * is well-pointed then so is W X * , the second relation is an equality as indicated, and the first relation is the canonical one to the well-pointed replacement.
Proof. This is an exercise in universal properties.
W:
The statement concerning wedge sum is immediate by inspecting local bases about base points. S/Q: Negating the canonical map
, which is the right relation. Negating the canonical map W X * → X * gives a map X ¬ * → (W X * )
¬ . From the universal property of Construction Quot, there results the left relation W
¬ . Now suppose X * is well-pointed. Negating this last relation gives the composite relation
¬ which is inverse to the right relation. From the universal property of Construction Sub, there is the universal relation (W X * ) ¬¬ → W X ¬¬ * = W X * . This relation is inverse to the universal relation W X * → (W X * ) ¬¬ , and so W X * is well-pointed. Also, replacing X * by X ¬ * in the negation of the left relation gives the right, and it follows that (W
Consider pointed extensions X ′ * and Y ′ * of X and Y , respectively, and suppose
¬ . Now suppose X * and Y * are well-pointed. Notice that the based spaces X * × Y * and X ¬ * × Y ¬ * are well-pointed. We are about to show that the relation just obtained is the canonical one to the well-pointed replacement. Through previously established identities, the righthand side can be rewritten as
This last pointed extension is well-pointed, and it is a subspace of a the pointed extension
Compactness of C implies there exists finitely many such pairs covering C Int(C). Taking the union of these pairs concludes that there is a single such pair (K,
This shows that the relation at hand is an open map, and thus an equality. Cv: In a standard way, the group G acts on the full subposet of Point X consisting of those X ′ * for which the universal relation
For both sides of the proported relation, a local base about * is given by the colleciton
1.6. Zero-pointed spaces. We define a category of zero-pointed spaces and zero-pointed embeddings among them. Recall Definition 1.2.4 of well-pointed extensions, and Definition 1.3.1 of zero-pointed embeddings.
Definition 1.6.1 (ZHaus). We define the symmetric monoidal topology category ZHaus of zero-pointed (topological) spaces as having:
Ob: An object is a pointed locally compact Hausdorff topological space X * . We will use the notation X := X * * and refer to it as the underlying (topological) space of X * .
Mor: The space of morphism X * f − → Y * is the space of zero-pointed embeddings; in particular, an element f ∈ ZEmb(X * , Y * ) is a continuous map of based spaces such that the restriction
is an open embedding. Wedge sum of based spaces makes ZHaus into a symmetric monoidal topological category. Remark 1.6.2 (Zero object = unit). Notice that the zero-pointed space * , with underlying space ∅, is a zero-object in ZHaus. In other words, for each zero-pointed space X * there are unique morphisms * → X * → * . Moreover, this zero-object * is the unit of the symmetric monoidal structure on ZHaus.
Example 1.6.3. For X a locally compact Hausdorff topological space, adjoining a disjoint base point X + , as well as one-point compactifying X + , give examples of zero-pointed spaces.
, from the identity morphism to the constant map at the base point. Example 1.6.5. The only morphism (R n ) + → R n + in ZHaus is the constant map at the base point. There is a continuous based map (
Example 1.6.6. We follow up on Corollary 1.5.3. Let M be a cobordism. That is to say, M is a compact topological manifold with boundary, and the boundary ∂M = ∂ L ∐ ∂ R is partitioned. Write M for the interior of M . Through Corollary 1.5.3, there results the two pointed extensions of
Both of these are well-pointed extensions of M , and they are related as indicated by the negation in the superscript.
Here is an immediate consequence of Lemma 1.3.2.
Lemma 1.6.7 (Negation). Negation implements an isomorphism of symmetric monoidal topological categories ¬ : ZHaus ∼ = ZHaus op : ¬ . Convention 1.6.8. We followup on Construction 1.4.1, suited for zero-pointed spaces. Consider a construction which outputs a pointed extension from input data that included of a collection of other pointed extensions. A priori, this output pointed extension need not be well-pointed, even if the input pointed extensions are well-pointed. (For instance, the construction Quot.) And so, the construction is not one among zero-pointed spaces. We patch this by postcomposing with wellpointed replacement, ¬¬. In this way, we regard the construction as one among zero-pointed spaces.
From this point onwards, we use will implicitly adopt this convention.
Remark 1.6.9. We comment on the implementation of Convention 1.6.8. Should a hypothetical construction send well-pointed extensions to well-pointed extensions, then the named modification of Convention 1.6.8 does nothing. For some constructions, there is a sense of functoriality, or associativity (for instance, Smash), and postcomposing by well-pointed replacement might destroy this aspect. In general, there is not much to be done to remedy this. Even so, we point out that well-pointed replacement, ¬¬, is a left adjoint thereby preserving colimits. So should a hypothetical construction too be comprised appropriately as a left adjoint, then then it interacts well with well-pointed replacement.
The following result is an immediate application of Corollary 1.5.4. Corollary 1.6.10. Let X * and Y * be zero-pointed spaces, let O ⊂ X be an open subset, and let i be a finite cardinality. There are the relationships the leftmost which is generated by the image of (−) + , the rightmost which is generated by the image of (−) + , and the middle which is generated by the images of both (−) + and (−) + . These subcategories are symmetric monoidal.
This isomorphism of Lemma 1.6.7 restricts to an isomorphism ¬ : Haus
Proposition 1.7.3. Let C be a symmetric monoidal ∞-category. There are canonical equivalences of ∞-categories:
over Fun ⊗ Haus, C , and
Proof. The two statements are equivalent, as seen by replacing C by C op , so we consider only the first.
Consider the morphism among symmetric monoidal topological categories (−) + : Haus → Haus + -it is a bijection on objects. It is enough to show that this symmetric monoidal functor is universal among all such those whose target has a zero-object which is also the unit. This is to say, each such symmetric monoidal functor Haus → C canonically extends to a symmetric monoidal functor from Haus + . Such an extension is already exhibited on objects. An extension to morphisms is determined through the following natural expression for the space of morphisms between two objects of Haus + :
1.8. Conically finite. We single out those zero-pointed spaces that are locally tame in the sense that they admit the struture of a stratified space in the sense of [AFT1] , and that are globally tame in the sense that, as stratified spaces, they admit a compactification to a stratified space with corners. We call these zero-pointed space conically finite. In practice, it is the conically finite zero-pointed spaces that are tractable through the invariants considered in this article. Definition 1.8.1 (Conically smooth, conically finite). A conical smoothing of a zero-pointed space X * is a continuous map to a poset X * S − → P * with a distinguished minimum * ∈ P * for which * = S −1 * , together with the structure of a stratified space (also known as a conically smooth atlas) in the sense of [AFT1] . A conically smoothed zeropointed space is a zero-pointed space X * together with a conical smoothing. We say a zero-pointed space X * is conically smoothable if it admits a conical smoothing. We say a zero-pointed space X * is conically finite if it admits a conical smoothing to a stratified space that is the interior of a compact stratified space with corners in the sense of [AFT1] . The ∞-category of conically finite zero-pointed spaces is the full sub-∞-category ZHaus fin ⊂ ZHaus consisting of the conically finite ones.
Remark 1.8.2. Let X * be zero-pointed space. A conical smoothing of X * determines a stratified space with boundary X := Unzip * (X * ) which is the blow-up at * (termed "unzip" in [AFT1] ), equipped with an isomorphism from the mapping cone as well as an open cover involving X * ∐
the latter being supported through a main result of [AFT1] that guarantees the existence of tubularneighborhoods along deepest strata. Remark 1.8.4. We point out that not every zero-pointed space is conically smoothable. For M a topological manifold that does not admit a smooth structure, then M + illustrates this phenomenon. Moreover, there are potentially many non-equivalent stratified space structures on a given zeropointed space. More subtly, in the situation of Example 1.8.3, the stratified space structures on M * that agree with the smooth structure on the interior M are parametrized by the h-cobordisms of ∂M .
Remark 1.8.5. As useful as Example 1.8.3 is for producing examples, we point out that the theory of zero-pointed manifolds is quite different from that of manifolds with boundary, for it is without the nuisance of pseudo-isotopy considerations. Indeed, for M * a zero-pointed space for which M is a topological n-manifold, the homotopy type at infinity, by which we mean the path space
, need not even be homotopy finitely dominated (as witnessed by a one-point compactification of an infinite genus surface). Provided M * is conically finite, then ∂M * is finitely dominated (see Remark 1.8.2) and, through Lefschetz duality, this homotopy type is a Poincaré duality space of dimension (n − 1) equipped with a lift τ of the classifying map for its Spivak normal bundle to BTop. The structure space of (∂M * , τ ), which has no preferred element, parametrizes the collection of manifolds with boundary M equipped with a based homeomorphism * ∐
Remark 1.8.6. Taking underlying spaces gives a functor ZMfld → Spaces * to pointed spaces. This functor restricts as ZMfld fin → Spaces fin * to finite pointed spaces (hence the term) which is the smallest full subcategory of pointed spaces containing * + , the two-element set, and closed under pushouts, and is equivalent to finite CW complexes; this functor sends collar-gluings to pushouts.
The key advantage of zero-pointed spaces that are conically finite is that they admit open handlebody decompositions. Recall from [AFT1] the notion of a collar-gluing among stratified spaces. We simply record the next result result, which is a reformulation of a main result of [AFT1] . Lemma 1.8.7 ([AFT1]). Let X * be a conically finite zero-pointed space. Then X * can be witnessed as a finite iteration of collar-gluings conically finite zero-pointed spaces from basic singularity types.
1.9. Configuration zero-pointed spaces. We define two natural zero-pointed spaces of configurations associated to a zero-pointed space.
Through Construction 1.4.1, and with Convention 1.6.8, we make the following definitions.
Definition 1.9.1. Let i be a finite cardinality. Let X * be a zero-pointed space. The open subspace
∧i of the i-fold smash product is comprised of those maps {1, . . . , i} c − → X that are injective. Construction 1.4.1(Sub) and Construction 1.4.1(Quot), each applied to this open subspace, yield the respective zero-pointed spaces that universally fit into the sequence of zero-pointed embeddings:
is equipped with an action of Σ i that is free away from the base point. Thereafter, Construction 1.4.1(Coinv) yields the zero-pointed spaces that universally fit into the sequence of zero-pointed embeddings:
Intuition. Consider an injection c : {1, . . . , i} ֒→ X. Intuitively, c is near "infinity" in Conf i (X * ) if one of its members is; while c is near "infinity" in Conf ¬ i (X * ) if, either one of its members is, or at least two of its members are near each other.
Here is an important though immediate consequence of Corollary 1.6.10. Proposition 1.9.2. Let i be a finite cardinality. Let X * be a zero-pointed space. Then there is a canonical Σ i -equivariant identification
and thereafter a canonical identification of the coinvariants
Σi . Lemma 1.9.3. Let X * be a conically finite zero-pointed space, and let i be a finite cardinality. Then the Σ i -zero-pointed space Conf i (X * ), as well as the coinvariants Conf i (X * ) Σi , is conically finite.
Proof. Fix a conical smoothing of X * . The two statements are similar, so we only elaborate on that concerning coinvariants.
Notice the cofiber sequence of stratified topological spaces
In [AFT1] it is explained that the middle term has the structure of a stratified space, and that the inclusion is a conically smooth constructible inclusion. A result of [AFT1] gives that this cofiber inherits the structure of a stratified space. Now consider a compactification X * ⊂ X * to a stratified space with corners. In [AFT1] we define, for each stratified space Z, a stratified space Ran ≤i (Z) of subsets T ⊂ Z with bounded cardinality |T | ≤ i for which the map to the connected components T → [Z] is surjective; and we consider variations thereof. There is a conically smooth constructible inclusion
from the locus of those finite subsets that contain * ∈ X * . There results the conically smooth constructible inclusion from the blow-ups (termed "unzip" construction in [AFT1] ):
Because X * is compact, then so are both of the above blow-ups, and they each inherit a cornerstructure. From the same result finishing the previous paragraph, the cofiber of this map inherits the structure of a stratified space, and it is compact with corners. The cofiber sequence in the previous paragraph maps as a conically smooth open embedding into the cofiber just mentioned, and it does so as the inclusion of interiors of compact stratified spaces with corners. This proves the result for Conf i (X * ) Σi .
We record the following homological coconnectivity bound for configurations of points in a zeropointed manifold. Proposition 1.9.4. Let M * be a conically finite zero-pointed n-manifold with at most ℓ components, and let i be a finite cardinality. The reduced singular homology
vanishes for any local system of abelian groups A for q > nℓ + (n − 1)(i − ℓ) and i >> 0.
Proof. First, consider the case in which M * is open, i.e., has no closed component. In this case we show by induction on i the vanishing of H q Conf i (M * ); A given q > (n − 1)i. Consider the base case of i = 1, in which case the conically finite assumption implies that M * has the homotopy type of a CW complex with no q-cells for q > n − 1. From this it is immediate that H q (M * , A) vanishes for q > n − 1.
Proceeding by induction, consider the map π : Conf i (M * ) → Conf i−1 (M * ) which forgets an element, i.e., sends a subset {x 1 , . . . , x ℓ } ⊂ M * to {x 1 , . . . , x ℓ−1 } ⊂ M * . Recall that the E term of the Leray spectral converging to H p+q (Conf i (M * ); A) is composed of groups of the form H p (Conf i (M * ); R q π * A). By induction it suffices to show that the push-forward R q π * A vanish for q > n − 1; equivalently, every point x in Conf i−1 (M * ) has a neighborhood U x such that H q (π −1 U x , A |Ux ) vanishes for q > n − 1. Since π is fiber bundle away from the cone-point, it suffices to check two cases. First, if x = {x 1 , . . . , x ℓ−1 } ⊂ M * is not the cone-point, the result follows from the vanishing of H q (M * {x 1 , . . . , x ℓ−1 }; A) for q > n − 1 considered in the base case. Second, if x is the cone-point, then the inverse image π −1 x has a conical neighborhood by assumption, which is therefore contractible.
To prove the general case, consider M * ∼ = M 1, * ∨ . . . ∨ M ℓ, * , where each M j, * is connected. We have an isomorphism
so it suffices to bound the homology of each term. The previous Leray spectral sequence argument assures that each Conf ij (M j, * ) has homology bounded by the sum of the bounds for M j, * and Conf ij −1 (M j, * {x}), for a point x ∈ Conf ij −1 (M j, * ) which is not the cone-point. We assess these separately. M j, * may be closed and hence has a homological bound of n. M j, * {x} is non-compact and so Conf ij −1 (M j, * {x}) has a bound of (n − 1)(i j − 1). The result follows by summing over the i j .
Zero-pointed structured spaces
We expand our definitions to accommodate zero-pointed structured spaces. As an instance of particular interest, we have zero-pointed n-manifolds, as well as zero-pointed smoothed n-manifolds (for n = 4). We explain that all of the results in this article have an evident structured version.
2.1. Formal setup. The result of this section is a construction which outputs an inner fibration Cov H(F) → Cov(H) among simplicial spaces given input data a sheaf H(F) → H over an ∞-category with a Grothendieck topology.
We denote by
Site ∞ the (large) ∞-category whose objects are ∞-categories H equipped with a Grothendieck topology (which will be without notation), and for which the space of maps
is comprised of those components represented by functors F : H → H ′ for which, for each covering sieve U ⊲ → H, the sieve generated from the composition
Construction 2.1.1. For P a set, use the noation P 0 (P ) for the set of non-empty subsets of P , ordered by inclusion. We regard any such poset as equipped with a standard Grothendieck topology, where a covering sieve U ⊲ → P 0 (P ) is one that witnesses a colimit. For p ≥ 0 a non-negative integer, denote the set p := {0, . . . , p} which is the underlying set of the linearly ordered set [p] . And so, we have a standard functor
Definition 2.1.2 (Cov). Through Construction 2.1.1, there is the restricted Yoneda functor
to simplicial spaces. Proof. Let p ≥ 2 and let 0 ≤ i ≤ p. We will explain why each diagram of simplicial spaces
can be filled. Unraveling the meaning of this diagram, the problem is to construct a filler for a diagram of ∞-categories
in where the bottom horizontal arrow sends covers to covers. By inspection, the left vertical map is a covering sieve of p. Because the right fibration H(F) → H is a sheaf then such a filler exists, and is in fact essentially unique.
2.2. Symmetric monoidal sites. We make some quick observations to fit the above section to one where symmetric monoidal structures are present and compatible with Grothendieck topologies.
Definition 2.2.1. A symmetric monoidal site is a symmetric monoidal ∞-category H together with a Grothendieck topology on its underlying ∞-category, such that, for each finite sequence of objects (X i ) i∈I of H, the sieve generated by the diagram
given through the unit maps, is a covering sieve. to the (large) ∞-category of small ∞-categories. This functor is conservative and both preserves and detects limits. Also, provided an endofunctor F : Cat ∞ → Cat ∞ preserves finite products there is a preferred filler in the diagram among (large) ∞-categories
In particular, for C a symmetric monoidal ∞-category, then the opposite of the underlying ∞-category C op canonically inherits a symmetric monoidal structure. category.
Observation 2.2.3. Let H be a symmetric monoidal site, and let H(F) → H be a right fibration over the underlying ∞-category which is a sheaf. We explain here that H(F) canonically inherits the structure of a symmetric monoidal ∞-category over H. By definition, there is a pullback diagram among ∞-categories
So our explanation is complete upon explaining that the bottom horizontal arrow, as well as the right vertical arrow, are the restrictions to underlying ∞-categories of symmetric monoidal functors. Here, we declare that the symmetric monoidal structure on Shv(H) is the coCartesian one, and it follows that the relevant slice ∞-category canonically inherits a symmetric monoidal structure with respect to which the downward projection is symmetric monoidal. Precisely because H is a symmetric monoidal Grothendieck site, the sheafification of the Yoneda functor H → Shv(H) canonically extends as a symmetric monoidal functor, Example 2.2.4. Examples of symmetric monoidal sites are abound. For instance, Haus with disjoint union is an example. And therefore, each sheaf Haus(F) on Haus is an example. In particular, Mfld n with disjoint union is an example, and likewise for manifolds with various Bstructures.
Observation 2.2.5. Notice that Cov preserves finite products. It follows that, for H a symmetric monoidal site, then the simplicial space Cov(H) canonically inherits the structure of a symmetric monoidal simplicial space.
2.3. Zero-pointed embeddings compared to covers. We compare the topological category ZHaus to a category of covers. To do this, we find it convenient to change models among ∞-categories. Definition 1.6.1 defines the topological category ZHaus, which we promptly regarded as an ∞-category and we did so without choosing a specific model. We would like to directly compare the ∞-category ZHaus with the simplicial space Cov(Haus). We are almost implored by the nature of Cov, then, to use complete Segal spaces as a model for ∞-categories.
Definition 2.3.1. Consider the category ZHaus • for which an object is a pair (X * , D) consisting of a locally compact Hausdorff topological space together with a zero-pointed space; and for which a morphism from (X * , D) to (Y * , E) is a continuous map
over and under a continous map D → E for which, for each d ∈ D, the restriction f d : X * → Y * is a zero-pointed embedding. Composition is given by composing maps, which is well-defined. The evident projection ZHaus • −→ Top is directly seen to be a Cartesian fibration, and we denote the fiber over D as ZHaus D . Fiberwise wedge sum makes ZHaus • into a symmetric monoidal Cartesian fibration over Top. Observation 2.3.3. The restriction ZHaus |∆ • → ∆ is a Cartesian fibration between ordinary categories, and so can be straightened as a functor
The standard retraction ∆ p → Λ p i for each 0 ≤ i ≤ p exhibits this simplicial category as a Kan object in Cat. Such an entity is adjoint to a category internal to Kan complexes. By inspection, the Kan complex of objects is canonically homotopy discrete, and so this entity is canonically equivalent to a category enriched in Kan complexes. This Kan-enriched category is canonically equivalent to Sing applied to the mapping topological spaces of the topological category ZHaus. In this way, there is a canonical identification of ∞-categories
and upon further inspection this identification can be enhanced to a symmetric monoidal one. 
Restriction along ∆
• gives the simplicial category
Lemma 2.3.6. The simplicial category Haus |∆ • is a Kan object.
Proof. We must show that each standard restriction map
is essentially surjective. This is the case because, for r : ∆ p ⇄ Λ 
witnessing an open cover of X p . That the construction is functorial among the above named arguments will be clear from this construction. Choose such parameters as in the previous paragraph. Denote the evident coequalizer topological space:
This topological space is manifestly locally compact and lies over D; and it is Hausdorff precisely because each map f i is zero-pointed over D. For each subset T ⊂ p denote the open subspace
which is the union of the images of the canonical open embeddings. The assignment P 0 (p) ∋ T → X T ∈ Haus D is the desired open cover of X p . Observation 2.3.8 (Zero-pointed embeddings as two-term open covers). From the proof of Lemma 2.3.7, we extract a conceptually useful reformulation of zero-pointed embeddings. Let X * and Y * be well-pointed extensions, and let D be a locally compact Hausdorff topological space (the case D = * is particularly clarifying). There is a bijection between the set of continuous maps D → ZEmb(X * , Y * ) and the set of isomorphism classes of cospans of Hausdorff submersions over D,
witnessing an open cover of W , and such that the following condition is satisfied:
Furthermore, this bijection is compatible with the contravariant functoriality in the argument D. Also, this bijection is compatible with composition of zero-pointed embeddings on the one hand, and pushouts on the other.
2.4. Structures. We refer to sheaves on Haus, with the Grothendieck topology pushed forward from Haus, simply as structures:
Definition 2.4.1. A (continuous) structure on Haus is a right fibration Haus(F) → Haus whose restriction to Haus is a (space-valued) sheaf. We usually denote such a structure solely by the symbol F, and for each zero-pointed space X * we will typically use the notation
for the space which is the fiber over X. In particular, each structure Haus(F) → Haus canonically determines a sheaf Haus(F) → Haus.
Recall from Lemma 2.3.7 the map of simplicial spaces ZHaus → Cov Haus .
Definition 2.4.3. Let F be a structure on Haus, which we regard as a sheaf Haus(F) → Haus by way of Observation 2.4.2. Define the pullback simplicial space
ZHaus(F)
/ / Cov Haus(F) ZHaus / / Cov(Haus) .
After Lemma 2.1.4, we regard ZHaus(F) as an ∞-category over ZHaus. We will sometimes refer to an object of ZHaus(F) as a zero-pointed F-space. Explicitly, a zero-pointed F-space is a zero-pointed space X * together with a section g ∈ F(X); and a morphism (X * , g) → (Y * , h) between two is a zero-pointed embedding X * f − → Y * and a path
We will use the notations
for the full symmetric monoidal ∞-categories; and similarly for other notationally evident sub-∞-categories of ZHaus.
Theorem 2.4.4. Let F be a structure on Haus. Let C be a symmetric monoidal ∞-category. The following statements are true which concern the symmetric monoidal ∞-category ZHaus(F) of zero-pointed F-spaces.
(1) The zero-pointed F-space * is a zero-object, as well as a symmetric monoidal unit.
(2) Negation implements an equivalence Definition 2.5.3 (Zero-pointed manifolds). The ∞-category of zero-pointed manifolds is the case of Construction 2.5.1 applied to B = {R n | n ≥ 0}:
For n ≥ 0, there is the ∞-category of zero-pointed n-manifolds:
Consider a collection B as in Construction 2.5.1, and regard it as a full sub-∞-category of Haus. Then there is the restricted Yoneda functor
where the last equivalence is making specific the right fibration model for presheaves. For E → B a right fibration that is a sheaf, we denote the pullback among ∞-categories as
By construction, the projection Haus(F E ) −→ Haus(F B ) is a map between structure on Haus.
Recall the following classical result, the Kister-Mazur theorem.
Theorem 2.5.4 ( [Ki] ). Let n ≥ 0. The morphism of topological monoids
from self-homeomorphisms of R n to self-embeddings of R n , is a weak homotopy equivalence of underlying topological spaces.
Corollary 2.5.5. Let n ≥ 0. There is a fully faithful embedding BTop(n) → Haus whose essential image is equivalent to the full sub-∞-category consisting of R n . Furthermore, the functor τ implements an equialence of ∞-catgories
-the latter two equivalence being standard. Definition 2.5.6 (B-structures). Let B → BTop(n) be a map of spaces. By way of Corollary 2.5.5, we regard B as a structure F B on Haus over the structure F {R n } . We use the notations with the latter two for the special case that G = * is the trivial group.
Remark 2.5.7. Via smoothing theory ( [KS] ), the ∞-category Mfld
is canonically equivalent as that of smooth n-manifolds and smooth open embeddings among them (with the compact-open C ∞ Whitney topologies on the mapping sets), provided n = 4.
Reduced factorization (co)homology
For coefficients in an augmented algebra, we extend factorization homology to zero-pointed manifolds; likewise for augmented coalgebras and factorization cohomology.
In this section we fix the following parameters.
• A dimension n.
• A symmetric monoidal ∞-category C.
Terminology 3.0.8 (⊗-sifted cocomplete). Let C be a symmetric monoidal ∞-category. We say C is ⊗-sifted cocomplete if its underlying ∞-category admits sifted colimits, and its symmetric monoidal structure distributes over sifted colimits. We say C is ⊗-cosifted complete is C op is ⊗-sifted cocomplete.
Remark 3.0.9 (B-structures). We comment that, for B → BTop(n) a map of spaces, every result in this section is valid after an evident modification that accounts for a B-structures. We choose to not carry the discussion with this additional notation present.
3.1. Disks. We consider the symmetric monoidal subcategory of zero-pointed manifolds generated by Euclidean spaces under disjoint union. We characterize augmented n-disk algebras in terms of Disk n,+ .
Definition 3.1.1 (Disk n ). We denote the full sub-symmetric monoidal topological category Disk n ⊂ Mfld n of finite disjoint unions of n-dimensional Euclidean spaces, and open embeddings among them. Likewise, we denote the three full sub-symmetric monoidal topological categories of ZMfld n (7)
Disk n,+ ⊂ ZDisk n ⊃ Disk + n the leftmost which is generated by R n + , the rightmost which is generated by (R n ) + , and the middle which is generated by R n + and (R n ) + . Through Lemma 1.6.7, negation implements an isomorphism of symmetric monoidal topological categories ZDisk n ∼ = ZDisk op n that restricts to a further isomorphism Disk n,+ ∼ = (Disk 
the first which is the subcategory consisting of those morphisms which are bijections on connected components, the second which is the coproduct over finite cardinalities of the subcategories with a fixed cardinality of components and bijections thereof, and the others which are classical.
Recall Definition 3.1.1 of the symmetric monoidal topological category Disk n and its variants.
Definition 3.1.3 (Alg n ). Let C be a symmetric monoidal ∞-category. We denote the ∞-categories of symmetric monoidal functors
We refer to objects in the left as n-disk algebras and to objects in the right as n-disk coalgebras.
The next result follows easily from Proposition 1.7.3.
Corollary 3.1.4. Let C be a symmetric monoidal ∞-category. There are canonical equivalences of categories
Remark 3.1.5. There is a close relationship between the topological operad E n of little n-cubes and the symmetric monoidal topological category Disk n : the manifest representation E n → Disk fr n induces an equivalence of symmetric monoidal ∞-categories Env(E n ) ≃ − → Disk fr n from the symmetric monoidal envelope. This identification makes use of topological smoothing theory ( [KS] ), and therefore assumes n = 4. Another articulation of this relationship is the pullback diagram among symmetric monoidal ∞-categories
Another articulation still is that there is a standard action of Top(n) on E n with respect to which there is an identification of the coinvariants
and therafter a canonical identification of invariants
3.2. Homology and cohomology. We extend factorization homology and cohomology to zeropointed manifolds.
Definition 3.2.1 (Factorization (co)homology for zero-pointed manifolds). Let C be a symmetric monoidal ∞-category. Let M * be a zero-pointed n-manifold. Let A : Disk n,+ → C and C : Disk + n → C be functors. Whenever they exist, we define the objects of C 
and refer to the first as the factorization homology of M * (with coefficients in A), and the second as the factorization cohomology of M * (with coefficients in C).
We point out that the above notion of factorization homology agrees with that considered in previous work [Fra] .
Lemma 3.2.2. Let M be an n-manifold and let A be an augmented n-disk algebra. Consider symmetric monoidal functor A + : Disk n,+ → C determined by A through Lemma 3.1.4. There is a canonical equivalence
Proof. The functor (−) + : Disk n /M → Disk n,+ /M+ admits a left adjoint, given by
The resulting adjunction is a localization, so in particular the functor (−) + is final.
We conclude this subsection by stating a universal property that factorization (co)homology satisfies. Recall Conditions 3.0.8 that a symmetric monoidal ∞-category might satisfy. We prove the following result contingent on the key technical result Proposition 3.3.3.
Proposition 3.2.3. Let C be a symmetric monoidal ∞-category. Consider the diagram of solid arrows
in which the downward arrows are conservative, given by restricting to underlying ∞-categories, and the unlabeled horizontal arrows are restrictions. Provided the additional (marked) Conditions 3.0.8 on C, then factorization homology determines the indicated dashed arrows which are fully faithful left adjoints making the left dashed square commute; and factorization cohomology determines the indicated dashed arrows which are fully faithful right adjoints making the right dashed square commute.
Remark 3.2.4. Even without the distribution assumptions on ⊗, we understand that the dashed arrows in diagram (11) are always defined on some full, possibly empty, subcategories of the respective domain (co)algebra categories.
Proof of Proposition 3.2.3. We only concern ourselves with the left side of the diagram, for the right side is dual. Corollary 3.3.5, together with Lemma 3.3.2, gives that the values of factorization homology can be computed over a sifted ∞-category. By inspection, the evident functor
is an equivalence of ∞-categories. After these observations, the proposition follows from a key result of [AFT2] .
3.3. Exiting disks. The slice ∞-category Disk n,+/M * appears in the defining expression for factorization homology. We give a variant of this ∞-category Disk + (M * ), of exiting disks in M * , which offers several conceptual and technical advantages. Heuristically, objects of Disk + (M * ) are embeddings from finite disjoint unions of basics into M , while morphisms are isotopies of such to embeddings with some of these isotopies slide disks off to infinity where they are forgotten -disks are not allowed to be created at infinity, unlike in Disk n,+/M * . We make light use of some theory of stratified spaces as developed in [AFT1] , and of some results thereabout in [AFT2] .
For this subsection, fix a conically smooth zero-pointed manifold M * . In [AFT2] we define, for each stratified space X, the ∞-category
of finite disjoint unions of basics embedding into X. This is a stratified version of Disk n/M . Definition 3.3.1 (Disk + (M * )). The ∞-category of exiting disks of M * is the full ∞-subcategory
consisting of those V ֒→ M * whose image contains * . Explicitly, an object of Disk + (M * ) is a conically smooth open embedding B ⊔ U ֒→ M * where B ∼ = C(L) is a cone-neighborhood of * ∈ M * and U is abstractly diffeomorphic to a finite disjoint union of Euclidean spaces, and a morphism is a isotopy to an embedding among such. We use the notation
Proof. Let C(L) ֒→ M * be a basic centered at the base point. In [AFT1] it is shown that any conically smooth open embedding from a basic U ֒→ M * whose image contains * is canonically isotpic to one that factors through an isomorphism U ∼ = C(L) ֒→ M * . We conclude that the projection from the slice
is an equivalence of ∞-categories. A main result of [AFT2] is that the ∞-category Disk(Bsc) /M * is sifted. It follows from the identification (12) that Disk + (M * ) is sifted.
The unique zero-pointed embedding * → M * induces the functor Disk n,+ = Disk n,+/ * −→ Disk n,+/M * .
We denote the subcategory Fin inrt * ⊂ Fin * of based finite sets that consists of the same objects but only those based maps I + f Proposition 3.3.3. There is a natural functor to the quotient ∞-category
whose value on B ⊔ U ֒→ M * is represented by (U + ֒→ M * ) ∈ Disk n,+/M * . Furthermore, this functor witnesses a localization
In particular, the functor (13) is final.
Consider the composite functor
the first arrow is restriction along the projection Disk n,+/M * → Disk n,+ ; the second arrow is left Kan extension along the quotient functor Disk n,+/M * → Disk n,+/M * / Disk n,+ ; the third arrow is restriction along that asserted in Proposition 3.3.3.
Notation 3.3.4. Given an augmented n-disk algebra A : Disk n,+ → C, we will use the same notation A : Disk + (M * ) → C for the value of the functor (14) on A.
We content ourselves with this Notation 3.3.4 because of the immediate corollary of Proposition 3.3.3.
Corollary 3.3.5. Let C be a symmetric monoidal ∞-category whose underlying ∞-category admits sifted colimits. Let A : Disk n,+ → C be an augmented n-disk algebra, and let C : Disk + n → C be an augmented n-disk coalgebra. There are canonical identifications in C:
3.4. Reduced homology theories. We use zero-pointed manifolds to articulate additional functorialities of reduced homology theories.
We use the notation Mfld ∂,O(n),fin n for the topological category of finitary smoothed n-manifolds with boundary and smooth open embeddings among them. Defined in [AFT2] is the concept of a homology theory for smooth nmanifolds with boundary -this is a symmetric monoidal functor H : Mfld ∂,O(n),fin n → C satisfying an ⊗-excision axiom. We will be concerned with the pointed variant, a functor H : Mfld
Definition 3.4.1 (Reduced homology theories). The ∞-category of reduced homology theories is the full sub-∞-category
consisting of those H which are reduced, which is to say that the canonical map
is an equivalence in C for every closed smooth (n − 1)-manifold P .
The following is an immediate consequence of some of our previous work ([AFT2] ).
Proposition 3.4.2. Let C be a symmetric monoidal ∞-category that is ⊗-sifted cocomplete. Provided n = 4, there is an equivalence of ∞-categories
Proof. There is the evident fully faithful symmetric monoidal functor
There is the symmetric monoidal functor
determined by declaring q : (R ≥0 × R n−1 ) + → +. There is the evident natural transformation id → i • q witnessing q as a left adjoint to i. It follows that, for
∼ the preimage of the maximal sub-∞-groupoid, then the canonical map from the localization
is an equivalence of symmetric monoidal ∞-categories. By inspection, W ⊂ Disk
is the smallest sub-symmetric monoidal category containing the isomorphisms as well as the morphism * → (R ≥0 × R n−1 ) + . Through the main results ( †) of [AFT2] , we conclude that
is fully faithful, with essential image
Recall from Definition 2.5.6 the ∞-category ZMfld O(n) n of zero-pointed smoothed n-manifolds (n = 4).
Theorem 3.4.3. Let C be a symmetric monoidal ∞-category satisfying the ⊗-sifted hypothesis. Provided n = 4, there is a fully faithful horizontal functor making the diagram among ∞-categories
Proof. Proposition 3.2.3 offers the existence of the rightward factorization homology functor as a left adjoint to the restriction, and it is fully faithful because Disk
is fully faithful. Proposition 3.4.2 states that the leftward factorization homology functor exists and is an equivalence. This establishes the triangle, and it remains to show that this triangle commutes. This is to say, for each finitary smooth n-manifold with boundary M , with associated zero-pointed manifold M * = * ∐ ∂M M , and each augmented n-disk algebra, there is a canonical equivalence
Observe that the quotient map π : M → M * is constructible. Consequently applying the pushforward formula for factorization homology from [AFT2] , we obtain an equivalence
where π * A : Disk(Bsc) /M * → C is defined by the composition of functors
Note now that the inclusion Disk + (M * ) → Disk(Bsc) /M * is final as an immediate application of Quillen's theorem A. That is, we can verify for each V ∈ Disk(Bsc) /M * the contractibility of Disk + (M * ) V / by noting that this slice ∞-category has an initial object. If V ֒→ M * contains the cone-point in its image, then V ֒→ M * is itself is the initial object. If V does not, adjoin a small conical neighborhood C(∂M ) of the cone-point of M * to V , and the disjoint union V ⊔C(∂M ) ֒→ M * is initial in Disk + (M * ) V / . As a consequence, we can calculate the factorization homology M A as the colimit of the restriction of π * A to Disk + (M * ). Since Disk + (M * ) → Disk n,+/M * / Disk n,+ is a localization by morphisms on which π * A is an equivalence, therefore the functor π * A canonically factors through Disk n,+/M * / Disk n,+ . By inspection, it is immediate that this factorized functor π * A : Disk n,+/M * / Disk n,+ → C is equivalent to the left Kan extension of A : Disk n,+/M * → C along Disk n,+/M * → Disk n,+/M * / Disk n,+ . Consequently, we obtain the equivalence
Remark 3.4.4. Theorem 3.4.3 implies that a reduced homology theory for n-manifolds with boundary has notable additional functorialities, namely extension-by-zero maps. For instance, for a properly embedded codimension-zero submanifold U ⊂ M possibly with boundary, and with quotient U * := * ∂U U , then for a reduced augmented homology theory H there is a natural map
Corollary 3.4.5 (Reduced factorization (co)homology satisfies ⊗-(co)excision). Let C be a symmet-
M R be a collar-gluing among smooth n-manifolds with boundary. Consider the associated zero-pointed n-manifolds M * and M L * and M R * and M 0 * . Provided C is ⊗-sifted cocomplete, then, for each augmented n-disk algebra A in C, there is a canonical equivalence in C
A among reduced factorization homologies, from a two-sided bar construction. Likewise, provided C op is ⊗-sifted cocomplete, then, for each augmented n-coalgebra C in C, there is a canonical equivalence in
among reduced factorization cohomologies, to a two-sided cobar construction.
Remark 3.4.6 (Pushforward for reduced factorization homology). We explain here that there is a pushforward formula for factorization homology of topological manifolds (this discussion is only topical for the case n = 4). The key result that proves this pushforward formula is the finality of the functor
The proof of this finality is tantamount to the fact that the map of topological monoids Diff(R n ) → Emb sm (R n , R n ) is a weak homotopy equivalence of topological spaces -there, we made use of a much more general fact, concerning automorphisms versus endomorphisms of basic singularity types. So we point out here that the argument verifying finality of the above functor is valid even in this topological setting, in because of the Theorem 2.5.4 of Kister-Mazur ([Ki] ). And thereafter, that the reduced factorization homology introduced in this article, too, satisfies the pushforward formula.
3.5. Proof of Proposition 3.3.3. This is the most technical part of this paper.
The strategy of this proof is captured by the diagram among ∞-categories
. 
where f −1 (U ) * is declared to be the sub-zero-pointed manifold f −1 (U ) * ⊂ M * if 0 ∈ U and as f −1 (U ) + if 0 / ∈ U . And so we have the composite map of ∞-operads
where here we are using the model for pointed presheaves of right fibrations with a section model, so that (symmetric monoidal) Yoneda is given through slice ∞-categories, as indicated. There results a canonical functor between pointed presheaves on Disk n,+ from the colimit Disk n,+/f −1 (U) * =:
Lemma 3.5.1. The map (16) of pointed presheaves on Disk n,+ is an equivalence.
Proof. Being a map between right fibrations over Disk n,+ , it is enough to show, for each finite set I, that the induced map of spaces
is an equivalence. Let I be a finite set. Consider a zero-pointed n-manifold Z * . For D n ⊂ R n the closed n-disk, consider the topological space ZEmb (D I → Z * for which the restriction f | : f −1 Z → Z is a topological embedding. In a standard manner, the evident restriction
I , Z * is a weak homotopy equivalence, and it is functorial in the argument Z * . So it is enough to argue that the likewise map of spaces as displayed above inwhere each instance of R n is replaced by one of D n , is an equivalence of spaces. Each map f −1 (U ) * ֒→ M * appearing in the above colimit is an open embedding. It follows from the compact-open topology on the set of zero-pointed embeddings that the collection
is comprised of open embeddings. Consider the union U ⊂ ZEmb (D I → M * through f −1 (U ) * for some term in the given indexing set. We conclude that the inclusion U ֒→ ZEmb (D 
is a weak homotopy equivalence. Now, consider the likewise composite representation
A main result of [AFT2] (⊗-excision) states that the likewise map of presheaves over Disk(Bsc) from the colimit (18) colim
is an equivalence. We highlight the following consequence of this equivalence. Denote the full subcategory Disk
consisting of those U ֒→ [0, 1] for which 0 ∈ U .
Lemma 3.5.2. The equivalence (18) restricts as an equivalence of presheaves on Disk(Bsc):
is fully faithful, then so is the functor between colimits colim
. By inspection, the functor from this restricted colimit factors through Disk + (M * ), and does so essentially surjectiely. The result follows because the functor ([?]) is an equivalence of ∞-categories, and is in particualr fully faithful. 
making the diagram pullback.
We now construct a functor
The domain and codomain of this functor (21) being coends, it is enough to construct a natural transformation φ U,t {(U,t)} making a diagram of ∞-categories
' ' P P P P P P P P P P P P
commute. Here, the top left term is the Grothendieck construction on the functor [•] , and so the proported downward arrow is a functor between ordinary categories. The downward arrow is given on objects as (
, and given on morphisms evidently. We take the natural transformation
to be the composition
.
Each of these arrows is manifestly functorial in the argument (U, t) ∈ Disk ∂,or
, and so we have constructed the functor (21).
The verification of the diagram (15), and therefore the proof of Proposition 3.3.3, is complete after the final result. 
Visible in the construction of the natural transformation (φ U,t ) (U,t) is that each component functor induces an identification from the quotient ∞-category:
From the construction of the functor (21) as one between colimits, it is enough to show that, for each (U, t) ∈ Disk ∂,or
, the functor φ U,t witnesses an identification from the quotient ∞-category
The proof is complete upon showing the canonical natural transformation from the constant functor at Disk n,+ to the functor (22) 
There is a canonical morphism (W, s) → (U 0 , t 0 ), thereby witnessing a cone on the given finite diagram.
Duality
Our setup is ripe for depicting a number of dualities: we will see Koszul duality among n-disk (co)algebras, as well as Poincaré duality among manifolds. Here, we recover a twisted version of Atiyah duality.
• A symmetric monoidal ∞-category C that is ⊗-sifted cocomplete and ⊗-cosifted complete.
Example 4.0.5.
• A stable presentable ∞-category S, equipped with direct sum, is a symmetric monoidal ∞-category that is ⊗-sifted complete and ⊗-cosifted cocomplete. In particular, for k a ring spectrum, then Mod k (Spectra) with direct sum is such an example.
• An ∞-topos X, equipped with Cartesian product, is a symmetric monoidal ∞-category that is ⊗-sifted complete and ⊗-sifted cocomplete. In particular, for any small ∞-category B, the ∞-category PShv(B) of presheaves with Cartesian product is such an example. The ∞-category Mod k with tensor product is not, in general, such an example, because ⊗ does not distribute over totalizations. 4.1. Poincaré/Koszul duality map. We now construct the Poincaré/Koszul duality map. Let C be a symmetric monoidal ∞-category which is complete and cocomplete. For a symmetric monoidal functor A : ZMfld n → C denote by A + the restriction to Disk n,+ and A + the restriction to (Disk + n ). Note that A + is an augmented n-disk algebra and A + is an augmented n-disk coalgebra. Note further that both M * A + and M * A + exist due to the existence of small colimits and limits in C.
Definition 4.1.1 (Poincaré/Koszul duality map). Let A : ZMfld n → C be as above. For M * be a zero-pointed n-manifold, the Poincaré/Koszul duality map is the natural morphism (23) is an equivalence, at least on a suitable full subcategory of ZMfld n ?
We make several remarks on definition. Remark 4.1.4 (Scanning). The special case of the Poincaré/Koszul duality map in the case C = Spaces × is equivalent to the scanning map of [Mc] , [Se2] , [Bö] . In those works the map is defined one manifold at a time, in compact families, upon making contractible choices; this makes the establishment of continuous functoriality in the manifold a nuisance to verify. To verify the relation, for simplicity, we fix a smooth framed n-manifold equipped with a complete Riemannian metric for which there is a uniform radius of injectivity ǫ > 0. Again for simplicity, consider A to be a (discrete) commutative group. In this case, we can identify the defining colimit for factorization homology as a labeled configuration space: a 1 ) , . . . , (x, a + b)], and the fourth term is just a convenient description of the underlying set of the third space. Dold-Thom theory gives that the homotopy groups of this space are identified as the reduced homology of M * . Through the same theory, we know (R n ) + A ≃ B n A ≃ K(A, n) is a model for the Eilenberg-MacLane space. Because we are working in spaces, and using that M is framed, factorization cohomology
is weakly equivalent to the based mapping space. Tracing through these identifications, the map (23) is weakly equivalent to the assignment
-here x ∈ B ǫ (x) ⊂ M is the ǫ-ball about x. This assignment is continuous, and is the scanning map as mentioned.
4.2. The bar construction. Recall the bar construction Bar(A) ≃ ½ ⊗ A ½ of an augmented associative algebra A → ½ in a symmetric monoidal ∞-category C from [Lu2] , computed at the level of objects as the colimit of the simplicial two-sided bar construction Bar • (½, A, ½). There is a naive comultiplication given by the augmentation of A
in the middle term. It is a classical result that, in chain complexes, one can choose a model specific representation which admits a strict coalgebra refinement of this homotopy associative map.
Theorem 4.2.1. Let A be an augmented n-disk algebra in C, a symmetric monoidal ∞-category which is ⊗-sifted cocomplete. There is a natural equivalence
between the factorization homology of the pointed n-sphere with coefficients in A and the n-times iteration of the bar construction applied to A.
Proof. By the comparison of factorization homology of zero-pointed manifolds and manifolds with boundary, we have a natural equivalence
Applying the Fubini theorem for factorization homology from [AFT2] , we obtain an equivalence
. . . This result allows us to see the naive comultiplication above as exactly the fold map (R n ) + → (R n ) + ∨ (R n ) + , the Pontryagin-Thom collapse map of an embedding R n ⊔ R n ֒→ R n .
Corollary 4.2.2. For A an augmented n-disk algebra in C, a symmetric monoidal ∞-category which is ⊗-sifted cocomplete, the n-times iterated bar construction Bar n (A) carries a natural n-disk coalgebra structure.
Proof. We exhibit an augmented n-disk coalgebra structure on (R n ) + A. By the ⊗-sifted-complete condition, the factorization homology A exists and defines a symmetric monoidal functor on ZMfld fin n , conically finite zero pointed n-manifolds. Restricting the functor to Disk + n gives the requisite n-disk coalgebra.
4.3. Linear Poincaré duality. We now spell out an essentially standard excision proof of Poincaré duality, but coached in the factorization language. As we see, a massive simplification of the disk algebra structure involved when the target is a stable ∞-category whose monoidal structure is given by direct sum.
Theorem 4.3.1 (Linear Poincaré duality). Let E be a Top(n)-module in stable ∞-category S, regarded as a Disk n,+ -algebra with respect to direct sum. Let
be the Top(n)-module on n-fold desuspension of E given by the diagonal action of Top(n) on the domain and codomain. The Poincaré/Koszul duality map
is an equivalence for any conically finite zero-pointed n-manifold M * . Disk These are ∞-groupoids whose classifying spaces are M ′ * , N * , M ′′ * , and M * , so the assertion follows from the fact that M * is the homotopy pushout in pointed spaces of M ′ * ← N * → M ′′ * . The excision argument for factorization cohomology follows identically, using that finite limits commute with colimits in S.
We now prove that the Poincaré/Koszul duality map is an equivalence via induction on a handle presentation. The base case is assured by the definition of E[−n]. To complete the proof it suffices to show the following inductive step: assume we are given a collar-gluing M * = M ≥− ∞ R×∂ M ≤∞ * of stratified spaces; if the Poincaré/Koszul duality map is an equivalence on each of the three components of the gluing, then its an equivalence on M * . This property follows immediately from each using excision (Corollary 3.4.5).
