This paper presents an artificial immune pattern recognition (AIPR) approach for the damage detection and classification in structures. An AIPR-based Structure Damage Classifier (AIPR-SDC) has been developed by mimicking immune recognition and learning mechanisms. The structure damage patterns are represented by feature vectors that are extracted from the structure's dynamic response measurements. The training process is designed based on the clonal selection principle in the immune system. The selective and adaptive features of the clonal selection algorithm allow the classifier to generate recognition feature vectors that are able to match the training data. In addition, the immune learning algorithm can learn and remember various data patterns by generating a set of memory cells that contains representative feature vectors for each class (pattern). The performance of the presented structure damage classifier has been validated using a benchmark structure proposed by the IASC-ASCE (International Association for Structural Control -American Society of Civil Engineers) Structural Health Monitoring Task Group. The validation results show a better classification success rate comparing to some of other classification algorithms.
INTRODUCTION
Structural Health Monitoring (SHM) systems collect data about critical structural elements using sensors to provide indicators when some anomalies are detected in a structure. The major tasks of SHM systems include real time monitoring of various structural changes, assessing structure performance, detecting structure damage, and predicting the remaining service life of structures. Damage diagnosis is one of the research topics that have been extensively investigated. Doebling et al. [1] summarized the researches on the vibration-based damage identification and health monitoring. Sohn et al. [2] reviewed the technical papers in structural health monitoring, published between 1996 and 2001. Most conventional structure damage analysis uses modal analysis methods. Modal parameters, such as natural frequencies, damping ratios, and mode shape curvature, have been the primary features used to identify damage in structures. For practical applications, however, these methods have not been shown to be effective in detecting damage at an early stage [3] .
Recently, a number of new approaches, such as statistical pattern recognition [3, 4] and neural network [5] [6] [7] , have been proposed for the damage diagnosis. For example, Sohn and Farrar [3] proposed a statistical pattern recognition method for the damage diagnosis using time series analysis of vibration signals. The residual error ratio of ARX models for test signal and the reference signal is defined as the damage-sensitive feature. Authors' further research [8] combines time series analysis, neural networks, and statistical inference techniques to deal with the effect caused by the changing environment and the variations of the system. Lee et al. [5] presented a method for damage detection in a plate structure and damage localization using neural network technique. While a lot of efforts have been made in detecting damages in structures, few researches have been conducted for the structure damage classification, especially unsupervised structure damage classification which is desirable in SHM. This paper presents a structure damage detection and classification methodology based on Artificial Immune Pattern Recognition (AIPR). The idea of an immune system as a special mechanism to detect anomalies and faults is quite intuitive because the main roles of the immune system are to perform pattern recognition and eliminate nonself (abnormality) or malfunctioning cells in the human body. With the immune clonal selection principle, a supervised structure damage classifier called AIPR-SDC has been developed. The AIPR-SDC presents a number of advantages. First, it is adaptive. The type of antibodies and memory cells can adapt to the antigenic stimulation through clonal selection algorithm. Second, it has learning capability. Different patterns are recorded in the memory via memory cells. Third, the advanced selection mechanism allows the classifier to keep the best memory cells in the memory cell set. The AIPR-SDC has been used to classify structure damage patterns using the benchmark structure proposed by the IASC-ASCE (International Association for Structural Control -American Society of Civil Engineers) SHM Task Group [9] .
The rest of the paper is organized as follows. Section 2 introduces basic concepts of natural and artificial immune systems. Section 3 presents the algorithm design of the AIPR-based structure damage classifier. Section 4 shows the classifier validation results and discusses the impact of system parameters on the AIPR-SDC performance. Section 5 concludes the presented work.
NATURAL AND ARTIFICIAL IMMUNE SYSTEMS
The immune system is a rapid and effective defense mechanism for a given host against infections [10] . From a pattern recognition perspective, the most appealing characteristic of the immune system is its immune cells (B-cells and T-cells) carrying surface receptors that are capable of recognizing and binding antigens covered with molecules, named epitope. The antibodies are soluble forms of the B-cell receptors that are released from the B-cell surface to cope with the invading nonself antigen. Antibodies bind to antigens leading to their eventual elimination by other immune cells [11] . When a B-cell encounters a nonself antigen that has sufficient affinity with its receptors, coupled with a stimulation signal from T-cells, the B-cell is activated. It, therefore, undergoes a clonal selection that consists of several subsequent processes. First, the B-cell produces clones that have surface receptors identical to those of their parent [12] . Next, the Bcell clones go through a somatic mutation process to increase the antibody population diversity and the affinities of the antibodies with the intrusion antigen. The final step of the clonal selection process is the formation of the memory cells. The activated B-cells with high antigenic affinities are selected to become memory cells that remain in the immune system for months or years. The memory cell for a specific antigen that had stimulated in the primary response will respond to previously recognized antigen in a much shorter time comparing to a newly activated B-cell [12] .
The novel characteristics of the immune system, such as adaptation, evolution, and fault tolerance, have inspired the development of Artificial Immune Systems (AIS). The AIS can be defined as the abstract or metaphorical computational systems developed using ideas, theories, and components, extracted from the immune system [11] . The AIS seems best suited to handle the great complexity of the reality [13] . The reason behind this is that the natural immune system incorporates a variety of artificial intelligence techniques, such as pattern recognition through a network of collaborating agents (e.g., immune network of B-cells), adaptive learning through memory (e.g., memory B-cells), and an advanced selection mechanism of the best B-cells [14] . The AIS has found various applications in the fields of pattern recognition, fault diagnosis, and intrusion detection. In the pattern recognition area, a number of researchers have exploited immune concepts for supervised and unsupervised classification [15, 16] , remote sensing image classification [17, 18] , and medical classification problems [19] .
AIPR-BASED STRUCTURE DAMAGE DETECTION AND CLASSIFICATION

AIPR-based structure damage classifier
This section introduces structure damage detection and classification based on time series data from a senor node. The damage classification system is designed using concepts derived from the natural immune system. The component mapping between the immune system and the AIPR-based Structure Damage Classifier (AIPR-SDC) is shown in Table 1 . The AIPR-SDC algorithm consists of two major stages. The first stage is the data pre-processing and feature selection. In this stage, all the training data (sensor data) need to be standardized and the feature vectors need to be calculated. In addition, memory cell set and antibody set for all the classes are initialized. In the second stage, the training antigen stimulates the antibody set causing some of antibodies to produce clones. The cloned antibodies are mutated to increase the affinity level of the antibody set with the invading antigen. The antibody having highest affinity with the stimulating antigen is chosen as a candidate memory cell for updating the memory cell set. 
Major components and parameters of the AIPR-SDC
This section defines the major components and parameters used in the AIPR-SDC algorithm.
1. Feature vector and feature space: a feature vector is a p-dimensional vector to represent an object. A feature space is a p-dimensional real vector space p R where each time series of measurement data is represented as a point.
2. Antigen: an antigen is a substance that stimulates the generation of antibodies and can cause an immune response. In artificial immune pattern recognition systems, an antigen could be a training or classification data that has two attributes, a feature vector and the class to which the antigen belongs. 3. Antibody and antibody set: an antibody has the same data structure (representation) as an antigen. The antibody set contains nc number of subsets. The number of nc is the number of patterns to be classified. The antibodies in ith subset are able to recognize ith pattern. 4. Artificial B-cell: an artificial B-cell is analogous to a B-cell in the natural immune system, which contains antibodies for recognizing antigens. 5. Affinity: the degree of match between an antigen and an antibody of a B-cell or a memory cell. In our implementation, the value of the affinity (limited between 0 and 1) depends on the distance between two feature vectors of two objects. The longer distance means lower affinity, and the shorter distance means higher affinity. 6. Memory cell and memory cell set: a memory cell is an antibody that has highest affinity with a previously invading antigen. The memory cell set consists of several subsets. The number of subsets is equal to the number of patterns. The memory cells for one class are contained in one subset. 7. Clonal value (CV): a value that measures the response of an artificial B-cell to an antigen. This value is equal to the affinity between an antibody and the stimulating antigen. 8. Mutation value (MV): a value used to indicate the mutation degree of the feature vector of an antibody. 9. Clonal rate (CR): an integer value used to control the number of antibody clones allowed for the activated artificial B-cell. The number of clones is CR*CV.
Notational convention
Before introducing the AIPR-based damage classifier in detail, following notational convention is giving for ease of understanding the algorithm.
1. Let ab denote a single antibody. Let ab.f and ab.c denote the feature vector and the class (pattern) of the antibody ab respectively, where
R is a p dimensional real value space and nc is the number of classes. This subsection introduces how to process measurement data, calculate feature vectors, and initialize the memory cell set and the antibody set for the classifier training. The algorithm for each step is described in the following subsections.
Data standardization
The measurement data are standardized to reduce the environmental effects. Let matrix 
Dimension reduction using principle component analysis (PCA) method
For monitoring a structure, multiple sensors are usually used to collect data from different locations. To extract feature vectors for a local area, time series measurement data sets from multiple sensors is reduced to lower dimensions by the Principal Component Analysis (PCA) method. The PCA is a statistical technique that uses a substantially smaller set of uncorrelated variables to represent the maximum amount of information from the original set of variables [4] . The PCA method involves the calculation of the eigenvalue decomposition of a data covariance matrix or singular value decomposition of a data matrix, usually after mean centering the data for each attribute. In our study, the multiple data sets from m number of sensors are compressed into one data set. It means that all the sensor measurement data are projected onto the principal component that has the biggest eigenvalue. Let 1 v v denote the vector that is corresponding to the biggest eigenvalue. So, the relationship between the compressed data
Feature extraction using multiple regression analysis
Once the measurement data Z are compressed into a one data set, the next step is to extract a feature vector from the compressed data for the classification. Since the compressed data x v consists of a large number of data points, it is not suitable to be used as a feature vector directly. The auto regressive (AR) algorithm is chosen to model the compressed time series data. Each compressed time series x is fitted to an auto-regressive (AR) model of order p as shown in equation (1) . 
Initialization of the memory cell set and the antibody set
The initial memory cells for each class (pattern) are generated by applying the k-means algorithm to the training data in each class. The k-means algorithm clusters n number of multi-dimensional points into k partitions, where n k < . The 
Classifier training process
The goal of the training process is to develop memory cells that are good feature representations for each pattern. The classifier training consists of the antibody set refinement process (evolution of antibody set) and the memory set refinement process (update of memory cell set). The flow chart of the training process is shown in Figure 1 . 
Evolution of antibody population using antigenic stimulation
The stimulation of the antibody set by an invading antigen will cause the evolution of the antibody set. The algorithm to evolve the antibody set by an antigenic stimulation is shown in Figure 2 . Given a training antigen ag, for each antibody ab that is in the same class as the antigen ag, the affinity between an antibody and the antigen is calculated. Let is the Euclidian distance between the feature vectors of β and γ . The probability that an antibody ab is cloned depends on its affinity with the antigen. It means that an antibody with higher affinity has higher probability to be cloned. The number of the cloned antibodies, r CloneNumbe , depends on the clonal rate CR and the clonal value CV. According to the natural immune system, the higher the affinity, the larger the number of antibodies is cloned. The clonal value CV is a reflection of this affinity. We choose the clonal value being equal to the affinity value, so r CloneNumbe can be calculated by the equation (4 is the mutated antibody and MV is the mutation value. Typically, the higher the affinity is, the smaller the mutation value. In our design, the mutation value MV is defined as CV MV − = 1 . In the equation (5) The mutated antibodies are added into the antibody subset to which the ag belongs. Since the maximum number of each antibody subset is limited to MaxABN , the resulting antibody subset is sorted in a descending order according to the affinity values of the antibodies with the given antigen. The top MaxABN number of antibodies is selected to form the evolved antibody set. The rest of antibodies are discarded. The antibody with the highest affinity is chosen as the candidate memory cell candidate MC for the updating of memory cell set, which will be discussed in the next section.
Update memory cells
The candidate memory cell generated in the antibody evolution process is used to update the memory cell set to enhance the representation quality of memory cells for each pattern. The pseudo-code of the memory cell update process is shown in Figure 3 . 
Damage classification process
The memory cells generated in the training process are used to classify test data during the classification process as shown in Figure 4 . For a damage-pattern-unknown time series data, the affinities between the feature vectors of the measurement data with memory cells in the memory cell set are calculated. The pattern of the test data is classified to the same class as the memory cell with whom the test data has highest affinity.
DAMAGE CLASSIFICATION USING A BENCHMARK STRUCTURE
Benchmark structure
The developed AIPR-based structure damage classifier has been used to classify structure damage patterns using a benchmark structure [9] proposed by the IASC-ASCE SHM Task Group as shown in Figure 5 . The frame is a 4-story, 2 by 2 bay steel-frame scale model [20] . The structure has 16 accelerometers, 2 x-direction and 2 y-direction per floor. Two finite element models based on this structure were developed to generate simulated data. The first model is a 12DOF model: two horizontal translations and one rotation per floor except the ground. The second model is a 120DOF model that only requires floor nodes to have the same horizontal translation and in-plane rotation. Five damage patterns are defined by the ASCE SHM Task Group and four of them were used in our study. These damage patterns are 1) all braces of the first floor removed; 2) all braces of the first and the third floor removed; 3) one brace removed from the first floor; 4) one brace removed from each of the first and the third floors. The data generation program for the two models is available on the web at http://mase.wustl.edu/wusceel/asce.shm/.
Training and classification data generation
The training and classification data are generated for normal and four damage patterns under various operational conditions. The excitation force modeled as filtered Gaussian white noise is applied to each floor. The ranges of each parameter and their steps for generating training data are listed in Table 2 . The parameters include the damping, noise level, force intensity, time. Total of 1750 scenarios, 350 for each pattern is used to train the designed classifier. In addition, the classification data under 300 simulation cases are generated for validating the classifier. The parameter ranges and steps for the generation of classification data are shown in Table 3 . 
Classification results
The performance of the AIPR-SDC is validated using the training and classification data described in the previous section. The classification accuracy is compared with other classification algorithms as listed in Table 4 . The system parameters selected for the AIPR-SDC are CR=10, σ =0.5, MCRT=0.985, and MCIT=0.55. The classification success rate is the average of 20 training and classification cycles. Figure 6 to Figure 7 show the influence of the clonal rate CR and σ value to the classification success rate respectively.
The change of the clonal rate from 2 to 8 increases the classification rate from 60% to 80%. The further change of the clonal rate does not have a significant effect on the classification rate. It remains at about 80%. This is because each class of antibodies has a limited number (MaxABN). When the clonal rate is small, the change of its value will have a big impact on the affinity and diversity of top MaxABN number of antibodies. When the clonal rate gets higher, the number of cloned antibodies is much larger than the value of MaxABN. Most cloned antibodies are thrown away after clone and mutation. The value of σ also affects the classification rate. When the σ value is in the range of 0.3 to 0.6, the classification rate is about 80%. This area may result a good distribution of memory cells within the unit hyper-sphere. 
CONCLUSIONS
An AIPR-based structure damage classification algorithm is presented in the paper. The presented classifier, AIPR-SDC, is designed based on the immune clonal selection principle. The evolution and the immune learning algorithms make it possible for the classifier to generate a high quality memory cell set for recognizing various structure damage patterns through a training process. The AIPR-SDC has been used to classify structure damage patterns using a benchmark structure proposed by the IASC-ASCE SHM Task Group. The verification results show that the AIPR-SDC has a better classification success rate comparing to some of other classification algorithms.
