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Dans cette thèse, on présente une étude détaillée de deux stratégies de commande non 
linéaire appliquée 2 la machine à réluctance variable. Les stratégies proposées 
permettent de compenser pour les non-linéarités du moteur et réduire, considérablement, 
l'ondulation du couple. 
La première stratégie consiste à commander la position du moteur en effectuant une 
linéarisation au sens entrées-état du modèle. Un schéma de commande non adaptative 
est simulé en premier. La robustesse d'un tel schéma est ensuite analide. Afin de 
compenser pour les incertitudes paramétriques du modèle nous proposons schéma de 
commande adaptative. Pour éviter la mesure de l'accélération du moteur, nous 
proposons d'utiliser le principe de l'erreur augmentée. Même si les résultats de 
simulation sont concluants, la complexité de calcul des lois de commande en temps réel 
reste la principale limitation de cette stratégie. De plus, elle ne répond pas à tous les 
critères d'une application industrielle. 
La deuxième stratégie consiste à commander le couple instantané du moteur en effectuant 
une linéarisation au sens entrées-sorties du modèle. Même si elle requiert une mesure 
précise du couple instantané, une telle solution permet non seulement de réduire 
considérablement les calculs en temps réel, mais aussi de répondre aux exigences de 
plusieurs applications industrielles. De plus, la commande de position ou de vitesse 
s'effectue plus facilement si le moteur est commandé en couple. En effet, seul le 
modèle mécanique est considéré pour le calcul des lois de commande. 
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ABSTRACT 
In this thesis two non linear control strategies are designed for a three phase switched 
reluctance motor. These strategies compensate for the motor non-linearities and reduce 
the torque ripple of the motor. 
The first control strategy is an input-state linearisation. The motor position and the 
unselected currents are the outputs. First, the non adaptive scheme is considered. The. 
robustness of such a control scherne is analysed. Second, the adaptive scheme is 
designed in order to compensate for model uncertainties. To avoid the need for 
acceleration measurement we propose to use the augmented error principle. Using such 
a control scherne, real time calcuiations are tedious and indusûid requirements are not 
entirely fulfilled. 
The second control strategy is an outputs-inputs linearisation. The motor torque and the 
unselected currents are the outputs. This connol scheme requires the instantaneous 
torque measurernent. The motor parameters uncertainty is compensated by the adaptive 
scheme. The second control strategy requires less real time calculations and reduces the 
torque ripple considerably. Since the torque is directly controlled. speed or position 
controller can be designed using the mechanical model only. 
v i i i  





......................................................................................... LISTE DES FIGURES 
........................................................ LISTE DES SIGLES ET ABRÉVIATIONS 
................................................................................................. INTRODUCTION 
CHAPITRE 1: LI'ITÉRATURE ET PROBLÉMATIQUE 
...................................... 1.1 Historique de la machine à réluctance variable (MRV) 
.................................................................... .............................. 1 .2 Littérature . 
............................................................................................ 1 -2.1 Conception 
.......................................................................................... 1.2.2 Modélisation 
........................................................................ 1.2.3 Problèmes de commande 
. . .......................................................... 1 -2.4 Théories associees à la commande 
.............................................................................. 1.3 Motivations et contributions 






d i  
1 
VARXABLE 
................................................................................ 2.1 Principe de fonctionnement 22 
....................................................................................... 2.2 Critères de conception 27 
................................................................................ 2.3 Alimentation de la machine 30 
.......................................................................... 2.4 Modèle simplifié de la machine 37 
2.4.1 Partie électromagnétique ................................... .... ........................... 37 
................................................................................... 2.4.2 Partie mécanique 39 
CHAPITRE  COMMANDE NON LINÉAIRE ET ADAPTATTVE:RAPPEL 
THÉoRIQuE 
3.1 Théorie de la linéarisation par retour d'état ....................................................... 
3.1.1 Définitions et théorèmes ....................................................................... 
3.1.1.1 Difféomorphisme .................................................................... 
3.1.1.2 Dérivée de Lie ........................................................................ 
3.1.1.3 Crochet de Lie ........................................................................ 
3.1.1.4 Théorème de Frobenius .......................................................... 
3.1.2 Linéarisation au sens entrées-état d'un système monovariable ............... 
3.1.2.1 Conditions pour une linéarisation au sens entrées-état ............. 
. 
3.1.2.1 Etapes à suivre ....................................................................... 
3.1.2.1 Exemple de linéarisation au sens entrées-état ......................... 
3.1.3 Linéarisation au sens entrée-sortie d'un système monovariable ............ 
3.1.3.1 Génération de la relation entrée-sortie Iinéaire ........................ 
...... 3.1.3.2 Forme normale, dynamiques internes et dynamiques zéro 
3.2 Commande adaptative des systèmes linéarisables .............................................. 
3.2.1 Adaptation des paramètres (algortithme du gradient) ...................... .
.............................................................. 3.2.1.1 Etapes de conception 61 
.............. 3.2.1.2 Stabilité et convergence de l'algorithme du gradient 62 
.................. ..................... 3 .2.1.3 Propriétés de convergence . 63 
............................... 3.2.2 Commande adaptative des systèmes monvariables 63 
........................... 3.2.2.1 Indice caractéristique r-1 ................... .. 63 
3.2.2.2 Indice caractéristique r> 1 .................................................... 65 
.............................. 3.2.3 Commande adaptative des systèmes multivariables 
CHAPITRE IV:APPLICATION DES STRATÉGIES NON LINÉAIRES A LA 
COMMANDE DU MOTEUR À RELUCTANCE VARIABLE 
Introduction .................................................................................................... 
.................................................................................... Dynamiques du moteur 
r 
4.2.1 Equations d'état du moteur .................................................................. 
........................... 4.2.2 Logique de la commutation ................................... .... 
4.2.3 Paramétrisation linéaire du modèle ....................................................... 
Linéarisation au sens entrées-état: commande de position ................................. 
4.3.1 Objectifs de la commande ..................................................................... 
4.3.2 Commande de position sans adaptation des paramètres ......................... 
......................... 4.3.3 Commande de position avec adaptation des paramètres 
4.3.3.1 Linéarisation du modèle paramétnsé ........................................ 
4.3.3.2 Lois de commande et lois d'adaptation basée sur l'erreur 
augmentée .............................................................................. 
4.3.4 Analyse des résultats et étude comparative des deux stratégies de 
commande ............................................................................................ 
4.3.4.1 Performances en boucle ouverte .............................................. 
4.3.4.2 Perfonnancesde la commande linéarisante et non adaptative 
de position .............................................................................. 97 
4.3 -4.3 Performances de la commande linéarisante et adaptative 
de position ......................................................................... 105 
4.3.4.4 Étude comparative des deux lois de commande ..................... 111 
4.4 Linéarisation au sens entrées-sorties: Commande du couple instantané 
dumoteur ................................ ,.,, ................................................................ 113 
4.4.1 Amélioration de la logique de commutation ......................................... 113 
4.4.2 Objectifs de la commande ..................................................................... 114 
4.4.3 Linéarisation ......................................................................................... 115 
4.4.3.1 Cas où les paramètres sont connus ......................................... 115 
4.4.3 -2 Adaptation des paramètres électriques pour la commande 
du couple ................................................................................ 120 
4.4.4 Commande linéansante et adaptative de la position et/ou de la vitesse .. 124 
4.4.4.1 Commande de vitesse ............................................................. 125 
4.4.4.2 Commande de position .......................................................... 127 
4.4.5 Analyse des résultats ............................................................................ 127 
CHAPITRE V:ASPECTS DE LA MODÉLISATION, DE LA MESURE ET L'IM- 
PLANTATION EN TEMPS RÉEL DES LOIS DE COMMANDE PROPOSÉES 
5.1 Introduction .................................................................................................... 133 
5.2 Structures éIectromécaniques de moteur .......................... . .................. 134 
................... Mesure des caractéristiques magnétiques (flux-courants-positions) 136 
.......................................... Modèles analytiques à partir des mesures recueillies 138 
Problèmes de mesure du couple électromagnétique du moteur .......................... 141 
5.5.1 Caractéristiques couples-courants-positions:mesure du couple en 
........................................................................................ temps différé 141 
5.5.2 Calcul du couple par l'estimation en temps réel du flux ......................... 142 
Aspects de l'implantation en temps réel des algorithmes de commande .............. 146 
....................................................................................................... CONCLUSION 149 
................................................................................................. BIBLIOGRAPEIlE 151 
LISTE DES FIGURES 
........................................................... 1.1 MoteursdeCharlesG.Page(1835~1840) 5 
.................................................................... 1.2 Moteur de Graiffe (1 840 environ) 5 
.............................................................. 1.3 Moteur élémentaire de Froment (1 845) 6 
............................ 1.4 Moteur pas à pas (32 dents rotonques) de C.L.Walker (1919) 8 
1.5 Un des premiers moteurs à réluctance variable 2 double 
..................................................................................... saillance (1920 environ) 9 
Circuit magnétique à réluctance variable ......................................................... 
Relation flux-courant pour un circuit non saturé .............................................. 
Caractéristique magnétique d'un circuit reluctant ............................................ 
........................................................................................ Circuit d'excitation 
......................................................................... Étapes de rotation d'une MRV 
.......................................................................... Profil idéalisé de l'inductance 
Répartition de l'énergie électrique : (a) circuit linéaire.@) circuit saturé 
(cas pratique) . (c) cas idéal avec saturation extrême .................................. 
Paramêtres géométriques d'une MRV du type 614 ........................................... 
Conversion d'énergie pendant un pas du moteur ............................................ 
Convertisseurs à récupération passive de l'énergie 
(a) récupération résistive (b) récupération dans une diode E n e r  ............. 
Structures d'alimentation d'une MRV ........................................................... 
Convertisseur à récupération indirecte à la source ........................ ... ............ 
Convertisseur à récupération indirecte à la phase suivante ............................. 
Convertisseurs pour moteur à réluctance variables ........................................ 
...................................... Configuration mécanique du système moteur-charge 46 
Caractéristiques couples-positions-courants .................. ; ............................. 
Système commutateur -machine ..................................................................... 
Inductance par phase du moteur ....................................................................... 
Analyse harmonique de l'inductance .............................................................. 
Schéma de commande de position par la linéarisation au sens 
....................................................................................................... entrées-état 
Système d'alimentation et d'autopilotage du moteur à réluctance variable ... 
Couple total développé en boucle ouverte ........................................................ 
Trajectoire de la position désirée ..................................................................... 
Position du moteur .......................................................................................... 
Erreur de poursuite ........................................................................................ 
Erreur quadratique (sans incertitude) ............................................................. 
Couple total produit par le moteur .................................................................. 
Tension aux bornes de la phase 1 du moteur ................................................... 
Courant dans la phase 1 du moteur ............................................................... 
Erreur de poursuite (incertitude sur la masse M de la charge) ....................... 
Erreur de poursuite (incertitude sur le moment d'inertie J) .......................... 
Erreur de poursuite (incenitude sur la résistance par phase R) ..................... 
Erreur de poursuite (incertitude sur le paramètre a) .................................... 
Erreur de poursuite (incertitude sur le paramètre b) 
Erreur de poursuite (incertitude sur le paramètre YS) 
Erreurs quadratiques (8 . 0. ) *pour les différentes 
................................ 
incertitudes .............. 
Couple développé (sans mesure de l'accélération) ....................................... 
..................................... Erreur de poursuite (sans mesure de l'accélération) 
........................................................................................ Trajectoire désirée 
............................................................................. Position réelle du moteur 
Erreur de position (commande linéarisante et adaptative) ............................ 
Erreur quadratique (commande Iinéarisante et adaptative) .......................... 
Couple électromagnétique et couple de charge ............................................ 
Accélération réelle et estimée ...................................................................... 
Évolution du couple lors d'une variation de la charge .................................. 
Tension de commande ui : sans adaptation des paramètres ......................... 
Tension de commande ui : avec adaptation des paramètres ......................... 
...................................................................................... Courants du moteur 
Schéma de la commande linéarisante et adaptative du couple ...................... 
Schéma de commande de vitesse ou de position du moteur commandé en 
................................................................................................................... couple 
Schéma de simulation .................................................................................. 
Réponse à un échelon de couple ................................................................... 
Erreur de poursuite du couple ....................................................................... 
Tension appliquée à la phase 1 du moteur ................................................... 
Courants du moteur ..................................................................................... 
Réponse du couple à une référence sinusoïdale ............................................ 
Réponse à une trajectoire de vitesse (-) vitesse réelle (-- ) vitesse désirée .... 
Erreur de vitesse .......................... ... ...................................................... 
Réponse à une trajectoire de position (-1 position réelle 
(. ) position désirée ........................................................................................ 
4.45 Erreur de position ....................................................................................... 
5.1 Caractéristique couple vitesse du moteur DDM-22 15 B (-) .......................... 134 
5.2 Vue d'une section du moteur DDM-22 15 B ................................................... 134 
5.3 Inductance par phase du moteur ..................................................................... 136 
5.4 Caractéristiques magnétiques (flux-courants-positions) d'une phase ............ 137 
5.5 Caractéristiques couplestourants-positions .................................................. 140 
5.6 Réluctance obtenue à partir des caractéristiques magnétiques ....................... 142 
5.7 Déride de la reluctance par phase ............................................................... 143 
5.8 Couple réel (- ) et couple estimé (-) .............. .......................................... 144 
.......................... 5.9 Diagramme temporel de la commande numérique du MRV 146 
...................................... 5.10 Algorithme de commande en temps réel du MRV 147 
.......................... 5.1 1 Schéma du système de commande en temps réel du couple 148 
x v i  i 
LISTE DES SIGLES ET ABRÉVIATIONS 
B: coefficient de frottement 
E: force contre électromotrice 
f: champ de vecteurs 
g: champ de vecteur 
gr : accélération due Zi la gravitation 
hr: hauteur des dents rotoriques 
1: courant 
Ij: courant de la phase j 
J: moment d'inertie 
K: indice de la phase sélectionnée 
K- 1, k+ 1 : indices des phases nonsélectionnées 
Lrnin: inductance minimale 
LW: induc tance maximale 
1 : longeure de la tige 
L: longueure active 
Lh: dérivée de Lie de h le long du champ de  vecteur f 
Lj(0): inductance de la phase j 
M: masse de la charge 
M(s): fonction de transfert du filtre 
Ns: nombre de dents au stator 
Nt: nombre de dents au rotor 
P: vecteur des paramètres réel du système 
P: vecteur des parmètres estimés 
P(8): pérméance 
q: nombre de phases 
xvi  i i 
ri : indice caractéristique correspondant il la sortie yi. 
r : indice caractéristique total 
R; rayon du rotor 
4: rayon du moteur 
R: résistance par phase du moteur 
T: couple électromagnétique total 
Tj(1,B): couple électromagnétique développé par phase 
Tw: couple moyen par phase 
TL: couple de charge 
u: tension 
uj: tension de la phase j 
v: nouveau vecteur d'entrées 
û : nouveau vecteur d'entrées calculé à partir de paramètres estimés 
V: fonction de Lyapunov 
W : vecteur de fonctions mesurables 
Wph : énergie 
Wph' : coénergie 
Wm : énergie mécanique 
WC: énergie électrique 
Wp: énergie électromagnétique convertie 
WR: énergie électromagnétique non convertie 
x: vecteur d'état 
x,: point d'équilibre 
y: vecteur de sorties 
z: vecteur des nouveaux coordonnées du système 
a : accélération 
OU : accélération désirée 
â : accélération éstimée 
&: arc polaire statorique 
Pr: arc poiaire rotorique 
8: position 
ûd : position désirée 
80: position alignée 
en: position non alignée 
q: vecteur des varibles rendues non observables par la linéarisation 
y : flux 
yj: flux de la phase j 
%(O): réluctance de la phase j 
c: vecteur des nouveaux coordonnées observable du système 
a: application ( difféomorphisme) 
&: voisinage de XO 
Vh: gradient de h par rapport au vecteur d'état x 
$: vecteur d'erreurs d'estimation 
: vitesse angulaire 
~d : vitesse angulaire désirée 
INTRODUCTION 
Les actionneurs électriques ont toujours constitué des éléments indispensables au 
fonctionnement des procédés industriels durant ce siècle. De plus, vue la tendance vers 
l'exploitation de sources d'énergie non poiluantes, l'utilisation des moteurs électriques 
dans les différents secteurs de l'industrie ne fera qu'augmenter. 
Plusieurs types de machines ont été inventés au début de siècle, seulement quelques unes 
ont été introduites dans les applications industrielles. Vu l'état d'avancement dans les 
domaines de l'électronique de puissance, de l'informatique et de la commande, les 
caractéristiques des moteurs électriques étaient mal exploitées et le critère de choix était 
essentiellement la simplicité de commande. C'est ainsi que le moteur à courant continu 
était fortement utilisé dans les applications industrielles et domestiques, contrairement à 
d'autres comme le moteur synchrone, asynchrone et à réluctance variable. 
Malgré la simplicité de sa fabrication et ses bonnes caractéristiques électromagnétiques, 
le moteur à réluctance variable était peu utilisé. La complexité de sa commande et 
l'ondulation élevée du couple qu'il développe constituaient, son principal handicap. 
Pendant les deux demikres décennies, des développements technologiques remarquables 
ont été réalisés dans le domaine de l'électronique de puissance et de 
l'informatique. Ceci a permis de relancer les travaux sur la machine à réluctance 
variable. Les nouvelles techniques de conception assistée par ordinateur ont permis de 
concevoir différentes structures de machines performantes. De plus, de nouveaux 
interrupteurs de puissance très performants et des nouvelles topologies de convertisseurs 
ont permis une alimentation à rendement amélioré du moteur permettant ainsi une 
exploitation beaucoup plus efficace de la machine. 
En même temps. des travaux on été entrepris tant au niveau de la modélisation que de la 
commande. À cause de sa structure électromagnétique, le moteur à réluctance variable 
développe un couple fortement pulsatoire causant des bruits acoustiques 
considérables. De plus. dû à son fonctionnement en saturation et à sa réluctance 
variable, le moteur est un système dont le modèle est fortement non linéaire et 
incertain. Finalement, à cause de la diversité des configurations, aucune forme de 
modèle ne peut être généralisée . 
Même si les techniques de commande linéaire sont maintenant bien développées. elles ne 
peuvent être appliquées à la commande du moteur à réluctance variable. Les lois de 
commande développées à partir de son modèle linéarisé autour d'un point d'opération ne 
peuvent aboutir à des performances dynamiques acceptables. 
C'est seulement durant les deux dernières décennies que la théorie des systèmes non 
linéaires a connu un avancement considérable. La technique de linéarisation par retour 
d'état figure parmi les résultats les plus importants. Cette technique consiste à inverser 
le modèle non linéaire pour obtenir une relation entréesétat ou entrées-sorties linéaire et 
appliquer les techniques de commande linéaire classiques. 
L'inconvénient d'une telle technique est que l'inversion est basée sur la connaissance 
exacte du modèle. En pratique. il est irréaliste de considérer l'hypothèse d'un modèle 
exact. Donc, l'application d'une telle technique au moteur à réluctance variable ne peut 
aboutir à la linéarisation escomptée. Cependant. la combinaison des techniques de 
commande adaptative avec celle de la commande linéarisante permet une linéarisation 
même en présence d'incertitudes paramétriques du modèle. 
Même si la contribution principale de cette recherche se situe au niveau de la commande 
du moteur. des études et des résultats concernant les autres aspects associées à la machine 
à réluctance variable seront présentés. Cette thèse est divisée en cinq chapitres. Dans 
le chapitre 1. nous présentons l'historique, la littérature concernant les travaux de 
conception, de modélisation et de commande de la machine à réluctance variable. Nous 
évoquerons aussi les motivations qui justifient la réalisation d'une telle recherche ainsi 
que les contributions apportées dans le domaine. 
Le chapitre II traite des généralités sur la machine. Son principe de fonctionnement, les 
critères de sa conception, les topologies de convertisseurs qui lui sont associés et 
finalement son modèle simplifié seront présentés 
Dans le chapitre III, on détaille les différents aspects théoriques reliés à la commande 
linéarisante et adaptative. 
Dans le chapitre IV, on présente tous les développements concernant l'application des 
deux techniques de commande non linéaire et adaptative au moteur à réluctance 
va.riable. La première consiste à effectuer une linéarisation entrées-état pour commande 
directe de la position du moteur. La deuxième consiste à effectuer une linéarisation au 
sens entrées-sorties pour la commande du couple instantané du moteur. Dans ce 
chapitre nous étudions le problème de singularité survenant au moment de la 
commutation et nous proposerons des solutions pour y remédier. Les résultats de 
simulation et l'analyse des performances de chacune des méthodes seront présentés. 
Finalement on a consacré le chapitre V aux aspects de la modélisation, de la mesure des 
paramètres et des caractéristiques électromagnétiques ainsi qu'à l'implantation en temps 
réel des lois de commande proposées. 
CHAPITRE 1 
1.1 Historique de la machine à réluctance variable 
Bien avant que la machine à courant continu damive à maturité et occupe une place 
importante dans plusieurs applications industrielles, de nombreuses machines, connues 
aujourd'hui sous le nom de machines à réluctance variable, étaient proposées. Parmi les 
inventeurs, citons le physicien russe Jacobi qui, dans un rapport présenté à l'Académie 
des sciences de Saint Petersburgh en 1834, propose d'appliquer l'électromagnétisme aux 
machines et décrit une structure tournante à réluctance variable. Dans (Duma, 1968; 
Harris et aliés 198 1) on rapporte que le professeur et physicien américain Charles Grafton 
Page a réalisé entre 1835 et 1840 plusieurs dispositifs originaux à fer tournant. La 
Figure 1.1 montre trois moteurs de Charles Grafton Page. On remarque que les courants 
de bobines étaient cornmutés par des interrupteurs mécaniques en synchronisme avec le 
mouvement, assurant ainsi un autopilotage mécanique. 
En France, vers 1840, l'ingénieur Graiffe (Laurancin, 1870) a construit un moteur de 
démonstration. Comme le montre la Figure 1.2, ce moteur est aussi autopiloté 
mécaniquement. D'autres moteurs similaires furent conçus en 1 837 par l'Américain 
Davenport pour actionner une presse d'imprimerie et par l'Écossais Robert Davidson en 
1839 pour I'entraînement d'un tour. À cette époque, le français Gustave Froment 
réalise un moteur de grandes dimensions (Darris, 1883). 
Davidson a utilisé l'un des premiers moteurs tournants à réluctance variable en 1842 pour 
entraîner à 6 km/h un véhicule ferroviaire électrique parris, 1883). En 1845, Gustave 
Froment réalise un moteur tournant performant, ancêtre des moteurs à réluctance variable 
Figure 1.1 : Moteurs de CharIes G.Page (1835-1840) 
Figure 1.2 : Moteur de Graiffe (1 840 environ) 
à double saillance. Ce moteur a servi à entraîner des machines à tracer des divisions 
(Laurancin. 1870) sur les règles à cadrans, etc. 
La Figure 1.3 tirée de (Dumas, 1968) montre un moteur à 4 phases où on peut voir la 
disposition astucieuse des bobines d'une même phase. Ceci permet de minimiser la 
longueur des trajets du flux dans les circuits de retour. Ce moteur fùt utilisé pour 
remonter des poids d'horloge (Dumas, 1968) et pour entraîner une meule à chanvre 
(Japing, 1967). 
Figure 1.3 : Moteur élémentaire de Froment (1 845) 
Un autre dispositif plus puissant a été construit par Froment. Ce moteur est constitué 
d'un empilage de 5 structures élémentaires (Beltran, 1991) comprenant chacune 4 
électroaimants à deux pôles bobinés et commutateur mécanique permettant 
l'autopilotage. Le couple de ce moteur a atteint 500 N.m environ. Il faut mentionner 
que toutes ces machines à réluctance variable n'ont été utilisées que pour des 
fonctionnements en mode moteur. Leur apparence passive n'a pas laissé entrevoir leur 
réversibilité. 
Depuis, le moteur à réluctance variable est resté marginal. II fut dépassé par les 
machines synchrones permettant de réaliser les plus grands générateurs, par les machines 
asynchrones pouvant se mettre en marche sans dispositif auxiliaire et fonctionner sur le 
réseau alternatif et, évidemment, par les machines à courant continu à collecteur, 
facilement commandables pour fonctionner à vitesse variable. 
Malgré tout cela, le moteur à réluctance variable n'a pas complètement disparu. Ainsi, 
il a actionné des systèmes d'horlogerie (horloge Froment,l854), des jouets (petits 
moteurs monophasés) vers l9OO- 19 10, des dispositifs de transmission électrique 
(synchro-machines dans les bateaux de guerre ) en 1920, des rasoirs (Remington) ou 
encore des tourne-disques (78 tr/min). 
C'est vers les années 19 10 que les moteurs pas à pas à réluctance variable commencent à 
être appliqués à des entraînements différents. Une invention originale de l'ingénieur 
écossais CLWalker a fait l'objet d'un dépôt de brevet au Roymme-Uni en 1919 
(Kenjo'1992; Kant, 1989). La structure proposée est présentée à la Figure 1.4. C'est 
l'une des premières structures à double saillance qui sont apparues dans les années 
1920. La Figure 1.5 montre un moteur du type 6/4 qui a été utilisé dans les bateaux de 
guerre des années 20. 
La théorie dans ce domaine a suivi les premières applications. Dans un article présenté 
par Karapetoff(l927), on décrit le principe de la génération d'efforts dans les machines à 
réluctance variable. Dans les années 30, les moteurs synchrones à pôles saillants non 
excités (synchrones à réluctance variable) ont commencé à être étudiés. Ces moteurs, 
pouvant démarrer d'une façon autonome et offrant une vitesse précise et constante, 
étaient choisis pour plusieurs applications. Ils ont été. cependant, d'un emploi assez 
restreint à cause de leur facteur de puissance et de leur rendement faible. Ce n'est que 
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Figure 1.4 : Moteur pas à pas (32 dents rotoriques) de C.L.Walker (1919) 
dans les années 60 qu'on s'est intéressé de nouveau aux moteurs à réluctance variable 
(Lawrenson. 1964). C'est dans universités anglaises (à Leeds et à Nottingham) que 
furent entrepris les travaux en premier. Ensuite, sont apparus les moteurs synchrones à 
réluctance variable à rotor segmenté, à barrières de flux et à rotor axialement laminé 
(Lawrenson, 1967). On a pu augmenter ainsi le rapport de saillance et, par là, le facteur 
de puissance. 
À la même époque, naissait un nouvel intérêt pour les moteurs à réluctance variable à 
grand nombre de dents et fort couple massique. Ces moteurs semblaient bien adaptés à 
Figure 1.5 : Un des premiers moteurs il réluctance variable à double saillance (1920 environ) 
la réalisation d'entraînements directs à basse vitesse pour les roues de véhicules, les bras 
de robots etc. Nazar (1969) a donné le nom de moteur à réluctance variable à double 
saillance autocornmuté (Switched Reluctance Motor). 
Multon (1994) présente une étude de l'historique et traite des aspects de conception , 
d'alimentation et de modélisation des machines à réluctance variable. Quelques 
informations, citées précédemment, sont tirées de cet ouvrage. 
1.2 Littérature 
Dans cette partie, nous présentons un ensemble de publications et d'ouvrages qui traitent 
de la conception, l'optimisation, l'alimentation, la modélisation, la commande des 
machines à réluctance variable ainsi que des théories appliquées dans ce projet. 
1.2.1 Conception 
Les moteurs à réluctance variable (MRV) présentent un très grand nombre de 
structures. Cependant, peu d'entre elles ont atteint le stade de fabrication industrielle, à 
cause, généralement, des ciBicultés technologiques et/ou du coQt inacceptable. Les 
machines à entrefer axial, polydiscoïdes réalisées dans les années 70 et 80 par 
(Unnewehr, 1973; Unnewehr et Koch, 1974) ont présenté des problèmes 
mécaniques. Ceci est dû au fait que des efforts normaux importants qui, en s'exerçant 
sur toute la surface active, tendent à déformer les disques ou à les 
déséquilibrer. Puisque les MRV requièrent un faible entrefer pour donner des hautes 
performances, il est préférable d'employer des structures cylindriques. Avec de telles 
structures, la coaxialité peut atteindre une bonne précision dificile à obtenir avec des 
disques alignés. Dans (Chatratana, 1980; Chan, 1987; Byme et Lacy, 1976; Compter, 
1984), on présente plusieurs structures monophasées et biphasées originales dans l'espoir 
de minimiser le nombre de semi-conducteurs et ainsi le prix de l'alimentation. 
Ce sont les équipes anglaises qui se sont lancées les premières dans la conception et 
l'étude des MW. Miller (1989) et Lawrenson (1974) , ont défini le fameux triangle de 
faisabilité des angles dentaires. À la fin des années 70, les machines vernier à grand 
nombre de dents ont été développées pour l'entraînement direct de roues de véhicules 
(Lawrenson et al, 1980). Dans (Multon, 1993; Multon et al, 1990) on décrit des critères 
de conception d'un moteur à réluctance variable autocornmuté alimenté en courant. Il 
met en évidence les principaux paramètres géométriques à optimiser pour obtenir des 
meilleures performances. Dans (Finch et al, 1985) on présente une méthode de 
conception d'une M W  à plusieurs dents par pôle. Ce sont les japonais qui ont proposé 
les premiers moteurs ayant un couple massique élevé. Citons la publication de Takeda 
(1988) où il présente un prototype pour un entraînement direct. La compagnie NSK a, 
de son côté, mis sur le marché des moteurs à haute performance capables de produire de I 
jusqu'à 500 Nm tournant à des vitesses allant jusqu'à 3 &/S. Une description plus 
détaillée est présentée par Pradeep (1989) et Welbum (1984). Il faut citer aussi la 
compagnie américaine Superior Electric qui fabrique des moteurs ayant des 
perfomances semblables à celui de la compagnie NSK. Radun (1992) propose une 
structure possédant une puissance volumique élevée pour une application aérospatiale. 
Moallem (1992) présente une étude de l'effet du profil du rotor sur la production de 
couple du moteur. Lavatt (1992) étudie l'effet du nombre de pôles par phase sur le 
fonctionnement du moteur. Une étude de l'influence de la forme du circuit magnétique 
sur la production de couple a été présentée par Corda (1990). Philips (1990) propose 
une machine à faible bruit acoustique. Une technique de conception permettant de 
réduire l'ondulation de couple a été proposée par Wallas (1990). Il faut remarquer que 
contrairement aux machines classiques, il n'existe pas de méthodes et de procédures bien 
établies à suivre lors de la conception des MRV. 
Comme la conception, l'alimentation de la machine à réluctance variable a connu, ces 
dernières années, un intérêt important auprès de plusieurs groupes de chercheurs. 
Miller (1985) présente les résultats d'une étude portant sur les critères de 
dimensionnement d'un entraînement à base de MRV. Harris (1985) présente une revue 
complète sur le dimentionnement des convertisseurs associés aux machines à réluctance 
variable. Davis (1981) présente aussi des résultats de travaux portant sur le 
dimensionnement de convertisseurs. Depuis des années, plusieurs configurations de 
convertisseurs ont été proposées. Le Huy (1989) propose un convertisseur unipolair à 
base de GTO et muni d'un circuit de régulation de courant. L'annulation du courant 
d'une phase est réalisée par un circuit résonnant, formé d'un condensateur de 
commutation et de l'inductance de la phase correspondante. L'énergie stockée est en 
suite transférée à la phase suivante à travers un autre circuit résonant formé par le même 
condensateur de commutation et l'inductance de la phase suivante. Une telle 
configuration permet une commutation rapide. Cependant, puisque l'énergie très 
importante stockée dans le condensateur doit inévitablement être transférée à la phase 
suivante, un fort courant circule à chaque début de conduction. Des fortes ondulations de 
couple sont ainsi produites. Dans (Le Huy et al, 1991)' on propose un convertisseur de 
courant à base de thyristors et fonctionnant en quasi résonance. Un circuit résonant, un 
thyristor principal et un thyristor de roue libre sont utilisés pour l'établissement et la 
régulation du courant de la phase conductrice. Une commutation à courant nul des 
thyristors principaux est ainsi assurée. De plus, I'annulation du courant d'une phase est 
réalisée en évacuant son énergie dans un condensateur dont la tension est régulée à l'aide 
d'un hacheur. Hava (1992) propose différentes topologies de convertisseurs à 
résonance et à commutation à courant nul. Afin d'améliorer certaines performances du 
système convertisseur-moteur, des travaux d'optimisation ont été effectués 
particulièrement au niveau du convertisseur. Citons le travail de Torrey et Lang (1991) 
où il présente un mode d'excitation permettant d'avoir une efficacité optimale. 
1.2.2 Modélisation 
La modélisation est une étape importante dans le processus de l'analyse, de la conception 
et de la commande d'une machine à réluctance variable. On peut trouver les principes 
de base dans Wodson (1968), Meisel (1966)' et Miller (1989). Une revue complète sur 
les méthodes de conception et de modélisation de la machine à réluctance variable a été 
présentée par les auteurs (Fulton et Stephenson , 1988). Dans (Byrne et O'Dwyer, 
1976) ont présenter un travail similaire. 
Suite à ces travaux, plusieurs essais ont été effectués pour obtenir les caractéristiques 
magnétiques de la machine en utilisant les techniques des éléments finis (Moallem et al, 
1990). À partir de ces caractéristiques, le courant ainsi que le couple peuvent être 
calculés directement en utilisant la méthode de Stephenson et Corda (1979). Un 
compromis entre la précision d'interpolation et le temps de calcul doit cependant être 
fait. Min d'éviter ces limitations, Ray et Davis (1979) proposent un ensemble 
d'expressions analytiques des courants. Les formes d'onde des courants obtenus sont 
comparables à celles observées en pratique. Le fait de négliger les non-linéarités du 
circuit magnétique limite la précision du modèle. Aucune analyse de la production du 
couple ni de l'effet de la force électromagnétique n'a été présentée. De plus, tout le 
modèle est basé sur l'inductance propre L(0) et la saturation est négligée. 
Harris (1975) présente des méthodes de prédiction du couple statique en fonction de la 
position. Ce sont des méthodes graphiques qui fournissent des informations détaillées 
sur le processus de conversion de l'énergie. Miller (1990) présente une analyse basée 
sur un modèle non linéaire idéalisé. Dans cette analyse, le couple moyen est exprimé en 
fonction du courant crête. Le modèle presenté prend en considération I'effet de 
bord. La force contre-électromotrice dépend de l'angle de chevauchement des dents 
statonques avec les dents rotoriques. Elle est utilisée pour déterminer la condition pour 
l'obtention d'une forme aplatie du courant. 
Tous ces travaux ont fourni des données du moteur en mode statique. Peu 
d'informations ont été fournies sur la modélisation dynamique de la structure 
magnétique. Des modèles magnétiques linéarisés par partie ont été décrits dans (nic- 
Spong , Miller, Macmin et Thorp, 1987). Avec ces modèles, il était impossible de 
reconstituer les caractéristiques réelles du moteur avec précision. Dans (Miller 1990) 
on présente un modèle analytique des caractéristiques de magnétisation non linéaires du 
moteur. Dans ce modèle, le flux est exprimé en fonction de la position et le courant 
d'excitation. Le modèle inclut toutes les caractéristiques électromagnétiques et 
dynamiques. Ce modèle a été largement utilisé pour la conception assistée par 
ordinateur et l'analyse des performances, particulièrement au stade du 
dimensionnement. Une expression du couple a été déduite à partir de ces 
caractéristiques. Dans la même année, Torrey (1990) propose un modèle d'une machine 
de 60 kW et de son convertisseur. C'est un modèle analytique qui tient compte de tous 
les phénomènes électromagnétiques (statiques et dynamiques). La validation 
expérimentale montre bien qu'un tel modèle permet de prédire avec précision les 
performances dynamiques du moteur. 
Il est évident que la modélisation d'un moteur à réluctance variable nécessite un travail 
fastidieux, tant au niveau de la collecte qu'au niveau du traitement et de la caractérisation 
analytique des données électromagnétiques du moteur. Un ensemble de compromis 
doit, cependant, être fait entre temps de calcul, temps de recueil des données et précision 
du modèle. De plus, seules les caractéristiques statiques peuvent être convenablement 
modélisées. En ce qui concerne les caractéristiques dynamiques, beaucoup de travail 
reste à faire. 
1.2.3 ProbIèmes de commande 
Plusieurs stratégies de commande sont maintenant bien établies pour les machines 
classiques. Le taux d'ondulation de couple observé dans les moteurs à courant continu 
et dans les moteurs à courant alternatif alimentés par une source sinusoïdale est nettement 
moins élevé que celui observé dans les moteur à réluctance variable. Pour les moteurs à 
courant continu, le couple est proportionnel au courant d'induit lorsque le flux est 
maintenu constant. Le couple instantané est une fonction non linéaire des courants de 
phase et de la position du rotor. Cependant, en effectuant la fameuse transformation de 
coordonnées (connue sous le nom de transformation de Park) par rapport à un référentiel 
tournant avec le rotor selon les deux axes d et q, le couple instantané devient 
proportionnel à la composante quadratique du courant. 
Contrairement il ces machines, le moteur à réluctance variable produit un couple 
purement réluctant et fortement ondulatoire. A cause de la structure magnétique, le 
couple est une fonction fortement non linéaire du courant et de la position. De plus, à 
cause de la nature de l'alimentation unipolaire qui lui est associée, il est impossible de 
trouver une transformation pour le découplage du système, comme le fait la 
transformation abddq pour les machines à courant alternatif. 
À cause de l'évolution relativement lente qu'a connue la machine à réluctance variable, 
seulement quelques stratégies de commande ont été développées. En effet, ce n'est 
qu'au début des années 60 que des travaux sur la commande et la conception de ces 
machines ont été entrepris, après une période d'abandon qui a duré près d'un siècle 
depuis son invention. 
Les difficultés au niveau de la commande sont dues, d'une part, il la nature pulsatoire du 
couple instantané et, d'autre part, aux relations fortement non linéaires entre les variables 
d'état et les entrées du système convertisseur-moteur. 11 s'agit, en effet, d'un système 
multivariable et fortement non linéaire. Les non-Iinéarités sont due à Ia structure 
magnétique de la machine ( réluctance variable et saturation). Les techniques de la 
commande linéaire ne peuvent donc garantir des performances dynamiques 
acceptables. De plus, les modèles disponibles ne représentent souvent que les 
caractéristiques statiques du système et les paramètres ne peuvent être déterminés d'une 
façon précise et sont souvent inconnus et varient en fonction du temps. 
L'étude et le développement d'un entraînement à vitesse variable ont fait l'objet d'une 
publication de Lawrenson (1980). Aussi, des résultats concernant des applications à 
haute vitesse de la machine à réluctance variable ont été présentés dans (Lang et Vallese, 
1985). Dans ce genre d'application, le profil de couple n'était pas très important mais 
ce sont les critères de conception du moteur ainsi que ceux du convertisseur qui étaient 
particulièrement considérés. Seules des stratégies de commande en boucle ouverte ont 
été, cependant, adoptées. Le moteur a été, en effet, alimenté par une tension constante 
appliquée selon une stratégie de commutation électronique simple. Une forte 
ondulation de couple a donc été observée et des courants résiduels, causés par la force 
contreélectromotrice à haute vitesse, généraient des couples inverses. 
Bose (1986) propose des stratégies de commande de couple et de vitesse en appliquant 
les techniques de la commande par retour d'état. Les non-linéarités du moteur sont 
cependant négligées et le calcul du couple est effectué par l'estimation du rendement et 
de la puissance du moteur. Une forte ondulation de couple est obtenue particulièrement 
à basse vitesse, limitant ainsi l'application d'une telle méthode à des entraînements à 
haute vitesse. Dans (Dic-Spong , Miller, Macmin et Thorp, 1987). on considère les non- 
linéarités du couple et la théorie de Floquet est utilisée pour le découplage du 
modèle. La méthode suppose, cependant, un modèle d'inductance linéarisé par parties 
et considère une vitesse de rotation constante. Avec cette méthode, les spécifications 
dynamiques du couple n'ont pu être réalisées. 
Dans (Byme, Mc Mullin et O'Dwyer, 1985; Byme et Devitt, 1985) on présente les 
résultats portant sur la conception d'une structure magnétique permettant l'utilisation de 
schémas de commande de courant beaucoup plus simples et moins contraignants pour le 
convertisseur de puissance. De tels résultats n'ont pu, cependant, être généralisés à 
cause de la diversité de structures et des types de machines à réluctance variable. 
La technique de linéarisation par retour d'état a été utilisée par Hic-Spong (1987) pour 
réaliser une commande de position. Toutes les non-linéarités du système ont pu être 
compensées. L'ondulation du couple a été réduite de façon significative. Cette 
méthode nécessite, cependant, la mesure directe de l'accélération et suppose la 
connaissance de tous les paramètres du moteur. 
Taylor (1988) propose une stratégie de commande utilisant un modèle réduit de la 
machine. Les courants sont considérés comme variables de commande. C'est à partir 
de la valeur du couple désiré et la position du rotor que la référence des courants est 
déduite en utilisant les caractéristiques couple-courant-position préalablement mesurées 
et stockées dans des EPROM. La régulation des courants est effectuée en utilisant la 
technique du fort gain. L'idée de commander la machine en utilisant les tableaux de ses 
propres caractéristiques, préalablement mesurées et stockées, est relativement facile à 
implanter, car peu de calculs numériques sont nécessaires en temps réel. La compagnie 
Switched Reluctance Motor Ltd l'utilise en effet dans ses systèmes 
d'entraînement. Une telle méthode nécessite cependant un travail de mesures 
préliminaires très fastidieux limitant ainsi son application pour différents types de 
machines à réluctance variable. 
1.2.4 Théories associées à la commande 
La théorie pour la commande des systèmes linéaires est maintenant bien établie. En 
effet, un grand nombre d'ouvrages traitent de la commande P,PI, P D  (Kuo, 199 1 ; Ogata, 
1990; Franklin et al, 1994), de la commande par retour d'état, de la commande optimale 
(Foulard et al, 1987), de la commande adaptative (Astrom et al, 1989; Goodwin et al, 
1984)' de la commande robuste (Vidyasagar , 1985) et d'autres. Afin de pouvoir utiliser 
les techniques de la commande linéaire, les ingénieurs considèrent, dans la plupart des 
cas, des modèles linéarisés autour d'un point d'opération bien défini. De telles 
techniques permettent d'obtenir de bonnes performances pour un fonctionnement au 
voisinage du point d'opération mais elles échouent dans le cas où le système est 
fortement non linéaire ou lorsque le système doit fonctionner sur une large plage 
d'opération. 
Le développement des outils nécessaires pour l'étude, l'analyse et la commande des 
systèmes non linéaires consiste actuellement en un défi de taille pour les théoriciens 
comme pour les ingénieurs. Étant donné que dans ce projet nous appliquons la 
commande non linéaire basée sur la géométrie différentielle aux moteurs à réluctance 
variable, nous nous limitons à citer les ouvrages et les publications qui traitent de ce volet 
théorique. 
Citons d'abord I'ouvrage de Wonharn (1979) où on présente la théorie géométrique des 
systèmes linéaires. Pour les systèmes non linéaires, les premiers travaux ont été 
présentés par Lobry (1 970). C'est à partir de ces travaux que plusieurs résultats ont été 
obtenus sous forme qualitative (comrnandabilité, observabilité, réalisabilité). Des 
méthodes de conception puissantes ont été développées ultérieurement pour le 
découplage de la perturbation, le découplage entre les entrées et les sorties ainsi que la 
linéarisation par retour d'état du système. 
La linéarisation au sens entrées-état a été développée, en premier, par Kerner (1973) qui 
propose un changement de coordonnées seulement, puis par Brockett (1978) qui introduit 
le principe du retour d'état équivalent. Hunt, Su et Meyer (1983) ont présente des 
conditions nécessaires pour une linéarisation par retour d'état local ainsi qu'une méthode 
générale de la construction de la transfomation linéarisante. Cependant, de telles 
conditions sont souvent difficiles à respecter. 
C'est avec la linéarisation au sens entrée-sortie développée par Hirschom ( 1979), Bymes 
et Isidori (1986) qu'une linéarisation partielle est possible. En effet, on a démontré 
qu'il est possible de trouver un retour d'état et un changement de coordonnées permettant 
de linéariser les relations entrées-sorties d'un système. Une telle technique génère des 
dynamiques internes rendues inobservables par le retour d'état. La stabilité des ces 
dynamiques doit alors être vérifiée. Les systèmes dont les dynamiques internes sont 
asymptotiquement stables sont définis dans (Byrnes et Isidori, 1986) comme des 
systèmes à phase minirnaie. Isidori (1989) développe la théorie approfondie de la 
linéarisation des systèmes non linéaires. 
Bien que les méthodes géométriques se présentent dans une forme élégante, deux limites 
majeures sont identifiées. Premièrement, les méthodes géométriques sont exprimées en 
terme de langage de géométrie différentielle très sophistiqué et difficilement 
accessible. De plus. les calculs associés à de telles théoties sont souvent très 
fastidieux. Des progiciels permettant de faire ce genre de développement sont 
maintenant disponibles (Akhrif, 1987; W i n f  et Blankenship, 1988, Mathworks, 
1993). Deuxièmement, la linéarisation exacte nécessite la connaissance exacte du 
modèle pour une implantation pratique. Nous montrerons dans cette thèse qu'on peut 
remédier à cette dernière limitation en ayant recours à la commande 
adaptative. Récemment, plusieurs travaux concernant la commande non linéaire et 
adaptative sont apparus ( Sastry et Isidori, 1989; Akhrif, 1989; Taylor et al, 1988). Une 
telle commande combine la technique de linéarisation à celle de la commande adaptative 
des systèmes linéaires. 
1.3 Motivations et contributions 
Trois principales motivations nous ont poussés à mener ce travail. La première est notre 
intérêt aux machines à réluctance variable. En effet, comparées aux autres types de 
machines électriques, les M W  présentent la particularité de ne pas posséder de 
conducteurs au rotor. Cette simplicité leur permet de fonctionner à haute vitesse comme 
à basse vitesse. Les machines à réluctance variable combinent les qualités des machines 
synchrones et celles des machines à courant continu sans balais. Les avantages de telles 
machines sont nombreux. En plus d'être simple à construire, le rotor possède souvent 
une faible inertie. Le stator est aussi simple à construire et les phases fonctionnent 
presque indépendamment les unes des autres (les inductances mutuelles sont 
faibles). Les pertes sont généralement localisées au stator qui est relativement facile à 
refroidir. La température maximale permissible au rotor est relativement élevée à cause 
de l'absence d'aimants. Les convertisseurs unipolaires qui leur sont associés sont peu 
coûteux et simples à commander. En cas de défaut, la tension de circuit ouvert et le 
courant de court-circuit sont très faibles. Le couple de démarrage peut être élevé sans 
entraîner une montée excessive du courant (cas des moteurs classiques). Ainsi, leurs 
performances associées à leurs bas coûts de fabrication leur réservent une place de choix 
dans plusieurs applications. 
La deuxième motivation se situe aux limitations et aux problèmes que soulèvent les 
machines à réluctance variable dans un entraînement à vitesse variable. En effet, la 
réduction de l'ondulation élevée de couple ainsi que la conception de commandes 
performantes pour les M W ,  représentent pour nous un défi de taille puisque en plus 
d'avoir des caractéristiques fortement non linéaires, les paramètres sont souvent 
inconnus. Le peu de travaux effectués dans ce domaine justifie, d'autre part, I'intérêt 
que nous portons à résoudre ce genre de problèmes. 
La troisième source est l'opportunité de pouvoir appliquer une théorie, relativement 
nouvelle, de linéarisation par retour d'état à la résolution des problèmes 
d'électrotechnique. La combinaison d'une telle théorie avec celle de la commande 
adaptative permet, en effet, non seulement de compenser les non-linéarités mais aussi les 
incertitudes dues aux erreurs de modélisation ainsi qu'à la variation des paramètres du 
système. 
Notre première contribution consiste à développer une stratégie de commande 
linéarisante par retour d'état pour la commande de position de la machine à réluctance 
variable. Avec une telle stratégie, on compense toutes les non-linéarités en linéarisant 
le système au sens entréesétat. Ceci permet, par cons&pence, l'utilisation des 
techniques de commande linéaires classiques pour imposer une dynamique en boucle 
fermée au moteur. de rendre possible l'implantation d'une telle stratégie de 
commande, nous proposons de combiner la commande adaptative à la commande 
linéarisante. Ainsi, en effectuant une adaptation en temps réel de tous les paramètres du 
système, nous compensons pour les non-linéarités sans nécessiter la connaissance des 
paramètres de l'ensemble moteurcharge (souvent inconnus ou difficiles à 
mesurer). Pour éviter la mesure de l'accélération du moteur, nous proposons d'utiliser 
le principe de l'erreur augmentée présenté dans (Sastry et al, 1989). Nous montrerons 
que l'application d'une telle solution permet, d'une part, de réaliser des poursuites de 
trajectoires de position avec une grande précision et, d'autre part, de réduire 
considérablement les ondulations de couple (principal handicap du MRV). 
La deuxième contribution consiste à développer une commande non linéaire et adaptative 
du couple instantané du moteur. La deuxième stratégie de commande permet de 
répondre aux exigences de plusieurs applications industrielles. Elle permet, en effet, de 
réaliser une MRV commandée en couple ayant des performances comparables à celles 
des moteurs à courant continu. En plus d'améliorer davantage les performances du 
moteur, cette stratégie permet de simplifier et réduire considérablement les calculs. Une 
telle simplification est obtenue tant au niveau du développement qu'au niveau de 
l'implantation en temps réel de la commande. La méthode consiste à effectuer une 
linéarisation partielle, au sens entrées-sorties avec le choix du couple instantané comme 
variabie de sortie. 
2.1 Principe de fonctionnement 
Le fonctionnement du moteur à réluctance variable est basé sur le principe de variation de 
la réluctance provoquée par la déformation du circuit magnétique. La production de 
couple est donc d'origine purement réluctante (tendance d'un circuit magnétique à 
minimiser sa réluctance ou maximiser son inductance). 
Considérons un circuit magnétique sans hystérésis comportant un seul enroulement de n 
spires. Comme le montre la Figure 2.1, ce circuit présente une partie mobile. La 
position de cette partie tournante est repérée par l'angle 0 que fait l'axe géométrique A, 
avec l'axe $. On peut remarquer que la réluctance (ou l'inductance) du circuit 
magnétique varie en fonction de la position 0. La position alignée 0=0 (A, confondu à 
LI,,) correspond à l'inductance maximale (réluctance minimale), contrairement à 0 d 2  où 
le circuit possède son inductance minimale. 
Figure 2.1 : Circuit magnétique à réluctance variable 
Si la saturation magnétique est négligeable, la relation entre le flux et le courant 1, pour 
une position donnée, est une droite telle que montrée à la Figure 2.2. La pente de cette 
dernière représente l'inductance L du circuit à la position 0. 
Figure 2.2 : Relation fluxcourant pour un circuit non satur6 
Dans le cas d'un circuit saturé, la relation est nonlinéaire. On peut toutefois obtenir une 
représentation de la caractéristique magnétique du circuit, comme le montre la Figure 
2.3. On peut voir aussi que le flux varie en fonction de 0 entre deux valeurs extrêmes de 
même signe. Il est maximal pour 8=0 ou 8=n. En l'absence de couple antagoniste, la 
partie tournante aura tendance à occuper ces positions, d'après la règle du flux 
maximal. Pour des raisons semblables, les positions 0 = @2 à flux minimal seront 
instabIes. 
Figure 2.3 : Caracttsristique magnétique d'un circuit réluctant 
Sachant le principe de fonctionnement du circuit magnétique montré précédemment, on 
peut déduire celui de la machine à réluctance variable. 
Une MRV comporte un rotor et un stator, tous deux à pôles saillants. Iis sont tous deux 
faits de matériau magnétique classique. Sur chaque pôle statorique, des enroulements 
diamétralement opposés sont reliés pour former une phase du moteur. Le rotor consiste 
tout simplement en une pièce en matériaux ferromagnétique, cylindrique, possédant un 
certain nombre de pôles le long de sa circonférence. Les nombres de pôles au rotor et 
au stator sont différents. Plusieurs combinaisons sont possibles. suivant l'application 
considérée. 
Considérons un moteur du type 614 montré à la Figure 2.4. Chacune des phases est 
connectée à la source à travers un demi-pont asymétrique. À la Figure 2.5, on montre 
les étapes de rotation de la machine. Si, à la position 1, la phase 1 est excitée, le rotor se 
positionne dors de façon à aligner une de ses paires de pôles avec celle de la phase 1 
(position 2). La réluctance est alors minimisée, le nombre de lignes du champ est 
maximal. La position 2 est donc une position d'équilibre du rotor. Si, à cette position, 
la phase 2 est excitée, alors la réluctance de la machine vue par la source cc est élevée et 
les lignes du champ magnétique sont déformées. Par conséquent, le rotor tourne encore 
pour s'aligner avec la phase 2. L'angle de rotation que fait le moteur pour passer de la 
position 3 à la position 4 constitue le pas du moteur. 
Figure 2.4 : Circuit d'excitation 
L'explication de la rotation en termes de pas du moteur n'est qu'un moyen pour faciliter 
l'étude. En pratique, la commutation du courant d'une phase à une autre s'effectue 
avant que les positions d'équilibre successives soient atteintes. De la sorte, on obtient 
une rotation uniforme du rotor. Lorsque le rotor tourne, chaque phase présente une 
variation cyclique de son inductance. 
Position I Position 2 Position 3 Position 4 
Figure 2.5 : Étapes de rotation d'une MRV 
Si on néglige la saturation et les effets de bord, cette variation d'inductance propre par 
phase est linéaire. comme le montre la Figure 2.6. La périodicité de I'inductance est 
égaie à ( 2 m ~ ) .  La signification physique des différentes régions de la Figure 2.6 est la 
suivante. 
- Rp : de Bo à € I l ,  à 80 les fronts des pôles rotoriques rencontrent les fronts des pôles 
statoriques. L'inductance commence à augmenter à mesure que le rotor 
tourne. Lorsque les fronts des pôles rotoriques rencontrent les fronts arrières des pôles 
statoriques, l'inductance atteint sa valeur maximale(€II) . Un couple positif est produit 
dans cette région. 
- ROI : de 8, à e2, l'inductance reste constante et égale à Ln<rr. Comme le montre la 
Figure 1.14, cette zone est réduite à un point (el=&) lorsque les pôles du rotor et du 
stator sont de même largeur. Le couple développé est nul dans cette région puisque L 
est constante. 
- Rn : de O2 à O, l'inductance décroît linéairement jusqu'à L, ceci se produit lorsque 
les fronts arrières des pôles rotoriques rencontrent les fronts arrières des pôles 
statoriques. Si la phase est alimentée pendant cette région, un couple négatif sera 
produit. 
- Raz : de û3 à 04, les pôles saillants rotoriques ne font aucunement face aux pôles 
statoriques. L'inductance est constante et égale à L i n  et aucune production de couple 
n'est possible pendant cet intervalle. 
Figure 2.6 : Profil idéaiisé de l'inductance 
Comme le montre la figure 2.3, la courbe de magnétisation s'infléchit lorsque la machine 
est saturée. Pour une rotation dû, l'aire représentant l'énergie mécanique est supérieure 
à la moitié de I'énergie électrique fournie. Ceci est illustré à la Figure 2.7.b. Un cas 
extrême est montré à la Figure 2.7.c. II s'agit d'une machine qui sature à un niveau 
d'excitation relativement faible. Dans ce cas, l'efficacité approche 100%, cependant un 
tel cas n'est pas réalisable en pratique, car il exige un matériau magnétique à perméance 
très élevée et un entrefer presque nul. 
(a) AW,=MAW, (b) AW,>i/iAW, (c) AW+îWe 
Figure 2.7 : Repartition de l'énergie électrique : (a) circuit linkaire (b) circuit saturé (cas 
pratique) (c)  cas i d h l  avec saniration extrême. 
Ceci montre que la saturation de la MRV améliore son emcacité, ce qui permet de 
diminuer le facteur de surdimensionnement du convertisseur. Pour une même puissance 
donnée à I'entrée, le couple produit par une M W  saturable est supérieur à celui 
développé par une machine ayant une caractéristique magnétique linéaire. D'autre part, 
l'énergie emmagasinée dans le circuit magnétique est en partie dissipée sous forme de 
pertes Joule lors de son retour à la source cc. Si cette énergie est réduite (par la 
saturation), les pertes Joule peuvent être réduites en conséquence, ce qui améliore le 
rendement de la MRV. 
23 Critères de conception 
Les performances des M W  sont intimement liées à leur géométrie. Toutefois, 
contrairement aux machines classiques, il n'existe pas de règle universelle régissant la 
conception des MRV. Un compromis doit être fait sur les critères de performance 
définis dans le cahier de charge. 
Dans ce travail, nous nous limitons à définir les considérations à prendre lors de la 
conception. Des résultats ont été présentés par les auteurs ( Knshnan et al, 1988; 
Multon, 1993; Miles, 1993, Radun, 1992; Miller, 1989). 
II est d'abord nécessaire d'effectuer le choix de la structure (NsNr). Le nombre de 
dents rotoriques définit directement la fréquence d'alimentation et influence fortement 
les pertes fer. Le nombre de phases q doit être déterminé à partir des critères de 
complexité de l'ensemble convertisseur-machine. Pour assurer un démarrage dans les 
deux sens de rotation à n'importe quelle position du rotor, le plus petit commun multiple 
de Ns et Nr doit être égal à qNr. Il faut aussi déterminer le type de tôles le mieux 
adapté. Il est évident que les caractéristiques du matériau magnétique ont une 
importance considérable sur les performances de la machine. Il est primordial. en 
particulier, d'avoir une perméabilité et une induction à saturation élevée. La figure 2.8 
montre les principaux paramètres à calculer lors de la conception de la machine. 
La minimisation de la longueur e de I'entrefer permet de maximiser le couple moyen sans 
augmenter la puissance des interrupteurs (avantage typique des MRV). Cette 
minimisation est cependant limitée par les contraintes mécaniques et par le bruit 
acoustique. L'arc polaire statorique P, détermine la plage angulaire de production 
d'effort dans la mesure où l'arc polaire rotorique Br est supérieure à P, . L'angle le plus 
faible parmis Pr et Ps doit être supérieur à 2WqNr afin d'assurer la continuité du couple 
lors du passage d'une phase à I'autre. Pour réduire le couple pulsatoire, on a intérêt à 
maximiser Bs, mais ceci réduit la surface de bobinage. augmente les pertes Joules, réduit 
les angles de commutation et dégrade ainsi le facteur de dimensionnement du 
convertisseur. 
L'épaisseur de culasse e, est déterminée de façon à réduire la chute de potentiel 
magnétique dans le long trajet de culasse. Une valeur trop importante empiète 
cependant sur la place allouée au bobinage. 
Afin de maximiser le rapport couple moyen sur perte Joule, on doit optimiser le rayon de 
l'entrefer (R), ce qui revient souvent à optimiser Kr =e 1%). 
Figure 2.8 : Paramètres géométriques d'une M W  du type 6/4 
En ce qui concerne le rotor. la valeur de l'an: polaire rotorique Br a une importance 
considérable quand à la forme d'onde naturelle de la pennéance ou du flux. Afin de 
minimiser la perméance d'opposition, la hauteur h, des dents rotoriques doit être 
suffisamment élevée et 1' arc polaire statorique p, doit être inférieure à ((ZnYN,) - Br). La 
hauteur ne doit cependant pas être excessive afin que la section de passage du flux entre 
la base des dents et l'arbre soit suffisante. Le diamètre d'arbre doit être suffisant pour 
permettre la transmission du couple nominal à la vitesse nominale donnés par le cahier de 
charge. 
La longueur active L est le dernier paramètre géométrique à choisir. Le couple est 
sensiblement proportionnel à L. La longueur doit cependant être kduite pour limiter la 
flexion de l'arbre. Le nombre de spires n du bobinage représente l'élément d'adaptation 
du moteur à l'alimentation et se détermine en fin de processus. Il est calculé pour 
permettre d'atteindre le flux maximal nécessaire pour obtenir le couple souhaité à la 
vitesse correspondante la plus élevée. 
2.3 Alimentation de la machine 
Les critères de fonctionnement d'un moteur portent en effet sur son accélération, 
éventuellement son aptitude à fonctionner à vitesse constante ou variable pour rejoindre 
sa future position d'équilibre, sa décélération et finalement le couple de maintien qu'il 
peut développer une fois la position finale est atteinte. Ces critères mécaniques doivent 
se traduire en critères électriques afïn de déterminer les exigences imposées au choix de 
la structure magnétique et de l'alimentation du moteur. 
L'électronique de puissance moderne permet de réaliser des alimentations 
performantes. Encore faut4 savoir clairement le but à atteindre et les moyens 
consentis. Pour les petites puissances, le critère essentiel est souvent celui de la 
simplicité et de la réduction des coûts. L'accroissement des puissances des moteurs et 
l'utilisation des composantes électroniques de puissance nous obligent à prendre en 
considération la notion de rendement. Les circuits d'amplification de puissance 
deviennent dors de plus en plus complexes. Dans cette section nous allons étudier 
quelques structures. 
Comme c'est mentionné précédemment, le signe du couple produit par une M W  est 
indépendant de la polarité du courant dans les enroulements. Des convertisseurs 
unipolaires peuvent donc être utilisés pour alimenter des MRV. Ces convertisseurs 
comprennent en général moins d'interrupteurs que ceux utilisés pour alimenter les 
machines à courant alternatif classiques. De plus, chaque phase peut être alimentée 
indépendamment, ce qui donne une sûreté de fonctionnement plus élevée que dans les 
machines à commutation électronique traditionnelles. Depuis quelques années, 
plusieurs configurations ont été présentées et d'autres restent à trouver. Dans cette 
partie nous nous limitons à présenter les différents configurations proposées et monter 
brièvement leur principaux avantages et limitations. 
Pour le fonctionnement d'une MRV, I'onduleur d'alimentation doit assurer les fonctions 
suivantes : 
- La magnétisation qui consiste à appliquer une tension positive suffisante pour permettre 
la croissance du courant. 
- La régulation du courant pour le fonctionnement à base vitesse. Cette régulation est 
produite par modulation de la tension continue d'alimentation. 
- La démagnétisation qui consiste à appliquer une tension moyenne négative pour faire 
décroître et annuler le courant à la fin de chaque cycle de conversion. En effet, comme 
le montre la figure 2.10, une certaine quantité d'énergie électromagnétique non convertie 
WR doit être extraite du circuit magnétique après chaque commutation. Plusieurs 
méthodes de récupération peuvent être utilisées. 
Figure 2.9 : Conversion d'éneigie pendant un pas du moteur 
La figure 2.1 1 montre deux convertisseurs à récupération passive. Avec ce genre de 
récupération, l'énergie est plutôt dissipée dans des résistances ou des diodes Zéner. En 
plus d'avoir un rendement faible, ces convertisseurs ne peuvent assurer une évacuation 
rapide de l'énergie. Une évacuation lente provoque l'apparition de courants résiduels, 
particulièrement à haute vitesse. 
Figure 2.10 : Convertisseurs ii récupération passive de l'énergie (a) récupération résistive (b) 
récupération dans une diode Zéner 
L'énergie peut, cependant, être renvoyée directement à la source. Le demi-pont 
asymétrique montré à la figure 2.9.a qui est le convertisseur de base pour les MRV, 
permet la récupération directe à la source. Il utilise deux interrupteurs principaux par 
phase. Les deux diodes de récupération par phase assurent le retour de l'énergie 
accumulée durant la phase active vers la source. 
Figure 2.1 1 : Stnicnires d'alimentation d'une M W  
La deuxième configuration montrée à la figure 2.1 1.b exige, cependant, une machine 2 
enroulements bifilaires. Dans cette configuration l'énergie accumulée est retournée 
vers la source à travers l'enroulement secondaire et la diode de roue libre. Ce 
convertisseur est inévitablement surdimensionné car ses pertes Joules sont 
approximativement doublées et les interrupteurs subissent un doublement de la 
tension. D'autre part, la régulation du courant par découpage pose un problème de 
pertes de commutation lié au couplage magnétique imparfait des deux 
enroulements. Cette configuration s'avère, cependant, intéressante à très basse tension 
(application pour un équipement automobile fonctionnant sous 12 V où les contraintes de 
coût sont de première importance). 
L'énergie peut, aussi, être retournée indirectement à la source en utilisant la configuration 
montrée à la figure 2.12. Ce convertisseur permet de stocker provisoirement dans un 
condensateur pour la retourner vers la source à travers un hacheur. 
Figure 2.12 : Convertisseur à récupération indirecte à la source 
Une récupération dans le moteur est possible en utilisant la configuration montrée à la 
figure 2.13 où l'énergie est stockée dans un condensateur pour être réinjectée dans la 
phase suivante pour y accélérer l'établissement du courant. 
Figure 2.13 : Convertisseur à récupération indirecte à la phase suivante 
Pour des raisons de rendement et de dissipation thermique, la solution basée sur le renvoi 
direct de l'énergie à la source est la plus fréquemment utilisée. Cependant, lorsque I'on 
a affaire à des faibles puissances et que I'on recherche une économie maximale du 
convertisseur, on peut avoir recours à des convertisseurs à récupération passive. 
Dans (Vucosavic et al, 1991), on compare plusieurs structures assez classiques avec deux 
types de moteurs. Le premier est un 8/6 destiné à une application qui requiert un fort 
couple à haute vitesse ( 10 kW, 32 N.m, jusqu'à 3000 r/min). Le second est un 612 
prévu pour un entraînement de broche à grande vitesse (10 kW) et devant fonctionner 
dans une très large plage de vitesse. Cinq configurations de convertisseurs sont 
analysées et comparées. Les convertisseurs sont alimentés par une source de tension 
unique (sans point-milieu) et les enroulements du moteur sont unifilaires. La figure 
2.14.a montre un convertisseur à demi-pont asymétrique. La figure 2.14.b montre un 
convertisseur constitué d'un hacheur direct en tête et d'un transistor aiguilleur par 
phase. Un autre convertisseur sensiblement identique au précédent est montré à la 
figure 2.14.c . Celui-ci utilise, en supplément, un filtre LC entre le hacheur et les 
aiguilleurs. 
La figure 2.14.d montre une configuration constituée d'un seul interrupteur par phase et 
d'un hacheur de démagnétisation appelé C-Dump. Avec cette configuration, il est 
possible de réguler la tension de démagnétisation et de renvoyer l'énergie fournie par le 
moteur (celle non convertie en mode moteur ou celle générée en mode 
frein). Finalement, la figure 2.14.e montre un onduleur très particulier permettant la 
suppression du condensateur de filtrage dans le cas d'alimentation par le réseau redressé. 
L'analyse a montré que les convertisseur b et c ne permettent pas une utilisation optimale 
de la machine car ils ne donnent pas simultanément la pleine tension pour magnétiser une 
phase et démagnétiser la précédante. Ceci n'est pas permis pour un fonctionnement à 
haute vitesse et limite la puissance maximale du moteur, à moins d'accepter un 
surdimensionnement important des semiconducteurs. Le convertisseur d possède de 
bonnes performances mais il requiert une inductance de lissage haute fréquence et un 
condensateur haute tension. Lorsque seul le mode moteur est utilisé. le coût peut être 
acceptable mais s'il faut prévoir le freinage à pleine puissance, le coiit d'un tel 
convertisseur devient prohibitif. Le convertisseur de la figure 2.14.e utilise un transistor 
auxiliaire (QA) permettant la magnétisation de la phase alimentée et des diodes Dl, D2, 
D3 pour la démagnétisation. La démagnétisation se fait sous une tension négative égale 
à la tension du condensateur moins la tension redressée. Cette configuration pose un 
problème quant aux formes particulièrement déformées des courants d'entrées. De 
plus, parmi les convertisseurs étudiés, c'est celui qui nécessite la plus grande puissance 
de dimensionnement. Finalement, c'est la configuration à base de demi-pont 
asymétrique qui se révèle la plus avantageuse dans la très grande majorité des 
applications. En effet, c'est elle qui offre le meilleur compromis coût-performances de 
1 'entraînement 
Figure 2.14 : Convertisseurs pour moteur à réluctance variables 
2.4 Modèle simplifié de la machine 
Dans le but de décrire, le plus simplement possible, la dynamique de la machine à 
réluctance variable, nous proposons un modèle très simplifié de celle-ci. On doit 
négliger, cependant. l'effet de la mutuelle. I'hystérisis. l'effet de bord, la saturation du 
circuit magnétique et les harmoniques supérieures à 1. De plus on ne considère pas les 
nonlinéarités dues aux commutations du convertisseur de puissance. 
2.4.1 Partie électromagnétique 
Dans ce cas, la relation (v,I) est celle montrée à la figure 2.2. Le flux total par phase y 
et propotionnel au courant et peut s'exprimer comme suit. 
où Y! est le flux total, n le nombre de spire, L(0) est l'inductance propre par phase, P(8) et 
W (8) sont respectivement la perméance et la réluctance par phase du moteur. 
L'énergie Wph et la coénergie Wph ' d'une phase sont définies par 
W". = J f  Ydl 
O 
Y 
w,,, = JO I dY 
Lorsque une phase du moteur est excitée par un courant 1, le couple instantané développé 
s'exprime comme 
6 w,, T =  - 
se 
Si on néglige la saturation, nous pouvons alors déduire les relations suivantes 
En substituant (2.5) dans (2.4)' nous obtenons l'expression suivante du couple instantané: 
La figure 2.6 représente le profil de l'inductance propre d'une phase. Celle-ci est de 
forme trapézoïdale et peut être approximée par sa fondamentale définie par 
L ( 0 )  = La + Lb sin (NRO) 
L'expression du couple moyen est défini par 
nombre de pas / tour  
Tm,! = (travail) /pas  x q NR = w  -
2x  2x  
(2.8) 
d'analyser l'évolution des courants ,vitesse et position de la machine on fait appel 
aux équations dynamiques du système. L'équation de tension d'une phase du moteur 
est définie par 
Si on développe d'avantage cette équation on peut mettre en évidence la force contre- 
électromotrice du moteur 
et l'équation de tension devient 
Si I'on néglige la saturation on obtient 
2.4.2 Partie mécanique 
Si l'on néglige le frottement sec et si on suppose un couple de charge linéaire, on peut 
définir un modèle mécanique linéaire de la forme. 
do 
J -  = T - B  a - T L  
df 
où J est le moment d'inertie du moteur, B le coefficient de frottement visqueux du moteur 
et TL le couple de charge. 
Le modèle présenté dans cette partie est loin d'être le modèle réel du moteur 
(particulièrement dans la région de saturation). Il permet, cependant, de comprendre le 
principe de fonctionnement de la machine. Dans le chapitre 4 de cette thèse nous 
décrirons en détail un modèle beaucoup plus réaliste où la saturation du moteur ainsi que 
les nonlinéarités de la charge seront prises en considération. 
CHAPPTREIII 
COMMANDE NON LINÉALRE ET ADAPTATIVE: RAPPEL TKÉORIQUE 
Notre contribution principale consiste à appliquer les théories de la commande non 
linéaire et de la commande adaptative au moteur à réluctance variable. Les 
développements détaillés de telles théories ainsi que des exemples d'application peuvent 
être retrouvés dans plusieurs publications Isidon (1989), Sastry (1989), Slotine (1991) et 
Fossard (1 993). Cependant, afin de faciliter la compréhension des développements 
présentés au chapitre N, il est préférable de rappeler certaines définitions et théorèmes et  
montrer les procédures à suivre pour réaliser une commande linéarisante et adaptative 
d'un système. 
3.1 Théorie de la linéarisation par retour d'état 
3.1.1 Définitions et théorèmes 
Définition 3.1 (Slotine, 1991). Soit xo un point d'opération et R,, c P un voisinage de 
x,. L'application @ : R" -t R' , définie dans la région R,, est appelée difféomorphisme 
local si elle est difiérentiable et son inverse <P.* existe et est différentiable. De plus , si 
R,=P alors @(x) est un difféomorphisme global. 
3.1.1.2 Dérivée de Lie 
Définition 3.2 (Slotine, 1991). Soit h: Rn -t R, une application différentiable etfi Rn + 
R , un champ de vecteurs défini dans R" . L'application scalaire représentée par la 
dérivée de h le long du champ f et définie par 
Lf h = V h  f (3.1) 
est appelée dérivée de Lie dans la direction de f. Le vecteur ligne Vh représente le 
gradient de h par rapport à un vecteur x et est décrit par 
En utilisant 3.1 nous pouvons définir les relations suivantes: 
3.1.1.3 Crochet de Lie 
Définition 3.3 (Siotine, 1991). Soit f et g deux champs de vecteurs. Le crochet de Lie 
de f et g est un champ de vecteur défini par 
Egl = vg f - Vf g (3 -5) 
où Vg et Vf représentent respectivement les gradients de g et f par rapport à x. Le 
crochet de Lie est représenté souvent par adfg 
On définit aussi, 
= g  .......... ad/: g =If; ad;.] g]  pour i= 1.2, ... (3 -6) 
Les crochets de Lie ont les propriétés suivantes 
. identité de Jacobi 
3.1.1.4 Théorème de Frobenius 
Définition 3.4 (Slotine, 199 1). Soit F=&, .......f J un ensemble de champs de vecteurs 
linéairement indépendants défini dans Rn. F est complètement intégrable si et 
seulement s'il existe (n - m) fonctions scalaires hl, h2, ...... hn-, qui satisfont les 
équations différentielles partielles définies par 
Vhi f i ( x ) = O  V x  avec I l i < n - r n  et X j < r n .  (3.10) 
Définition 3.5 (Slotine, 199 1). L'ensemble de champs de vecteurs linéairement 
indépendants F est involutif si et seulement s'il existe des fonctions a* : Rn+R tel que 
Théorème 3.1 Soit F un ensemble de champs de vecteurs linéairement 
indépendants. F est complètement intégrable si et seulement s'il est involutif. 
3.1.2 Linéarisation au sens entrées-état d'un système monovariable 
Pour faciliter la description de la méthode, nous considérons, en premier lieu, le cas d'un 
système non linéaire monovariable. En ce sens, soit le système non linéaire d'ordre n 
décrit par les équations suivantes 
Où x E Rn est le vecteur d'état du système, f et g : Rn+Rn sont des champs de vecteurs 
différentiables, u et y sont l'entrée et la sortie du système respectivement. Posons x , ~  R" 
un point d'opération du système et R,, c Rn un voisinage de x,. 
Il s'agit de vérifier si on peut trouver une transformation de coordonnées z=@(x) 
(difféomorphisme) et une transfomation non linéaire de la commande de la forme 
de façon à obtenir des relations linéaires entre le nouvel état z et la nouvelle entrée v 
calculée à partir de la dynamique désirée du système. 
Définition 3.6. Un système monovariable de la forme 3.12 est linéarisable au sens 
entréeétat s'il existe une région R,, c Rn, un difféornorphisme :LI, + Rn et une loi de 
commande non linéaire u=a(x) +P(x)v telles que les nouvelles variables d'état z = O(x)  
et la nouvelle entrée v forme un système linéaire invariant dans le temps de la forme 
canonique suivante: 
Le nouveau vecteur de coordonnées Q(x) et la loi de commande non Linéaire u s' appellent 
respectivement l'état linéarisant et la commande linéarisante du système. 
3.1.2.1 Conditions pour une ünéarisation au sens entrée-état 
Théorème 3.2 Soit un système de la forme 3.12. Ce système est linéarisable au sens 
entrée-état si est seulement s'il existe un voisinage R,, telles que les conditions suivantes 
sont vérifiées: 
.... - les champs de vecteurs {g, adf  g, ad!-' g ) sont linéairement indépendants dans 
Q" 
- l'ensemble de vecteurs {g, adfg,...,adf"'2 g ] est involutif dans fi,. 
La première condition peut être interprétée comme une condition de commandabilité du 
système non linéaire. 
3.1.2.2 Étapes à suivre 
La linéarisation au sens entrée-état est réalisée en quatre étapes. La première consiste à 
construire les champs de vecteurs (g, adfg, .... ad!-' g } . La deuxième consiste à vérifier 
si les conditions de commandabilité et d'involutivité sont satisfaites. La troisième 
consiste à choisir le premier élément z, du nouveau vecteur d'état z de façon à respecter 
les conditions: 
La quatrième étape consiste à construire le nouveau vecteur d'état z =[zl LI zl ...y-* 
z lP ainsi que la transformation de la commande définie par u = r (x) + P ( x )  v: 
avec 
et v est la nouvelle entrée du système calculée à partir de la dynamique de l'erreur 
désirée. 
3.1.2.3 Exemple de ünéarisation au sens entrée-état 
La figure 3.1 montre une configuration pendule d'un système moteur-charge. Le 
moteur entraîne un pendule. Un te1 système peut être représenté par un modèle non 
linéaire du deuxième ordre. 
X = f ( x )  + g ( x ) u  
1 : longueur de la tige 
Charge de masse M 
Figure 3.1 : Configuration mécanique du système moteur-charge 
La première étape consiste à vérifier la Iinéarisabilité du système. Dans ce sens nous 
pouvons démontrer que les deux vecteurs 
g ( x )  = 
sont linéairement indépendants. 
ad' ( x )  = 
Ensuite, on vérifie que l'ensemble (g/ est involutif. Le système est donc linéarisable au 
sens entréeétat. Le premier dément z ,  du nouvel état z est choisi de sorte que 
La solution z, =8 vérifie les conditions (3.18) et (3.19). Alors z=[z, L~z,]~=[B CO]= 
devient le nouvel état du système. 
En posant 
la loi de commande Iinéarisante devient 
où v peut être calculée à partir de ['équation dynamique de I'erreur défini par 
e + a,e + a,e = 0 avec e=8, - 8 
Puisque v = & alors on obtient 
où 0, et CO, sont respectivement la position et la vitesse désirées. 
Le choix de a, et de a, dépend des pôles désirés en boucle fermée . 
3.1.3 Linéarisation au sens entrée-sortie d'un système monovariable 
Lorsque la linéarisation au sens entrée-état n'est pas réalisable, il est possible de faire une 
linéarisation au sens entrée-sortie en dérivant successivement la sortie du système jusqu'à 
retrouver l'entrée u. En posant la nouvelle entrée v égale à la dérivée la plus élevée de 
la sortie, on obtient une relation linéaire entre y et v. 
3.1.3.1 Génération de la relation entrée-sortie linéaire 
On dérive la sortie y par rapport au temps pour obtenir 
Y ( 1 '  = Lf h ( x )  +L,L/O h ( x )  u 
Si L ~ L ;  h ( x )  # O on s'arrête sinon on dérive encore jusqu'à obtenir 
où Lfh et Lg h sont les dérivées de Lie de h le long de f et g respectivement. L'entier r 
est l'indice caractéristique du système. Il est le plus petit entier qui vérifie 
et il correspond au nombre de dérivation par rapport au temps de la sortie pour retrouver 
l'entrée u. Si on applique la loi de commande de la forme 
au système (3.12) on obtient une relation linéaire entre la sortie et l'entrée v 
où v est la nouvelle entrée du système calculée pour stabiliser la sortie y ou pour forcer la 
sortie 2 suivre une certaine trajectoire y&). 
3.13.2 Forme normale, dynamiques internes et dynamiques zéro 
Si l'entier r est égal à l'ordre du système (r=n) alors la linéarisation au sens entrée-sortie 
résulte en une linéarisation complète au sens entréeétat. Dans le cas où r < n, la 
linéarisation est partielle et seules la sortie y ainsi que ses (A) dérivées successives sont 
linéairement liées avec la nouvelle entrée v. Ii y a (n-r) variables du système qui 
forment la dynamique interne rendue inobservable par la linéarisation. 
Dans R,, , la forme normale du système est définie par 
où ci et q, sont les coordonnées normales du système. Le vecteur q est choisi de façon à 
obtenir un difféomorphisme défini par 
Sf Pour que 9(x) soit un difféomorphisme, il faut que la matrice Jacobienne - soit 
6x 
inversible c'est-à-dire que les vecteurs VcI  ... Vc, , Vq I...Vqr-I sont linéairement 
indépendants. 
Lemme 3.1 Si un système de la forme 3.12 possède un indice caractéristique r dans une 
région R,, cela implique que Vcl ... Vc, sont linéairement indépendants. 
il ne reste qu'à trouver (n-r) variables ÿ=1, .... n-r) de sorte que les vecteurs 
V5/? --.7VSr ? Vril? --.,vq,-, 
soient linéairement indépendants. 
Par définition Vqj  vérifie 
V%g=O I l  j S n-r (3.30) 
On peut voir clairement que la linéarisation au sens entrée-sortie décompose le système 
en deux dynamiques. La première est dite externe et est définie par une relation linéaire 
entre la sortie y et la nouvelle entrée v. La deuxième est dite interne et elle est générée 
par la linéarisation au sens entrée-sortie. Il s'agit maintenant de vérifier rigoureusement 
la stabilité de la dynamique interne, étroitement liée à celle du système. 
La dynamique interne est définie par l'équation i = W (6, q) de la forme nomale du 
système. Généralement, cette dynamique dépend de 6. Si on choisit une loi de 
commande udx)  qui annule le vecteur 6, dors nous obtenons une dynamique nulle 
(propriété intrinsèque du système non linéaire). C'est en étudiant cette dynamique que 
nous poumons tirer des conclusions sur la stabilité de la dynamique interne et par 
conséquent celle du système. 
La forme normale du système devient dors 
Par définition, les équations 3.3 1 et 3.32 représentent la dynamique zéro du système non 
linéaire 3.1 2. 
Dans certains cas, l'équation 3.30 est difficile il résoudre, mais il est toujours possible de 
choisir les éléments qj de façon à former un difféomorphisme. La description du 
système dans les nouvelles coordonnées est décrite par 
ri, = 5, 
En remplaçant u par u, on obtient la dynamique zéro définie par 
La stabilité de la dynamique zéro est une condition nécessaire et non suffisante pour la 
stabilité du système en boucle fermée. 
Définition 3.7 Le système non linéaire 3.8 est à phase minimale si sa dynamique zéro 
est asymptotiquement stable. 
En plus du fait que le système doit être à phase minimale, la nouvelle entrée doit être 
choisie convenablement afin d'assurer la stabilité du système en boucle fermée. 
Pour un problème de stabilisation, la loi de commande v est définie par 
où a,.~ ....., a. sont des coefficients réels calculés pour que les racines du polynôme 
de Hurwitz défini par 
soient strictement à gauche de l'axe des imaginaires du plan complexe. La loi de 
commande linéarisante devient alors 
Ainsi on garantit que 
lim 6 (t) = O et lim y ( t )  = O 
t + 00 t + -  
Pour assurer la poursuite d'une trajectoire yd , les lois de commande v e h  sont définis par 
permettant ainsi d'avoir 
Iim e ( t )  = O 
t + -  
avec 
3.1.4 Linéarisation par retour d'état des systèmes multivariables 
Dans cette section, nous décrivons la théorie de linéarisation par retour d'état appliquée 
aux systèmes multivariables. 
avec XE R> f; gl, ... , g, des champs de vecteurs C" définis dans Rn . 
Soit le système multivariable défini par 
Définition 3.9 Soit un système de la forme 3.39 avec un vecteur de sorties déja établi 
Ce système possède les indices caractéristiques r,, .. ., rm au voisinage a,,. d'un point 
d'opération xg si : 
m 
k . L L h u = O  pour O S k e r . 4  et I l i , j l m  V x € q O  
g j f  i j I 
j = i  

possède un indice caractéristique r = r1+r2+ ... ... ..+rm= n- 
S'il est possible de trouver un vecteur de sortie tel que I'indice caractéristique du système 
r = n dors on peut définir un difféomorphisme 
et un vecteur de commande de la forme 
u .  = y x )  + pij(x)vi avec r (0) = O i=l, ..., m 
z (3 4) 
j =  1 
telle que si appliquée au système 3.40, les nouvelles coordonnées z et les nouvelles 
entrées v forment un système linéaire de la forme 
avec a(, .) = diag(a ,....... a,) 
' bj = 
(kj x k.) 
1 
kj est l'indice caractéristique associé à la sortie y j  Si on choisit yj= [l O.....O]ZJ les 
indices caractéristique kj deviennent égales aux indice caractéristiques 9 est l'indice 
caractéristique total du système devient k = kl+k2+.-. . .. ..+km = n. 
3.1.4.2 Linéarisation au sens entrées-sorties 
Lorsque le vecteur de sortie est déja choisi, on vérifie si I'indice caractéristique totale r 
est égaie à l'ordre du système n. Si c'est vrai le système est linéarisable au sens entrée- 
état sinon il est possible de réaliser une linéarisation partielle au sens entrée-sorties. 
Soit le système muitivariable défini par 
ayant les indices caractéristiques rl, rt, ........, rrn 
On peut écrire 
Si A(x) est non singulière, la loi de commande linéarisante devient 
avec 
L'application d'une telle loi de commande permet d'avoir une relation entrées-sorties 
linéaire 
Proposition 3.1 Si un système multivariable de la forme 3.35 possède un indice 
caractéristique total r = rl+ .... +r, ( r l n) dans un voisinage RIO alors 
Si (r=n), le système est donc linéarisable au sens entrées-état et le nouveau vecteur 
d'état est de la forme 
Si (r  < n), le système est alors partiellement linéarisable et il existe des dynamiques 
internes rendues inobservables par la linéarisation. Comme pour le cas monovariable, 
le vecteur 
forme une partie du nouveau vecteur d'état du système. Cependant, il est toujours 
possible de trouver (n-r) autres coordonnées ml. .....qJ de façon à former une 
transformation de coordonnées O(x)=z dans a,. 
De plus, si la distribution (g I ,  ..... g,,J est involutive dans R, alors chaque élément qi 
peut être choisie pour satisfaire la condition 
La description du système dans ses nouvelles coordonnées devient dors 
Dans le cas où la distribution { g I ,  ..... g J n'est pas involutive la dynamique interne 
devient de la forme 
3 3  Commande adaptative des systèmes linéarisables 
Le principal désavantage de la commande linéarisante est qu'elle se base sur la 
connaissance du modèle exact du système. En effet, dans la majorité des cas on ne peut 
connaître de façon précise le modèle réel du système. 
Pour des systèmes ayant des incertitudes paramétriques, nous pouvons faire appel aux 
techniques de la commande adaptative. La combinaison de ces techniques avec celles 
de la commande linéarisante présentées précédemment permet de réaliser une commande 
linéarisante robuste face aux incertitudes paramétriques du système. 
Dans ce projet, nous proposons d'appliquer la méthode présentée par Sastry et lsidori 
( 1989). La méthode s'appiique aux systèmes linéarisables à phase 
minimale. Contrairement à d'autres, cette méthode ne suppose aucune condition de 
réversibilité (matching condition). Elle suppose cependant que les paramètres du 
système apparaissent d'une façon linéaire dans le modèle et que les non-linéarités 
vérifient la condition d'accroissement linéaire(1inear growth). 
Considérons un système non linéaire incertain de la forme 
où XE R", u E et p E Rq sont respectivement le vecteur d'état, l'entrée et le vecteur de 
paramètres inconnus mais considérés constant ou variant lentement dans le temps. 
Puisqu'on suppose que les paramètres apparaissent linéairement dans le modèle, le 
vecteur de sortie y peut être exprimé comme suit 
Y ( t )  = W ( O P  
Soit e = y - yd, un vecteur d'erreur entre la sortie y et la trajectoire désirée y& 
L'objectif de la commande adaptative et linéarisante consiste à trouver une loi de 
commande 
et une loi d'adaptation 
de sorte que 
et & soient bornés 
. lim e ( t )  = O  
r + O  
3.2.1 Adaptation des paramètres ( algorithme du gradient ) 
L'algorithme du gradient est l'algorithme d'adaptation en temps réel le plus simple à 
concevoir et à réaliser. Dans cette section nous décrivons les étapes de conception ainsi 
que les propriétks de stabilité, de convergence et de robustesse d'un tel algorithme. 
3.2.1.1 Étapes de conception 
Soit un système incertain linéairement paramétrîsé. Soit l'erreur de de poursuite 
e=y-y& Soit p le vecteur de paramètres supposés inconnus. Nous pouvons écrire 
avec @ = p - p l'erreur d'estimation et W un vecteur de fonctions mesurables. 
L'idée de base consiste à adapter les paramètres j de façon à réduire l'erreur de 
poursuite. Si les paramètres sont constants ou varient lentement dans le temps, alors la 
variation des paramètres estimées f i  doit être opposée au gradient du carré de l'erreur de 
prédiction par rapport à f i  telle que: 
où p, est le gain d'adaptation. 
En utilisant l'équation 3. 56, on peut écrire l'expression de la loi d'adaptation sous sa 
forrne standard 
ou sous sa forme normalisée 
3.2.13 Stabüité et convergence de l'algorithme du gradient 
Théorème 3.4 Soit un système linéairement pararnétrisé ayant une équation d'erreur 
linéaire de la forme 3.56 avec W un vecteur de fonctions mesurables bornées (W E LPO) et 
continues par partie. Si on applique la loi d'adaptation de la forme 3.59 alors 
. e ~ L - n b  
. @EL= 
En effet, nous pouvons démontrer que 
Supposons la fonction de Lyapunov V = @*$ alors il est facile de vérifier que 
Donc 
o < V ( t ) ~ V ( O ) v t 1 0  * V , $ E L -  
Donc, on peut déduire que e E Lm n et @ E Lm. 
De plus, puisque W est bomée (WEL-) et que la dynamique désirée est stable alors la 
dérivée de l'erreur e est bornée ( e ~  Lm). Finalement, puisque e et e sont uniformément 
bomée et que e E L2 alors 
lim e ( t )  = O 
!-km 
La convergence des paramètres estimés est obtenue seulement lorsque le vecteur W est 
continuellement excité (riche en fréquence). 
Définition 3.6 Un vecteur de fonctions mesurabks W est continuellement excité s'il 
existe al. a2, 6 >O telle que 
où 1 est la matrice identité 
Une telle condition est souvent difficile à vérifier. Dans ce travail, la convergence des 
paramètres n'est pas nécessaire puisque seule l'erreur de poursuite doit converger vers 
zéro. 
3.2.1.3 Propriétés de convergence 
La robustesse de l'algorithme du gradient dépend de plusieurs facteurs comme le niveau 
d'excitation du vecteur W, la variation des paramètres réels du système, l'erreur de 
modélisation et la valeur du gain d'adaptation. Le niveau d'excitation du vecteur W 
dépend du type de commande utilisé. Si ce niveau d'excitation est faible alors on peut 
ajouter des signaux riches en fréquence au niveau de l'entrée pour améliorer l'estimation 
des paramètres. Si les paramètres réels varient rapidement il sera plus difficile 
d'estimer précisément. 
3.2.2 Commande adaptative des systèmes monovariables 
3.2.2.1 Indice caractéristique r = 1 
Soit le modèle linéairement paramétrisé suivant 
où pf. et pgi sont les paramètres du système tandis queifx) et g,(x) sont des fonctions 
1 
mesurables. Puisque les paramètres réels sont inconnus alors le modèle estimé devient 
où fi4 , sg sont respectivement les estimés de p et p à l'instant t. Par conséquent, la 
J 4 si 
loi de commande Iinéarisante devient 
avec 
Posons 
bf , ,&g et les estimés respectives de pf pg et p. 
r 1 r 1 
Si on applique la loi de commande linéaire 
alors nous pouvons montrer que l'erreur de poursuite (e=y-yd ) satisfait l'équation 
suivan te. 
è + a e  = $ T ~  
Si on choisit la fonction de Lyapunov 
on obtient 
Si on annule le terme + 05 W, en prenant la loi d'adaptation de la forme 
alors la stabilité du système ainsi que la convergence de l'erreur de poursuite à zéro sont 
assurées. De plus, si les paramètres réels sont constants ou varient lentement dans le 
temps alors la loi d'adaptation devient 
3.2.2.2 Indice caractéristique r > 1 
Dans ce cas, la loi de commande linéarisante devient 
aveclrh et L L ' - ' h  sont les estimés de ~;h et LgL;-'h respectivement. Il faut 
f i f 
remarquer que le vecteur de paramètres à estimer peut être différent de celui du 
départ. Par exemple: lorsque -2 on peut démontrer que 
Pour réaliser une poursuite de trajectoire la loi de commande linéaire est 
( r -  1)  - p- 1 ) )  + Y = + a,  ( y ,  + a r - l ( y ~ l ) - y ( ' ) )  + a r ( y d - y )  (3.76) 
avec y = L; h ( x )  pour i = O, . . . , r - 1. En appliquant la loi de 
commande 3.70 on obtient 
Lorsque les dérivées successives de y  ne sont pas disponibles elles sont remplacées par 
leurs estimées L h , L' h, . . . L h et la loi de commande linéaire devient 
J 3 f 
et l'équation dynamique de l'erreur devient 
( 1 )  e(2)  e ( 3 )  Lorsque les variables e ? 9 ...? e ('- ') ne sont pas disponibles. on fait appel à 
l'erreur augmentée définie par 
$ = O + P  
On peut démonter que 
En remplacant 3.75 dans 3.78 on obtient 
avec 
L'équation 3.79 est une forme standard de la commande adaptative. Nous pouvons, 
dans ce cas définir une loi d'adaptation standard 
ou normalisée 
3.2.3 Commande adaptative des systemes muitivariables 
Pour les systèmes non linéaires multivariables, nous procédons d'une façon similaire à 
celle utilisée précédemment en considérant chacune des sorties du système. En effet 
pour chaque sortie, nous déterminons les vecteurs de paramètres ainsi que les fonctions 
mesurables correspondantes. La loi de commande linéaire devient 
L'équation dynamique de l'erreur est donc défini par 
r j -  l T ey+alej + . . . + a , - l i j + ~ e . = @ T ~ . + $ ~  =$y avecej=(yjd- 
J rj J Y) 2 
La loi de commande à appliquer à un système multivariable est définie par 
APPLICATION DES STRATÉGIES NON L~I?AIRES À LA COMMANDE DU 
MOTEUR À RÉLUCTANCE VARIABLE 
4.1 Introduction 
Les difficultés au niveau de la commande sont principalement dues aux nonlinéarités du 
système convertisseur-moteur. L'ondulation excessive du couple de ce genre de moteur 
est due en grande partie aux non-linéarités du système. Avec les stratégies de 
commande classiques il est impossible de commander les variables du système (courants, 
couple, position, vitesse). 
Dans ce chapitre nous proposons deux stratégies de commande, linéarisantes et 
adaptatives. La première stratégie consiste à commander directement la position du 
moteur à l'aide d'une linéarisation au sens entrées-état. La deuxième stratégie consiste 
à commander le couple du moteur en effectuant une linéarisation au sens entrées- 
sorties. Pour chacune des stratégies, une description détaillée des étapes de conception 
de la commande ainsi qu'une analyse des performances obtenues seront 
présentées. Enfin, dans le but de robustifier de telles stratégies de commande, une 
version adaptative sera élaborée. 
4.2 Dynamiques du moteur 
Dans le chapitre 2 nous avons présenté un modèle simplifié de la machine afin 
d'expliquer son principe de fonctionnement. Dans cette section, nous présentons un 
modèle non linéaire du moteur à réluctance variable. Le moteur à réluctance variable 
est un moteur à double saillance n'ayant aucun bobinage ni aimant à son 
rotor. Contrairement aux autres moteurs triphasés ?i courant alternatif. les phases du 
MRV fonctionnent indépendment l'une de l'autre car l'inductance mutuelle est 
souvent très faible à cause de la symétrie des pôles. Le signe du couple ne dépend que 
de la position du rotor et seul un courant positif est nécessaire pour la production de 
couple. Contrairement aux moteurs CC, les MRV possèdent une structure magnétique 
fortement non linéaire puisqu'ils fonctionnent en saturation. On peut définir deux 
dynamiques, l'une électrique et l'autre mécanique. 
Pour la partie électrique, on peut définir les équations de tension pour chacune des phases 
en utilisant la loi de Kirchoff. 
Les variables u,, 1, R,yj sont respectivement la tension appliquée, le courant, la résistance 
et le flux produit par la phase j. Le flux y, est une fonction non linéaire de la position et 
du courant à cause de la périodicité de l'alignement enne les pôles du stator et ceux du 
rotor d'une part et la saturation du circuit magnétique d'autre part. L'expression du flux 
tenant compte de ces deux phénomènes est 
vs est la valeur du flux de saturation et f,@) est une série de Fourier modélisant la 
variation de l'inductance de la phase j en fonction de la position (Illic-Spong et al, 1989). 
La particularité des M W  est que le signe du couple ne dépend que de la position du 
rotor. Le couple produit par phase est donné par 
À partir de 4.4 et 4.5, nous obtenons l'expression suivante 
Le couple total produit par le moteur est donnée par 
4.2.1 Équations d'état du moteur 
Les variables d'état évoluant dans le moteur sont la position 8, la vitesse o et les courants 
1 1 et 1.  Ces variables d'état sont couplées entre elles. Les équations d'état regroupant 
les dynamiques électriques et mécaniques du moteur sont données par 
Avec TL le couple de charge et u, la tension appliquée à la phase j. 
Le vecteur d'état et le vecteur d'entrées sont respectivement 
Le vecteur de sorties y = h(x) est choisi de façon à rencontrer les objectifs de la 
commande. 
4.2.2 Logique de la commutation 
La figure 4.1 montre les caractéristiques statiques couples-courants-positions du 
moteur. À partir des ces caractéristiques, il est possible de concevoir une logique de 
commutation qui détermine I'indice de la phase qu'il faut exciter pour produire un couple 
de signe désiré peu importe la position du rotor. 
Position rad 
Figure 4.1 : Caractéristiques couples-positions-courants 
Comme le montre la figure 4.2, le commutateur utilisé possède deux entrées ( la position 
et le signe du couple) et une sortie (I'indice de la phase à exciter). Pour des positions 
positives, I'indice de la phase sélectionnée (K) est défini par 
avec 





Pour des positions négatives, l'équation 4.1 1 est utilisée et la permutation suivante est 
effectuée. 
Si K=3, l'indice de la phase sélectionnée est 2 
Si K=2, l'indice de la phase sélectionnée est 3 
Si K= 1, l'indice de la phase sélectionnée est 1 
_,, 
Dans la suite de cette thèse, l'indice K sera celui de la phase actuellement sélectionnée 




Si K=l , les indices des phases non sélectionnées sont K- 1=3 et K+1 =2 
Si K=2 , les indices des phases non sélectionnées sont K-1=1 et K+1 =3 
Si K=3, les indices des phases non sélectionnées sont K- 1=2 et K+1 = 1 
K = l,2,3 
4.2.3 Paramétrisation linéaire du modèle 
Une condition nécessaire à l'application de l'algorithme d'adaptation proposée est de 
considérer que les paramètres du système apparaissent d'une façon linéaire dans le 
modèle. Une paramétrisation linéaire est souvent effectuée. Pour décrire la procédure 
de paramétrisation, on considère le système monovariable de la forme 
x = f (x) + g (x) u (4.12) 
Où XE R" est l'état du système et f ER" et g E R" sont des champs de vecteurs CP 
différentiables, u est l'entrée du système et y est la sortie du système. La 
pararnétrisation du modèle consiste à exprimer les fonctions AXJ et g(x) sous la forme 
d'une sommation de la forme 
Dans le cas du moteur à réluctance variable, les paramètres sont non linéairement liés 
aux variables du système. Pour paramétriser le modèle. on considère les hypothèses 
suivantes. 
. En négligeant la saturation du moteur nous obtenons 
Y',(& 1,) = Li@) 1, 
. Seule la fondamentale de l'inductance est considérée. 




La figure 4.3 montre l'inductance par phase du moteur. La figure 4.4 montre son 
contenu en harmonique. Cette analyse harmonique montre que les harmoniques d' ordre 
supérieur à 1 sont très faibles. Donc, seule la fondamentale peut être considérée. 
Figure 4.3 : Inductance par phase du moteur 
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Figure 4.4 : Analyse harmonique de l'inductance 
-....-. . ................................ .:- ................... L 1.. + .............. ....- ......................................... ....................................... 
En utilisant ces hypothèses nous pouvons écrire 
L,(e) = y, b+bS,I  
y j ( e , I j )  = L j ( e )  1, = y, [ a  + bS,] 1, 
O - 1 I 1 I t 1 1 
O 0.005 0.01 0 015 0.02 0.025 0.03 0.035 0.04 
Position rad 
' y j  - = a+ab S, 
SI, 
avec 
En utilisant la troisième hypothèse on obtient 
Si nous supposons que l'ensemble moteur charge est dans une configuration de pendule, 
comme le montre la figure 3.1, alors le couple de charge sera défini par 
TL = Mg,lsin (9) (4.20) 
Le modèle paramétrisé est par conséquent défini par les relations suivantes: 
Posons 
où [p J ,  [pJ et [p,] sont des vecteurs de paramètres du modèle 
Pf 
et UJ, et [gj] sont des fonctions mesurables définies par 
fi, (XI 
.a 
f,, : (XI  1 
4.3 Linéarisation au sens entrées-état : commande de position 
Avec le choix de la position et des courants non sélectionnés comme sorties du système il 
est possible de réaliser une linéarisation au sens entrées-état du moteur. Dans ( Illic- 
Spong et aliés , 1987) on fait un tel choix de sorties pour développer la linéarisation au 
sens entrées-état du moteur. De plus, on présente un modèle non linéaire du moteur qui 
tient compte du phénomène da saturation. On propose aussi une logique de 
commutation pour I'autopilotage du moteur. La technique de linéarisation est appliquée 
au modèle du cinquième ordre du système. Une telle stratégie suppose que les 
courants, position, vitesse et accélération du moteur sont mesurables. De plus, en 
considérant une telle hypothèse on montre qu'avec des forts gains, la commande devient 
robuste face à un certain niveau d'incertitude paramétrique du système ( masse de la 
charge, résistance par phase, inductance, moment d'inertie). 
À notre avis I'hypothèse de mesurer l'accélération n'est pas fondée. De plus, les 
incertitudes paramétriques du système sont souvent élevées. 
Afin de rendre la commande proposée par Illic-Spong (1987) réalisable, nous proposons 
d'adapter les paramètres du système. Avec une telle approche, on réalise une 
commande robuste façe aux incertitudes paramétriques du modèle sans nécessiter la 
mesure de I'accéIération du moteur. 
Dans ce chapitre nous proposons de simuler la commande linéarisante non adaptative 
avec les mêmes conditions utilisées dans (Iilic-Spong, 1987). 
4.3.1 Objectifs de la commande 
Afin de simplifier la commande du système, on définit les objectifs suivants 
- l'entrée u, est la seule entrée responsable de la production du couple (commande de 
position) 
- les courants I,, et I, doivent être annulés rapidement pour découpler les phases non 
sélectionnées de la production de couple 
4.32 Commande de position sans adaptation des paramètres 
Considérons le modèle d'état du moteur de la forme 
Considérons la sortie y,  =h,(x) = 8. En dérivant une première fois on obtient 
Nous pouvons vérifier que 
V h , = [ !  O O O 01 
D'où 
En dérivant une deuxième fois, on obtient 
Puisque 
on obtient 




1 3  
L; hl ( x )  = -x J J = I  
C'est après trois dérivations successives de la sortie y, qu'on retrouve l'entrée. L'indice 
caractéristique correspondant à y, est donc r, =3. 
Considérons maintenant la deuxième sortie 
première fois par rapport au temps, on obtient 
y, = h,(x) = I,.,. En dérivant une 
Nous pouvons vérifier que 
D'où 
et l'indice caractéristique correspondant à y, est r, = I 
Considérons finalement la troisième sortie y, = h3(x) = I,,, 
En dérivant une première fois, on obtient 
Nous pouvons vérifier que 
V h 3 = [ 0  O O O 1 1  
D'où 
et l'indice caractéristique correspondant à y, est r3 = I  
L'indice caractéristique total est donc r = r, + r, + r, = 5. Puisque r est égale à l'ordre 
du système alors la linéarisation est complète ( au sens entrées-état). 
Soit 
z=[0 O a G, IK+,lT 
le nouvel état du système 
avec 
le nouveau vecteur d'entrées calculé en utilisant les techniques de la commande linéaire. 
Si I'on pose 
B ( x )  = 
v = B ( x )  + A ( x ) u  
Si I'on applique la loi de commande 
u = A-' ( x )  [ v - B  ( x )  ] (4.57) 
on obtient la forme normale définie par 
avec 
Remarque : Au début de chaque intervalle d'alimentation de la phase d'indice K, le 
courant ZK est nul. À cette instant la matrice A(x) devient singulière et la tension de 
commande u, tend à une valeur élevée. Deux solutions nous permettent de remédier à 
ce problème. La première consiste à limiter la tension de commande uK afin de réduire 
l'ondulation de couple à l'instant de commutation. La deuxième consiste à alimenter 
deux phases adjacentes afin de maintenir I,> O. Dans cette section, la première 
solution est utilisée tandis que la deuxième sera utilisée dans la commande du couple 
instantané. 
43.3 Commande de position avec adaptation des paramètres 
Dans la section 4.3.2 nous avons montré qu'avec le choix de la position du moteur et des 
courants IK-, et IK+, comme sorties, nous pouvons réaliser une linéarisation au sens 
entrées-état du système. Cependant, cette linéarisation nécessite la connaissance du 
modèle et la mesure de l'accélération du moteur. La linéarisation adaptative du système 
utilisant le principe de l'erreur augmentée permettra de compenser les non-linéarités du 
moteur sans nécessiter la mesure de son accélération ni la conaissance a priori de ses 
paramètres . 
L'approche utilisée s'applique au modèle linéairement paramétrisé du moteur. D'autres 
approches s'appliquent au modèle dans lequel les paramètres apparaissent d'une façon 
non linéaire. De telles approches on été developpées par Akhrif (1989) et Taylor 
(1988). 
433.1 Linéarisation du modèle paramétrisé 
Considérons la première sortie y, = h,(x) = 8. Nous pouvons vérifier que 
L, hl ( x )  = o 
d'où 





On obtient finalement 
d'où y 3  = [pPl] w, + [P,,] w2 
Considérons maintenant la deuxième sortie y, = h,(x) = IL,. Nous pouvons vérifier 
que 
D'où 
Considérons finalement la troisième sortie y, = h&) = I,,,. Nous pouvons vérifier que 
Le nouvel état du système devient 
( 2) T z = [ Y ,  y:1' Y I  Y ,  Y , ]  = [ O  0, a 1-1 I K + ,  ] ' (4.66) 
où 
a = IpZLfJ 
l'accélération du moteur. 
Posons 
r v K  v K - l  v K + I  ] = [y,'3' Y$'' lT (4.68) 
La loi de commande non linéaire devient 
avec 
r = -A-' (1) B ( x )  et p ( X I  = A-' ( x )  
Le nouveau vecteur d'entrées v est calculé à partir de l'équation de l'erreur désirée. 
4.33.2 Loi de commande et loi d'adaptation utilisant I'erreur augmentée 
Puisque les paramètres sont inconnus, la loi de commande u doit être exprimée en 
fonction des paramètres estimés. On obtient alors 
avec 
L'équation de l'erreur est définie par 
a, et a, sont des paramètres correspondant aux pôles désirés et â l'accélération éstimée. 
On peut écrire 
Posons 
on obtient 
a"' = $w+P, (4.78) 
D'où la forme classique suivante 
Soit un filtre d'ordre trois défini par 
L'erreur de position peut donc être définie par 
= M (s) +'w (4.8 1) 
II est souvent difficile de mesurer l'accélération du moteur- Pour cela nous proposons 
d'utiliser, à la place de e,,, une erreur augmentée e,, définie par 
Comme montré dans 3.2.2.2 on peut écrire 
avec 
Le vecteur 6 est obtenu par une simple intégration des équations d'état du filtre M(s) 
ayant comme entrée le vecteur W. L'équation 4.82 est une forme standard de la 
commande adaptative. En appliquant l'algorithme du gradient on obtient la loi 
d'adaptation suivante. 
Afin de simplifier la commande de position, les phases non sélectionnées doivent être 
découplées de la production du couple. Pour cela les courants I, et IK+, doivent être . 
annulés le plus rapidement possible. 
Les équations d'erreurs dynamiques sont définies par 
On peut écrire 
avec i = K - I , K + I  
et la loi d'adaptation devient 
Les lois de commande lintarisantes à appliquer au système sont définies par 
Le schéma décrivant cette stratégie de commande est montré à la figure 4.5. 
u = I u K  U K - 1  uK+,IT . I K - 1  r K + l l T  
MRV 
+ l 
Signe (Td) + 
TRANSFORMATION -4 DE coonoo~iv~~s 
Figure 4.5 : Schdma de commande de position par la iinéarisation au sens enaées-état 
43.4 Analyse des résultats et étude comparative des deux stratégies de commande 
4.3.4.1 Performances en boucle ouverte 
Min d'évaluer les performances et effectuer une étude comparative des deux stratégies 
de commande, nous avons considérer les mêmes paramètres utilisés par Illic-Spong 
(1987). Ces paramètres sont montrés au tableau 4.1. 
Tableau 4.1 : Paramètres du moteur 
Pour déterminer les paramètres de commutation, nous avons simulé les caractéristiques 
couple-courant-position du moteur. La figure 4.1 montre ces caractéristiques obtenues à 
partir de l'équation 4.6. Les paramètres de la commutation sont les positions de 
cornrnutation go+ et 8; à utiliser dans l'équation 4.27 du commutateur. Ces paramètres 
sont choisis de façon à ce que la commutation d'une phase à l'autre se réalise au milieu 
de la zone de chevauchement. Ces paramètres sont: €Io+ = 0.0125 et 8,- = 0.1125. 
NR 
25 
La figure 4.1 montre bien la nature pulsatoire du couple par phase. Ces ondulations se 
retrouvent au niveau du couple total développé par la machine. La figure 4.7 montre le 
couple totai produit par le moteur. Ce couple est obtenu lorsqu'on alimente 
successivement les phases du moteur selon la logique de commutation décrite dans 
4.2.2. Comme le montre la figure 4.6 le moteur est alimenté avec un demi-pont 
asymétrique à modulation de largeur d'impulsion (MLI). Celui-ci permet d'imposer 

















Figure 4.6 : Système d'alimentation et d'autopilotage du moteur à réluctance variable 
L'ondulation élevée du couple en boucle ouverte se traduit par des faibles performances 
dynamiques du moteur. 
Temps s 
Figure 4.7 : Couple total développé en boucle ouverte 
4.3.4.2 Performances de la commande béarisante est non adaptative de position 
Comme dans (Illic-Spong et al, 1987), on considère la configuration moteur-charge 
comme le montre la figure 3.1. Dans cette publication on ne tient pas compte du 
convertisseur de puissance et la tension calculée par la loi de commande est appliquée 
directement au moteur. La fréquence d'échantillonnage utilisée est f, =2 kHz. Les 
figures 4.8 et 4.9 montrent respectivement la position désirée et la position réelle du 
moteur. 
Figure 4.8 : Trajectoire de la positior, désirée 
Temps s 
Figure 4.9 : Position du moteur 
La figure 4.10 montre l'erreur de poursuite obtenue en choisissant les paramètres c,, c,, et 
c, du régulateur 4.52 pour que les trois pôles de l'équation dynamique de l'erreur soient à 
s = -30. Avec un tel choix on obtient une erreur maximale en régime permanent égale à 
1.5 %. La figure 4.1 1 montre l'erreur quadratique (8 - 8,) correspondante. Une 
telle erreur permet de mesurer les performances du système en boucle fermée. 
Temps s 
Figure 4.10 : Erreur de poursuite 
O 200 400 600 800 1000 1200 1400 1600 1800 2000 
Temps ms 
Figure 4.11 : Erreur quadratique ( sans incertitudes) 
La figure 4.12 montre le couple total produit par le moteur ainsi que le couple de 
charge. Cette figure montre que les ondulations de couple obtenues avec la commande 
linéarisante sont beaucoup moins élevée que celle observées en boucle ouverte. 
La particularité d'un tel système de commande réside dans la logique de commutation 
utilisée. En effet, la structure de la commande est variable car Ie vecteur de sortie 
choisi dépend de la position du moteur. 
Trois transformations de coordonnées sont donc possibles. 
il est important de remarquer qu'une transition d'une structure à une autre se produit à 
chaque commutation. On observe l'effet d'une telle transition sur le couple. En effet, 
comme le montre la figure 4.10, à chaque commutation, une ondulation considérable 
apparaît au niveau du couple. Une telle ondulation peut être réduite en modifiant la 
logique de commutation ainsi que les objectifs de la commande. Une solution consiste 
à alimenter deux phases adjacentes durant l'intervalle de commutation. Cela permet de 
réduire l'ondulation du couple. Une telle solution sera adoptée dans la stratégie de 
commande de couple à la section 4.4. 
Temps s 
Figure 4.12 : CoupIe total produit par te moteur 
Les figures 4.13 et 4.14 montrent respectivement les tensions et les courant dans le 
moteur. 
Temps s 
Figure 4.13 : Tensions aux bornes du moteur 
Temps s 
Figure 4.14 : Courants dans le moteur 
Il faut remarquer que dans cette simulation, on suppose que l'on connaît le modèle exact 
du système moteur-charge et qu'on mesure toutes les variables d'état du moteur ainsi que 
l'accélération du moteur. 
Cette stratigie de commande peut être robuste face à certaines incertitudes paramétriques 
(masse, moment d'inertie, résistance par phase, paramètres magnétiques )du modèle à 
condition qu'on mesure l'accélération du moteur. Une telle robustesse peut être obtenue 
en augmentant considérablement les gains c,, c, et c, du régulateur 4.53. 
Ainsi, nous avons augmenté les gains du régulateur pour avoir des pôles de l'équation 
dynamique de l'erreur égales à p = - 170. Ceci a donné les résultats suivants. 
Les figures 4.15, 4.16, 4.17, 4.18. 4.19 et 4.20 montrent respectivement les erreurs de 
poursuite obtenues lors d'incertitudes au niveau de la masse M de la charge, du moment 
d'inertie J, de la résistance par phase R est des coefficients a b et Y 
Temps s 
Figure 4.15 : Erreur de poursuite ( incertitude sur la masse M de la charge) 
Temps s 
Figure 4.16 : Erreur de poursuite ( incertitude sur le moment d'inertie I) 
Temps s 
Fieure 4.17 : Erreur de ~oursuite ( incertitude sur la résistance Dar  hase RI 
Temps s 
Figure 4.18 : Erreur de poursuite ( incertitude sur le p m 2 t r e  a) 
Figure 4.19 : Erreur de poursuite ( incertitude sur le param&tre b) 
x 109 
I I ! I 
- - -  
, . . . , - O .  . . . . - . . . . - - . - - - . - - . - . . . - 
2 . . - - . .:.. - .  - .:... ... :. .. . . .:. .. . . .:... ...;....-. -:. - .  . - - ;  - .  - - .  .:. - - -  - w 1 
-3 ' I I 1 t I I 1 f I 
O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Temps s 
Figure 4.20 : Erreur de poursuite ( incertitude sur le parametre Ys) 
La figure 4.18 montre les erreun quadratiques qui correspondent aux différentes 
incertitudes pararnétriques du modèle. Cette figure montre que la structure de 
commande est fortement sensible à I'incertitude du paramètre b . 
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Figure 4.21 : Erreurs quadratiques (8 - Eld) pour les différentes incertitudes 
il faut remarquer que même si ces résultats montrent une certaine robustesse de la 
commande linéarisante et non adaptative face aux incertitudes paramétriques, il demeure 
pas moins que cette méthode requiert l'accélération du moteur. En effet, les figures 4.22 
et 4.23 montrent que sans la mesure de l'accélération on obtient une ondulation excessive 
du couple et une erreur de poursuite oscillatoire même en connaissant le modèle exact du 
système. 
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Figure 4.22 : CoupIe développé (sans mesure de I'accéIération) 
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Figure 4.23 : Erreur de poursuite (sans mesure de l'accélération) 
4.3.4.3 Performances de la commande linéarisante et adaptative de position 
Avec cette structure de commande, nous supposons qu'aucun paramètre n'est mesurable 
et que seule la structure du modèle paramétrisé est connue. Pour vérifier les 
performances d'une telle structure de commande nous avons considéré les paramètres 
réels montrés au tableau 4.1. La loi d'adaptation est déduite du modèle paramétrisé 
4.21-4.25 dans lequel on néglige l'effet de la saturation. Pour effectuer la simulation 
nous avons posé tous les paramètres initiaux à une seule valeur soit 0.001. Le gain 
d'adaptation est p, =0.0005. 
Les figures 4.24 et 4.25 montrent respectivement la trajectoire désirée &et la position 
réelle 8 du moteur. La figure 4.26 montre l'erreur de position (8-83. 
O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Temps s 
Figure 4.24 : Trajectoire désirée 
Temps s 
Figure 4.25 : Position réelle du moteur 
O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Temps s 
Figure 4.26 : Erreur de position (commande Iinéarisante et adaptative) 
L'adaptation des paramètres permet d'annuler ['erreur de poursuite quelque soient les 
paramètres réels du système. 
La figure 4.27 montre l'erreur quadratique de la commande adaptative en fonction du 
temps. 
Temps ms 
Figure 4.27 : Erreur quadratique (commande linéarisante et adaptative) 
La figure 4.28 montre le couple développé pour assurer la poursuite d'une telle 
trajectoire. On remarque que l'ondulation du couple est fortement réduite. Cependant, 
on peut observer que des crêtes de couple apparaissent au voisinage de chaque 
commutation. Ceci est dû en partie à la faible valeur de I ,  durant la 
commutation. C'est à ce moment que la matrice A(x) s'approche de la singularité qui 
ce traduit par un effort de commande élevé. La logique de commutation proposée dans 
4.3.1 simplifie la commande mais ne permet pas d'éliminer ces crêtes de couple. Donc 




Figure 4.28 : Couple électromagnétique et couple de charge 
Dans cette simulation nous avons considéré que tous les paramètres du moteur sont 
inconnus. Les lois de commande 4-95-4.97 sont donc appliquées au moteur. La 
commande linéaire 0, est basée en partie sur des valeurs estimées. particulièrement 
l'accélération du moteur. 11 est donc important de voir l'évolution de celle-ci et 
d'évaluer l'effet d'une telle estimation sur les performances de la commande. La figure 
4.29 montre I'accélération réelle et estimée du moteur. L'erreur d'estimation est due, eli 
partie. à la paramétrisation linéaire du modèle et d'autre part à l'algorithme d'adaptation 
qui ne permet par nécessairement une convergence des paramètres. À notre avis, cette 
erreur d'estimation a peu d'effet sur les performances du système puisque l'effort de la 
commande dépend essentiellement de l'erreur de position et non pas de l'accélération. 
b: Accélération réelle : 
Accélération éstimée 
Temps s 
Figure 4.29 t Accélération réelle et estimée 
Afin d'évaluer la robustesse de notre commande adaptative. nous avons simulé une 
variation de 100% de la masse de la charge à l'instant t=ls. La figure 4.30 montre qu'à 
cet instant le couple évolue rapidement afin d'assurer une faible erreur de poursuite. 
Temps s 
Figure 4.30 : Évolution du couple lors d'une variation de la charge 
La figure 4.31 montre l'allure d'une tension de phase obtenue avec la commande 
linéarisante et non adaptative 4.57. Avec une telle loi commande on obtient des 
tensions u, lisse. Cependant, la figure 4.32 montre qu'en utilisant les lois de commande 
adaptatives 4.95-4.97 on obtient des tensions de commande u, hachées. Ceci est dû au 
fait que la commande est calculée pour compenser, non seulement les non-linéarités mais 
aussi les incertitudes structurelles et paramétriques du modèle. 
Temps s 
Figure 4.3 1 : Tension de commande u, : sans adaptation des paramètres 
Figure 4.32 : Tension de commande u, : avec adaptation des paramètres 
Les courants dans les enroulements de la machine sont montrés à la figure 4.33. C'est 
la forme particulière de ces courants qui permet de réduire l'ondulation du couple. On 
constate que l'application de la commande linéarisante et adaptative permet de 
compenser les non-linéarités et de réduire l'ondulation du couple sans nécessiter des 
efforts de commande plus élevés. La valeur élevée du courant au démarrage est due 
principalement à une accélération désirée élevée au démarrage. Ce courant de 
démarrage peut être réduit en modifiant la trajectoire désirée. 
Temps s 
Figure 4.33 : Courants du moteur 
Dans Ben Arnor ( 1993). on présente une étude détaillée d'une telle approche. Dans Ben 
Amor (1994), on présente une commande adaptative et linéarisante de la machine 
synchrone à aimant permanent. 
4.3.4.4 Étude comparative des deux lois de commande 
Le tableau 4.2 résume notre étude comparative des deux structures de commande. 
Tableau 4.2 : Étude comparative des deux lois de commande 
Critère d' évaluation 
Temps de réponse (s) 




1 Erreur statique (rad) 
1 Erreur quadratique moyenne 
Erreur transitoire 
maximale (rad) 
Tous les paramètres sont 
considérés inconnus Robustesse façe aux incerti- 
tudes paramétriques du 
modèle 
- Incertitudes maximales 
(tous les paramètres 
initiaux sont égaux 2 
0.00 1 ) 
Robustesse façe aux incerti- 
tudes structurelles du modèle 
Assure une bonne pour- 
suite de la trajectoire 
même si basée sur le 
modèle paramétrisé du 
moteur 
- Requiert la connaissance 
de la structure du modèle 
Variables à mesurer 
- Toutes les variables 
d'état 
+ 
- Toutes les variables 
d'état 
- Ne nécessite pas la 
mesure de l'accélération 
- L'accélération 
1 Effort de commande 1- (A) 
1 Complexité -- - Moyenne -- Élevée 
Réalisabilité 
- Impossible si on ne 
mesure pas l'accélération 
ou si on ne connait pas les 
paramètres. 
- Nécessite des calculs 
en temps réel exessifs 
( calcul de l'erreur aug- 
mentée) 
- Temps de calcul moyen - Nécessite une 
fréquence d'échantil- 
lonnage plus élevée 
4.4 Lhéarisation au sens entrées-sorties : Commande du couple instantané du 
moteur 
Dans la section 4.3, nous avons présenté une stratégie de commande linéarisante et 
adaptative pour la régulation de position du moteur. Une telle stratégie permet de 
réduire considérablement l'ondulation de couple. Cependant, afin d'éviter la mesure de 
l'accélération du moteur, une erreur augmentée est utilisée. La détemination d'une 
telle erreur nécessite des calculs énormes et compromet par conséquent l'implantation en 
temps réel de la méthode. Finalement, cette stratégie ne peut répondre à toutes les 
exigences requises dans une application industrielle. Particulièrement lorsque la 
commande du couple ou de la vitesse est requise. 
Si on parvient à commander le couple instantané du moteur à réluctance variable, ce 
dernier se comportera comme un moteur à courant continu et la commande de la position 
ou de la vitesse sera facilement réalisable. En plus, le choix du couple comme variable 
de sortie simplifie passablement les développements mathématiques requis lors de la 
linéarisation et réduit le calcul en temps réel de la commande. 
4.4.1 Amélioration de la logique de commutation 
Avec une logique de commutation appropriée, il est possible de réduire considérablement 
les crêtes de couple obtenues avec la stratégie précédente. 
Dans la section précédente, on considère que seulement une phase est excitée à la 
fois. En effet, seule la phase K est responsable de la production du couple. Cette 
logique permet de simplifier la commande. Cependant de fortes tensions de commande 
surgissent au début de chaque conduction de la phase sélectionné produisant de fortes 
ondulations de couple. Ceci est due au problème de singularité de la matrice de la 
commande linéarisante A(x) qui survient à chaque fois que 1, = O. Pour remédier A ce 
problème, nous proposons une nouvelle stratégie de commutation où deux phases 
adjacentes sont excitées en même temps lors de la commutation. Ainsi, on assure un 
courant 1, non nul et on augmente la capacité de production de couple. 
Pour décrire cette logique, on se réfère à la figure 4.1. Sur cette figure, on montre les 
caractéristiques couples-positions-courants de trois phases du moteur ainsi que des 
indices pour différents intervalles de fonctionnement. Pour chaque signe de couple, on 
identifie trois intervalles différents. Par exemple, pour un couple positif nous 
considérons la zone A (zk-j= I )  où seule la phase d'indice K est capable de produire un 
couple positif, la zone B, ( z ~ s j = 2 )  où seules les phases d'indices K et K+I produisent 
des couples positifs et finalement la zone B, (CKsj=2) où seules les phases d'indices K et 
K-1 produisent des couples positifs. Une répartition similaire est appliquée pour un 
couple négatif. 
Ainsi le nouveau commutateur électronique possède deux entrées qui sont le signe du 
couple ainsi que la position du moteur et deux sorties qui sont l'indice K dicté par 4.11 et 
l'indice de la phase adjacente à exciter pendant les intervalles de commutation B, et B,. 
4.4.2 Objectifs de la commande 
Pour commander le couple instantané du moteur et en utilisant la logique de commutation 
décrite précédemment, les objectifs de commande suivants doivent être établies. 
- l'entrée u, est la seule entrée responsable de la production du couple pendant 
I'intervalie A (xKsj= I l  tandis que les courants iK-, et IK+, sont forcés de s'annuler. 
- afin de réduire les ondulations de couple ainsi que les singularités survenant lors de 
la commutation, deux phases adjacentes doivent être excitées ( les phases K et K+I 
durant B, et les phases K et K- I durant B, ). Pour réaliser de tels objectifs, nous devons 
choisir le couple ainsi que les deux courants IK+,  et IK-, comme sorties. 
Dans cette partie nous appliquons en premier lieu la linéarisation au sens entrées-sorties 
au modèle non paramétrisé afin de vérifier la linéarisabilité du système. Ensuite, nous 
effectuerons une linéarisation adaptative basée sur le modèle paramétrisé pour 
commander le couple du moteur. Une commande de position et de vitesse du moteur 
commandé en couple est enfin développée. 
4.4.3.1 Cas où les paramètres sont connus 
Soit le modèle non-paramétrisé de la forme 
Où x=[û 1, 1 ,  g , p  le vecteur d'état, u=[ uK u,, uK+J le vecteur 
d'entrées, y=h(x)=[T I l  IK+] r le vecteur des sorties choisi de façon à respecter les 
objectifs de la commande etflx) et g(x) sont données. 
La relation entre le vecteur d'entrées u et le vecteur de sorties y est fortement non 
linéaire. Pour obtenir une relation linéaire entre la sortie y et une nouvelle en&& v, les 
quatre étapes nécessaires lors d'une linéarisation au sens entrées-sorties doivent être 
effectuées. Premièrement, une linéarisation partielle est effectuée en dérivant chacune 
des sorties par rapport au temps. Deuxièmement, les dynamiques internes rendues 
inobservables par la linéarisation sont déterminées. Troisièmement, la stabilité de celles- 
ci est vérifiée. Finalement, les lois de commande linéarisante sont déterminées. 
Considérons la première sortie y, = T. En dérivant une première fois par rapport au 
temps on obtient 
Après une seule dérivation, on retrouve les entrées du système. Donc l'indice 
caractéristique associé à y, est r, =l. 
Considérons la deuxième sortie y, = IK+ En dérivant une première fois par rapport au 
temps on obtient 
On remarque que 1' indice caractéristique associé à y, est r, = 1 .  
Considérons enfin la troisième sortie y, = I,,,. En dérivant une première fois par 
rapport au temps on obtient 
On remarque que l'indice caractéristique associé à y, est r, =l .  Donc, l'indice 
caractéristique total est r = r, +r, +r, = 3 
Posons 
B ( x )  = 
A ( x )  = 
Si la loi de commande 
est appliquée au système, on obtiendra une 
d'entrées v et le vectew de sortie y. 
relation linéaire entre le nouveau vecteur 
La transformation 4.103 est possible seulement si Z,# O. Une telle condition est 
respectée en utilisant la logique de commutation proposée dans 4.4.1. 
Puisque r < 5 le système est partiellement linéarisable et il existe une dynamique 
interne. Les sorties Z IK-, et I ,, forment la première partie du nouveau vecteur d'état. 
Posons 
avec 
Pour que q, soit une variable du nouvel état z, il faut 
3 
xj=ILg.llk(~) = 0 (4.102) 
1 
La position et la vitesse du moteur vérifient cette condition. Le nouvel état devient donc 
Pour vérifier la stabilité de la dynamique interne nous devons mettre le système sous sa 
forme normale et déduire la dynamique nulle correspondante. La forme normale du 
système est définie par 
La dynamique zéro est définie par 
Si on choisit la fonction énergie V(x) comme fonction de Lyapunov on obtient 
La dérivée d'une telle fonction est définie par 
La fonction v ( x )  est semi-définie négative. Toutefois. on remarque que 
Donc la condition ~ ( x )  = O ne peut se maintenir qu'aux points d'équilibre 
qo = (0,O) et q, = (O,  x )  . On peut déduire que q, est asymptotiquement 
stable. Par conséquent, le système 4.42 est à phase minimale. 
4.4.32 Adaptation des paramètres électriques pour la commande du couple 
Les développements effectués précédemment supposent que tous les paramètres sont 
connus. Une telle hypothèse est rarement valable en pratique et une adaptation des 
paramètres est donc requise. Pour cela nous considérons le modèle paramétrisé 4.21- 
4.25. 
Considérons la première sortie y, =hl (x) = T 
avec p = a p  (4.110) 
En dérivant y, une première fois, par rapport au temps, on obtient 
avec 
Puisaue les  aram mètres sont adaptés, la loi de commande linéaire devient 
où e+T, est 
Posons 
l'erreur de couple et a, un paramètre calculé à partir des pôles désirés. 
et l'erreur de poursuite vérifie 
èT+ale, = $'wT 
Nous utilisons la loi d'adaptation normalisée du gradient défini par 
Durant l'intervalle A, les courants non sélectionnés IK-, et IK+, doivent être annulés le plus 
rapidement possible. Ceci est réalisé en appliquant des tensions de commande u,, et 
UK+I  
Durant l'intervalle de commutation BI,  les phases K et K+I sont excitées. Finalement, 
durant l'intervalle de commutation B,, les phases K et K-1 sont excitées. Durant ces 
deux intervalles de commutation, la phase d'indice autre que K est excitée avec une 
tension moyenne fixe tandis que celle d'indice K est excitée selon la loi de commande 
u,. Ainsi, cette stratégie de commutation permet d'assurer la réversibilité de la matrice 
A(x) réduisant par conséquent l'ondulation du couple dans la zone de commutation. 
En dérivant les deux sorties IK-, et I,,, on obtient 
Les lois de commande linéaire associées à ces deux sorties sont 
Posons 
avec i = K - l , K + l  
Nous pouvons écrire 
L'erreur de poursuite ei = I i -  Ididu courant non sélectionné d'indice i satisfait 
l'équation 
et la loi d'adaptation est définie par 
Poei WCi 
[ ~ C J  = avec i = K - I , K + l  (4.121) 
1 + wc;wi 
Finalement, les lois de commande Iinéarisantes à appliquer au système sont définies par 
- 1 
U ~ - l  - T ['K- 1 - [pfK-  , ] Z f K -  I ]  
[ ~ g , - ~ ]  I g K -  1' 
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Figure 4.34 : Schéma de la commande linéarisante et adaptative du couple 
4.4.4 Commande linéarisante et adaptative de la position eUou de la vitesse 
Étant commandé en couple, le moteur à réluctance variable peut être facilement 
commandé en position ou en vitesse. Dans le cas où les paramètres mécaniques sont 
inconnus et que la charge est non linéaire, on peut appliquer une commande linéarisante 
et adaptative afin de réaliser des poursuites à haute précision. 
Le schéma de commande devient 
c/ Régulateur de \ 
! de psition)-T en couple ) 
Q OU 8, vitesse ou 
Figure 4.35 : Schéma de commande de vitesse ou de position du moteur commandé en couple 
En supposant que le moteur est en position de pendule, le modèle mécanique paramétrisé 
est défini par 
avec 
[ p l ]  = 
- " ' b2l = [f] ' KI = 
B 
0. CO sont les variables d'état et T l'entrée du système mécanique 
Posons Wl1 = Lf,l et W21 = k , l T  
4.4.4.1 Commande de vitesse 
Considérons y = o comme sortie du système. En dérivant y une seule fois par rapport 
au temps on obtient 
Soit 
où e, = - a, est l'erreur de vitesse et a, un paramètre choisi en fonction de la 
dynamique mécanique désirée. 
Posons 
on obtient 
et l'erreur de poursuite satisfait 
éo+a,e,  = Q'W 
Dans ce cas, il n'est pas nécessaire de considérer une erreur augmentée. On utilise la loi 
d'adaptation normalisée du gradient définie par 
Afin d'obtenir une erreur nulle en régime permanent on choisit 
Y, = id - a,e, - y,je,dt 
d'où la loi de commande linéarisante 
Une telle commande constitue le couple de référence à appliquer au moteur . 
4.4.4.2 Commande de position 
Dans ce cas nous choisissons la position comme sortie en posant y = 8. Afin de 
retrouver I'entrée on doit dériver la position deux fois par rapport au temps. 
En choisissant la nouvelle entrée 
et la loi d'adaptation 
on obtient la loi de commande linéarisante de la forme 
4.4.5 Analyse des résultats 
La commande linéarisante du coupie nécessite une mesure précise du couple instantané 
du moteur. Pour simuler la mesure du couple instantané du moteur on utilise les 
caractéristiques couples-courants-positions de la figure 4.1. En effet, ces 
caractéristiques peuvent être facilement mesurées sur le moteur puis mémorisées dans 
des tables (EPROM). L'utilisation d'une telle technique de mesure nécessite très peu de 
calculs en temps réel. 
Les lois de commande u ,  u, et u,, données par 4.1264.128 sont calculées à chaque 
200p.s et imposées au moteur par un convertisseur ML1 fonctionnant à une fréquencef, = 
25 kHz. La tension à l'entrée du convertisseur en derni-pont est Vcc=50 V 
La figure 4.36 montre les conditions de l'expérience simulée. 
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Figure 4.36 : Schéma de simulation 
La figure 4.37 montre la réponse à un échelon de couple 40 Nm. La figure 4.38 montre 
que l'erreur de poursuite reste inférieure à 12 % de la valeur désirée. En effet c'est 
l'alimentation à deux phases qui a permis d'éliminer le problème de singularité et de 
réduire l'ondulation du couple durant la commutation. 
i 
1 
o d  I 1 1 I I 
O 0.02 0.04 0.06 0.08 0.1 
Temps s 
Figure 4.37 : Réponse à un échelon de couple 
0.02 0.04 0.06 0.08 
Temps s 
Figure 4.38 : Erreur de poursuite du couple 
La figure 4.39 montre la tension appliquée à la phase 1 du moteur. D'autre part, on peut 
voir l'effet de I'alimentation de deux phases adjacentes pendant les intervalles de 
commutation. Due à la nature inductive du moteur, la fréquence de 25kHz se reflète très 
peu sur les courants et couple du moteur. 
Temps s 
Figure 4.39 : Tension appliquée à la phase 1 du moteur 
O 0.02 0.04 0.06 0.08 O. 1 
Temps s 
Figure 4.40 : Courants du moteur 
Pour réaliser des poursuites de trajectoires de position ou de vitesse, le couple désiré a 
souvent une allure queiconque. Afin d'évaluer les performances de la stratégie dans de 
telles circonstances nous avons simulé la réponse à une référence sinusoïdale. Les 
couples réel et désiré sont montrés à la figure 4.41. L'erreur de traînage observée est 
due en partie au choix des paramètres de commande de l'équation 4.117. 
Temps s 
Figure 4.41 : Réponse du couple à une référence sinusoïdale 
Étant commandé en couple, le moteur à réluctance variable possède des performances 
comparables à celles d'un moteur à courant continu. En considérant seulement le 
modèle mécanique du moteur nous avons conçu deux boucles externes pour la 
commande de la vitesse et de la position. Dans ce cas, c'est le couple du moteur qui 
constitue l'élément de commande du système mécanique et les lois de commande 4.137 
et 4.142. sont calculées pour la vitesse et la position respectivement. A ce niveau, seuls 
les paramètres mécaniques sont adaptés. 
Afin d'évaluer les performances de la boucle de vitesse nous avons simulé la réponse du 
moteur à une trajectoire de 5 rads. La figure 4.42 montre la vitesse réelle et désirée du 
moteur. Comme le montre la figure 4.43, l'erreur de vitesse reste inférieure à 2 rad/s 
pendant toute la période de la simulation. 
Temps s 
Figure 4.42 : Réponse à une trajectoire de vitesse (-) vitesse réelle (--) vitesse désirée 
Temps s 
Figure 4.43 : Erreur de vitesse 
La figure 4.44 montre la réponse à un échelon de position de 1.57 rad. Comme le 
montre la figure 4.45, l'erreur de poursuite demeure inférieure à 0.02 rad. Le hachage à 
haute fréquence observé est due principalement B la commande ML1 du convertisseur. 
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Figure 4.44 : Réponse à une trajectoire de position (-) position réelle (--) position désirée 
O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Temps s 
Figure 4.45 : Erreur de position 
Aspects de la modélisation, de la mesure et de l'implantation en 
temps réel des lois de commande proposées 
5.1 Introduction 
Dans ce chapitre, nous décrivons les aspects de la modélisation, de la mesure et de 
I'implantation en temps réel des lois de commande proposées. Dans ce chapitre on ne 
présente pas les résultats expérimentaux des lois de commande non linéaires 
proposée. Cependant nous présentons les résultats expérimentaux associés à toutes les 
étapes préliminaires nécessaires à l'implantation en temps réel. Ainsi, ce chapitre 
permet de montrer les contraintes réelles et d'évaluer la réalisabilité des structures de 
commandes non linéaires proposées. 
5.2 Stmctures électromécaniques du moteur 
Pour cette étude nous avons considéré le moteur DDM-2215 B de Superior Electric. 
C'est un moteur triphasé pouvant produire un couple de 40 N.m à des vitesses inférieures 
à 1.7 rads. Le tableau 5.1 montre les paramètres de ce moteur. 
Tableau 5.1: Paramètres du moteur DDM-2215 B 
























La figure 5.2 illustre une section du moteur. Dans cette figure, on peut voir la 
configuration physique du stator et du rotor et en particulier la double saillance du 
moteur. 
Figure 5.1 : CYact6ristique couple vitesse du moteur DDM-2215 B (-) 
Dents roturiques 4 
Rotor 
Figure 5.2 : Vue d'une section du moteur DDM-2215 B 
53 Mesure des caractéristiques magnétiques ( flux-courants-positions) 
La connaissance de ces caractéristiques est d'une grande importance puisqu'elles 
contiennent toutes les non-linéarités et représente le couplage entre les parties électrique 
et mécanique du moteur. C'est à partir de ces caractéristiques que les modèles 
analytiques sont développés. La mesure de ces caractéristiques doit donc être effectuée 
minutieusement. 
Faute de capteur, il est impossible de mesurer le flux directement sur la 
machine. Cependant il est possible de le déduire en intégrant numériquement l'équation 
de tension. 
Cette méthode nécessite la mesure de la tension, du courant, la valeur précise de la 
résistance par phase du moteur et la connaissance exacte de la valeur initiale du flux au 
début de chaque intégration. 
Un essai en courant continu a permis de mesurer une résistance par phase 
R=0.302Q Un essai en courant alternatif nous permet de mesurer approximativement 
l'inductance par phase du moteur. La figure 5.3 montre l'inductance pour différents 
niveaux d' excitation. 
Position rad 
Figure 5.3 : Inductance par phase du moteur 
Pour mesurer les caractéristiques magnétiques du moteur, nous avons suivi la procédure 
suivante. 
La phase du moteur est alimentée par une source de tension sinusoïdale de fréquence 
f=6OHz et d'amplitude permettant d'atteindre 20 A. Ainsi. le flux est établi durant 
l'alternance positive puis annulé complètement durant l'alternance négative. Le 
système d'acquisition est composé d'un oscilloscope numérique qui communique avec 
un PC à travers son port de communication RS232. La méthode consiste à bloquer le 
moteur à une position désirée puis alimenter la phase concernée et effectuer une 
acquisition du courant et de la tension pendant le premier demi cycle positif de la 
tension. Cette opération est répétée pour plusieurs positions. 
À partir des fichiers de données recueillies, on intègre pour trouver une caractéristique 
flux-courants pour chacune des positions. Pour éviter le problème de la condition 
initiale, nous commençons 1' intégration au début de chaque alternance positive. Ainsi, 
on s'assure que la valeur initiale du flux est nulle puisque le flux est annulé durant 
1 ' alternance négative. La figure 5.4 montre les caractéristiques flux-courants-positions 
d'une phase, mesurées sur une demi période électrique du moteur. On peut 
remarquer deux régions, une linéaire où le moteur est non saturé et l'autre non linéaire où 
le moteur est saturé. 
4.m 1 l 
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Figure 5.4 : Caractéristiques magnétiques (flux-courants-positions) d'une phase 
5.4 Modèles analytiques à partir des mesures recueillies 
Lorsque le courant de phase est inférieur à 5 A, le circuit magnétique n'est pas saturé et 
les caractéristiques flux-courants peuvent être approximées par des droites. De plus, en 
considérant seulement la fondamentale de I'inductance, le flux peut être approximé par 
La pente représentant la variation du flux par rapport au courant est une fonction de la 
position et peut être exprimée par 
La variation du flux par rapport à la position dépend non seulement de la position mais 
aussi du courant injecté au moteur. Cette variation est représentée par 
Cependant, à des courants supérieurs à 5 A, le circuit magnétique devient saturé. Dans 
une telle région la saturation peut être modélisée par la fonction exponentielle et le flux 
devient 
Où iy, est la valeur du flux de saturation et c(0) est la fondamentale de la transformée de 
Fourier modélisant la variation de l'inductance de la phase j en fonction de la position. 
Si seulement la composante fondamentale de&@) est considérée alors les caractéristiques 
montrées à la figure53 peuvent êtres approximées par 
Afin de représenter le plus fidèlement possible les caractéristiques de la figure 5.4 avec le 
modèle 5.5 nous avons choisi y, = 0.18, a = 0.1 1 et b = 0.030. 
Même si le terme exponentiel tient compte de la saturation du moteur il reste toutefois 
qu'un tel modèle ne peut prédire d'une façon précise les dynamiques du moteur 
Dû215 Un travail plus élaborée doit être effectué pour obtenir un modèle du moteur 
spécifié, sufisamment performant pour Les régions où la saturation magnétique est 
considérable. À cette fin, on peut se baser sur le travail Torrey ( 199 1) pour déterminer 
un modèle de la forme 
Contrairement au modèle 5.5, le modèle 5.6 contient beaucoup plus de paramètres 
variables en fonction de la position. Ce choix semble plus réaliste car le niveau de 
saturation dépend non seulement du courant mais aussi de la position du moteur (position 
des dents rotorique pae rapport aux dents statoriques). 
Le coefficient a, (8) représente la valeur du flux à mesure que le circuit magnétique 
rentre en saturation. Le coefficient a,@) modélise le degré de saturation du moteur et 
a,(@ modélise l'inductance incrémentale à forts courants. Ces paramètres peuvent être 
déterminés en utilisant la méthode des moindres carrées non linéaire Bevington ( 1969). 
Le désavantage principale du modèle 5.6 est que ce dernier est difficilement utilisable 
puisqu'il nécessite des développements mathématiques excessivement complexes pour 
concevoir une commande non linéaire par retour d'état. Par conséquent, I'implantation 
en temps réel des lois de commandes linéarisantes issues d'un tel modèle sera 
difficilement réalisable. 
5.5 Problèmes de mesure du couple électromagnétique du moteur 
55.1 Caractéristiques couples-courants-positions: mesure du couple en temps 
différé 
Pour réaliser une commande du couple on a besoin de connaître le couple instantané total 
développé par le moteur. La méthode la plus rapide et la plus précise consiste à utiliser 
une table où sont stockées toutes les caracténstiques couples-courants-positions du 
moteur. De telles caracténstiques peuvent êtres déterminées à partir des caractéristiques 
magnétiques du moteur. Aussi. elles peuvent êtres mesurées directement sur la 
machine. Pour ce faire, on bloque le rotor à une position désirée, on excite une phase 
avec un courant continu et on fait l'acquisition du couple à l'aide d'une jauge de 
contrainte. Une telle mesure est répété pour différents courants et positions du 
moteur. La figure 5.5 montre les caractéristiques de la phase 1 mesurées sur une période 
électrique (360" ). Celles des phases 2 et 3 sont obtenues en effectuant des décalages de 
4x/(3NR) et 8sr/(3NR) respectivement. Ces données sont stockées dans une table pour 
déduire éventuellement, à partir du courant et de la position, le couple en temps réel. 
Position en O 
Figure 5.5 : Caractt5ristiques couples-courants-positions 
5.5.2 Calcul du couple par I'estimation en temps réel du flux 
Une autre méthode de mesure du couple basée sur l'estimation du flux en temps réel et la 
connaissance des réluctances a été développée par Filicori (1993). 
Dans cette méthode, on considère que la force magnétomotrice ( NI = H(B,y)  ) peut ce 
décomposer en deux termes. Le premier représente l'effet de la saturation du matériau 
ferromagnétique. C'est un terme non linéaire et indépendant de la position du 
moteur. Le deuxième terme représente l'effet de la variation périodique de I'entrefer en 
fonction de la position du moteur (réluctance variable). Dans ce cas le courant 
s'exprime par 
où 3 (0) est l'image de la réluctance par phase du moteur (on l'appelle la réluctance 
normalisée de l'entrefer) et F(y) est donné par 
d'où 
avec 
Pour des faibles valeurs du flux, le courant 1 peut être approximé par 
Le terme (8) peut être facilement mesuré. En effet il représente l'inverse de la 
pente de la courbe y~(0.1) au voisinage de I=0. 
La figure 5.6 montre la réluctance IRo (8) déterminée à partir des caractéristiques 
magnétiques. 
Position rad 
Figure 5 -6 : Réluctance obtenue à partir des caractéristiques magnétiques 
Puisque 
dm(8) - d m 0 ( e )  - 
de de 
alon le couple par phase peut s'exprimer par 
La terme 
d9I0 (0) 
est montrée à la figure 5.7. 
de 
Posiiion rad 
Figure 5.7 : Dérivée de la réluctance par phase 
Le calcul en temps réel du flux par phase nécessite une fréquence d'échantillonnage du 
courant 5 fois supérieure à celle du convertisseur. La mesure de la tension ne nécessite 
aucun capteur car celle ci est déduite des états des interrupteurs 
Afin d'évaluer la précision d'une telle méthode nous avons effectuer des 
simulations. Les résultats de simulation sont montrés à la figure 5.8. On remarque 
que les performances de cette méthode se dégradent à mesure que le niveau d'excitation 
augmente. Ceci veut dire que les modèles 5.7 et 5.8 ne sont pas valables pour les 
régions où le moteur est fortement saturé. De plus, même si elle a été utilisée avec 
succès dans (Flicon et al, 1993) sur un moteur NSK, elle ne peut être appliquée à toutes 
les configurations de machines existantes, en particulier au moteur DO2 15 de Superior 
Electric. En effet des essais pratiques ont été effectuées au laboratoire et les résultats 
obtenus ne peuvent confirmer la généralité de la méthode. Probablement les 
hypothèses considérées ne sont pas justifiées pour le moteur considéré, et par conséquent 
un ajustement des modèles 5.7 et 5.8 doit être effectué. 
t 
Position rad 
Figure 5.8 : Couple réel (- ) et couple estimé (--) 
Ceci nous mène à conclure que la méthode de mesure basée sur les caractéristiques 
couples-courants-positions demeure la solution la plus judicieuse. De telles 
caractéristiques peuvent être mémorisée dans une table et utilisées pour déduire le couple 
ou servir à effectuer l'apprentissage d'un réseau de neurones qui pourra être implanté 
facilement en temps réel Hebert (1995). 
5.6 Aspects de l'implantation en temps réel des algorithmes de commande 
Même si les résultats de simulation semblent concluants, il est important d'évaluer les 
différentes contraintes associées à la réalisation pratique et proposer des solutions pour 
une éventuelle implantation en temps réel des algorithmes proposées. 
Plusieurs questions fondamentales associées à l'implantation en temps réel doivent être 
abordées. nemièrement, il faut vérifier si l'introduction d'éléments d'échantillonnage et 
de blocage rend impossible la linéarisation par retour d'état du système considéré. Le 
choix de la période d'échantillonnage est très important car il détermine non seulement 
les performances mais aussi le coût du système de commande. Théoriquement on doit 
échantillonner à des fréquences supérieures à deux fois la bande passante du système en 
boucle ferméef,. Cependant, en pratique, afin d'obtenir des performances acceptables on 
propose d'échantillonner à des fréquences supérieures à dix fois la bande passante du 
système continu en boucle fermée. Dans le cas du système fortement non linéaire 
convertisseur-moteur, la simulation nous a montré que la linéarisation est possible 
seulement si on échantillonne à une fréquence très élevée par rapport à celle normalement 
utilisée pour les systèmes continus (10 f, ). En effet, même si la constante de temps 
électrique la plus faible est s, =33ms, la période d'échantillonnage minimale à 
considérer est T, = 2 0 0 ~ .  Cela veut dire qu'il faut échantillonner à une fréquencef, = 
160 f, et non pas IOA. Ceci s'explique par le fait que l'inversion en temps réel du modèle 
nécessite la connaissance précise en temps réel de l'état du système. 
Deuxièmement, il faut faire le choix des différents éléments nécessaires pour l'exécution 
des différentes tâches de la commande, à savoir le système d'acquisition, le système de 
communication permettant de lancer des tâches de commande et de stocker les variables 
à analyser, la puissance du calculateur numérique, le système d'interfaçage entre les 
circuits de commande et les circuits puissance et finalement le programme de commande. 
Le choix de I'environnement dépend non seulement de la puissance du calculateur 
numérique et du système d'acquisition mais aussi de la flexibilité et de la facilité 
d'exploitation du système. Plusieurs systèmes de développement sont actuellement 
disponibles sur le marché. Ces systèmes utilisent des processeurs numériques de signal 
puissants, programmables en langage évolué et pouvant communiquer avec un ordinateur 
personnel. Dans ce sens. citons les systèmes comme DSPACE, MX31 Modular 
Embedded System et Matrix. De tels systèmes de développement facilitent et accélèrent 
considérablement l'implantation pratique des commandes proposées. 
Dans ce projet nous n'avons pas discrétisé de modèle. En effet, nous avons conçu une 
loi de commande continu à partir du modèle continu du moteur. 
Cependant, lors de la simulation nous avons appliqué la loi de commande non linéaire 
continue en mode discret en utilisant un échantillonneur bloqueur d'ordre zéro. La 
figure 5.9 montre le diagramme de temps du régulateur. À I'instant kTs on effectue 
l'acquisition des variables d'état qui dure t,. Ensuite, on effectue I'adaptation des 
paramètres pendant t,, on calcule les lois de commandes linéarisantes pendant r, et 
finalement on calcule les rapports cycliques et les signaux de commande à envoyer au 
convertisseur. Ainsi l'application de la commande u(kT') ne s'applique qu'à l'instant 
(k+l)Ts et dure toute l'intervalle [kTs , (k+l)TsJ. À ce délai d'une période 
d'échantillonnage s'ajoute un délai due à la modulation par la largeur d'impulsion. En 
effet, la tension u(kTS) n'est imposée réellement au moteur qu'après un délai moyen égal 
à la moitié de la période de hachage du convertisseur. Ce délai est très faible par rapport 
à la période d'échantionnage et influence peu les performances du système 
Figure 5.9 : Diagramme temporel de la commande numérique du MRV 
La figure 5.10 montre I'algorithme à utiliser pour réaliser en temps réel la commande 
proposée. 
Début =T= 
Création des tables trigonométriques 
I 




1 Traitement des données 
- Adaptation des paramètres 
- Caicul des Iois de commande linéaires (vl v2 v3) 
- Calcul des Iois de commande héarisantes (u 1 u2 u3) 
Calcul des rapports cycliques 
et 
Génération des signaux se commande 
1 Nouvelle acquisition de données / 
Figure 5.10 : Algorithme de commande en temps réel du MRV 
La figure 5.1 1 résume le système de commande de couple à réaliser . 
+ 
ff . Processeur numérique 
- Commutateur électronique 
- Adaptation des pmamètres 
linéaires (of o2 v3 ) 
- Calcul des lois de commande 
I et génénztion des signaux de commnnde 
EPROM 
Figure 5.1 1 : schéma de commande en temps réel du couple 
CONCLUSION 
La revue historique et la littérature concernant la machine à réluctance variable nous ont 
montré l'état de l'art dans le domaine. Il faut remarquer que même si des 
développements considérables ont été réalisés au niveau de la conception et de 
l'alimentation d'une telle machine, un travail énorme reste à faire au niveau de sa 
modélisation et de sa commande. En effet, à cause de sa structure électromagnétique, il 
est extrêmement dificile d'obtenir un modèle analytique suffisamment précis. De plus, 
son couple fortement pulsatoire et sa nature fortement non linéaire font qu'il est 
impossible d'obtenir des bonnes performances dynamiques en utilisant de simples lois de 
commande linéaire. 
Le désir d'obtenir des performances dynamiques comparables à celles du moteur cc, 
d'une part, et l'application de nouvelles techniques de commande, d'autre part, 
constituent les principales sources de motivation. 
Dans cette thèse, nous avons présenté une étude complète de la commande non linéaire et 
adaptative de la machine à réluctance variable. Notre contribution est d'avoir 
développé des stratégies de commande permettant de compenser pour les non-linéarités 
du moteur et réduire les ondulations de couple même en présence d'incertitudes 
paramétriques dans le modèle. En effet, c'est en utilisant la loi du gradient que 
l'adaptation des paramètres a rendu possible la linéarisation du système. 
Lors de la conception des lois de commandes nous avons remarqué que l'inversion du 
modèle n'est possible que lorsque le courant k de la phase sélectionnée est non 
nul. Avec la stratégie de commutation présentée dans 4.3.1, le courant k est nul durant 
la commutation, ce qui cause un effort de commande très élevé qui se traduit par un 
couple crête élevé. Pour remédier à ce problème nous avons limité la tension de 
commande. Une solution beaucoup plus efficace consiste à alimenter deux phases 
adjacentes pendant l'intervalle de commutation. Une telle stratégie de commutation a 
permis de réduire considérablement non seulement la crête de couple pendant la 
commutation mais aussi les efforts de commande. 
Les performances obtenues avec la stratégie de commande du couple instantané avec 
logique de commutation améliorée sont nettement meilleures que celles obtenues en 
effectuant une linéarisation au sens entrées-état pour une commande directe de 
position. En effet, même si la commande du couple requiert une mesure précise du 
couple instantané, elle requiert moins de calculs en temps réel et elle répond mieux aux 
exigences d'une application industrielle. 
Dans le chapitre V, nous avons traité les aspects de mesure des caractéristiques 
électromagnétiques du moteur ainsi que celles de la modélisation du moteur à partir de 
ses caractéristiques électromagnétiques. Même si le modèle analytique 5.6 est 
suffisamment performant pour le moteur saturé. il présente le désavantage de conduire à 
des lois de commande difficilement réalisables. Le modèle 5.5 que nous avons choisi 
pour développer le simulateur du moteur est moins précis. Cependant, il permet de 
concevoir des lois de commande beaucoup moin complexes. 
Aussi, nous avons traité les aspects de l'implantation pratique des stratégies de 
commande proposées. L'implantation pratique de ces lois de commande n'a pas été 
effectuée. Cependant, nous avons décrit les étatpes à suivre ainsi que les differentes 
aspects à considérer (frépquence d'échantillonnage, mesure du couple, choix du 
Microcontroleur etc..). L'implantation pratique demeure une étape de validation 
nécessaire et peut être effectuée dans le cadre d'un prochain projet de recherche. 
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