Abstract: Strict positive realness (SPR) is an important concept in absolute stability theory, adaptive control, system identification, etc. This paper characterizes the strictly positive real (SPR) regions in coefficient space and presents a robust design method for SPR transfer functions. We first introduce the concepts of SPR regions and weak SPR regions and show that the SPR region associated with a fixed polynomial is unbounded, whereas the weak SPR region is bounded. We then prove that the intersection of several weak SPR regions associated with different polynomials can not be a single point. Furthermore, we show how to construct a point in the SPR region from a point in the weak SPR region. Based on these theoretical development, we propose an algorithm for robust design of SPR transfer functions. This algorithm works well for both low order and high order polynomial families. Illustrative examples are provided to show the effectiveness of this algorithm.
Introduction
The notion of strict positive realness (SPR) of transfer functions plays an important role in absolute stability theory, adaptive control and system identification . Motivated by Kharitonov's seminal theorem on the robust stability for a family of polynomials, a number of recent papers has concentrated on the strict positive realness for a family of transfer functions. In the spirit of Kharitonov, the robust SPR analysis and design problems were first formulated by Dasgupta and Bhagwat [8] . They showed that every transfer function in an interval transfer function family is strictly positive real if and only if sixteen prescibed vertex transfer functions in this family are strictly positive real. The sixteen critical vertex transfer functions can be constructed explicitly using Kharitonov's four vertex polynomials. This result was subsequently improved by Chapellat and Bhattacharyya, Wang and Huang, where only eight out of the sixteen critical vertex transfer functions need to be checked [11] [12] . For a family of transfer functions with affine linearly correlated perturbations, or more generally, multilinearly correlated perturbations, Dasgupta, Anderson et al. showed that it suffices to check all vertices in order to ensure the strict positive realness of the entire family [14] . By resort to the concept of positive polynomial pairs and root interlacing properties, Hollot and Huang solved the robust SPR design problem for low order and structured families [9] [10] . Anderson et al. considered the general robust SPR design problem, and by using the Hilbert transform, provided a constructive method [14] . Betser and Zeheb made some further improvements [15] . This paper characterizes SPR regions in coefficient space and presents a robust design method for SPR transfer functions. We first introduce the concepts of SPR regions and weak SPR regions and give a complete characterization of them. We show that the SPR region associated with a fixed polynomial is unbounded, whereas the weak SPR region is bounded. We then prove that the intersection of several weak SPR regions associated with different polynomials can not be a single point. Furthermore, we show how to construct a point in the SPR region from a point in the weak SPR region. Based on these theoretical development, we propose an algorithm for robust design of SPR transfer functions. This algorithm works well for both low order and high order polynomial families. Illustrative examples are provided to show the effectiveness of this algorithm.
Preliminaries
Denote P n as the n-th order real polynomial family, R n as the n dimensional real field, and H n ⊂ P n as the set of all n-th order Hurwitz stable polynomials.
In the following definitions,b(·) ∈ P m , a(·) ∈ P n , and Definition 3 Given a(s) ∈ H n , the set of the co-
∈SPR is said to be the SPR region associated with a(s),denoted as Ω a .
Definition 4 Given a(s) ∈ H
n , the set of the co- 
From the definitions above, it is easy to get the following properties:
where arg(·) stands for the argument of the complex number,and the difference of two arguments can differ by an integer number of 2π.
Property 3 [10, 11] 
The problem we are interested in is: Given a family of Hurwitz stable polynomials, how can find a fixed polynomial such that their ratios will be SPRinvariant? In what follows, we will first give some characterization of WSPR regions, and then propose an efficient design procedure for this problem.
Geometric Characterization of SPR Regions
By definition, an SPR (WSPR) transfer function times a positive integer is still SPR (WSPR). Thus, without loss of generality, let
Denote as Ω 1a the set of the coefficients of all
and denote as Ω W 1a the set of the coefficients of all the b(s)
∈WSPR. Obviously, we have
For notational convenience, Ω 1a (Ω W 1a ) sometimes also stands for the corresponding polynomial set.
As we know [9, 10] , Ω a is a non-empty, open, convex cone in R n+1 . Thus, Ω a is an unbounded set in
In what follows, we will show that Ω 1a is also an unbounded set in R n .
Theorem 1 Given a(s)
Thus, Ω 1a is not empty.
Then, we have
In what follows, we will prove that Ω 1a is unbounded. For this purpose, we first introduce some notations, which are needed in other proofs as well. Let
Then ∀ω ∈ R, we have
l+k , where a 0 = 1, and
Introducing the matrices
where a i = 0 when i > n. Then, it is easy to verify that
where
On the other hand, due to the arbitrariness of d, d n can be taken arbitrarily large. Therefore, b n can also be arbitrarily large. Namely, Ω 1a is unbounded. This completes the proof.
Remark 1 Given two stable polynomials a 1 (s) and
are both SPR is tantamount to nonemptiness of the intersection of the two SPR regions associated with a 1 (s) and a 2 (s) . Since Ω a and Ω 1a are both unbounded sets. When dealing with robust SPR design problem, we must find the intersection of several unbounded sets (i.e., SPR regions), which is intractable. This is the reason that we introduce the concept of WSPR regions, which are bounded as shown below.
Proof H a , E n and A were defined in the proof of Theorem 1.
Denote B as the (n − 1) × (n − 1) matrix formed by the first n−1 row and last n−1 column of the matrix E n H a E n . Obviously, B is also invertible.
Then, it is easy to verify that c = Ab is true. Thus, we have
Moreover, ∀ω ∈ R, we have
(8) Obviously
It is easy to see that
Again, by Property 3, we have
Namely is not an open set. The following theorem guarantees such a fact: when the intersection of two or more WSPR regions is not empty, then the intersection must be a region, not a single point. This means that Ackermann's counterexample (that the unstable region is an isolated point so that gridding the parameter space can lead to erroneous conclusions no matter how dense the gridding is [19] ) does not happen in this case.
Theorem 3
Given a(s)
, then for sufficiently small ε > 0, we have (
, and ∀ω ∈ R, we have Re(
wherec(ω) is a real polynomial of order less or equal to 2(n − 2). Thus, when | ω | is sufficiently large, the sign of (−ε)(−ω 2(n−1) +c(ω)) will be positive. Namely, there exists ω 1 > 0 such that, for all
Denote
Re(
by simple computation, we have
Therefore,
. This completes the proof.
The following theorem shows the relationship between Ω W 1a and Ω a , and plays an important role in robust SPR design.
Theorem 4 Given a(s)
, we can take sufficiently small ε > 0 such that
Since (
We only need to show that, for sufficiently small ε > 0,
Obviously,b(s) and a(s) have same order n. Thus, there exists ω 2 > 0 such that, for all | ω |≥ ω 2 , we
This completes the proof.
Applications in Robust Design of SPR Transfer Functions
Generally speaking, the design problem is more difficult than analysis problem, since it is usually constructive, i.e., it not only shows the existence of the solution, but also provides a constructive procedure to find it. In this section, we will propose an algorithm for robust design of SPR transfer functions. This algorithm works well for both low order and high order polynomial families. Illustrative examples are provided to show the effectiveness of this algorithm.
Suppose ∈SPR(WSPR). Therefore, the assumptions made on F do not lose any generality. Actually, the method proposed in our paper also applies to convex combination of polynomials, interval polynomials, and more generally, polytopic polynomials and multilinearly perturbed polynomials [1, 4, 14] .
By the results presented in the previous section, we propose the following design procedure:
Step 1. Test the robust stability of the convex hull of F , i.e., F . If F is robustly stable, then go to Step 2; otherwise, print "there does not exist such a b(s) "; (by Definitions 1 and 2)
Step 2. Let α l = min{a
according to the precision required; (by Theorem 2 and its proof)
Step 3. 
with the given precision").
Step 4.
Take a sufficiently small ε > 0 such that (ε, 1,
Hence, the n-th order polynomial with coefficients (ε, 1, b 1 , b 2 , · · · , b n−1 ) satisfies the design requirement. (by Theorem 4).
For the low order stable interval polynomial family or low order stable convex combination, existence of the solution to the design problem is always guaranteed [15, 16] . Given adequate precision, our method will surely find a polynomial that satisfies the design requirement. As shown by numerous examples below, our method is also effective for higher order polynomial families.
Example 1
Let 
, where ε > 0 is sufficiently small, e.g., let ε ≤ 0.3 (which is determined by Theorem 4),it is easy to check that the design requirement has been met.
Note that the example above is constructed by overbounding the line segment in [13] by an interval polynomial family. Thus, instead of dealing with two vertex polynomials as in [13] , we must now deal with four Kharitonov's vertex polynomials.
In what follows, we will give two more examples of higher order polynomial families. [7, 21, 22] namely, it is a convex direction for Hurwitz stability [7, 21, 22] . Moreover, it is easy to see that a 1 (s) and a 2 (s) are both Hurwitz stable polynomials. Thus, the convex hull F of F is robust stable [7, 21, 22] . seems that such a polynomial can always be found.
Example 2 Let
Thus, we conjecture that this problem has a positive answer.
