We took Hall sensor measurements of our electromagnet, while switching between 0 and 0.94 A of current in a sinusoidal fashion, at several different total cycle times ( Figure S1 ). The data shows that essentially no hysteretic effects (<5 % maximum) due to induction were seen in our electromagnet with a total cycle time of 5 seconds or longer. All experiments described in the main text have a total cycle time of at least 6 seconds. 
: Histogram of diameters of synthesized beads. The probes contained both rhodamine 6G dye and magnetite nanoparticles (10 nm in diameter). Probe diameters were derived manually from SEM images over several hundred beads (inset). The histogram was fitted to a Gaussian and yielded a mean diameter of 4.51 μm and a standard deviation of 0.46 μm, which corresponds to a FWHM of 1.1 μm or ±12% of the mean.
Vibrating sample magnetometer (VSM) measurements showed that the probes were highly , and a bead diameter of 4.5 μm. where I 0 is the intensity at contact (which should be close to 1, since the contact is assured when the AFM cantilever detects significant repulsive forces, Figure (Table 1) . Error bars are smaller than the markers.
We discovered that the intensity in the whole range of bead-surface distance could be defined as a single exponential decay reasonably well ( Figure S5 d) , excluding the region of repulsive forces where distance from surface is underestimated. The offset for the z-position, z 0 , was generally small (0-9 nm), but helped overlay the averaged data in Figure S5 d, since the exact point of contact is not precisely known (due to repulsion near surface and possible roughness of the probe). The fitted maximum intensity did not differ from 1 by more than 0.06. As expected, an increase in the TIRF angle raises the penetration depth, which ranges between ~100 -400 nm. Figure S5 f shows that the range of penetration depth values from the fits to stretching model in the main text (red dots) are consistent with the AFM/TIRF data (black dots).
S4. Noise estimate from immobilized probes. An immobilized probe was imaged under several different instrumental conditions in order to determine the magnitude of fluctuations resulting from instrumental (thermal or mechanical, as well laser power, detector, shot, and electronic) noise. Although mechanical drift was low, a boxcar average of both the intensity and x-y fluctuations were taken in order to determine the average value ( Figure S6 ). As expected, a decrease in exposure time and increase in gain raises both the intensity (i.e. z) and x-y noise. The intensity fluctuations in Figure S6 were used to subtract system noise from the z-variance in the force calculation below ( Figure S9 ). Figure S6 : Noise of an immobilized bead under TIRF (d ≈ 140 nm) at three different capture settings (t exp is the exposure time, σ I is the standard deviation in intensity from the normalized intensity of I = 1, and σ r is the standard deviation of the lateral displacement from the averaged zero point). Mechanical drift was removed using a 50-point box filter and moving the average position of the center of the bead. (a) Intensity fluctuations (from the normalized initial intensity of I = 1) and (b) x-y positions are given. The x-y positions were determined from a 2-D Gaussian fit for each frame. As expected, a decrease in exposure time and increase in gain raises the noise level. The exposure time was not varied independently of the gain because the signal to noise ratio at low exposure times was poor (~ single digits). Given a penetration depth of d ≈ 140 nm, the intensity-fluctuations σ I correspond to σ z = 0.53, 1.05, and 1.14 nm respectively. Since the probe is immobilized, the noise is purely instrument noise and is added to the variance of Brownian fluctuations of the tethered probe position. The electromagnet current was ramped during the capture of this data to ensure the probe was completely immobilized. 
S5. Sample raw intensity-current data.
where i is the electromagnet current, z avg is the averaged z-position, and Δz avg is the change in the average position for an incremental change in current, and C is the constant of integration. For this type of analysis, a great deal of points at a low exposure time must be taken. The exposure time must be short Plots of the theoretical correction factor using bulk and effective viscosities are displayed in Figure S8 for several different exposure times for a 4.5 μm diameter probe. For exposure times of a few ms typical
of our experimental setup, the blurring correction can be anywhere between 5-10 % and an order of magnitude effect, depending on the contribution from hindered diffusion. As evident from Figure S9 d, use of fluctuations in the bead position to calculate forces acting on tethered DNA molecule reproduces predicted trends: in both cases, we observe increased force with a longer extension. This method, however, yields forces that are approximately within a factor of two to three from the values determined using fits to stretching models described in the main text. Use of zfluctuations (Equation S1) overestimated the forces due to blurring effect described above, whereas the use of lateral fluctuations underestimated the forces, because measurements of lateral positions are not differential (unlike z-position, which is referenced to the solid-liquid interface due to the nature of the evanescent field), therefore, other sources of noise could contribute significantly to the observed x-y plane fluctuations of these short tethers. Since our ultimate goal is to carry out parallel force spectroscopy with continuous rapid force-curve acquisition, data capture with CCD camera is the
