In this paper, regression function estimation from independent and identically distributed data is considered. We establish strong pointwise consistency of the famous Nadaraya-Watson estimator under weaker conditions which permit to apply kernels with unbounded support and even not integrable ones and provide a general approach for constructing strongly consistent kernel estimates of regression functions.
It is worthwhile to point out that in the above theorems we do not impose any restriction on the probability distribution µ of X. 
Proof of the Theorems
there exists a nonnegative function with
It is easily proved by using Lemma 1 of GKP ( [13] ). Lemma 2. 3 Assume that (1.2)-(1.5) are met, and that
Refer to GKP ( [13] ). Now we are in a position to prove Theorems 1.1 and 1.2.
Proof. For simplicity, we write "for a.e. x" instead of the longer phrase "for almost all , we can take such that log , 
By (2.2) and (2. 
