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1 INTRODUCTION
Linear mass-spring systems have many applications.The principles that
govern the behavior of the mass are used in the shock absorbers ofautomobiles as
well as other machinery. The study of this type of system has also benefitted the
military industry. Large guns can drastically recoil from the force of the explosion.
Engineers have learned how to minimize this recoil by studying mass-spring systems.
With the inclusion of linear viscous friction and a forcing term, the system can be
solved explicitly and used to predict the behavior of the mass.However, with the
addition of dry friction (also known as a stick-slip condition), the system cannot
always be solved explicitly.The behavior of such a system can be studied to
determine what kind of motion itwillexhibit.
Dry (or Coulomb) friction is responsible for many of the oscillations we experi-
ence in every day life.The squealing of a car's brakes or of a railway car's wheels
are just two examples of this phenomenon. As the alternate namestick-slip hints,
there are actually two different phenomena at work here.In order to differentiate
between them, let us once again focus on the mass-spring system.In a realistic
system, an inherent amount of friction must be overcome to get the mass in motion.
This inertial friction is called the stick condition, the tendency of the mass to remain2
at rest.If the mass is already in motion, for example sliding or rolling, there is a
resistance to this motion and this is the slip condition.
In his 1986 paper "Chaos in Simple Mechanical Systems with Friction", Profes-
sor J. Awrejcewicz states that the one-dimensional non-linear mass-spring system
which incorporates dry and viscous friction, stiffness, and a harmonic excitation
term exhibits chaotic motion for specific values of the parameters. [2] Awrejcewicz's
determination of chaotic behavior is based on the use of Lyapunov exponents. Lya-
punov originally developed this idea to study the sensitivity of a system on itsmi-
tial conditions.Professors S. Narayanan and K. Jayaraman continued this analysis
in their 1991 paper "Chaotic Vibration in a Non-Linear Oscillator with Coulomb
Damping".[6]Here, a number of excitation frequencies are studied and the corre-
sponding Lyapunov exponents are calculated, concluding once again that some of
these systems behave chaotically.The analysis of such systems using the charac-
teristic exponent of Lyapunov is troublesome since this theory requires the differ-
entiability of the right-hand side of the differential equation.In these mass-spring
systems, the right-hand side of the equation is not continuous and therefore not
differentiable.
In the first section of this paper, we present a review of well-known mass spring
systems and their behavior. The theory of differential equations with discontinuous
right-hand side, i.e. Filippov theory, is developed in the second section. The search3
for an appropriate numerical solver is presented in section three using the software
Matlab. Various combinations of the elements of the mass-spring system are then
considered.Finally, the harmonically excited non-linear oscillator with dry and
viscous friction is considered using the appropriate numerical solver. We will observe
that these results vary from those of Awrejcewicz, Narayanan, and Jayaraman in
that the system does not exhibit chaotic behavior. In fact, for certain combinations
of parameters, the system approaches a periodic orbit.2 BACKGROUND INFORMATION
2.1SIMPLE LINEAR OSCILLATORS
One of the first real problems students solve in a differential equations course is
the mass on a linear spring. Here we have a massmattached to an elastic spring.
Figure 2.1: Mass-spring system.
If the mass is displaced some distance x from its equilibrium position, the spring will
exert a restoring force of magnitude Ic lxi.The constantk > 0 isa measure of the
stiffness of the spring and is called the spring constant.Thus, the restoring force
is denoted byF = kxwhere the minus sign indicates the force is in the direction
opposite the displacement.This relationship is known as Hooke's Law.Notice
that this formulation does not include any types of friction or external forcing. By
recalling that the force is equal to the product of the mass and acceleration, Newton's
Second Law of Motion can be expressed as
d2x
m--.--J-kx=0. (2.1)5
This is a second order, linear differential equation with constant coefficients and has
a solution of the form
x(t) = acosw0t+bsinw0t (2.2)
where c= k/n-i iscalled the natural angular frequency of the system.This is a
periodic solution which means that our mass is oscillating and will continue in this
fashion since there is neither damping nor external forcing present. Of course, this
is an unrealistic phenomenon since friction is always present in some form.
If the friction between the mass and the surface is included, a damping force
arises in(2.1).The linear damping force opposes the direction of motion and is
directly proportional to the velocity of the mass,dx/dt.If the velocity is positive,
i.e. the mass is in motion, the damping force will bec(dx/dt),where c> 0. The
forces on the mass are nowF = kx c(dx/dt)and the equation of motion becomes
d2x dx
+ C-i- + kx 0. (2.3)
The roots of the characteristic equation are then:
c+V'c2-4km c c2-4km
ands2 . (2.4)
2m 2mThree cases must be considered.Ifc24km > 0, then boths1and2in (2.4)
are negative and the solution to (2.3) is of the form
x(t) = aeShi + bes2t (2.5)
This is the overdamped case and the mass will creep back to its equilibrium position
in infinite time.Ifc24km = 0, then the solution to (2.3) is
x(t) = (a +bt)e_2m. (2.6)
We say the system is critically damped and the mass will return to its equilibrium
position. The case of c24km < 0 is the most interesting of the three cases. Here,
the solution to (2.3) is
x(t) = et'2m[acostt + bsin.tt] (2.7)
where
4kmC
The system is said to be underdamped and if the solution
2m
is rewritten in the form
x(t) = A et/2m cos(t6), (2.8)
where A =\/a2 + b2and 6 = arctan, we seethat the displacement of the mass will7
oscillate between the curves x(t)±A e_t/2m.Thus it represents a cosine curve
with a decreasing amplitude. Physically, this means that any initial disturbance to
the system will be dissipated by the damped system.
Now we will look at what happens if we remove the damping from our system
and replace it with a forcing term. For simplicity, we require that this forcing term
be periodic.Usually, forcing terms of this type are taken to be F(t)= F0cos .'t.
Equation (2.1) then becomes
2 F0
dt2+w0x=coswt.
m
(2.9)
where w = --. The case where ' w0results in oscillatory behavior. The solution
to (2.9) in this case is the sum of two periodic functions with different periods;
F0 x(t)= C1 cosw0t + c2 sin w0t + coswt. (2.10) m(w_w2)
In contrast, when the frequency of the applied force equals the natural frequency
of the system, i.e. w =w0, aphenomenon known as resonance occurs.We will
need a particular solution b(t) of (2.10) and combining this with the solution to the
homogeneous problem, we have that the solution to (2.9) is
x (t) = ci cosw0t + c2 sin w0t+
0sin w0t. (2.11)
2mw0The first two terms are periodic functions of time.The last term, however, is
an oscillation with an amplitude that increases with time.Thus the resonance
condition causes unbounded oscillations in the system. Resonance phenomena like
this have been responsible for many mechanical catastrophes, the most well known
being the collapse of the Tacoma Narrows Bridge in 1940.However, resonance
can also have beneficial applications.In the linear realm, the fact that resonance
amplifies the incoming signal is utilized in radios.The act of tuning a radio is
really bringing the resonant frequency of the electrical circuit into agreement with
an incoming signal.
Now we look at the case where both the damping term and the forcing term are
included in our system.This yields the following differential equation governing
the motion of the mass
d2x dx
m---+c---+kx=F0coswt (2.12)
where c > 0 andk > 0.The solution,(t), to the homogeneous equation is the
same as that for the damped system.Recall here we have three cases to consider,
but in each of the cases, the solution decays to zero as time approaches infinity.
The particular solution to this equation is found by the same methods as before,
the calculations are just more complicated.We see that(2.12)has a particularsolution, 'b(t), of the form
F0
(t)
(kmw2)2 + 22
[(kmw2)coswt + cwsinwt]
F0 1/2
(kmw2)2+c2w2
[(k
2)2+c2w2]cos(wt6), (2.13)
F0cos(wt-6)
(k-mw2)2+c2w2]1/2
cw
where tan 6 Thus every solution to (2.12) must be of the form
(kmw2)
F0cos(wt6)
x (t) = ço(t) +(t) =(t) + (2.14) 1/V '
[(k-mw2)2+c2w2]
We noted previously that every solution of the form x(t) = y(t) approaches zero
as t goes to infinity.Therefore, for large t, x (t) = '(t) will describe the position
of the mass quite accurately. We often call(t) the steady state solution of (2.14)
and y(t) is called the transient solution of (2.14).Since the steady state solution
is now periodic in time, the unbounded oscillations that were seen in the previous
case will not occur.
We have restricted ourselves to studying systems in which the equation of motion
was a linear differential equation.As a result, we were still quite limited in the10
types of problems we could consider.If we want to broaden our repertoire, we must
begin to consider oscillators whose behavior is governed by nonlinear differential
equations. To this end, we will consider the oscillators of Van der Pol and Duffing.
Before we study these two examples, some background on the theory of nonlinear
differential equations must be introduced.
2.2 PLANAR AUTONOMOUS SYSTEMS OF NONLINEAR DIFFER-
ENTIAL EQUATIONS
Let xER andf : -* JIand consider autonomous systems of ordinary
differential equations of the form
= f(x) (2.15)
where x (x1,. .. ,x), i= (ii,. ..,±), andf = (Ii,.. .f).If we could convert
second order differential equations into a system of first order equations, then the
equations from the previous sections could be expressed in the form of(2.15).If
f is adifferentiable function, the derivative off,denoted byDf, isgiven by the
Jacobian matrix
Df = (2.16)11
We will now define the notion of the flow of the nonlinear system of differential
equations (2.15) with the initial condition x(0) =x0.
Definition 1 Let E be an open subsetof1Rand letfEC1(E), that is, the first
derivativeof f iscontinuous on the set E. Forx0 eE, let(t,x0) be the solution
ofthe initial value problem defined on its maximal intervalofexistence, say 1(x0).
Then for t E 1(x0),the setofmappingsc=(t,x0)iscalled the flowofthe
differential equation (2.15). is also referred to as the flowofthe vector field
f(x).
Another concept that must be distinguished from that of the flow of a differential
equation is that of a trajectory of the system. The formal definition is as follows.
Definition 2 Let the initial pointx0be fixed and let I =1(x0) as above.Then the
mapping x0)IE defines a solution curve or trajectoryofthe system (2.15)
through the pointx0E E.
An example can help to clarify the subtle differences between flows and trajectories.
Suppose that the differential equation (2.15) describes the motion of a fluid over
time. A trajectory of (2.15) illustrates the motion of an individual particle in the
fluid over time, while the flow of the differential equation (2.15) characterizes the
motion of the entire fluid during that time interval.12
The behavior of nonlinear systems of differential equations can become quite
complex. Often these systems cannot be solved explicitly as in the previous section.
Instead, the qualitative behavior of the system must be investigated.We will
illustrate some of the techniques by considering the case of the planar pendulum.
We let g be the gravitational constant and 1 be the length of the pendulum.
Figure 2.2: Planar pendulum of length 1.
By ignoring friction, we see that the displacement angle 0 from the vertical rest
position of the pendulum satisfies the second order differential equation
+sin0=O. (2.17)
This equation can be converted into a system of first order differential equations by
introducing the change of variables
xi(t) = 0(t)
dO
(2.18)13
Thus,x1is the position of the mass at time t andx2is the velocity of the mass at
time t.Then (2.17) becomes the system of equations
Xi = X2
(2.19)
=iSiflXl.
For our purposes here, we will only consider small oscillations of the pendulum
so that we can assume sinO0. We will also assume that g = 1 and 1 = 1 to allow
for further simplification. The system of equations (2.19) now becomes
x1 =
(2.20)
=
which is known as the linear harmonic oscillator. We can plot a trajectory of this
system in the three dimensional (t, x1, x2) space.14
Figure 2.3: Trajectory of the linear harmonic oscillator
We see that the system is exhibiting periodic motion as time progresses.These
types of three dimensional pictures can become quite complex, so a two dimensional
analog was developed. We say that the projection of trajectories onto the (x1,x2)
plane are called orbits.The projection of the above helical trajectory onto the
(x1,x2)plane will produce a circular orbit.15
-t5
1.5
Figure 2.4: Periodic orbit of the linear harmonic oscillator
The flow of a differential equation can then be drawn as a collection of all its orbits,
possibly including direction arrows. This resulting two dimensional picture is called
a phase portrait and the (x1,x2)plane is called the phase plane. The phase portrait
for the linear harmonic oscillator is shown below.16
TO.5
1 1.5
Figure 2.5: Phase portrait for the linear harmonic oscillator
Certain types of orbits play a special role in the theory of systems of differential
equations. The simplest type of orbit is an equilibrium point.
Definition 3 A pointE1R2is called an equilibrium (or critical) pointof = f(x)
if f()= 0.In other words,if= (12),thenf1@1,.2) =0 andf2(±1,.'2) =0.
Another type of special orbit is a periodic orbit.
Definition 4 A solution(t,x0) of= f(x) iscalled a periodic solutionofperiod
p, with p > 0,if(t + p,x0) (t,x0)for all tER.The orbit corresponding to
a periodic solution q(t, x0) with period p is said to be a periodic (or closed) orbitof
period p.That is, a cycle or periodic orbitof t =f(x) is any closed solution curve
of ± =f(x) which is not an equilibrium point.17
Returning to the linear harmonic oscillator, we immediately see that the only
equilibrium point is the origin and that the other orbits are periodic.In fact,
we have a family of concentric periodic orbits that encircle an equilibrium point.
An equilibrium point with this behavior is called a center.Here, we have only
presented a brief introduction to the qualitative theory of systems of differential
equations. Further information can be found in [4] and [7].
2.3 VAN DER POL'S OSCILLATOR
In the early twentieth century, Van der Pol was studying electric circuits that
for our purposes can be considered to be a series RLC circuit. The behavior of this
type of electrical circuit is dependent on the currents through the resistor R, the
capacitor C, and the inductor L.
IL
IC
Figure 2.6: RLC circuit
Resistors are devices that control the current level in a particular part of the circuit.
They act as a type of bottleneck that regulates how much current is flowing throughFIÔ
that portion of the circuit.A capacitor consists of two conductors which have a
potential difference between them. If the plates of a charged capacitor are connected
together by a wire, charge will transfer from one plate to the other. Just as resistance
is a measure of the opposition to current, inductance is a measure of the opposition to
the change in current. The inductance of the device is dependent on the geometric
features of its interior circuit.A circuit element that has a large inductance is
called an inductor.In the case of the series RLC circuit, it is assumed that the
wire connecting these three devices has no resistance. We will denote the currents
through each of these three devices asR,"ic,Land the voltage drops across the
devices asVR, VC, VL.From Ohm's Law, we Imow that the voltage across a resistor
is a function of the current flowing through it.Also, the voltage and the current
across an inductor must satisfy Faraday's Law of Inductance.Thus we have the
following relationships
yR = f(iR)
L-- VL (2.21)
dt
=ic
dt
where the functionfdepends upon the material from which the resistor is con-
structed, and L and C depend on the inductor axid capacitor respectively.19
This RLC circuit must aJso obey Kirchhoff's conservation laws which state that
the sum of the voltage drops across all of the elements around any closed circuit loop
must be zero and that the sum of the currents entering any junction in the circuit
must equal the sum of the currents leaving that junction. These conservation laws
translate into the following relationships
2L + ?cJ 0
(2.22)
yR + VLVC= 0.
Using these relationships, we can simplify (2.21) to the following system of differen-
tial equations
= VCf(iL)
(2.23)
dvc
=
By scaling the time variable ast -* (CL)1/2tand by lettingL = x1and vc=
diL dvc or - and - ()
x2, we obtain the following relationships f
dt dt
dt
dvc / L \
1/2 (2.24)
2(CL)/2.20
Substituting these into (2.23), we obtain the planar system of differential equations,
which is known as Lienard's equation
C1'2
1= X2
(7)
f(xi)
(2.25)
x2 = xi
In certain types of resistors f(x1) behaves likea cubic function, i.e.f(xi) =
x1.Making this substitution into (2.25), we obtain a system of equations
that is equivalent to
+()C1'2(1x2)±+x=0, (2.26)
This is the differential equation of Van der Pol andcan be written more generally
(xx2)±+wx=0 (2.27)
whereitis a positive parameter.If the amplitude of the oscillation,Ix I,is greater
than the critical valueIxol,then the coefficient ofis positive and the system would
be damped.However, if xJ is less thanIxolthe oscillations of the system would
increase. If we require some kind of continuity of the component functions, it stands
to reason that there must be some value of (xl for which the amplitude of the motion
neither increases nor decreases.This is a result of Lienard's theorem which also21
contains the necessary continuity requirements.[1O] Before we state the theorem we
must introduce some terminology.
Consider the system of differential equations
±=f(x) (2.28)
with fE C1(E) whereEis an open subset of R2.We introduce the following
concepts relating to trajectories.
Definition 5 Letx0be the initial condition, i.e.the point from which the flow is
originating. A pointp e Eis an w-limit point of the trajectory(.,x0) ofthe system
(2.28) ifthere is a sequence t, * oc such that
lim x0)= p.
fl*øo
A point qE Eis an a-limit point of the trajectory(.,x0)of the system (2.28)if
there is a sequence t,-,oc such that
urn (t,x0) = q.
Thoo
Thus, a point p is an w-limit point of a trajectory if in infinite time the trajectory
approaches p.Similarly, a point q is an a-limit point of a trajectory if by run-22
fling time backwards towards negative infinity, the trajectory approaches q.The
collection of these points is called the limit set of a trajectory.
Definition 6 The setofall w-limit pointsof atrajectory F, where F = {x E E
x = (t,x0), t E IR}, is called the w-limit set ofF and is denoted by .(F).The set
ofall a-limit points of a trajectory F is called the a-limit set of F and is denoted by
a(F).
With the notions of limit sets, we can define the idea of stable and unstable limit
cycles which is what was occurring in the case of Van der Pol's oscillator.
Definition 7 A limit cycle or periodic orbit F of a system of differential equations
is an orbit of (2.28) which is the a or w-limit set of some trajectoryof(2.28) other
than F.If a cycle F is the'-limit setofevery trajectory in some neighborhoodof
F, then F is called an w-limit cycle or stable limit cycle.If F is the a-limit set
ofevery trajectory in some neighborhoodofF, then F is called an a-limit cycle or
unstable limit cycle.
If the other orbits approach a periodic orbit F, then F is called a stable limit cycle
since the trajectories near this periodic orbit will approach it and thus, the system
exhibits regular motion as time progresses.If the orbits spiral away from the
periodic orbit, then F is unstable since the system is not approaching any kind of
regular, periodic motion.We are now ready to state Lienard's Theorem which
guarantees the existence of a stable limit cycle in Van der Pol's oscillator.23
Theorem 8 Suppose that in the second-order differential equationin + f(x)in +
g(x) = 0 the functions f(x) and g(x) satisfy the following conditions:
(i) f(x) and g(x) are C°°(IR), that is continuously differentiable on R.
(ii) g(x) is an odd function with g(x) > 0 for x > 0 and f(x) is an even function
(iii) the odd function F(x)= ff(u)du has exactly one positive zero at x = a,
is negative for 0 < x < a, is positive and non-decreasing for x > a, and
F(x)oc as xoc.
Then the systemofdifferential equations iny and i'g(x) f(x)y has a unique,
stable limit cycle surrounding the origin in the phase plane.
A proof of this theorem is not presented here, but can be found in Perko. {7}Re-
turning to our example of Lienard's equation, the curve generated by the value of
xJ, for which the amplitude of the motion neither increases nor decreases, is called a
limit cycle. In the figure below, we have produced the phase portrait corresponding
to Lienard's equation (2.25).For simplicity, we have taken L = C = 1.24
S
4
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Figure 2.7: Phase portrait for Van der Pol's oscillator (2.25)
Those curves that originate outside the limit cycle will spiral inwards while those
emanating inside the limit cycle will spiral outward towards the limit cycle. We say
that this limit cycle or periodic orbit is stable since it is the w-limit set of nearby
trajectories.Thus Van der Pol's oscillator will tend to settle into a self-sustained
oscillation, that is a periodic orbit.25
2.4 DUFFING'S OSCILLATOR
Suppose that the function v -* IR is continuously differentiable.We say
that the second-order differential equation i + v(x) = 0 or the equivalent system
=x2
(2.29)
=v(x1)
is a second-order conservative system. This is a class of conservative system. The
terminology results from the fact that the total energy of the system is a conserved
quantity.Let the potential energy be expressed as
rx1
V(xi)= Iv(s)ds (2.30)
Jo
and the kinetic energy be The total energy of the system is given by
and since
E(xi,x2) = +V(xi) (2.31)
x2(t))=x2±2+ V'(xi)i =x2v(x1) + x2v(x1) =0, (2.32)
the energy is a constant, i.e., it is conserved. [4]26
The Duffing equation describes the undamped motion of a mass and nonlinear
spring system.The nonlinear spring has a restoring force of the form F(x) =
kxEx3. Applying Newton's Second Law of Motion, we obtain
m kxEx3. (2.33)
For our purposes, we suppose that it is a unit mass and thatk = 1andE= 1.This
yields the system of first order differential equations
x1 =
=x.
(2.34)
Here, we see this is a conservative system with v(xi) =x1x, so from the definition
above,
V(xi) v(s)d
1
(2.35)
0
Thus, the total energy of the system is given by
12 1 E(xi,x2) = + (2.36)and direct calculation yields that
27
E(xi(t),x2(t)) = 0 (2.37)
implying that the total energy of the system is conserved.
Potential functions can be useful in determining the phase portrait of the corre-
sponding conservative system.
Definition 9 A pointis called a critical pointofthe C' function V : Rif
= 0.The valueofV at a critical point is called a critical value. A critical
pointis called nondegenerateifV"()0.
Recall that to find the equilibrium point of a system of differential equations, we set
== 0.In the case of conservative systems, this will result inx2 =0.Thus,
the equilibrium points of a conservative system must lie on the x,-axis and that a
point (i, 0) is an equilibrium point if and only if, is acritical point of V(xi). We
can also establish the following theorem. A proof of this theorem is given in Hale
and Kocak.[4]
Theorem 10 Suppose thatis a critical pointofa potential function V so that
(i,, 0) is an equilibrium pointofthe conservative system (229).Then
(i)(,,0) is a saddle pointifV"(±,) <0;
(ii) (i 0) is a center is V"(,) > 0.i.1
Now considering Duffing's equation's conservative system (2.34) and its correspond-
ing potential function, we see that V(x1) has critical points atx1= 0, ±1.All
three of these critical points are nondegenerate. Wecan conclude that the critical
point (0, 0) is a maximum and thus is a saddle point.The critical points (-1,0)
and (1,0) are minima and thus are centers. The phase portrait is shown below.
2.0011:5 2
Figure 2.8: Phase portrait for Duffing's equation.
Van der Pol's and Duffing's oscillatorsare the classical examples of nonlinear
oscillatory systems. However, in both cases, the right-hand sides of the differential
equations were continuously differentiable.In fact, they were polynomials. In the29
next section we consider the case where the differential equation may be discontin-
uous in either the time or the spatial variables.30
3FILIPPOV THEORY AND DRY FRICTION
All ordinary differential equations can be reduced to a system of equations of
the form
± = f(t,x), (3.1)
where x =(x1,...,x,) and f (Ii,...,f).If the function f(t, x) is continuous
in both variables, then the classical method of solution to this problem would be to
consider the equivalent integral equation
x(t) = x(t0) f(s, x(s))ds. (3.2)
However, if the right-hand side of (3.1) is discontinuous in t, but continuous in x,
then those functions satisfying (3.2) can still be called solutions to (3.1). The points
of discontinuity of f(t, x) are taken into account by defining the solution to be such
that= f(t, x(t)) almost everywhere in the interval. Equations of this type arise
in control and impulse theory and are known as Carathéodory differential equations.
Now we state the precise requirements on f(t, x). [3]
Definition 1 (Carathéodory Differential Equation)Let x be a scalar or a
vector. In the domain Dofthe (t, x) space, let f(t, x) satisfy the following Carathéo-
dory conditions:
(i)the function f(t, x) is defined and continuous in x for almost all t;31
(ii)the function f(t, x) is measurable in t for each x;
(iii)f(t,x)Ij m(t), the function m(t) being an integrable function.
Then the equation ± = f(t, x) is called a Carathéodory differential equation.
There are some additional requirements that are placed on the solution x(t).
Before we state the formal definition, we recall the concept of absolutely continuous
functions. [8]
Definition 2 (Absolute Continuity) A function f(x) is absolutely continuous in
[a, b]ifgiven an > 0, there exists a 5 > 0 such thatiffor every finite set of intervals
(x,xfl where x <6, thenf(x)f(x)<E.
Absolute continuity is needed because we must require f to have a derivative almost
everywhere in the interval.If f is absolutely continuous on an interval, then f has
a derivative almost everywhere on that interval. [8] We can now state the formal
definition for a solution to a Caratheodory differential equation. [3]
Definition 3 The function x(t) defined on an open or closed interval I is called
a solutionofthe Carathêodory differential equation ± = f(t, x)ifit is absolutely
continuous on each closed interval [a, b]c Iandifit satisfies the differential equation
almost everywhere on I.32
Now consider an example of such a differential equation whose right-hand side is
discontinuous in t.Recall that the signum function is defined as
1 ift<O
signum(t) = sgn(t)= oif t= o (3.3)
1 ift>O
and consider the differential equation
± = sgn(t). (3.4)
In this example, f (x, t) = sgn(t) which is clearly continuous in x and for almost
all t.The function is measurable for each x and is bounded in absolute value by
m(t) = 1 which is integrable for teJR. Thus the three conditions for a Carathéodory
differential equation are satisfied.If t < 0, then (3.4) becomes ± = 1 and if t > 0,
the differential equation becomes ± = 1.These have solutions of x(t) = -t +c0for
t < 0 and x(t) = t +c1for t > 0. Using the requirements of continuity at t = 0, we
see that
x(0) = urn (t +c0) =lim (t + ci). (3.5)
t-40 t_O+This in turn implies that x(0) =c0= c1.Thus the solution to (3.4) is given by
x(t)= It + C.
33
(3.6)
The solution is absolutely continuous. However, the derivative only exists almost
everywhere since it does not exist at t0.
With the definition of a solution to a Caratheodory differential equation, we
could investigate the existence and uniqueness properties of such a solution. These
ideas are detailed in many books, including Filippov's and we will not state them
here. We see that discontinuities in t can be handle without too much difficulty.
Unfortunately, the same cannot be said for discontinuities in the spatial variable.
Now we consider the differential equation (3.1), where the right-hand side is
discontinuous in the spatial variable, x.First, we will consider an example.Let
± = 12 sgn(x).Notice for x < 0, the differential equation becomes ± = 3
which has a solution of x(t)3t + c1.For x > 0, we have ± = 1 which has
solution x(t) = -t +c2.We observe that as t increases, both solutions reach
the line x = 0.The direction field of this differential equation indicates that the
solutions are flowing towards the line x = 0.Thus, we can conclude that once the
solutions reach that point, they are prevented from deviating from this line and thus
the solution x(t) = 0 is obtained.This function does not satisfy the differential
equation since ±(t) = 0 but, 0 12 sgn(0) = 1.We can see from this example34
that the concept of a solution to a differential equation must be generalized in the
case where f(t, x) is discontinuous in x.
Filippov developed a theory for these types of differential equations. In dealing
with this type of equation it is necessary to introduce several concepts.The first
of these is that of a set-valued map. [1]
Definition 4 Let X and Y be two sets. A set-valued map F from X to Y is a map
that associates with any x E X a subset F(x)ofY.The subsets F(x) are called
the images or valuesofF.
For example, let X = [-1, 1] and Y be the unit circle and consider the map from
X into Y given by the function F(x) = {arccos x}. Then the point x = 1/2 would
be mapped into the set {+i//}. The next idea that we will need to introduce is
that of a differential inclusion and the closed convex hull of a set.
Definition 5 The closed convex hull of a set E, denoted by convE, is a set which
contains E and is the intersectionofall closed, convex sets containing E.[8J
A set is said to be convex if whenever it contains x and y, it contains the line segment
A)y for 0 < A < 1. Now consider the system of differential equations (3.1).
Let f be measurable and the set of discontinuities of f have Lebesgue measure zero.
We can define a solution of (3.1) in terms of solutions to an associated differential35
inclusion. We define this differential inclusion as
x'(t)efl flconvf(t, U(x(t), 6)N)
5>0 iN-0
for almost all t and where U(x, 6) = {y: yJ <6} and p denotes Lebesgue
measure. [9] The following definition can now be stated.
Definition 6 A solution of (8.1) is a solution of the associated differential inclusion
EF(t, x), that is, an absolutely continuous vector-valued function x(t) definedon
an interval I for which ±(t)EF(t, x(t)) almost everywhere on I where F(t, x(t)) is
a set-valued function.[5]
Given f(t, x), we must establish a method of determining a set-valued function
F(t, x).Suppose that f(t, x) is a piecewise continuous function in some domain D
and xeR. Let N denote the set of points of discontinuity of f(t, x) and require
that N be a set of measure zero. We will define a set F(t, x) in an n-dimensional
space for each point (t, x)eD.If the function f(t, x) is continuous at the point
(t0,x0), then we define the set F(t0,x0) = {f(t0, x0)}.If the point (t0,x0)is a point
of discontinuity of f(t, x), i.e. (t0,x0) eN, then we must specify F(t0,x0)in some
other way.For each point(t0,x0) EN, let F(t0,x0) be the smallest convex closed
set containing all the limit values of the vector-valued function f(t, ±) for (t,)N,
-px0,and t constant.36
The Filippov solution to the system of differential equations
=f(t,x) (3.7)
is the solution to the differential inclusion
± F(t, x) (3.8)
withF(t, x)constructed on the set of discontinuities of f as above. Some examples
are needed to illustrate how to implement these ideas. We noted that dry friction
or the stick-slip condition is really two different phenomena. If the mass begins to
move away from equilibrium, the stick mode resists this motion.However, if the
mass is already in motion, the slip mode will resist this movement. In an oscillating
motion, both of these conditions will be present. Thus, dry friction consists of two
parts with a non-smooth transition between them. Therefore, the resulting motion
of the mass will exhibit non-smooth behavior.Dry friction is modelled using the
signum function which is discontinuous at x = 0. In general, the coefficient of static
friction is greater than the coefficient of sliding or viscous friction.However, we
willfirst look at an example where these coefficients are equal.Consider the differential equation
37
=sgnx (3.9)
with x(0) 1.The right hand side of this equation is discontinuous at x = 0.
The first step is to determineF(t,x) using the foregoing definition.For x > 0,
the functionf(t, x)=sgn x 1 and is thus continuous, soF(t, x) = {-1}for
these values of x.If x < 0,f(t, x) = 1andF(t, x) = {1}in this interval.This
leaves the point of discontinuity x0.Here, we defineF(t,x) to be the smallest
convex closed set that contains all of the limit values off(t, x).In this case, the
limit values are x = 1 and x1.Thus the smallest convex closed set is [-1, 1]
and the associated differential inclusion to (3.9) is
(3.10) x'(t)
{
{-sgnx}, when x0
{[-1,1]},whenx=0
For 0 <t < 1,we know that x > 0 since the initial condition is x (0) = 1. Thus the
solution to (3.10) is the same as that of the differential equationx'(t) = 1. This
has the solutionx(t) = 1 t.Nowconsider what happens fort > 1.For these
values oft,initially x is equal to zero.The question becomes what happens to x
as time progresses. From the differential inclusion, we know that x'(l) can take onDI']['I.]
any value between 1 and 1.Suppose that x' (1)= E,where 0< J 1.Then
for t> 1, the solution will move away from the point x=0, since the slope of the
solution is now non-zero.However, as soon as the solution moves away from the
t-axis, the differential equation takes over since x0.IfE>0, then these values
of x will be positive and the differential equation will require that x'(t)<0, which
forces the solution curve back down towards the t-axis.If<0, then these values
of x will become negative and the differential equation will require that x'(t)>0,
which forces the solution curve back up towards the t-axis. So the solution of (3.9)
is required to be x (t)=0 for all values t>1, and it is x (t)=1tfor 0t1.
We have presented an intuitive argument to reach the conclusion that the solution
should be x(t)=0 for t> 1. Now a more rigorous proof of this result is constructed.
Suppose that once the solution reached t=1, it jumped up to some point, e.g.
(1, x0), where x0>0.Since x0>0, the differential equation applies and will force
the solution to have a negative slope and head towards the t-axis.This solution
satisfies the differential inclusion almost everywhere, so why is it not a possible
solution to the differential equation? Recalling the definition, we see that a solution
of the differential equation is a solution of the associated differential inclusion, which
means that it is an absolutely continuous vector-valued function which satisfies the
differential inclusion almost everywhere. In this case, the solution is not continuous
and therefore, not absolutely continuous.So it does not satisfy the definition of a39
solution and is discounted as a possibility.The same reasoning can be applied to
the case wherex0< 0. Thus, the only possible solution is x (t) = 0 when t> 1 and
x(t)=1tfor0<t< 1.
Now, we consider an example where the coefficient of static friction is strictly
greater than the coefficient of sliding friction.This is the relationship that is more
common in nature.For example, when trying to push a table across the floor,
once we get it moving, it is easier to continue pushing it than it was to begin the
movement.That is, the coefficient of static friction between the table and the
floor is greater than that of sliding friction between the two surfaces. Consider the
typical differential equation with the friction term
(3.11)
The differential equation in this case must be represented as a differential inclusion.
This is a result of the form of, the friction term. With static friction strictly greater
than sliding friction,f(±) ismodelled by
{[-1.5,1.5],
when ± = 0
(3.12)
sgnx, when ±0
Using the change of variables ± =x2and±2f(x2)xi, the differential equationcan be converted into the differential inclusion
{X2}
{[-1.5,1.5]},whenx2=0 (3.13)
{- sgnx}, when x20
We will apply the initial conditions x(0) = 10 and i(0) = 20.Initially, since> 0,
the differential equation
1 1+x = 0 (3.14)
governs the motion of the mass. Solving this differential equation and applying the
initial conditions yields the solution
x(t) = 9cost + 20sint + 1. (3.15)
At time t1.148, the mass reaches a point where= 0 and x = 22.932.At
this point the differential inclusion applies and the velocity of the mass may assume
any value in the closed interval [-1, 5, 1.5].However, if the mass takes a positive
value for i, the differential equation will then force the mass back down towards the
x-axis. The system still has enough energy so that the mass will not permanently
come to a rest at this point. Thus, the only possibility is that it will take on a value41
of 1.5 << 0. When the mass moves away from i = 0, the differential equation
+ 1 +x=0 (3.16)
describes the motion along with the initial conditions x(1.148) = 22.932 and ±(1.148) =
0.Solving this differential equation yields
x(t) = 7.907cost + 17.572sint1. (3.17)
The mass will again have zero velocity at the point x = 18.269.This process
can be repeated and we will eventually observe that the mass will come to stop in
finite time.Its location will be somewhere between x = 18.269 and x = 22.932.
After some time, the mass is unable to continue to overcome the coefficient of static
friction and comes to a rest.
For another example, consider the unforced damped oscillator with dry friction
which was studied by Martin SenkyIk. [9}Its equation of motion is given by
u" + 2u' + 3u + sgnu' = 0. (3.18)
Since this is a damped oscillator, intuitively we would reason that the system would
come to rest after some amount of time.enkyifk showed that Filippov's solution to42
this system has this desired property. By defining u=x1, this differential equation
can be converted into the system of first order equations
x1
-2x23x1sgnx2.
(3.19)
The discontinuity occurs when x2=0.Therefore, using Filippov's definition, the
system of equations becomes
±1 e{x2}
{-2x23x1sgnx2}, when x20 (3.20)
x2E
{[-3x11, 3x + 1]}, when x2=0
At the discontinuity, the entire set of values of f(t, x) are considered as an interval.
Since this is a damped system, both x1 and x2 will decay exponentiallyIf we let
x2 0 in the upper half plane, we see that x1-1/3. However, if x2 *0 in the
lower half plane, then x1-*1/3.Thus, we deduce that since x2 is alternating at
some finite time t0,Ixi(t0)I <1/3 and x2(t0)=0. For those t>t0, we can conclude
that since x2=0, we have ±=0.This implies that x1 is a constant.Recalling
that n=x1, we have that u is constant. Since u representsthe position of the mass
at any given time, u being constant after some time t0 means that after acertain
point in time the mass has come to rest, i.e. its position is not changing.This is43
the expected result since the system is damped.In the next section, the solution
to this differential equation is plotted.
The Filippov theory of differential equations is more general than that of Carathéo-
dory equations.If the functionf(t,x) is continuous in the spatial variable, then
F(t, x)= { f(t,x) } and the differential inclusion is really just a restatement of the
original differential equation, so the Filippov theory reduces to that of Caratheodory
differential equations. Further, if the right-hand side is continuous in both variables,
the Filippov theory is equivalent to the classical theory of solutions to ordinary dif-
ferential equations that was investigated in section 2.1.In the next section we will
investigate which numerical solver is best suited for finding solutions to these types
of problems.4 DETERMINATION OF THE NUMERICAL METHOD
The system we will be considering is stiff and contains a discontinuity in the
spatial variable.There are four ordinary differential equation solvers in Matlab
that are specifically designed for stiff systems. The solver odel5s is a variable order
solver based on the numerical differentiation solvers and is a multistep method. The
ode23s solver is based on a modified Rosenbrock formula of order 2.It is a single
step solver and may therefore be more efficient than odel5s for crude tolerances.
The ode23t solver implements the trapezoidal rule and is useful for systems that
are moderately stiff and do not contain numerical damping. The ode23tb solver is
an implicit Runge-Kutta method in which the first stage is a trapezoidal rule and
the second stage is a backwards differentiation formula of order two.Several test
programs were run to determine which were best suited for our system. The first
test system that was considered was the planar system
±1= 1
(4.1)
=256xx2.
This is a stiff system because of the x term. With the initial conditionsx1(0) = 045
and x2(0) = 1, the exact solution has the form
x1 = t
(4.2)
-64t4 x2=e
The phase portrait was plotted using all four stiff solvers with the initial conditions
x1(0) = 0 and x2(0) = 1.
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Figure 4.1: The numerical solution of (4.1).
All four of the numerical solvers provide solutions which approximate the exact
solution very precisely.The next test equation used was
=sgn(x). (4.3)
The solution was plotted for the initial condition x(0)= 1 and is shown using the
ode23s numerical solver.It is the solution that we would accept and thus, conclude
that this solver yields an accurate solution.
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Figure 4.2: The numerical solution of (4.3)
When the odel5s was applied to this system, the solver was unable to meet integra-
tion tolerances without reducing the stepsize below the unit round of 10-
16for t> 1.
For 0 < t < 1, the solver produced a solution identica' to that shown above. Theother two solvers, ode23tb and ode23t, were able to solve the system for 0t1.
For t> 1, the stepsize became smaller than machine precision and thus the solvers
were unable to continue past this point.
The only method that was able to accurately solve both test systems was ode23s.
One more system was passed to ode23 to ensure itsaccuracy.In his dissertation,
Martin enkyifk examined the unforced damped oscillator with dry friction. [9]Its
equation of motion is given by
+2+3x+sgn±=0, (4.4)
or, with x = x1, by the planar system
±1 =
(4.5)
=2x23x1sgnx2.
Physical principles would dictate that after some time interval the system would
come to rest.Applying the initial conditions xi(0) = 200 and x2(0) = 200, we
see the following result200
150
position xl
100
50
0
-50
-100
-150
-200
velOcity x2
-250
0 1 2 3 4 5 6
Smet
Figure 4.3: Graph of the solution of the unforced damped oscillator (4.5).
The mass has stopped between t = 5 and t = 6.This is in agreement with
enkyiIk's results. [9]With these three tests completed, we are comfortable that
ode23s is providing the Filippov solution to the system of differential equations and
thus, will demonstrate the correct behavior of the system in question.5ANALYSIS OF COMPONENTS OF THE NONLINEAR
OSCILLATOR WITH DRY FRICTION
Before we consider the non-linear oscillator with dry friction, linear and cubic
damping effects, and a harmonic excitation term, we will study the behavior of
simpler systems in order to better understand the effect that these phenomena have
on an oscillatory system. We first consider a system with only the linear and cubic
stiffness terms. For the purposes of our system, we set themass m = 1, the linear
coefficientk1= 0, and the cubic coefficientk2= 10, 000.Thus, the equation of
motion becomes
+
107000x3= 0. (5.1)
The associated system of first order equations is
x1 =
(5.2)
=10,000X.
We see that this system has an equilibrium point at the origin. By plotting the
position x1, versus the velocity x2, we can more easily see the motion of this system
over time. The initial conditions are set to be xi(0) = 0.01 and x2(0)0 and the
time interval is 0 < t < 10. The result is shown in Figure 5.1.50
xTh
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Figure 5.1: Phase portrait for (5.2) with xi(0) = 0.01.
We see that the motion is periodic and the system completes an orbit in approx-
imately ten seconds.If the mass is displaced less initially, it would be reasonable
to assume that it would take longer to complete an orbit since the system will have
less potential and kinetic energy.Indeed, ifx1(0) = 0.001 andx2(0) = 0, we must
take a time interval of 0 <t < 75 to achieve a complete orbit.51
x
xl xlO
Figure 5.2: Phase portrait of (5.2) with xi(0) = 0.001.
In comparing Figure 5.1 and Figure 5.2, we notice that the scales of the oscilla-
tions are quite different.The mass in Figure 5.2 has a much smaller amplitude of
motion than that of Figure 5.1.This is a result of the smaller initial displacement.
In both of these instances, we have specified that x2(0) = 0.Now, we observe the
behavior of the system if the mass is displaced and given an initial velocity.Let
xi(0)0.001 and x2(0) = 0.001. The system still exhibits periodic behavior, how-
ever, the amount of time needed to complete one orbit has decreased significantly
(see Figure 5.3).In this instance, we need only take a time interval of 0t20.52
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Figure 5.3: Phase portrait for (5.2) with xi(0) = x2(0) = 0.001.
The initial velocity increases the energy in the system, thus allowing the mass to
complete the cycles more quickly.
Consider a system with the stiffness terms as before, but with the addition of a
linear and cubic damping term.The coefficients are set to be the same as those
of the nonlinear oscillator with dry friction that will be investigated in the next
section. The equation of motion for this system is given by
+ 10,000x30.49(1 0.196(1i) = 0. (5.3)53
This system can be transformed into the planar system of first order equations
:l:i =x2
(5.4)
= 10, 00Ox + 0.49(1x2) +0.196(1 x2)3.
By setting ± = 0 and2 =0, we see that the system has a equilibrium (or fixed)
point at approximately (0.04, 0).As the system is allowed to oscillate, we observe
that the orbit will spiral into the equilibrium point, which is therefore called a stable
focus. Below, we have started the mass at the origin and allowed the system to run
for 10 seconds.
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Figure 5.4: Phase portrait for (5.4).54
Now we investigate the behavior of the system when the dry friction (stick-slip)
condition is added.
The dry friction term is modelled by the discontinuous function sgn().Since
it is dependent on the velocity of the mass compared to the initial velocity of the
mass, it has the form sgn(v0x2).[6]In this system we set the initial velocityv0,
equal to one.Therefore, the equation of motion becomes
â + 10, 000x0.49(1±)0.196(1 5.88 sgn(1ri) = 0. (5.5)
Converting this second order system to a planar system of first order equations, we
get
x1=a;2
(5.6)
= 10, 000x + 0.49(1 a;2) +0.196(1a;2)3 +5.88 sgn(1 a;2).
By setting both 0 andi2= 0, we observe that the system has anequilibrium
point at approximately (0.09,0).It appears that all orbits are spiraling into the
equilibrium point as we would expect, however, theorems do not currently exist to
demonstrate this conclusively.The combination of the damping and dry friction
terms has resulted in the mass coming to rest at approximately (0.09,0). Again, we
start the mass at the origin in the figure below and allow time to run to 10 seconds.55
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Figure 5.5: Phase portrait for (5.6).
We see that the orbits are decaying quickly towards the equilibrium point.The
same behavior is observed for initial conditions other than the origin.
We also investigate the effect of a harmonic excitation term on the system by
setting both the linear and cubic stiffness term to zero and removing the dry friction
term. The resulting equation of motion is
I10.5 cos(23t)0. (5.7)56
Converting this to a system of first order equations, we get
x1 =
(5.8)
= 10.5 cos(23t).
Note the system is now explicitly dependent on time, i.e., it is a non-autonomous
system.We can choose to plot the phase portrait in either the (t, x1,x2)plane
or the (x1,x2)plane.It may be easier to understand the behavior of the system
by comparing these plots.The initial conditions are chosen to bex1= 0.001 and
= 0.Both of these plots are shown below.
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Figure 5.6: Three dimensional phase portrait for (5.8).57
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Figure 5.7: Two dimensional phase portrait for (5.8).
The stiffness, damping, and dry friction terms have been eliminated so the system
should exhibit some kind of periodic behavior.Indeed, by comparing these two
figures we observe that the mass is oscillating back and forth in a periodic orbit
whose center point is oscillating as well. This is reasonable since the excitation term
is periodic and thus will affect the system by adjusting the position of the oscillation.
Similar results would be obtained by choosing different initial conditions.
By introducing the stiffness terms, with the linear stiffness term coefficient set
to zero, the equation of motion becomes
à + 10,000x310.5 cos(23t) = 0. (5.9)We plot the following system of equations with initial conditionsx10.001 and
= 0, again in both two and three dimensional phase space.
x1=x2
(5.10)
= 10,000x + 10.5 cos(23t).
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Figure 5.8: Three dimensional phase portrait for (5.10).59
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Figure 5.9: Two dimensional phase portrait for (5.10).
It is difficult to discern any kind of periodic motion in this system from either of
the phase portraits.The mass is now exhibiting very intricate movement.The
combination of the cubic stiffness term and the harmonic excitation term results in
the behavior of the system becoming quite complex.
Now we introduce the damping terms into the system above. The equation of
motion and system of first order equations become
I + 10,000x30.49(1I)0.196(1I)10.5 cos(23t) = 0, (5.11)
x1 =
= 10, 0004 + 0.49(1x2) +0.196(1x2)3 +10.5 cos(23t).
(5.12)When the corresponding system of first order equations is plotted with initial con-
ditionsx1= 0.001 andx2= 0, the following phase portraits are produced.
Figure 5.10: Three dimensional phase portrait for (5.12).61
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Figure 5.11: Two dimensional phase portrait for (5.12).
The three dimensional plot clearly demonstrates that after some initial oscillations,
the system settles into a periodic orbit. This can also be seen in the two dimensional
phase portrait since the orbits become more dense in the area of the periodic orbit.
The last combination we will examine is the system with the linear and cubic
damping term, the harmonic excitation term, but without the cubic or linear stiffness
terms. The equation of motion becomes
0.49(1±)0.196(1±)10.5 cos(23t) = 0. (5.13)62
The resulting system of first order equations is
x1
(5.14)
= 0.49(1x2) + 0.196(1x2)3 +10.5 cos(23t).
The resulting phase portraits are shown below.
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Figure 5.12: Three dimensional phase portrait for (5.14).63
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Figure 5.13: Two dimensional phase portrait for (5.14).
We observe that there is oscillatory motion in the system, however, the mass is
moving around a point that is itself in motion.This accounts for the progression
of the waveform seen above. As time increases, the oscillations approach a certain
amplitude, but the frequency of the oscillations is increasing.
The different combinations of the stiffness, damping, dry friction, and harmonic
excitation terms have yielded a variety of behaviors of the mass-spring system. We
will now look at the system that incorporates all of these parameters simultaneously.6 NONLINEAR OSCILLATOR WITH DRY FRICTION
The mass-spring system under consideration here combines the linear and cubic
damping effects, dry friction, and the harmonic excitation term. This kind of system
would arise if we had a single-degree of freedom mass sliding along a moving belt.
lco$k >
k.
Figure 6.1: Non-linear mass-spring system on a moving belt.
We account for the force of linear and cubic stiffness terms of the spring byF =
k1xk2x3.Besides the nonlinear spring, the mass is attached to a nonlinear
damper whose force is described byF = c1(v) +c2(v±), wherec1andc2
represent the viscous damping coefficients. Here, v denotes the velocity of the belt.
The dry friction, or the stick-slip condition, between the mass and the belt is given
by F = mg1u sgn(v±), where mgis the coefficient of dry friction.The mass is
also subjected to an external harmonic excitation of the formF = P, cos wt,where
w is the frequency and P0is the amplitude.Applying Newton's Second Law of65
Motion yields the following equation of motion for the mass in this system:
mñc2(v ci(v) +k1x + k2x3mgsgn(v = P0cos(wt).(6.1)
Here, the parameter m represents the mass and the acceleration due to gravity is
denoted, as usual, by g = 9.8 m / s2. The variable x represents the displacement of
the mass from its rest position, that is, its position when the belt is not moving and
the spring is relaxed.
The second order differential equation (6.1) can be converted in a system of
first order equations by making the substitutionx1= x andx2 =i.The system
becomes
x1 =
= g,usgn(vx2) + og(vx2)+3g(vx2)3 y1x1'y2x +F0coswt,
(6.2)
where we follow the notation of Narayanan and Jayaraman and let c = mg mg
k2
'Yi m
,and F0 .In his paper, Awrejcewicz claimed that for
the parameter values a = 0.05 s / m, 3 = 0.02 s / m3,'y =Os2,'Y2 =10000(ms)2,
= 0.6, v1 m / s, andF,= 10.5 m /s2chaotic motion was observed in the system
when a forcing frequency of , = 23.0 rad / s was applied. However, when the phase
portrait for this system was plotted using Matlab, a different result was obtained.The corresponding system is
±1
= 5.88 sgn(1x2) + 0.49(1x2) +0.196(1 10000x + 10.5 cos 23t.
(6.3)
The initial conditions,x1= 0.001 m andx20 m / s, were chosen to correspond
with Awrejcewicz's investigation.We first look at the three-dimensional phase
portrait in which time was allowed to run for 15 seconds.
Figure 6.2: Three dimensional phase portrait of (6.3) with w = 23.0 rad/5.67
We immediately see that there is some regularity to the motion. To better observe
the behavior of the mass, we consider the two-dimensional phase portrait for the
same period of time.
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Figure 6.3: Two dimensional phase portrait of (6.3) with w = 23.0 rad / s.
The orbits are centering around a particular area, indicating that the mass is spi-
raling towards a stable orbit.One method of determining whether the system is
tending towards a stable orbit is to consider the trajectory coming from inside the
orbit.If the orbit is a stable limit cycle, this trajectory should spiral in towards
the orbit.Based upon the figure, we chose an initial value ofx1= 0.08 m and
= 0 m / s and produced the following figure.Figure 6.4: 3D phase portrait for (6.3) with initial condition inside suspected stable
limit cycle
It appears that starting from outside the orbit also results in the trajectory spiraling
in towards the same stable orbit. We also produced a two dimensional version to
verify this conclusion./
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Figure 6.5: 2D phase portrait for (6.3) with initial condition inside suspected stable
limit cycle.
These two phase portraits provide compelling evidence that for a value of w
23 rad / s, chaotic motion is not observed.In fact, the system is tending towards a
stable, periodic orbit.
In the paper by Narayanan and Jayaraman, a wider variety of frequencies were
considered.For the case of w2 rad / s, it was found that the system exhibited
chaotic motion.When we considered the system with this excitation frequency,
these results were not obtained. The motion, while intricate, does appear to become
periodic after some length of time.The system was run out to a variety of time
intervals and the phase portraits are shown below for the initial conditionsx1 =
O.00lm andx2= Om/s.70
Figure 6.6: Phase portrait of (6.2) with w = 2 rad / s and t = lOs.
Figure 6.7: Phase portrait for (6.2) with w = 2 rad / s and t = 20 s.71
Figure 6.8: Phase portrait for (6.2) with w = 2rad/s and t = 30s.
Since it appeared that some kind of periodic motion may be occurring, the system
was run for a longer time interval. While the two dimensional phase portraits looked
similar to that for t = 30, the three dimensional plot produced a clear conclusion.72
Figure 6.9: Three dimensional phase portrait for (6.2) with w = 2 rad/ Sand t =
lOOs.
After some initial non-periodic oscillatory motion, the mass settled into a periodic
motion. The excitation frequency w = 15 rad / s was also considered with the same
initial conditions.73
Figure 6.10: Phase portrait for (6.2) with w = l5rad/s and t = 30s.
While the results we obtained appear quite similar to those of Narayanan and Ja-
yaraman there are subtle differences that demonstrate that the mass is behaving
differently than they observed.
The logical questions to ask are which of these results is correct and are these
systems chaotic? We believe that the results presented here are correct. Narayanan
and Jayaraman used a fourth order Runge-Kutta scheme to numerically solve the
equations.The Runge-Kutta methods required that f(t, x) be differentiable and
therefore continuous.This is not the case with this system.It was also claimed
that this system exhibited chaotic motion.It is not immediately clear from the
phase portraits that this is the case.74
In their paper, they looked at the Lyapunov exponent of the system to make
a determination of chaotic motion.We must consider what is meant by chaotic
motion. There are generally three components to the definition.First, if a system
is to be chaotic, then there are trajectories that do not tend towards fixed points or
periodic orbits as t -* oo. Since we are dealing with a deterministic system, that is,
a system that does not have noisy inputs or parameters, the irregular behavior must
arise strictly from the system's nonlinearity. Lastly, the system must be sensitive to
changes in the initial conditions.This means that trajectories that originate close
together separate exponentially fast if the system is chaotic.
The Lyapunov exponent is an estimate of the rate of divergence of neighboring
trajectories.Consider the differential equation
± f(t,x), (6.4)
wheref(t, x) iscontinuous and x(0) x0.The solution of this equation is given
by the corresponding integral equation
rt
x(t) = x(t0)+ /f(s,x(.$))ds.
Jt0
(6.5)
If we wanted the solution over an entire time interval, we could divide the interval75
intoNpartitions and rewrite the integral equation as
rtn+1
x(t1) = x(t) +
J
f(s, x(s))ds, (6.6)
tn
wheren = 0. ..N 1.Starting with the initial conditionx0,we consider a nearby
pointx0+ 6c, where,is small. Letbe the separation of these two corresponding
orbits afternpartitions.If we find that
51 I6oIe', (6.7)
then A is called the Lyapunov exponent.Positive Lyapunov exponents represent
chaotic motion since the exponential is growing, while negative exponents indicate
the trajectories are becoming closer together as time progresses.Returning to the
differential equation± = f(t,x), let
fflbe the resulting composition offwith itselfri. times. We can then proceed with the following computation[1O]
1I6I
A'nJI n
1IfTh(x0+60) -fTh(x0) inI
n (50
!lnI(fn)'(x)I
n
In-i
= inftTf'(x)J Iii
ji=O
I
n-i
= inIf'(x)I.
fl
i=O
If the limit asn -* ooexists, we say that
76
(6.8)
Aurn{inIf'(x)I} (6.9)
is the Lyapunov exponent. If we were considering a system of differential equations,
we would have the Jacobian matrix off(t,x) instead of the first derivative.Thus,
the computation of the Lyapunov exponents for a system of differential equations
requires looking at the Jacobian of the right hand side, that is the Jacobian off(t,x).
This requires that we differentiatef(t,x); however, in our system this function is
not continuous and therefore the derivative does not exist everywhere.Therefore,
this method of determining chaotic motion cannot be employed.Narayanan and
Jayaraman used this method to conclude that the system exhibited chaotic motion.77
In conclusion, chaotic motion for this system cannot be proven at this time.
We have discovered errors in the conclusions of Awrejcewicz, Narayanan, and Ja-
yaraman since some of the systems they studied do not exhibit chaotic behavior,
but rather contain a stable limit cycle.It is possible that for some excitation fre-
quencies, this system exhibits chaotic motion. Techniques to handle discontinuous
systems analogous to that of the Lyapunov characteristic exponents must be de-
veloped to conclusively determine if any of the excitation frequencies result in the
chaotic behavior of the nonlinear oscillator with dry friction.BIBLIOGRAPHY
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