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Abstract
We propose an algorithm for computing an exact absolute factorization of a bivariate polynomial from an
approximate one. This algorithm is based on some properties of the algebraic integers over Z and is certified.
It relies on a study of the perturbations in a Vandermonde system. We provide a sufficient condition on the
precision of the approximate factors, depending only on the height and the degree of the polynomial.
c© 2005 Elsevier Ltd. All rights reserved.
Keywords: Absolute factorization; Algebraic integers; Vandermonde matrix
1. Introduction
The aim of this article is to provide a rigorous and efficient treatment of a major step in the
factorization algorithms which proceed via approximations, e.g. Galligo (1999), Corless et al.
(2002), Rupprecht (2000), Sasaki (2001), Sommese et al. (2004), Galligo and Rupprecht (2002),
Che`ze (2004b) and Che`ze and Galligo (2005). For the study of approximate irreducibility and
approximate factorization, one could see Kaltofen and May (2003) and Gao et al. (2004).
We consider an irreducible polynomial P ∈ Q[X, Y ] and denote by P = P1 · · · Ps the
factorization of P in C[X, Y ], where Pi is irreducible in C[X, Y ]. We call this factorization
the absolute factorization of P .
Let Q[α] be the smallest extension of Q which contains all the coefficients of the factor
P1. Let P ≈ P˜1 · · · P˜s be an approximate absolute factorization of P . By this we mean that
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P˜i ∈ C[X, Y ] and the coefficients of P˜i are numerical approximations of the coefficients
of Pi with a given precision . That is to say ‖Pi − P˜i‖∞ <  with respect to the norm
‖∑i, j ai, j X i Y j‖∞ = maxi, j |ai, j |. When P(X, Y ) ∈ Z[X, Y ] the norm ‖P‖∞ is called the
height of P (and we will see that we can restrict our study to the case P(X, Y ) ∈ Z[X, Y ]).
A natural question is: can we get an exact factorization from an approximate one? If it is
possible: how can we find the minimal polynomial of α over Q, and how can we express the
coefficients of P1 in Q[α]?
We will answer positively if  is small enough. As the coefficients of P˜1 are given with an
error , in order to find the minimal polynomial fα of α ( fα ∈ Q[T ]), we have to recognize its
coefficients which are rational numbers from floating points approximations. David Rupprecht
gave a preliminary study of this problem in Rupprecht (2000) and Rupprecht (2004). Here we
present a complete and satisfactory answer.
1.1. Notation and elementary results
P belongs to Q[X, Y ] and P = P1 · · · Ps in C[X, Y ]. Each Pi is an irreducible factor of P in
C[X, Y ]. K is the smallest field which contains all the coefficients of P1, K is a finite extension
ofQ. By the primitive element theorem we can write K = Q[α]. Let x ∈ K, we denote by fx the
minimal polynomial of x overQ. We recall that fx is monic.OK is the ring of algebraic integers
in K: If x ∈ OK then fx (T ) ∈ Z[T ].
Let x be an element of K, we denote by mx the homomorphism of multiplication by x in K
and by Pchar(x) the characteristic polynomial of mx , similarly, TrK/Q(x) is the trace of mx . We
recall that Pchar(x) = f kx where k = [K : Q[x]] is the degree of K overQ[x].
As usual, we also denote by lc the leading coefficient of a univariate polynomial, and by
Mm,n(C) the vector space of matrices with m rows and n columns, with coefficients in C.
1.2. Our strategy
First we recall a lemma which implies a strong property on the factors Pi of P .
Lemma 1.1 (Fundamental Lemma). Let P ∈ Q[X, Y ] be an irreducible polynomial inQ[X, Y ],
monic in Y :
P(X, Y ) = Y n +
n−1∑
k=0
∑
u+v=k
a(u,v)XuY v.
Let P = P1 · · · Ps be a factorization of P by irreducible polynomials Pi in C[X, Y ]. Denote by
K = Q[α] the extension ofQ generated by all the coefficients of P1. Then each Pi can be written
as:
Pi (X, Y ) = Y m +
m−1∑
k=0
∑
u+v=k
a
(u,v)
i X
uY v = Y m +
m−1∑
k=0
∑
u+v=k
b(u,v)(αi )XuY v,
where b(u,v) ∈ Q[Z ], degZ b(u,v) < s and where α1, . . . , αs are the different conjugates over Q
of α = α1.
See Rupprecht (2004, Lemma 2.2) for a proof.
As a corollary the number of absolute factors is equal to [K : Q].
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Our aim is to compute the minimal polynomial of α where α is a primitive element of K and
then the coefficients of P1 in K. Our strategy is based on the following observations.
Let Pi (X, Y ) = ∑u ∑v a(u,v)i XuY v , then we have (by the fundamental lemma):
Pchar(a
(u,v)
1 )(T ) =
s∏
i=1
(T − a(u,v)i ) = T s + cs−1T s−1 + · · · + c0.
If the coefficients a(u,v)1 are exactly known, then to check whether Pchar(a
(u,v)
1 ) is the
minimal polynomial of a(u,v)1 over Q, we just have to compute the gcd of Pchar(a(u,v)1 ) and
∂
∂T Pchar(a
(u,v)
1 ), see Lemma 3.1. However in our situation, we do not have exact data a
(u,v)
1 ,
. . . , a
(u,v)
s , but only approximations a(u,v)1 + 1, . . . , a(u,v)s + s and a bound , on the errors i .
Expanding
∏s
i=1(T − a(u,v)i − i ), we get T s + cs−1()T s−1 + · · · + c0(), therefore we need
to recognize ci from ci (). Without a bound on the denominators of the rational numbers ci , this
might be tough.
In order to avoid this difficulty, we show in Section 2 that we can restrict our study to a
polynomial P(X, Y ) ∈ Z[X, Y ]. Then we prove that the coefficients of Pi are algebraic integers
over Z. Therefore, the coefficients of the minimal polynomial will be integers. In Section 3 we
show how to recognize them and certify the result. In Section 4 we propose a certified algorithm
to obtain the expressions of the coefficients of P1 in K. We rely on the fundamental lemma and
an adapted representation of these algebraic integers over Z.
2. A tool-bag
2.1. Reduction to Z[X, Y ]
Let Q(X, Y ) = ∑ni=0 ∑ij=0 q j,n−i X j Y n−i be an irreducible polynomial in Q[X, Y ],
monic in Y and of total degree n. Let d be a common denominator of the coefficients of
Q that is to say dq j,n−i ∈ Z. Then dn Q is irreducible in Q[X, Y ] and dn Q(X, Y ) =∑n
i=0
∑i
j=0 di q j,n−i X j (dY )n−i . Setting Z = dY we define:
dn Q(X, Y ) = dn Q
(
X,
Z
d
)
= Zn + dq1,n−1 X Zn−1 + · · · + dnq0,0 = P(X, Z).
Since dn Q(X, Y ) is irreducible in Q[X, Y ], dn Q(X, Zd ) is irreducible in Q[X, Z ] and hence
P(X, Z) is monic, irreducible in Q[X, Z ] and belongs to Z[X, Z ]. We now state two lemmas
whose proofs are obvious.
Lemma 2.1. Let Q(X, Y ) be a polynomial satisfying the hypotheses of the fundamen-
tal lemma; d a common denominator of the coefficients of Q and Q(X, Y ) =
Q1(X, Y ) · · · Qs(X, Y ) its absolute factorization in C[X, Y ]. Then P(X, Y ) = dn Q
(
X, Yd
) =
dm Q1
(
X, Yd
) · · · dm Qs (X, Yd ), P(X, Y ) ∈ Z[X, Y ] is irreducible in Q[X, Y ] and monic rela-
tively to Y , and Pi (X, Y ) = dm Qi
(
X, Yd
)
are the irreducible factors of P in C[X, Y ].
Lemma 2.2. Let K′ be the subfield of C generated by the coefficients of Q1 and K the subfield
of C generated by the coefficients of P1, then K′ = K.
From now on, we suppose that our input polynomial belongs to Z[X, Y ].
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2.2. The coefficients of Pi are algebraic integers over Z
Here we prove first a lemma then the following theorem.
Theorem 2.1. Let P ∈ Z[X, Y ] be monic and irreducible in Q[X, Y ]. Then, it admits a
factorization in C[X, Y ] : P1 · · · Ps which consists of absolute irreducible polynomials whose
coefficients are algebraic integers over Z.
Lemma 2.3. Let α be an algebraic number over Q and p(X) ∈ Q[α][X] be an integer over
Z[X]. Then all the coefficients of p(X) are integers over Z.
Proof. We denote by s the degree of α over Q and by l the degree of p in X . Then Q(X)[α] is
an extension of Q(X) of degree s. Moreover:
(∗) All the conjugates of p(X) overQ(X) belong to C[X] and have the same degree l.
As Z[X] is an integrally closed ring we deduce (see e.g. Samuel, 1967, p. 45) that:
(∗∗) The coefficients of the characteristic polynomial Pchar(p(X)) of p(X) overQ(X) are in
Z[X].
Let k = [Q(X)[α] : Q(X)[p(X)]], we denote the conjugates of p(X) over Q(X) by qi for
i = 1, . . . , s/k and q1 = p(X), then Pchar(p(X))(Z) = ∏s/ki=1(Z − qi)k is the characteristic
polynomial of p(X).
Now we prove by induction that all the coefficients of p(X) are integers over Z. We start by
the leading term of p(X). We have:
Pchar(p(X))(Z) = Zs +
(∑
i
qi
)
Zs−1 + · · · +
∏
i
qi = Zs + cs−1(X)Zs−1 + · · · + c0(X),
with ci (X) ∈ Z[X] by (∗∗), and deg(cs−i (X)) ≤ il, by (∗).
Thus deg(cs−i (X)p(X)s−i ) ≤ ls.
As Pchar(p(X))(p(X)) = 0 in C[X], the term of degree ls gives:
λsl +
∑
i∈I
lc(cs−i )λs−il = 0,
where λl = lc(p(X)) and I is the set I = {i | deg(cs−i(X)p(X)s−i ) = ls}.
The fact that all lc(ci ) are integers implies that λl is an algebraic integer over Z, therefore
λl Xl is an algebraic integer over Z[X].
To prove the other steps of the induction, we simply remark that p(X) − λl Xl belongs
to Q[α][X] and is an integer over Z[X], then we can repeat the previous argumentation with
p(X) − λl Xl , instead of p(X). 
Now we prove the theorem.
Proof. As in the previous section, K = Q[α] is the extension field generated by all the
coefficients of P1, and the degree of α over Q is s. By Steinitz’s theorem, there exists an
algebraically closed field K such that K ⊃ Q(X) ⊃ Z[X] and
P(X, Y ) = Y n + an−1(X)Y n−1 + · · · + a0(X) =
n∏
i=1
(Y − ri (X)),
where ri (X) ∈ K are algebraic integers over Z[X]. (See e.g. Eisenbud, 1995, p. 300, Corollary
13.16.)
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As P1(X, Y ) is a factor of P(X, Y ) in Q(α)[X, Y ], we have:
P1(X, Y ) =
m∏
i=1
(Y − ri (X)) = Y m + pm−1(X)Y m−1 + · · · + p0(X).
Then pi (X) are integers overZ[X] because they are polynomials in ri (X). Applying the previous
lemma to each pi(X) we deduce the claim. 
3. Finding a primitive element
All the coefficients of P1 generate an extension K of Q. We want to get a primitive element
of K which is an algebraic integer over Z. There are two cases: First, we check whether there is
a primitive element among all the coefficients of P1. If this is not the case, we present a method
for constructing a primitive element. (In our examples we always found a coefficient of P1 which
was a primitive element.)
3.1. Recognition
The following easy lemma allows us to recognize effectively a primitive element.
Lemma 3.1. Let β ∈ K, we have:
gcd
(
Pchar(β),
∂
∂T
Pchar(β)
)
= 1 ⇐⇒ β is a primitive element of K.
In this case Pchar(β) is the minimal polynomial fβ of β over Q.
Let Pi (X, Y ) = ∑u ∑v a(u,v)i XuY v , the fundamental lemma implies that:
Pchar(a
(u,v)
1 )(T ) =
∏s
i=1(T − a(u,v)i ). Then:
a
(u,v)
1 is a primitive element of K if and only if gcd
(
Pchar(a(u,v)1 ),
∂
∂T
Pchar(a(u,v)1 )
)
= 1.
3.2. Construction
If no coefficient of P1 is primitive we can construct, in a deterministic or in a probabilistic
way, a primitive element which is integer over Z.
We denote by σi (1 ≤ i ≤ s) the s independentQ-homomorphisms fromK to C and by a(u,v)1
the coefficients of P1, we recall that they generateK.
For any pair (i, j) such that i = j , there exists a coefficient a(u,v)1 of P1 such that σi (a(u,v)1 ) =
σ j (a(u,v)1 ). Thus the polynomial:
H (λ(0,0), . . . , λ(1,m−1)) =
∏
i< j
( ∑
0≤u+v≤m
λ(u,v)(σi − σ j )(a(u,v)1 )
)
∈ C[λ(i, j )]
is a non-zero polynomial. So there exists (s(0,0), . . . , s(1,m−1)) with s(u,v) ∈ Z such that for all
i = j :
σi
( ∑
0≤u+v≤m
s(u,v)a
(u,v)
1
)
= σ j
( ∑
0≤u+v≤m
s(u,v)a
(u,v)
1
)
.
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This means that
∑
0≤u+v≤m s(u,v)a
(u,v)
1 is a primitive element.
The following probabilistic lemma (see Schwartz, 1980; Zippel, 1993) helps us to conclude:
Lemma 3.2. Let A be an integral domain, H (λ1, . . . , λn) ∈ A[λ1, . . . , λn] a non-zero
polynomial of total degree d and S a finite subset of A. In this case we have the following bound
on the probability:
P(H (s1, . . . , sn) = 0 | si ∈ S, 1 ≤ i ≤ n) ≤ d|S| ,
where si are chosen in S uniformly at random.
We apply this lemma to the polynomial H (λ(0,0), . . . , λ(1,m−1)) ∈ C[λ(i, j )] and get the
following proposition:
Proposition 3.1. Let P be a polynomial in Z[X, Y ] monic in Y and irreducible in Q[X, Y ],
P = P1 · · · Ps its irreducible factorization in C[X, Y ].
Let a(u,v)1 denote the coefficients of P1, and K the extension of Q they generate.
Let S be a finite subset of Z.
1. We have the following estimation of probability:
P
( ∑
0≤u+v≤m
s(u,v)a
(u,v)
1 is primitive | s(u,v) ∈ S
)
≥ 1 −
(
s
2
)
|S| ,
where s(u,v) are chosen in S uniformly at random.
2. There exists an algebraic integer,
∑
0≤u+v≤m s(u,v)a
(u,v)
1 , which is a primitive element and
satisfies:
|s(u,v)| ≤
(
s
2
)
2
.
Proof. We apply Lemma 3.2, and then we set S = {i ∈ Z | −(s2)/2 ≤ i ≤ (s2)/2}. In this case
the probability is strictly bigger than 0, then there exists a primitive element as claimed. 
Remark. This proposition gives a deterministic algorithm for finding an algebraic integer which
is a primitive element: For each element obtained from a linear combinations with coefficients in
S = {i ∈ Z | −(s2)/2 ≤ i ≤ (s2)/2}, we test with Lemma 3.1 whether this element is primitive or
not.
3.3. A bound on the coefficients of the factors
Below, we will need a bound on ‖Pi‖∞. We recall a classical result (see Schinzel, 2000;
Mignotte and S¸tefa˘nescu, 1999).
Proposition 3.2. Let F1, . . . , Fk ∈ C[X, Y ], we have:
k∏
i=1
‖Fi‖∞ ≤ 2ν
∥∥∥∥∥
k∏
i=1
Fi
∥∥∥∥∥∞
where ν = ∑ki=1 ( degX (Fi ) + degY (Fi )).
In our situation we get:
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Corollary 3.1. With our previous notation, we have:
‖Pi‖∞ ≤ 22n‖P‖∞.
Proof. We apply Proposition 3.2, and we use the facts that n = sm, and that Pi are monic in
Y . 
Remark. There exist other bounds on ‖Pi‖∞, for example using formulae from Schinzel (2000)
and Mignotte and S¸tefa˘nescu (1999), we get: ‖Pi‖∞ ≤ 22m‖P‖2, where ‖∑i, j ai, j X i Y j‖2 =√∑
i, j a2i, j .
Corollary 3.2. 1. If α is a coefficient of P1 then:
|α| ≤ 22n‖P‖∞.
2. If α is a primitive element obtained as explained in the second part of Proposition 3.1, then
|α| ≤
(
m
2
)(
s
2
)
22n−1‖P‖∞.
Proof. If the primitive element α is a linear combination of some coefficients of P1: α =∑
u,v s(u,v)a
(u,v)
1 , then we have:
|α| ≤
(∑
u,v
|s(u,v)|
)
22n‖P‖∞ ≤
(
m
2
)(
s
2
)
22n−1‖P‖∞.
Indeed, we have seen in Proposition 3.1 that we can suppose |s(u,v)| ≤
(
s
2
)
/2. 
3.4. Choice of the precision
In practice with an approximate absolute factorization, we can only compute an approximation
of a minimal polynomial fα(T ), which is written as:
fα˜(T ) =
s∏
k=1
(T − (αk + k)).
We have perturbed roots and we want to know if the perturbation on the coefficients is smaller
than 0.5 in order to recognize the polynomial fα(T ) ∈ Z[T ] from fα˜ (T ). The following map
describes the situation:
ϕ : Cs −→ Cs⎛
⎜⎜⎜⎜⎜⎝
α1
...
αk
...
αs
⎞
⎟⎟⎟⎟⎟⎠ −→
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
S1(α1, . . . , αs ) = α1 + α2 + · · · + αs
...
Sk(α1, . . . , αs) =
∑
1≤i1<···<ik≤s
αi1 · · ·αik
...
Ss(α1, . . . , αs) = α1 × · · · × αs
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We define the norm ‖.‖∞ by ‖(α1, . . . , αs)‖∞ = maxi=1,...,s |αi |. We look for a condition on
 which will imply ‖ϕ(α + ) − ϕ(α)‖∞ < 0.5. ϕ is a polynomial map such that the degree
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of each component is smaller than or equal to s and is of degree 1 in each variable. With the
following notation:
[
s∑
i=1
i
∂ϕ
∂αi
(α)
][k]
=
∑
i1+···+is =k
i j ∈{0,1}
k!
i1! · · · is !
i1
1 · · · iss
∂kϕ
∂α
i1
1 · · · ∂αiss
(α),
the Taylor expansion of ϕ is:
ϕ(α + ) − ϕ(α) =
[
s∑
i=1
i
∂ϕ
∂αi
(α)
]
+ 1
2!
[
s∑
i=1
i
∂ϕ
∂αi
(α)
][2]
+ · · · + 1
s!
[
s∑
i=1
i
∂ϕ
∂αi
(α)
][s]
.
We introduce the constants α and Mα such that:
• |αi | ≤ Mα for all 1 ≤ i ≤ s.
• |i | ≤ α < 1.
Remark. Thanks to Corollary 3.2, we can set Mα := 22n‖P‖∞ if α is a coefficient of P1, and
Mα :=
(
m
2
)(
s
2
)
22n−1‖P‖∞ if α is obtained as explained in the second part of Proposition 3.1.
Thus we can express Mα in terms of ‖P‖∞ (the height of P ∈ Z[X, Y ]), its degree n and the
number of absolute factors s.
Now we give a bound on α , in order to get the exact minimal polynomial from the
approximate one.
Lemma 3.3. With the previous notation, we have:
‖ϕ(α + ) − ϕ(α)‖∞ ≤
(
1 +
s−1∑
k=1
(
s
k
)
max
(
1, max
j=k+1,...,s
((
s − k
j − k
)
M j−kα
)))

Proof. The total degree of the polynomial Sj is j , so we deduce:
• If k > j then ∂k S j
∂α
i1
1 ···∂αiss
(α) = 0.
• If k = j then ∂k S j
∂α
i1
1 ···∂αiss
(α) = 1.
Moreover, we get the following upper bound, for k < j :∣∣∣∣∣ ∂
k S j
∂α
i1
1 · · · ∂αiss
(α)
∣∣∣∣∣ ≤
(
s − k
j − k
)
M j−kα .
As a result we obtain:∥∥∥∥∥ ∂
kϕ
∂α
i1
1 · · · ∂αiss
(α)
∥∥∥∥∥∞ ≤ max
(
1, max
j=k+1,...,s
((
s − k
j − k
)
M j−kα
))
.
It follows that:∥∥∥∥∥∥
[
s∑
i=1
i
∂ϕ
∂αi
(α)
][k]∥∥∥∥∥∥∞
≤
∑
i1+···+is =k
i j ∈{0,1}
k!
i1! · · · is ! |1|
i1 · · · |s |is
∥∥∥∥∥ ∂
kϕ
∂α
i1
1 · · · ∂αiss
(α)
∥∥∥∥∥∞
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and then∥∥∥∥∥∥
[
s∑
i=1
i
∂ϕ
∂αi
(α)
][k]∥∥∥∥∥∥∞
≤
(
s
k
)
k!kα max
(
1, max
j=k+1,...,s
((
s − k
j − k
)
M j−kα
))
.
As α < 1 we deduce the claim. 
Corollary 3.3. With the previous notation, if the error α is bounded by:
α ≤ 0.5
(
1 +
s−1∑
k=1
(
s
k
)
max
(
1, max
j=k+1,...,s
((
s − k
j − k
)
M j−kα
)))−1
(∗)
then the error on the coefficient of fα˜ is smaller than 0.5.
Proposition 3.3. 1. Let α be a coefficient of P1 such that α has degree s over Q. If α satisfies
α ≤ 0.5
(
1 +
s−1∑
k=1
(
s
k
)
max
j=k+1,...,s
((
s − k
j − k
)(
22n‖P‖∞
) j−k))−1
then we can recognize fα(T ) from fα˜(T ).
2. Let α be a primitive element obtained as explained in the second part of Proposition 3.1. If α
satisfies
α ≤ 0.5
(
1 +
s−1∑
k=1
(
s
k
)
max
j=k+1,...,s
((
s − k
j − k
)((
m
2
)(
s
2
)
22n−1‖P‖∞
) j−k))−1
then we can recognize fα(T ) from fα˜(T ).
4. A method for obtaining the exact factorization
In this section, we start with a polynomial fα of a primitive element α of K obtained as
explained in Section 3. To find the exact expressions of the coefficients of P1, we use an adapted
representation of the coefficients of P1.
4.1. f ′α(α) is a common denominator
We recall a classical result of algebraic number theory.
Proposition 4.1 (See Ribenboim, 2001, page 242). Let K be a finite extension of Q, α ∈ OK a
primitive element of K and fα its minimal polynomial. Then we have: OK ⊂ 1f ′α(α)Z[α]. This
implies that every a ∈ OK can be written:
a = z0f ′α(α)
+ z1f ′α(α)
α + · · · + zs−1f ′α(α)
αs−1 with zi ∈ Z.
Remark. This representation has several different names: Hecke representation, Kronecker
representation, and rational univariate representation. The univariate rational representation is
a useful tool in polynomial system solving (see Elkadi and Mourrain, 2005; Rouillier, 1999).
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4.2. Recognition of the coefficients of P1
Having the denominator f ′α(α), we only have to recognize the numerators. Let a(u,v)1 be a
coefficient of P1, a(u,v)1 belongs to OK. So by Proposition 4.1:
a
(u,v)
1 =
z0
f ′α(α)
+ z1f ′α(α)
α + · · · + zs−1f ′α(α)
αs−1.
Applying the Q-homomorphism σi , we get
a
(u,v)
i =
z0
f ′α(σi (α))
+ z1f ′α(σi (α))
σi (α) + · · · + zs−1f ′α(σi (α))
σi (α)
s−1,
then ⎛
⎜⎜⎜⎝
1 σ1(α) σ1(α)2 · · · σ1(α)s−1
1 σ2(α) σ2(α)2 · · · σ2(α)s−1
...
...
...
...
...
1 σs(α) σs(α)2 · · · σs(α)s−1
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
z0
z1
...
zs−1
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
f ′α(σ1(α))a(u,v)1
f ′α(σ2(α))a(u,v)2
...
f ′α(σs(α))a(u,v)s
⎞
⎟⎟⎟⎟⎠ . (
)
We remark that in practice we do not have a(u,v)i but a
(u,v)
i + νi and we do not have σi (α) but
σi (α) + i . So we need to solve the Vandermonde system and take the nearest integer to each
component of the solution. We will see that, with this method, we can certify our result.
4.3. Choice of the precision
IfM = (mi, j )s−1i, j=0 is a matrix ofMs,s(C) let ‖M‖∞ = maxi=0,...,s−1
∑s−1
j=0 |mi, j |, and if v
is a vector ofCs (with i -th coordinate equal to vi ) ‖v‖∞ = maxi=0,...,s−1 |vi |. With this notation
we have ‖Mv‖∞ ≤ ‖M‖∞‖v‖∞.
Now we set:
αi = σi (α), i is the error on αi , νi is the error on a(u,v)i ,
ei is the error on zi ,  is a real number such that:
{∀1 ≤ i ≤ s |i | ≤  < 1
∀1 ≤ i ≤ s |νi | ≤  < 1,
M is the real number: maxi,u,v |a(u,v)i | = M .
Thanks to Corollary 3.1 we can write M ≤ 22n‖P‖∞.
We set
α =
⎛
⎜⎝
α1
...
αs
⎞
⎟⎠ , z =
⎛
⎜⎝
z0
...
zs−1
⎞
⎟⎠ , a(u,v) =
⎛
⎜⎝
a1
...
as
⎞
⎟⎠ , e =
⎛
⎜⎝
e1
...
es
⎞
⎟⎠ ,
α =
⎛
⎜⎝
0
...
s−1
⎞
⎟⎠ , ν =
⎛
⎜⎝
ν0
...
νs−1
⎞
⎟⎠ ,
M(α) =
⎛
⎜⎜⎜⎝
1 α1 α21 · · · αs−11
1 α2 α22 · · · αs−12
...
...
...
...
...
1 αs α2s · · · αs−1s
⎞
⎟⎟⎟⎠
−1⎛⎜⎜⎜⎜⎜⎝
f ′α(α1) . . . 0 . . . 0
...
. . .
...
0 . . . f ′α(αk) . . . 0
...
...
. . .
...
0 . . . 0 . . . f ′α(αs)
⎞
⎟⎟⎟⎟⎟⎠.
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Then the equality: z + e = M(α + α)(a(u,v) + ν) holds.
Now, we give a sufficient condition on  which allows us to certify that ‖e‖∞ < 0.5. The
strategy is the following: we express the coefficients of M(α) as functions of αi , and then deduce
this inequality.
‖e‖∞ ≤
(‖M(α)‖∞ + ‖N‖∞(1 + M)).
Lemma 4.1. Let M(α) = (mi, j (α))s−1i, j=0, then we have:
mi, j (α) = (−1)s−i−1Ss−i−1(α1, . . . , α j , α j+2, . . . , αs).
Proof. We denote by V (α)−1 = (wi, j (α))s−1i, j=0 the inverse of the Vandermonde matrix.
The value of the polynomial lk(x) = ∑s−1j=0 w j,kx j is 1 when x = αk+1 and it is 0 when
x ∈ {α1, . . . , αs} \ {αk+1}. Hence lk(x) is the Lagrange’s polynomial and we get:
lk(x) =
s∏
i=1
i =k+1
(
x − αi
αk+1 − αi
)
=
s∏
i=1
i =k+1
(x − αi ) × 1f ′α(αk+1)
.
Therefore
w j,k(α) = (−1)
s−1− j Ss− j−1(α1, . . . , αk , αk+2, . . . , αs )
f ′α(αk+1)
where Sk is the k-th elementary symmetric polynomial (see Section 3.4), and we set S0 = 1.
The definition of M(α) gives mi, j (α) = wi, j (α) f ′α(α j+1). Thus the claim is proved. 
Corollary 4.1. There exists a matrix N ∈Ms,s(C) such that:
‖M(α + ) − M(α)‖∞ ≤ ‖N‖∞
with ‖N‖∞ ≤ s
(
1 +∑s−2k=1 (s−1k )max (1, max j=k+1,...,s−1 ((s−1−kj−k )M j−k))).
Proof. Apply Lemma 3.3. 
Lemma 4.2. With the previous notation
‖e‖∞ ≤
(‖M(α)‖∞ + ‖N‖∞(1 + M)).
Proof. The equalities z + e = M(α + )(a + ν) and z = M(α)a give ‖e‖∞ ≤ ‖N‖∞‖a‖∞ +(‖M(α)‖∞ + ‖N‖∞)‖ν‖∞. This implies the desired result. 
The previous results of this section imply:
Proposition 4.2. If the error  is such that
 ≤ 0.5
[
max
i=0,...,s−1
(
s
(
s − 1
s − i − 1
)
Ms−i−1
)
+ s
(
1 +
s−2∑
k=1
(
s − 1
k
)
max
(
1, max
j=k+1,...,s−1
((
s − 1 − k
j − k
)
M j−k
)))
(1 + M)
]−1
,
then we can, with the system (
), recognize the exact coefficients of P1.
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Proof. Lemma 4.1 gives: |mi, j (α)| ≤ Ss−i−1(|α1|, . . . , |α j |, |α j+2|, . . . , |αs |).
So: |mi, j (α)| ≤ ∑1≤k1<···<ks−i−1≤s−1 Ms−i−1 ≤ ( s−1s−i−1)Ms−i−1. It follows that
s−1∑
j=0
|mi, j (α)| ≤
s−1∑
j=0
(
s − 1
s − i − 1
)
Ms−i−1 = s
(
s − 1
s − i − 1
)
Ms−i−1.
Thus: ‖M(α)‖∞ ≤ maxi=0,...,s−1(s
(
s−1
s−i−1
)
Ms−i−1).
Together with Corollary 4.1 this implies
‖e‖∞ ≤
[
max
i=0,...,s−1
(
s
(
s − 1
s − i − 1
)
Ms−i−1
)
+ s
(
1 +
s−2∑
k=1
(
s − 1
k
)
max
(
1, max
j=k+1,...,s−1
((
s − 1 − k
j − k
)
M j−k
)))
(1 + M)
]
.
So we get the announced bound. 
We can write Proposition 4.2 with 22n‖P‖∞ instead of M . In this case we have a formula
depending only on ‖P‖∞, s and n. As s can be bounded by n, we can write a condition which
relies on the height and the degree of the polynomial P ∈ Z[X, Y ].
Corollary 4.2. If the error  is bounded by
 ≤ 0.5
[
max
i=0,...,n−1
(
n
(
n − 1
n − i − 1
)
(22n‖P‖∞)n−i−1
)
+ n
(
1 +
n−2∑
k=1
(
n − 1
k
)
max
j=k+1,...,n−1
((
n − 1 − k
j − k
)
(22n‖P‖∞) j−k
))(
1 + 22n‖P‖∞
)]−1
then we can, with the system (
), recognize the exact coefficients of P1.
4.4. Conversion
Let β ∈ OK. We have the following two representations:
β =
s−1∑
j=0
z j
f ′α(α)
α j =
s−1∑
i=0
qiαi where z j ∈ Z and qi ∈ Q.
Let B(α) be the inverse of f ′α(α), and set α j B(α) =
∑s−1
i=0 bi, j αi where bi, j ∈ Q. It can be
easily computed once for all coefficients of P1.
Lemma 4.3. With the previous notation and with
q =
⎛
⎜⎝
q0
...
qs−1
⎞
⎟⎠ , z =
⎛
⎜⎝
z0
...
zs−1
⎞
⎟⎠ , and MB = (bi, j )s−1i, j=0 ∈Ms,s(Q),
we have q =MB(z).
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4.5. The algorithm
Input: P ∈ Z[X, Y ] irreducible in Q[X, Y ], monic in Y .
1. Compute an approximate absolute factorization of P , with a precision  satisfying the
inequalities of Proposition 4.2 and 3.3.
2. Recognize a primitive element of K and its minimal polynomial as explained in Section 3.
Denote by fα its minimal polynomial.
3. Recognize the exact coefficients of P1 by solving a Vandermonde system. Give for each
coefficient of P1 its canonical expression in Q[α].
Output: The minimal polynomial of a primitive element of K and P1(X, Y ) ∈ K[X, Y ] an
absolute factor of P .
Remark. We do not need to check that the constructed polynomial divides P . Indeed by step 1
we know that we have a sufficient precision. Thus we deduce that the error on the integers is
smaller than 0.5. So when we take the nearest integer we obtain the exact expression.
4.6. A small example
Here we illustrate the different steps of the algorithm on a small example.
Input: P(X, Y ) = Y 4 + 2Y 2 X + 14Y 2 − 7X2 + 6X + 47 ∈ Z[X, Y ].
P is irreducible in Q[X, Y ].
Step (1)
We apply an approximate absolute polynomial factorization to P (see for example Rupprecht
(2004), Sommese et al. (2004), Che`ze (2004b)) with a precision  := 10−4, and we get:
P˜1(X, Y ) = Y 2 + 3.828X + 8.414,
P˜2(X, Y ) = Y 2 − 1.828X + 5.585.
We have s = 2 and we can take M = 10 (in fact we have to choose M ≥ 8.414). These values
, s and M satisfy the inequality of Proposition 4.2. Thus we can recognize the exact absolute
irreducible factorization from the approximate one.
Step (2)
We denote a˜(u,v)i the coefficients of P˜i .
a˜
(0,0)
1 = 8.414, a˜(0,0)2 = 5.585, a˜(1,0)1 = 3.828, a˜(1,0)2 = −1.828.
We have:
f
a˜
(0,0)
1
= (T − 8.414)(T − 5.585) = T 2 − 13.999T + 46.992
f
a˜
(1,0)
1
= (T + 1.828)(T − 3.828) = T 2 − 2.00T − 6.997.
Thus f
a
(0,0)
1
= T 2 − 14T + 47, and f
a
(1,0)
1
= T 2 − 2t − 7.
As gcd( f
a
(0,0)
1
, f ′
a
(0,0)
1
) = 1, α = a(0,0)1 is a primitive element ofK, and fα(T ) = T 2 − 14T + 47.
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Step (3)
We have f ′α(a˜(0,0)1 ) ≈ 2.828, and f ′α(a˜(0,0)2 ) ≈ −2.830, this gives(
1 8.414
1 5.585
)(
z˜0
z˜1
)
=
(
2.828 × 3.828
−2.830 × (−1.828)
)
.
This gives z˜0 = −5.989 and z˜1 = 1.998.
So z0 = −6, z1 = 2 and a(1,0)1 = −6f ′α(α) + 2
α
f ′α(α) .
We have fα(T ) = T 2 − 14T + 47, f ′α(T ) = 2T − 14 and:
−1
2
fα(T ) + f ′α(T )
(
1
4
T − 7
4
)
= 1.
This implies: 14 T − 74 = f ′α(α)−1.
Thus a(1,0)1 = −6f ′α(α) + 2
α
f ′α(α) = −13 + 2α.
Outputs: fα(T ) = T 2 − 14T + 47,
P1(X, Y ) = Y 2 + (−13 + 2α)X + α.
5. Conclusion
In this paper we applied Number Theory techniques and provided sharp bounds to greatly
improve an algorithm of absolute factorization described in Rupprecht (2004) and Corless et al.
(2002). This previous algorithm relied on the command bestapprox of the PARI system which
uses a continued fraction representation of the number and detects a size gap in the convergent,
see Cohen (1993). Although this heuristic could give a good guess in most cases, our new
approach is more rigorous, safer and more efficient. Indeed, we do not have to compute a
continued fraction, we just have to take the nearest integer to a real number.
The method exposed here is one of the key ingredients of a new algorithm and its
implementation described in Che`ze (2004b), and Che`ze (2004a). With this symbolic–numeric
implementation we can compute the exact absolute factorization of a bivariate polynomial with
total degree 200 having 10 absolute irreducible factors in approximately 15 min. In this case,
the step “approximate to exact factorization” takes only 15 s of these 15 min. In conclusion,
the method presented in this paper allows to get in a quick and efficient way an exact absolute
factorization with symbolic–numeric tools.
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