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Re´sume´
Le formalisme de la transformation de Lie est applique´ a` la dynamique des particules
charge´es dans la topologie magne´tique d’un tokamak, afin de construire un ope´rateur de type
Fokker-Planck pour les collisions coulombiennes utilisable pour la ge´ne´ration de courant. Cette
approche permet de re´duire le proble`me a` trois dimensions (deux dans l’espace des vitesses,
une dans l’espace des configurations) tout en gardant la richesse des effets croise´s entre les es-
paces re´sultant de la conservation du moment canonique toro¨ıdal (axisyme´trie). Cette approche
cine´tique permet de de´crire des phe´nome`nes physiques lie´s a` la pre´sence de forts gradients de
pression dans des plasmas de forme quelconque, comme le courant « bootstrap » dont le roˆle
sera primordial pour le futur re´acteur ITER. Le choix des coordonne´es et la me´thode utilise´e
sont particulie`rement adapte´s a` la re´solution nume´rique de l’e´quation de de´rive cine´tique per-
mettant de calculer la distribution des particules, celle-ci pouvant pre´senter un fort e´cart a`
la maxwellienne sous l’effet d’un champ e´lectrique (statique ou produit par une onde radio-
fre´quence). Les travaux de´die´s principalement a` la physique des plasmas de tokamak ont e´te´
e´tendus a` ceux des plasmas de l’espace relevant d’une configuration magne´tique dipolaire.
Abstract
The Lie transform formalism is applied to charged particle dynamics in tokamak magnetic
topologies, in order to build a Fokker-Planck type operator for Coulomb collisions usable for
current drive. This approach makes it possible to reduce the problem to three dimensions (two
in velocity space, one in real space) while keeping the wealth of phase-space cross-term coupling
effects resulting from conservation of the toroidal canonical momentum (axisymmetry). This
kinetic approach makes it possible to describe physical phenomena related to the presence of
strong pressure gradients in plasmas of an unspecified form, like the bootstrap current which
role will be paramount for the future ITER machine. The choice of coordinates and the method
used are particularly adapted to the numerical resolution of the drift kinetic equation making
it possible to calculate the particle distributions, which may present a strong variation with
respect to the Maxwellian under the effect of an electric field (static or produced by a radio-
frequency wave). This work, mainly dedicated to plasma physics of tokamaks, was extended
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1.1 Contexte de la fusion nucle´aire
La maˆıtrise des re´actions de fusion entre deux isotopes d’hydroge`ne a` des fins e´nerge´tiques fait
l’objet de tre`s nombreuses recherches depuis plus d’un demi-sie`cle. Si le concept e´le´mentaire est
de´sormais bien connu (voir Annexe A), la mise en oeuvre reste cependant un formidable de´fi scienti-
fique et technique qui prend sa pleine dimension dans le contexte d’une demande en e´nergie toujours
plus importante. Cette ressource est particulie`rement attractive pour quatre raisons : une forte
densite´ d’e´nergie massique, des ressources abondantes dans l’eau de mer notamment (deute´rium,
lithium), pas de de´chets radioactifs a` tre`s longue dure´e de vie 1 et l’impossibilite´ d’une divergence
des re´actions pouvant amener a` une situation accidentelle explosive (absence de me´diateur de
re´action). L’ensemble de ces qualite´s font de la fusion thermonucle´aire controˆle´e la source quasi-
ide´ale d’e´nergie, et a` ce titre, les espe´rances place´es dans le re´acteur expe´rimental ITER actuelle-
ment en construction sur le site de Cadarache (France) sont conside´rables 2. Ce re´acteur, base´ sur
le confinement magne´tique d’un plasma, rassemble en effet l’e´tat de l’art dans ce domaine.
Le proble`me du confinement des particules et de l’e´nergie d’un plasma par un champ magne´tique
a stimule´ l’imagination des chercheurs qui ont propose´ de nombreuses configurations pour le re´soudre.
Toutes sont base´es sur le concept ge´ne´ral qu’une particule charge´e e´lectriquement effectue un mou-
vement he´lico¨ıdal le long d’une ligne de champ. Graˆce au pie´geage transversal caracte´rise´ par le
rayon de Larmor, une topologie magne´tique approprie´e permet en principe de confiner les parti-
cules dans un volume donne´. La difficulte´ initiale du proble`me re´sulte du tre`s grand libre parcours
moyen des particules (distance moyenne parcourue entre deux collisions Coulombiennes) aux den-
site´s conside´re´es pour re´aliser la fusion thermonucle´aire. Celui-ci e´tant de l’ordre de la dizaine de
kilome`tres, la solution la plus e´le´gante consiste a` refermer les surfaces de flux magne´tiques sur elles-
meˆme afin que les lignes de champ n’aient ni de´but ni fin. La configuration torique permet ainsi de
garder une taille acceptable aux machines mettant en oeuvre les re´actions de fusion nucle´aire 3.
En introduisant une courbure aux lignes de champ et en pre´sence de gradients dans le plasma, les
particules charge´es de´rivent verticalement le long de l’axe du tore, conduisant a` une se´paration des
charges de signe oppose´ et une disparition rapide du plasma sous l’effet des forces de de´chirement [51].
Cette difficulte´ majeure intrinse`quement lie´e a` la configuration torique fut re´solue en introduisant
une he´licite´ aux lignes de champ elles-meˆmes sur une surface de flux magne´tique, afin qu’au cours
de leur de´placement, les particules charge´es de´rivent alternativement vers le bord mais aussi vers le
centre du plasma. Sur une re´volution polo¨ıdale de la ligne de champ magne´tique, correspondant a`
1. Le produit de la re´action de fusion D-T est un neutron dont la dure´e de vie est de l’ordre de 10 minutes, et
une particule α qui n’est pas radio-active. Toutefois, la pre´sence de neutrons conduit a` l’activation des structures
environnantes.
2. Pour plus d’informations, voir le site http://www-fusion-magnetique.cea.fr.
3. Pour les machines droites, il est ne´cessaire de cre´er des miroirs magne´tiques aux extre´mite´s afin de bloquer le
mouvement longitudinal des particules. Cet effet est re´alise´ en faisant en sorte que l’intensite´ du champ magne´tique
soit maximale aux extre´mite´s. De telles machines n’ont jamais atteint a` ce jour des performances acceptables pour
la fusion thermonucle´aire, les particules dote´es d’un grand moment magne´tique re´ussissant malgre´ tout a` s’e´chapper
de l’enceinte de confinement, provoquant ainsi des pertes inacceptables.
1. Introduction
une distance courte par rapport au libre parcours moyen des particules, la de´rive balistique moyenne
est alors nulle, permettant au plasma d’exister de manie`re durable avec un confinement de bonne
qualite´. La compre´hension de ce proble`me donna naissance a` plusieurs filie`res de machines toriques,
les tokamaks ou` l’he´licite´ des lignes de champ est cre´e´e en faisant circuler un courant toro¨ıdal
dans le plasma, les RFP (Reverse Field Pinch) base´s sur le meˆme concept mais avec une enrou-
lement diffe´rent des lignes de champ, et enfin les stellarator, ou` la topologie des lignes de champ
est assure´e de manie`re statique par des bobinages externes cre´ant une configuration magne´tique
tridimensionnelle particulie`rement complexe 4.
Des trois filie`res, celle offrant d’emble´e les meilleures performances en terme de confinement de
l’e´nergie fut le Tokamak 5. En s’ame´liorant avec le courant toro¨ıdal circulant dans le plasma mais
aussi le grand rayon de la machine, les chercheurs tenaient enfin un concept viable pour la fusion
par confinement magne´tique permettant d’extrapoler au re´acteur les re´sultats obtenus sur de petits
appareils [41]. La relative simplicite´ de mise en oeuvre contribua e´galement largement au succe`s
du tokamak a` travers le monde. De la loi d’e´chelle quasi-universelle liant le temps de confinement
de l’e´nergie au courant circulant dans le plasma et au grand rayon de la machine est ne´e la course
au gigantisme des machines pour atteindre l’ignition du plasma, ou a` de´faut le break-even (voir
Annexe A). Les tokamaks JET 6 (Royaume-Uni, Europe), JT-60 7 (Japon) et maintenant ITER 8
ne de´rogent pas a` cette re`gle.
En offrant une excellente qualite´ de confinement de l’e´nergie lorsque le courant circulant dans
le plasma est ge´ne´re´ de manie`re inductive, l’espe´rance a e´te´ grande qu’un re´gime thermonucle´aire
puisse eˆtre facilement atteint de cette manie`re, malgre´ la nature intermittente intrinse`que de cette
me´thode. En effet, en re´gime inductif, le tokamak fonctionne sur le principe du transformateur,
l’anneau torique forme´ par le plasma jouant le roˆle de circuit secondaire. Cependant, le plasma
devenant de moins en moins collisionnel au fur et a` mesure que sa tempe´rature augmente, il est
impossible d’atteindre le re´gime thermonucle´aire requis par le crite`re de Lawson pour le type de
re´actions D-T, qui est le plus favorable (voir Annexe A). Dans ce contexte, la physique des chauffages
fut de´veloppe´e activement afin d’atteindre des tempe´ratures de l’ordre de la dizaine de keV, et de
manie`re concommittante la physique de la ge´ne´ration de courant non-inductive, pour entretenir de
manie`re continue les de´charges plasma, seule solution acceptable sur le plan e´conomique, mais aussi
pour re´duire les effets de´le´te`res des cycles me´caniques sur la dure´e de vie de la machine [18].
La mise en oeuvre de ces nouveaux outils permit de mettre en e´vidence la de´gradation du
temps de confinement de l’e´nergie comme la racine carre´e de la puissance injecte´e, phe´nome`ne
dont l’explication reste encore incertaine. Graˆce a` l’injection d’ondes radio-fre´quence, on de´montra
la faisabilite´ du concept de ge´ne´ration non-inductive de courant, bien que l’efficacite´ du processus
n’atteigne jamais le niveau du re´gime non-inductif [40]. La conjonction de ces deux proble`mes consti-
tua une rupture majeure dans la strate´gie suivie pour maˆıtriser l’e´nergie de fusion par confinement
magne´tique dans un tokamak, ouvrant l’e`re des re´gimes avance´s de fonctionnement, dans lesquels
l’apport des sources externes de puissance consiste a` favoriser une auto-organisation du plasma
viable simultane´ment sur le plan confinement de l’e´nergie et de la ge´ne´ration de courant [49]. La cle´
de tels re´gimes passe par la maximisation du courant de bootstrap re´sultant des effets ne´oclassiques
lie´s aux diffe´rentes orbites des particules dans le plasma, les nombreuses expe´riences ayant montre´
que pour de tels re´gimes, des barrie`res internes de transport apparaissent, limitant la de´gradation
du confinement avec le niveau de puissance injecte´, en plus de la barrie`re externe de transport lie´e
au mode-H lorsque la puissance injecte´e dans le plasma de´passe un seuil critique [50].
Cette rupture amena a` un changement complet de paradigme concernant l’utilisation des sources
de puissance et de courant en particulier pour porter et maintenir le plasma dans des re´gimes
thermonucle´aires. En effet, amener le plasma a` un e´tat d’auto-organisation stable et performant
ne´cessite une mise en oeuvre d’outils de controˆle particulie`rement pre´cis concernant la localisation
4. A` titre d’exemple, voir la configuration du stellarator Wendelstein 7-X a` l’adresse http://www.ipp.mpg.de/
ippcms/eng/for/projekte/w7x/ziele/index.html.






1.2. Plan de the`se
spatiale du de´poˆt de puissance, que cela soit pour chauffer localement le plasma ou ge´ne´rer du
courant. Cet aspect clairement mis en e´vidence expe´rimentalement a des conse´quences conside´rables
sur la mode´lisation des effets physiques en jeu, en ne´cessitant notamment de prendre pleinement en
compte les effets ne´oclassiques jusqu’alors ignore´s ou` simplement pris en compte se´pare´ment [23].
Ainsi, dans la totalite´ des simulations mettant en oeuvre la ge´ne´ration non-inductive de courant, le
courant « bootstrap », re´sultant du transfert d’impulsion entre les particules pie´ge´es et circulantes
en pre´sence de gradients de densite´ et de tempe´rature, est calcule´ pour un plasma thermique,
alors qu’il existe localement de tre`s fortes distortions de la distribution en vitesse des e´lectrons
par rapport a` la maxwellienne, sous l’effet des ondes radio-fre´quences. La synergie potentielle entre
les deux effets est ignore´e, meˆme au voisinage d’une barrie`re de transport, alors que localement
celle-ci peut devenir tre`s importante, en raison de l’importance du gradient de pression [45, 38].
De meˆme, le transport radial des particules induit par les ondes n’est pas conside´re´ de manie`re
syste´matique, tandis que les exigences sur la pre´cision du profil de courant ont conside´rablement
augmente´ [32, 36].
C’est dans ce contexte que le de´veloppement d’une approche ge´ne´rale pour de´crire le chauffage
et la ge´ne´ration non-inductive de courant est effectue´, prenant en compte les aspects ne´oclassiques
couplant, par l’impulsion toro¨ıdale ge´ne´ralise´e, les dynamiques dans l’espace re´el et celles dans
l’espace des vitesses. Les fondations de ce qui constitue la trame de la the`se sont e´labore´es sur la
base de la re´duction des dynamiques rapides tout en gardant la richesse des effets physiques croise´s
re´sultant des trajectoires complexes, graˆce a` la transformation de Lie. L’objectif est que le cadre
mathe´matique rigoureux ainsi de´veloppe´ soit particulie`rement adapte´ aux simulations nume´riques
inte´gre´es [3, 1], dans lesquelles l’e´volution de l’e´quilibre magne´tohydrodynamique (MHD) toro¨ıdal
est calcule´ de manie`re cohe´rente avec les sources de puissance et de courant. Les calculs the´oriques
de´veloppe´s dans ce travail sont donc entrepris d’une part dans le but de valider les bases du code
cine´tique LUKE de´die´ a` la physique des e´lectrons [14, 37], et d’autre part d’e´tendre les capacite´s
de cet outil a` la physique des ions tout en prenant en compte les intercouplages entre particules
et les effets ne´oclassiques. Le code LUKE, particulie`rement optimise´ sur le plan nume´rique, est en
effet largement employe´ pour les calculs de chauffage et de ge´ne´ration de courant par e´lectrons dans
les tokamaks, et son extension pour prendre en compte tous les effets ne´oclassiques associe´s aux
sce´narios avance´s constitue un de´veloppement potentiel tre`s important pour la communaute´ de la
fusion magne´tique.
1.2 Plan de the`se
Le deuxie`me chapitre traite de la dynamique des particules charge´es dans le champ magne´tique
statique et non-uniforme d’un tokamak. A` partir des syste`mes de coordonne´es traditionnels (co-
ordonne´es toro¨ıdales et de flux magne´tique) et en utilisant les trois invariants du mouvement
re´sultant des lois de conservation (e´nergie, moment magne´tique) et de l’axisyme´trie, on introduit
un troisie`me syste`me de coordonne´es et sa me´trique permettant de caracte´riser les orbites parti-
culie`rement adapte´ a` une imple´mentation nume´rique des e´quations. Ce syste`me de coordonne´es glo-
bales pre´sente l’avantage d’avoir une signification physique simple dans la limite classique adopte´e
par le code cine´tique LUKE dans sa version actuelle [14]. Pour ce syste`me de coordonnne´es, on
de´finit la moyenne sur l’orbite qui est utilise´e dans les chapitres suivants.
Le troisie`me chapitre comporte deux parties. La premie`re est consacre´e a` l’approche statistique
pour de´crire l’e´volution de l’ensemble des particules dans le plasma, sur la base de la hie´rarchie
BBGKY permettant d’utiliser des fonctions de distribution a` une particule. Le seconde porte sur
la description lagrangienne de la dynamique d’une particule, permettant de reformuler l’e´quation
d’e´volution de la distribution en terme d’un hamiltonien et un crochet de Poisson. Le principe
ge´ne´ral de la transforme´e de Lie est introduit dans ce chapitre et applique´ au proble`me e´tudie´ pour
e´liminer l’e´chelle rapide associe´e a` la gyration cyclotronique, et obtenir la dynamique du centre-
guide. La transformation sur les coordonne´es est proche de l’identite´, fournissant des corrections
line´aires correspondant a` la non-uniformite´ magne´tique.
Le chapitre quatre porte sur le cas particulier de la configuration magne´tique dipolaire, qui
outre son inte´reˆt spe´cifique pour la physique des plasmas de l’espace (champ magne´tique terrestre,
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Jupiter, etc), repre´sente un cas limite ou` des de´veloppements analytiques complets peuvent eˆtre
effectue´s, permettant d’e´tablir une base solide pour valider une imple´mentation nume´rique des
e´quations valables dans la limite classique. En effet, le champ magne´tique n’ayant pas de composante
toro¨ıdale, les particules n’effectuent aucune excursion radiale hors d’une surface de flux pour un
mouvement libre. Les travaux pre´sente´s portent exclusivement sur les particules fortement pie´ge´es
autour du plan e´quatorial, dont la dynamique est analogue a` celle d’un oscillateur harmonique, a`
l’ordre le plus bas. Un de´veloppement autour de cette limite fournit des corrections anharmoniques
qui sont compare´es aux inte´grales nume´riques.
Dans le cinquie`me chapitre, on introduit l’ope´rateur local de collision de type Fokker-Planck
construit a` partir des inte´grales de Landau [31], en prenant en compte l’e´crantage des champs
e´lectriques produits par les particules au dela` de la longueur de Debye et la pre´e´minence des
collisions aux petits angles. C’est a` partir de celui-ci que l’on calcule au chapitre suivant l’ope´rateur
de collision centre-guide pour le syste`me de coordonne´es choisi, en utilisant le formalisme des
transforme´es de Lie. Afin de limiter l’effort nume´rique pour calculer ces inte´grales vectorielles et
tensorielles, celles-ci sont exprime´es a` l’aide de potentiels, moments scalaires de la distribution. Dans
le travail effectue´ et pour les besoins de la ge´ne´ration de courant dans les tokamaks, on conside`re le
cas relativiste, puisque les particules acce´le´re´es par les champs e´lectriques peuvent atteindre de tre`s
grandes e´nergies. On utilise alors le noyau de Beliaev et Budker dans les inte´grales de Landau [4],
celles-ci pouvant eˆtre reformule´es en terme de potentiels calcule´s par Braams et Karney [10]. On
conside`re e´galement deux limites, la limite non-relativiste, correspondant aux potentiels classiques
de Rosenbluth [43], et la limite de Lorentz pour des ions de masse et charge infinies. L’anisotropie
dans l’espace des vitesses du fond de particules pour l’ope´rateur local de collision est prise en compte
en effectuant un de´veloppement en polynoˆmes de Legendre. Ce terme est tre`s important pour la
ge´ne´ration de courant [18].
Le calcul explicite de l’ope´rateur de collision centre-guide inde´pendant de la dynamique de gy-
ration des particules est pre´sente´ dans le sixie`me chapitre. Des expressions simplifie´es sont obtenues
dans l’approximation « orbites fines », ou` l’excursion radiale de du centre guide est faible devant la
surface de flux de re´fe´rence. Pour l’ope´rateur ge´ne´ral et celui correspondant a` la limite des « orbites
fines », des expressions correspondant aux cas ou` la distribution des particules de fond est isotrope
sont e´galement donne´es.
Enfin, le septie`me chapitre est de´die´ au calcul de l’e´quation Fokker-Planck centre-guide moyenne´e
sur les orbites des particules afin d’obtenir une e´volution inde´pendante de l’angle polo¨ıdal. Cette
e´quation est celle qui sera imple´mente´e nume´riquement pour de´crire les effets ne´oclassiques de la
ge´ne´ration de courant dans les tokamaks. La re´duction de l’espace des phases est effectue´e dans
l’approximation dite de faible collisionnalite´ (le centre-guide a le temps de parcourir une orbite
comple`te avant de subir une de´viation due a` une collision). Des expressions simplifie´es correspon-
dant a` l’approximation « orbite fines » introduite au chapitre pre´ce´dent sont obtenues et four-
nissent une forme conservative pour l’ope´rateur collision moyenne´, particulie`rement adapte´e au
calcul nume´rique. Dans la limite classique (orbite de largeur nulle), on retrouve la formulation de
l’e´quation de Fokker-Planck centre-guide utilise´e par le code LUKE actuel [14]. La dynamique pour
le cas particulier d’un fond isotrope dans l’espace des vitesses permet d’exprimer l’ope´rateur en
termes de coefficients d’orbite, moyennes inde´pendantes de la distribution de fond. Enfin, le cal-
cul du courant « bootstrap » est explicitement effectue´ dans la limite de Lorentz, et les re´sultats
obtenus par Rosenbluth sont retrouve´s [42].
Dans le cadre de la conclusion, les perspectives re´sultant de ce travail sont trace´es.




Configuration magne´tique et trajectoires
des particules
Dans ce chapitre sont conside´re´s des syste`mes de coordonne´es adapte´s a` la ge´ome´trie des toka-
maks expose´e dans le chapitre 1. La dynamique des particules dans un champ magne´tique statique
non-uniforme peut eˆtre de´crite en utilisant trois invariants cre´e´s en utilisant les lois de conservation
et syme´tries suivantes : l’e´nergie, le moment magne´tique et l’axisyme´trie.
2.1 Pre´ambule : composantes d’un vecteur
Pour un espace de dimension n dote´ d’un syste`me de coordonne´es (zα)α=1...n, le vecteur z
de´notant la position 1 correspondant au n-uplet de coordonne´es (zα). Pourvu que le syste`me de










Les de´rive´es selon une coordonne´e sont effectue´es en gardant les autres coordonne´es constantes et
l’ope´rateur ∂/∂z de´signe le gradient associe´ a` l’espace. Imme´diatement, il vient
eα · eβ = δβα, (2.3)
ou` δβα de´signe le symbole de Kronecker (il vaut 1 si α = β, 0 sinon). Cependant, les vecteurs
covariants et contravariants ne sont pas unitaires (de norme 1) ou ni meˆme orthogonaux entre eux
dans le cas ge´ne´ral. Un vecteur a de l’espace a donc les de´compositions covariantes et contravariantes
suivantes (en adoptant la convention d’Einstein pour les indices re´pe´te´s) :
a = aαeα = aαe
α. (2.4)
L’utilisation de la proprie´te´ (2.3) donne les expressions suivantes pour les composantes,
aα =a · eα, (2.5)
aα =a · eα. (2.6)
Les composantes covariantes sont donc calcule´es a` partir des vecteurs de base contravariants et
re´ciproquement. Ainsi, aα =
(
eα · eβ) aβ et aα = (eα · eβ) aβ . Pour un syste`me de coordonne´es
1. Ce terme est invoque´ ici de manie`re ge´ne´rale. Dans l’espace re´el, z correspond au vecteur position spatial x.
De meˆme, dans l’espace des vitesses est utilise´ le vecteur impulsion p.
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orthogonal (eα · eβ et eα · eβ sont nuls sauf si α = β), les relations ne de´pendent que d’un seul
indice α (pas de sommation) :
aα = (eα · eα) aα, (2.7)
aα = (eα · eα) aα, (2.8)
ce qui implique eα · eα = (eα · eα)−1.
Dans le cadre de cette the`se, les de´compositions respectives des vecteurs (ou tenseurs) respectent
cette convention d’indices. Le vecteur unitaire (de norme 1) associe´ au vecteur a est de´signe´ de la
manie`re suivante :
â ≡ a|a| , (2.9)




Dans l’e´tude de la ge´ome´trie tokamak, le syste`me de coordonne´es quasi-cylindriques est bien
adapte´ a` la production du champ magne´tique produit par les bobines polo¨ıdales et le courant
dans le plasma (voir figure 2.1). Le re´sultat est un champ magne´tique he´lico¨ıdal qui est de´compose´
en ses composantes toro¨ıdale et polo¨ıdale. C’est un syste`me de coordonne´es orthogonal, relie´ aux
coordonne´es carte´siennes (x, y, z) de la manie`re suivante :
x = (R0 + r cos θ) cosφ ≡ R cosφ, (2.10)
y = (R0 + r cos θ) sinφ ≡ R sinφ, (2.11)
z =r sin θ, (2.12)
ou` r de´signe la distance depuis l’axe magne´tique de rayon R0 par rapport a` l’axe de syme´trie (la
direction z). De ces expressions et du vecteur position x = xex + yey + zez, on de´duit les normes∣∣∣∣∂x∂r
∣∣∣∣ = |∇r|−1 =1, (2.13)∣∣∣∣∂x∂θ
∣∣∣∣ = |∇θ|−1 =r, (2.14)∣∣∣∣∂x∂φ
∣∣∣∣ = |∇φ|−1 =R, (2.15)
ou` ∇ ≡ ∂/∂x de´signe le gradient spatial.
2.2.1.2 Coordonne´es de flux
On de´finit le flux polo¨ıdal ψ comme la circulation du potentiel vecteur magne´tique selon un
contour de coordonne´es C ≡ (r, θ = 0, φ). Ainsi, pour la distance infinite´simale le long de ce contour






A · dl = A · ∂x
∂φ
≡ Aφ. (2.16)
En vertu du the´ore`me de Stokes [35], la circulation de A selon le contour C est e´gal au flux du
rotationnel ∇×A a` travers la surface S oriente´e par C, d’e´le´ment infinite´simal d2S = Rdrdφ et de
vecteur normal unitaire n̂ ≡ r−1 (∂x/∂θ) = r∇θ :
˛
C






Figure 2.1 – Coordonne´es quasi-cylindriques. r correspond le petit rayon local, R ≡ R0 + r cos θ
le grand rayon, θ l’angle polo¨ıdal et φ l’angle toro¨ıdal. R0 est le grand rayon de l’axe magne´tique
et a le petit rayon de la dernie`re surface magne´tique ferme´e. Une surface magne´tique (flux polo¨ıdal
ψ constant) est repre´sente´e par le tube de lignes de champ rouge.

















De meˆme, le flux toro¨ıdal ψT est de´fini selon une section polo¨ıdale C′ ≡ (r, θ, φ = 0) de distance
e´le´mentaire dl ≡ dθ (∂x/∂θ), ou selon la surface S ′ oriente´e par C′, d’e´le´ment infinite´simal d2S =
























Les e´quations (2.17) et (2.19) permettent d’exprimer le potentiel vecteur (de´fini a` un gradient de
fonction quelconque pre`s) en coordonne´es de flux,
A = −ψ∇φ+ ψT∇θ, (2.20)














Le champ magne´tique a donc l’expression suivante, en fonction des coordonne´es de flux (ψ, θ, φ) :
B ≡ ∇×A = ∇φ×∇ψ + qψ∇ψ ×∇θ. (2.22)
2.2.1.3 Jacobien spatial
De l’expression du champ magne´tique 2.22, le jacobien [48] pour le syste`me de coordonne´es
spatial (ψ, θ, φ) prend la forme :
V ≡ (∇ψ ×∇θ · ∇φ)−1 = (B · ∇θ)−1 = 1
Bθ
. (2.23)
2.2.2 Espace des vitesses
2.2.2.1 Coordonne´es « pitch-angle » de vitesse
La direction du champ magne´tique constitue une direction privile´gie´e dans la dynamique d’une
particule charge´e soumise a` celui-ci. C’est pourquoi le vecteur impulsion est de´compose´ en contri-
butions paralle`les au vecteur unitaire magne´tique local b̂ et perpendiculaire (voir figure 2.2).
2. qψ = 0 correspond a` un champ uniquement polo¨ıdal, qψ →∞ tend vers un champ uniquement toro¨ıdal.
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Figure 2.2 – Vecteur impulsion p de´compose´ sur le vecteur unitaire magne´tique b̂. p ≡ |p|
repre´sente l’amplitude, ξ ≡ p · b̂/p correspond au cosinus du pitch-angle et ϕ (de´fini arbitrai-
rement sur le plan perpendiculaire a` b̂, formant un repe`re direct avec celui-ci) la « gyrophase », ou
orientation azimuthale.
L’amplitude p du vecteur impulsion est lie´e a` la conservation de l’e´nergie totale 3 (qui est l’e´nergie
cine´tique en l’absence de champs e´lectriques) E ≡ p2/2m et le cosinus du pitch-angle ξ est une
coordonne´e bien adapte´e aux de´compositions en polynoˆmes de Legendre qui seront effectue´es aux
chapitres 5 et 6. Enfin, la « gyrophase » ϕ est lie´e avec le mouvement de gyration local de la particule
autour d’une ligne de champ.
2.2.2.2 jacobien de l’espace des vitesses
En re´e´crivant le vecteur impulsion
p = pξb̂ + p
√
1− ξ2⊥̂, (2.24)





peut eˆtre de´finie telle que ρ̂ = ⊥̂×b̂ = ∂⊥̂/∂ϕ. La base covariante correspondant























3. E = γmc2 = c
√
p2 +m2c2 dans le cas relativiste. On ajoute a` l’e´nergie cine´tique (γ − 1)mc2 l’e´nergie de
masse au repos mc2.
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2.3 Orbites de particules
2.3.1 Rotation cyclotronique




p×B = Ωgp⊥ × b̂, (2.29)




b̂. La conservation de
l’e´nergie est assure´e par l’absence de travail de la force de Lorentz magne´tique, F · p = 0. Ainsi,




= 0, et il vient ddt
[E (p2)] = 0.




















qui est aise´ment ve´rifiable en calculant 12∇ × (x×B) = 12 [(∇ · x) B−B · ∇x] = B. L’action
pour le mouvement pe´riodique de gyration, qui est une constante du mouvement pe´riodique (voir















ou` µ ≡ p2⊥/ (2mB) est le moment magne´tique. Celui-ci est donc un invariant adiabatique pour la
gyration autour des lignes de champ, pourvu que le rayon de gyration ρ0 ≡
∣∣∣p⊥ × b̂∣∣∣ / (mΩg) =
p⊥/ (mΩg) soit faible devant la longueur caracte´ristique de gradient du champ magne´tique (locale-
ment, le champ est uniforme pour la dynamique de gyration).
2.3.2 Mouvement longitudinal
Du fait de l’axisyme´trie, la dynamique paralle`le est e´tudie´e en projection sur un plan polo¨ıdal.
Ceci pre´sente l’avantage d’avoir des trajectoires ferme´es pour le mouvement des centre-guides (les
lignes de champ ne se referment pas sur elles-meˆmes en parcourant une surface de flux magne´tique).
En utilisant la conservation de l’e´nergie E (p2) et du moment magne´tique µ = p2 (1− ξ2) / (2mB),




La vitesse paralle`le est donc inversement proportionnelle a` l’amplitude du champ magne´tique sur
la trajectoire. En notant Bmin la valeur de B au point de champ minimum de la trajectoire et ξmin
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L’e´galite´ de cette ine´quation correspond au cas limite ou` les deux points de rebroussement se
rejoignent a` une amplitude maximum Bmax. Une de´finition plus pre´cise de cette amplitude est
donne´e dans la section 2.4.1.
Selon la valeur de ξmin, il y aura donc deux cate´gories de trajectoires :
– Les particules pie´ge´es dont la trajectoire pre´sente deux points de rebroussement et subissent
la force diamagne´tique les repoussant vers les zones de faible champ.
– Les particules passantes (ou circulantes) ont une vitesse paralle`le suffisante pour vaincre la
re´pulsion de la force diamagne´tique et n’ont pas de points de rebroussement.
Le cosinus du pitch-angle pris au minimum de champ peut donc servir de crite`re discriminant entre
ces deux familles d’orbites.
2.3.3 Invariant axisyme´trique
L’axisyme´trie du champ magne´tique offre une troisie`me constante du mouvement. En projetant















En inse´rant l’expression (2.22), B×(∂x/∂φ) devient (∇φ×∇ψ)×(∂x/∂φ) = ∇ψ. Comme p·∇ψ =
mx˙ · ∇ψ = mψ˙, il vient
p˙φ = qψ˙ ⇔ d
dt
(pφ + qAφ) = P˙φ = 0. (2.38)
On reconnait ici l’expression du moment canonique toroidal Pφ dont l’origine est discute´e plus en
de´tail au chapitre (3),
Pφ ≡ P · ∂x
∂φ
= pφ + qAφ, (2.39)
qui est donc un invariant lie´ a` l’axisyme´trie du champ magne´tique. Si le rayon de Larmor est
petit devant la longueur caracte´ristique de gradient magne´tique, un de´veloppement de la vitesse du
centre-guide donne a` l’ordre le plus bas l’expression pour le moment canonique toroidal [11] :
Pφ = −qψ + pξbφ. (2.40)
En l’absence de champ magne´tique toro¨ıdal, l’axisyme´trie se re´duit a` l’invariance de flux polo¨ıdal.
L’effet produit est un e´largissement des orbites au dela` de leur surface de flux et un couplage entre
la vitesse paralle`le et l’espace re´el. Ce sont les phe´nome`nes (dits « ne´oclassiques ») lie´s a` ce couplage
qui seront e´tudie´s, notamment dans la proble´matique des collisions. Un cas limite est la ge´ome´trie
dipolaire (chapitre 4), ou` l’invariance du flux polo¨ıdal est exacte.
2.4 Coordonne´es globales
2.4.1 Invariants d’orbite
Afin de de´crire l’e´volution en mettant en valeur les effets ne´oclassiques, une transformation de
coordonne´es,
(ψ, θ, φ, p, ξ)→ (ψ, θ, φ, p, ξ0) , (2.41)
est effectue´e sur les invariants cite´s dans la section 2.3. A partir du moment canonique toroidal Pφ,
une coordonne´e homoge`ne a` un flux magne´tique est de´finie,
ψ ≡ −1
q
Pφ = ψ − 1
q













 ξ0 = 1
 ξ0 = ξ0T
 ξ0 = ξ0T/2
 ξ0 = −1
Figure 2.3 – Repre´sentation sche´matique de plusieurs orbites de meˆme surface de flux de re´fe´rence
ψ (pointille´s), projete´es sur le plan polo¨ıdal. A la frontie`re passante/pie´ge´e, les points de rebrous-
sement se rejoignent au maximum de champ.
Ainsi, la position radiale du centre-guide ψ ≡ ψ + δψ est vue comme une de´viation d’une surface
de flux de re´fe´rence ψ (voir figure 2.3). Celle-ci est traverse´e par la trajectoire uniquement s’il y a










qui de´pend des quantite´s de´finies aux e´quations (2.36) et (2.42). B0 (ψ) correspond ici a` l’amplitude
minimum du champ magne´tique sur la surface de flux ψ et σ ≡ ±1 permet de discriminer la direction
d’une particule circulante (pour les particules pie´ge´es, les orbites σ = ±1 sont identiques a` cause de












en notant B1 (ψ) l’amplitude maximum de champ sur la surface de flux ψ (ce point est atteint a`
la frontie`re passante/pie´ge´e car dans cette limite les points de rebroussement situe´s sur la surface
ψ = ψ se rejoignent). La frontie`re ne de´pend donc que de ψ dans ce syste`me de coordonne´es. Elle
est aussi par construction de bornes fixes : |ξ0T | ∈ [0, 1], ce qui facilite une discre´tisation directe
dans les simulations informatiques.
L’avantage principal du syste`me de coordonne´es
(
ψ, θ, p, ξ0, σ
)
ainsi construit est qu’il se re´duit
a` des coordonne´es physiques dans la limite non ne´oclassique (ou` ψ = ψ et ξ0 = ξmin tel que de´fini
dans l’e´quation (2.35)). Il y a donc continuite´ avec les re´sultats fournis par les codes de simulation
ope´rant dans cette limite [14]. L’ensemble permet de caracte´riser les orbites de manie`re non ambigue¨
dans un espace des phases a` quatre dimensions (φ peut eˆtre ne´glige´ graˆce a` l’axisyme´trie et σ est
un parame`tre binaire).
2.4.2 jacobien
Le jacobien pour la transformation de coordonne´es (ψ, ξ)→ (ψ, ξ0) est l’inverse du de´terminant
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L’hypothe`se d’axisyme´trie (b̂ ≡ bψ∇ψ + bθ∇θ + bφ∇φ ne de´pend pas de φ) donne les relations
suivantes, en utilisant l’expression du jacobien spatial de l’e´quation 2.23 :
∇θ · ∇ × bˆ = ∇θ · [∇bφ ×∇φ+∇bθ ×∇θ +∇bψ ×∇ψ]
= ∇φ×∇θ · ∇bφ






∇θ · bˆ× ∇B
B




































∇θ · ∇ × bˆ, . (2.53)
En utilisant l’identite´ 4 ∇ × b̂ =
(
b̂ · ∇ × b̂
)




, le jacobien de la transformation
(ψ, ξ)→ (ψ, ξ0) devient :





∣∣∣∣1 + pξqBθ∇θ ·
((












Le mouvement du centre-guide a pour variation e´le´mentaire de temps sur la trajectoire 5 dt =
dθ/θ˙, ou` θ˙ est de´duit des e´quations du mouvement de´termine´es dans le chapitre 3. La pe´riode










− b̂ · ∇b̂ = −b̂ · ∇b̂.
5. Ici, l’angle polo¨ıdal θ est utilise´ comme parame`tre d’orbite. L’expression reste vraie en utilisant une autre pa-
rame´trisation (par exemple la distance le long d’une ligne de champ), avec l’e´quation de mouvement correspondante.
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meˆme, une ope´ration de moyenne sur une orbite de centre-guide est de´finie par la meˆme inte´gration,






(. . . ) , (2.56)
normalise´e sur une pe´riode τO. Celle-ci sera utilise´e dans le chapitre 7 pour l’e´laboration d’une
e´quation d’e´volution ne de´pendant que des invariants d’orbite, ramenant la dynamique a` trois
dimensions : ψ, p, ξ0.
2.5 Re´sume´ du chapitre
Dans ce chapitre ont e´te´ de´finis les syste`mes de coordonne´es utilise´s pour l’espace re´el et l’espace
des vitesses, ainsi que les invariants adiabatiques correspondants a` la dynamique des particules. Le
syste`me de coordonne´es global
(
ψ, θ, p, ξ0
)
construit a` partir des invariants et l’ope´ration de moyenne
d’orbite associe´e sont tre`s utiles pour l’expression de l’ope´rateur collision centre-guide (chapitre 6)





The´orie cine´tique des plasmas magne´tise´s
Dans ce chapitre, des rappels sont pre´sente´s sur la the´orie cine´tique des particules dans un plama
de fusion. L’e´volution d’un syste`me a` N particules n’est pas inte´grable dans le cas ge´ne´ral, aussi
faut-il proce´der a` une description statistique de l’e´volution du syste`me. La description e´quivalente
selon la hie´rarchie BBGKY permet de re´duire l’e´volution du syste`me a` des e´quations a` une particule
pour chaque espe`ce, avec pour fermeture un terme d’interaction entre particules.
Afin de proce´der a` une re´duction supple´mentaire de l’espace des phases, l’e´volution est re´exprime´e
selon la the´orie hamiltonienne. Le formalisme des transforme´es de Lie permet d’obtenir une e´volution
inde´pendante des dynamiques rapides ; il est utilise´ pour remplacer le mouvement de gyration de
la particule par celui du centre-guide.
3.1 Distributions, equation de Liouville
3.1.1 Description statistique de l’e´volution d’un syste`me a` N particules











ou` Xi (t) et Pi (t) de´signent les positions et impulsions a` l’instant t des particules individuelles
i ∈ {1, 2, . . . , N} du plasma, Fi les forces agissant sur celles-ci et mi leur masse. Nous pouvons en
de´duire une description e´quivalente en de´finissant une distribution exacte des particules f exN de la
fac¸on suivante :
f exN (t,x1,p1, . . . ,xN ,pN ) ≡
N∏
i=1
δ (xi −Xi (t)) δ (pi −Pi (t)) . (3.3)
A tout instant t, cette distribution est nulle sauf aux positions Xi (t) et Pi (t) des particules res-























en utilisant la proprie´te´ ∂δ (x− y) /∂y = −∂δ (x− y) /∂x. Comme la distribution est nulle sauf si























3. The´orie cine´tique des plasmas magne´tise´s
Cette e´quation exprime l’ide´e que le volume de l’espace des phases de dimension 6N forme´ par les
N particules (x1,p1, . . . ,xN ,pN ) reste constant dans l’e´volution du syste`me.
Dans la pratique, l’inte´gration de ces e´quations pour un syste`me a` grand nombre de particules
est impossible, car les forces de´pendent des positions et impulsions de toutes les particules. Meˆme
dans le cas de forces simples, il serait ne´cessaire de connaˆıtre de fac¸on pre´cise les conditions initiales
Xi (t = 0), Pi (t = 0) pour obtenir l’e´volution, information qui n’est pas disponible en ge´ne´ral car
les quantite´s observables sont des valeurs macroscopiques inte´gre´es. La re´solution du couplage des
forces ne´cessite la se´paration de la description en N e´quations distinctes en utilisant la hie´rarchie
BBGKY, qui est explique´e dans la section 3.1.2. Afin de s’affranchir du proble`me des conditions
initiales, il faut proce´der a` une interpre´tation statistique de la fonction de distribution : au lieu d’une
distribution nulle partout sauf sur un point de l’espace des phases, nous de´finissons une densite´ de
probabilite´ fN telle que





donne la probabilite´ de trouver le syste`me a` l’instant t et au point (x1,p1, . . . ,xN ,pN ) dans




3pi. Cette description continue peut eˆtre
de´termine´e de la manie`re suivante : on inte`gre f exN sur un volume d’espace des phases ∆x∆p assez
grand pour que le nombre de particules NV  1 a` l’inte´rieur, mais suffisamment petit pour que la













ne change pas trop au sein du volume [9]. En remplac¸ant la distribution exacte par cette densite´

















qui sert de point de de´part pour la description statistique d’un proble`me a` grand nombre de parti-
cules.
3.1.2 Hie´rarchie BBGKY
Afin de re´duire la dynamique a` des e´quations diffe´rentielles re´duites plus faciles a` re´soudre, une
se´rie de distributions re´duites est de´finie de la manie`re suivante 1 :







ou` Ak = 1/ (N − k) repre´sente un facteur de normalisation correspondant au nombre d’arrange-
ments possibles de k particules, lie´ a` l’indiscernabilite´ entre particules de meˆme espe`ce. Ceci permet



















3pj = 0. (3.10)
En se´parant les forces Fi en une force exte´rieure Fexti (champs exte´rieurs) et inte´rieure Finti (inter-
action entre particules), il est possible de sortir la premie`re de l’inte´grale et d’obtenir une e´quation
1. Pour un traitement relativiste de cette section, voir les travaux de Polyakov [39]
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sur fk ne de´pendant que d’elle-meˆme et de fk+1. Dans le cas non-relativiste 2, les forces inte´rieures































C’est la hie´rarchie BBGKY, nomme´e d’apre`s Bogolioubov [7], Born et Green [8], Kirkwood [27, 28]
et Yvon [52]. Dans la pratique, la description est tronque´e a` k = 1 en supposant que les interactions
entre paires de particules dominent dans le plasma, ce qui est raisonnable pour des milieux a` faible
densite´. La fonction de distribution a` deux particules est exprime´e
f2 (t,x1,p1,x2,p2) ≡ f1 (t,x1,p1) f1 (t,x2,p2) +Q (t,x1,p1,x2,p2) , (3.13)
ou` Q est appele´ fonction de corre´lation. L’e´quation pour une particule peut donc eˆtre remanie´e de




























ou` le troisie`me terme du membre de gauche de´signe le champ e´lectrique produit par le milieu et
ressenti par la particule. Regroupant les termes de force (exte´rieure et de « champ ») et en omettant








+ F · ∂f
∂p
= Q (t,x,p) , (3.15)
ou` le membre de droite est un terme d’interaction correspondant notamment aux collisions et
de´pendant essentiellement de la corre´lation de la distribution a` deux particules. Comme celle-ci
de´pend de f2, une approche est de remplacer Q par un ope´rateur collision ne de´pendant que de
f1 de´termine´ selon une the´orie sur les collisions. C’est la me´thode employe´e dans le cadre de cette
the`se, expose´e dans le chapitre 5. Cela permet de de´crire l’e´volution d’un plasma en utilisant des
e´quations sur les distributions a` une particule en se´parant les espe`ces. L’espace des phases est ainsi
re´duit de 6N a` 6 dimensions.
Dans le cas ou` on ne´glige totalement la corre´lation, l’e´quation non collisionnelle obtenue est








+ F · ∂f
∂p
= 0. (3.16)
3.2 Approche hamiltonnienne, re´duction de l’espace des phases
Dans cette section, on note a˙ ≡ da/dt la de´rive´e totale de la quantite´ a par rapport au temps.
Pour une approche plus de´taille´e de la me´canique lagrangienne et hamiltonienne, voir les cours de
Landau et Lifschitz [30].
2. Dans le cas relativiste, il faut rajouter aux forces internes les forces de Bremsstrahlung (rayonnement de
freinage). L’interaction entre deux charges de´pend des coordonne´es de toutes les particules, ainsi le de´couplage des
e´quations (3.10) pour n’inclure que la distribution a` k + 1 particules ne´cessite une approximation supple´mentaire.
C’est le cas par exemple pour les particules faiblement relativistes, ce qui est suffisant pour la description cine´tique
des plasmas de fusion.
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3.2.1 Formalisme Lagrangien
3.2.1.1 Principe de Hamilton, e´quations d’Euler-Lagrange
L’expe´rience montre que la donne´e simultane´e des coordonne´es et des vitesses de´termine comple`tement
l’e´tat d’un syste`me me´canique. Selon le principe de Hamilton (aussi appele´ principe de moindre
action), tout syste`me me´canique est caracte´rise´ par une fonction scalaire
L (t,x, x˙) , (3.17)
Aux instants t = t1 et t = t2, le syste`me occupe des positions de´termine´es par les valeurs des
coordonne´es x (t1) et x (t2). Le mouvement interme´diaire du syste`me entre ces deux positions est




dtL (t,x, x˙) (3.18)
passe par un extre´mum 3 (la variation infinite´simale δS est nulle). S est appele´e inte´grale d’action
et L est le lagrangien (ou fonction de Lagrange) du syste`me. Soit x (t) une fonction de position
telle que la condition d’extremum de S soit remplie. Si l’on effectue une variation infinite´simale δx
petite devant x, celle-ci doit ve´rifier
δx (t1) = δx (t2) = 0, (3.19)
pour que les positions x + δx prennent les meˆmes valeurs en t1 et t2. La variation 4 δS est donne´e




dtL (t,x + δx, x˙ + δx˙)−
ˆ t2
t1
dtL (t,x, x˙) = 0. (3.20)












En remarquant que δx˙ = dδx/dt, il est possible d’effectuer une inte´gration par parties du second












· δx = 0.
Comme cette relation doit eˆtre verifie´e quelle que soit la variation infinite´simale δx, l’expression










Il faut bien noter que les coordonne´es x et x˙ sont traite´es de manie`re inde´pendantes pour la
de´rivation, le temps n’apparaˆıt donc pas explicitement dans l’expression du lagrangien. De plus,
le lagrangien est de´fini a` une de´rive´e exacte temporelle pre`s : l’ajout d’une fonction df/dt laisse
inchange´e la variation de l’inte´grale d’action δS qui de´termine l’e´volution du syste`me.
3. La de´nomination « principe de moindre action » est donc ici un peu abusive, car S ne passe pas force´ment par
un minimum.
4. La formulation du principe de Hamilton est ici sous sa forme faible : on ne s’inte´resse qu’aux e´tats initial et
final du syste`me (aux temps t1 et t2 respectivement) et non a` la trajectoire emprunte´e.
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3.2.1.2 Lagrangien pour une particule
Le lagrangien pour une particule de masse m e´voluant dans un champ de force exte´rieur a pour
forme
L (t,x, x˙) ≡ 1
2
mx˙2 − V (t,x, x˙) , (3.23)
ou` V de´signe un potentiel ge´ne´ralise´ lie´ aux forces agissant sur celle-ci. Pour une force conservative,
donc de´rivant d’une e´nergie potentielle, (notamment le champ e´lectrique dans les plasmas de fusion),
elle ne de´pend pas des vitesses. Ainsi, pour la force e´lectrique, il correspond a` l’e´nergie potentielle
e´lectrique V ≡ qΦ (t,x) telle que E = −∂Φ/∂x. On de´finit ensuite l’impulsion ge´ne´ralise´e (appele´e












Dans le cas d’une particule e´voluant dans un champ e´lectromagne´tique de´termine´ par les potentiels





Les expressions des champs E et B sont inchange´es lors d’un changement de jauge η (t,x) tel que
A′ = A +∇η, Φ′ = Φ− ∂η/∂t. En utilisant la condition de jauge de Coulomb ∇ ·A = 0, la force
de Lorentz Fe ≡ q (E + x˙×B) peut eˆtre exprime´e en fonction d’un potentiel ge´ne´ralise´ de´pendant
de la position et de la vitesse
qΦ− qA · x˙. (3.28)
En effet, l’e´quation d’Euler-Lagrange 3.22 devient
−∇ (qΦ− qA · x˙) = mx¨ + qdA
dt
. (3.29)





+ (∇A) · x˙− x˙ · ∇A
]
= q [E + x˙×B] = Fe, (3.30)
ou est utilise´e l’identite´ x˙×B = x˙× (∇×A) = (∇A) · x˙− x˙ ·∇A. La seconde e´quation de Newton
mx¨ = Fe est ainsi bien retrouve´e. Le lagrangien prend donc la forme
L = 1
2
mx˙2 + qA · x˙− qΦ. (3.31)
Si l’on effectue un changement de jauge η, le nouveau lagrangien donne
L′ = 1
2




+ x˙ · ∇
)
η = L+ qdη
dt
, (3.32)
qui diffe`re d’une de´rive´e exacte temporelle de L (la dynamique de´termine´e par le principe de Hamil-
ton est donc inchange´e). Il est ainsi e´quivalent de conside´rer L ou L′ pour l’e´volution du syste`me ;
la forme obtenue est bien invariante par changement de jauge. Enfin, l’e´criture du Lagrangien en
utilisant le moment canonique donne
L = 1
2
(P + qA) · x˙− qΦ. (3.33)
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3.2.2 Formalisme hamiltonien, coordonne´es canoniques
3.2.2.1 Equations d’e´volution




+ qΦ (x) . (3.34)
C’est la transforme´e de Legendre de l’hamiltonien H, qui donne en coordonne´es canoniques (x,P) :
H (t,x,P) = P · x˙− L. (3.35)
Un remaniement des e´quations d’Euler-Lagrange (3.22) donne des e´quations quasi-syme´triques








transformant les e´quations du second ordre en une se´rie d’e´quations au premier ordre. Le crochet










C’est un ope´rateur biline´aire anticommutatif posse´dant la proprie´te´ de Jacobi
{A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0. (3.39)
Il permet d’exprimer les e´quations du mouvement (3.36) et (3.37) comme suit :
x˙ = {x, H} = ∂H
∂p
, (3.40)
P˙ = {P, H} = −∂H
∂x
. (3.41)
La de´rive´e totale de l’hamiltonien par rapport au temps vaut alors
H˙ = x˙ · ∂H
∂x
+ P˙ · ∂H
∂P
= {H,H} ≡ 0. (3.42)
L’hamiltonien est donc une constante du mouvement, ce qui n’est pas surprenant a` cause de la




+ x˙ · ∂f
∂x

















+ {f,H} . (3.43)
L’e´volution de la distribution est donc exprime´e a` l’aide de l’hamiltonien,
∂f
∂t





ou` les interactions particules-particules (mais aussi onde-particule le cas e´che´ant) ont pour effet de
placer la particule sur une nouvelle orbite hamiltonienne.
L’e´tude du champ e´lectrique ne rentre pas dans le cadre de cette the`se, ou` l’inte´reˆt est porte´ sur
les effets ne´oclassiques lie´s a` la non-uniformite´ magne´tique. Ce terme de potentiel est donc omis





5. H = γmc2 dans le cas relativiste.
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Si les coordonne´es (x,p) sont utilise´es au lieu de (x,P), la relation p = P− qA donne une nouvelle














Cette forme est dite « non canonique », car il existe un couplage entre composantes du vecteur
impulsion. Le terme de couplage est appele´ « gyro-crochet », car il est lie´ a` la dynamique de gyration
des particules autour des lignes de champ magne´tique. De manie`re ge´ne´rale, on peut utiliser un
syste`me de coordonne´es quelconques z pour l’espace des phases. Le terme de Liouville 3.43 devient
∂f
∂t
+ {f,H} = ∂f
∂t
+ z˙ · ∂f
∂z
, (3.47)
et les e´quations de mouvement sont de´duites de la relation z˙ = (∂z/∂x) · x˙ + (∂z/∂P) · P˙ :
z˙ = {z, H} . (3.48)
3.2.2.2 Invariants
Si l’hamiltonien est inde´pendant d’une coordonne´e spatiale φ, l’e´quation d’e´volution 3.37 de-
vient, en projetant selon le vecteur de base covariant ∂x/∂φ :
P˙ · ∂x
∂φ







La composante correspondante du moment canonique constitue donc un invariant. C’est le cas
notamment pour l’axisyme´trie exprime´e dans le chapitre 2.




P · dx. (3.50)












Comme H est une constante de la trajectoire par de´finition,
¸
Hdt = 0 et l’action J pour le
mouvement pe´riodique est donc un invariant. Pour un mouvement quasi-pe´riodique, ou` la pe´riode
d’oscillation est faible devant le temps caracte´ristique de variation de la position au cours d’une
pe´riode, la de´rive´e temporelle J˙ de l’action est non nulle, mais exponentiellement petite (voir [30],
§49). On dit dans ce cas que J est un invariant adiabatique. Ainsi, pour le mouvement de gyration,
l’action de gyration Jg ≡ mµ/q de´finie dans le chapitre 2 est un invariant adiabatique si les temps
d’e´volution sont longs face a` la pe´riode de gyration Ωg ≡ qB/m.
3.2.2.3 1-forme lagrangienne
La quantite´ Ldt ≡ Γ peut eˆtre vue comme une forme diffe´rentielle de premier ordre, ou 1-forme.
Ainsi, on e´crit a` partir de l’e´quation (3.35) en notant d l’ope´ration de de´rive´e exte´rieure (voir
appendice C) :
Γ = (qA + p) · dx−Hdt. (3.52)
Tout comme le lagrangien e´tait de´fini a` une de´rive´e exacte en temps pre`s (voir fin de section 3.2.1.2),
cette expression est de´finie a` une de´rive´e exte´rieure exacte pre`s : comme la composition de deux
de´rive´es exte´rieures d2 = 0, on peut rajouter au lagrangien n’importe quelle fonction de jauge
dS qui disparait lorsqu’on calcule dΓ. Les e´quations d’e´volution et le crochet de Poisson qui sont
de´termine´es a` partir de de´rive´es premie`res de la partie temporelle et de la partie spatiale respec-
tivement restent alors inchange´es. Ceci est important pour la re´duction de l’espace des phases en
utilisant les transforme´es de Lie. Pour la suite, il est utile de se´parer le vecteur impulsion en ses
composantes paralle`les et perpendiculaires p ≡ pξb̂ + p⊥, ce qui permet d’avoir un lagrangien avec
les trois dynamiques distinctes expose´es au chapitre 2 :
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– La gyration de la particule autour des lignes de champ, repre´sente´e par p⊥.
– La dynamique d’orbite de´crit l’e´volution paralle`le des centre-guides.
– La pre´cession des orbites de particules de´crit une de´rive due a` la non-uniformite´ magne´tique
(gradient, courbure magne´tiques).
Le but dans la suite est donc d’exprimer un lagrangien inde´pendant de la dynamique rapide de
gyration (lagrangien « centre-guide »), par une transformation perturbative selon le petit parame`tre
ρL/LB  1 correspondant au rapport entre le rayon de Larmor ρL et la longueur caracte´ristique
LB de gradient du champ magne´tique.
3.2.3 Elimination de la dynamique de gyration : la transforme´e de Lie
centre-guide
3.2.3.1 Transforme´e de Lie
A pre´sent, la 1-forme lagrangienne (3.52) est exprime´e en se´parant les dynamiques paralle`les et
perpendiculaires. En affichant l’ordre en B ∼ 1/e des termes, on de´duit la forme suivante :
Γ ≡ −1B Γ0 + Γ1 =
(
−1B qA + pξb̂ + p⊥
)
· dx−Hdt. (3.53)
Bien que l’hamiltonien soit inde´pendant de l’angle de gyration ϕ, le Lagrangien et le crochet de
Poisson en ont tous deux une de´pendance explicite due a` p⊥. L’ide´e d’e´liminer les dynamiques
rapides en utilisant des transforme´es de Lie a e´te´ avance´e par Littlejohn [34]. Elle permet d’obte-
nir un syste`me hamiltonien centre-guide a` partir du syste`me local, posse´dant les proprie´te´s lie´es
a` un syste`me hamiltonien (conservation de l’e´nergie, e´quation de Liouville, ...). En utilisant la
transformation perturbative de coordonne´es sur l’espace des phases zα,
Tgc : zα → zα = exp (G) zα, (3.54)
la 1-forme lagrangienne est transforme´e par l’ope´rateur « push-forward » correspondant :
T−1gc : Γ→ Γ = exp (−LG) Γ. (3.55)
Le champ vectoriel G ≡ Gα∂/∂zα est appele´ ge´ne´rateur de la transformation et LG de´signe la
de´rive´e de Lie selon G, dont l’expression est donne´e plus loin. De meˆme, a` la transformation de
coordonne´es inverse
T −1gc : zα → zα = exp (−G) zα, (3.56)
correspond l’ope´rateur « pull-back » sur la 1-forme lagrangienne :
Tgc : Γ→ Γ = exp (LG) Γ. (3.57)
Les transformations sont repre´sente´es sche´matiquement sur la figure 3.1. Ce sont des transforma-
tions proches de l’identite´ qui permettent de traiter les quantite´s centre-guide facilement comme
des de´veloppements en B.
En effectuant une expansion du ge´ne´rateur G ≡ BG1 + 2BG2 + . . . et en notant Ln la de´rive´e
de Lie selon Gn, les transformations de coordonne´es prennent la forme


















+ . . . , (3.58)
zα = T −1gc zα = exp (−BG1) exp









+ . . . ,
(3.59)
et les ope´rateurs « push-forward » et « pull-back » deviennent :
Γ = T−1gc Γ = . . . exp
(−2BL2) exp (−BL1) Γ = Γ− BL1Γ + 2B(12L21 − L2
)
Γ + . . . , (3.60)










Γ + . . . . (3.61)
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f = TgcF F = T−1gc f
Espace local Espace centre-guide
Axe des re´els
f(zα) = F (Zα)
zα ZαT −1gc
Tgc
Figure 3.1 – Transformation de coordonne´es [34]. Les coordonne´es dans l’espace des phases local
sont transforme´es vers l’espace centre-guide et inversement par les transformations T ±1gc (lignes
rouge uni). Les fonctions sont transforme´es (lignes bleu pointille´es) de telle manie`re que la fonction
locale et la fonction centre-guide donnent le meˆme re´sultat : f (zα) = f
(T −1gc Zα) = TgcF (zα) =
F (Zα).
L’expression de la de´rive´e de Lie pour une forme diffe´rentielle (voir appendice C pour les de´finitions
des ope´rations) est de´termine´e a` l’aide de l’identite´ de Cartan (ou formule d’homotopie) [34] :
LGω = ιG · dω + d (ιG · ω) . (3.62)
Ainsi, la de´rive´e de Lie d’un scalaire (ou 0-forme) est la simple de´rive´e selon la direction G :
LGf = Gα ∂f
∂zα
. (3.63)








dzβ + d (ιG · Γ) . (3.64)
L’expression de la de´rive´e exacte d (ιG · Γ) ≡ ∂ (GαΓα) /∂zβdzβ n’est pas ne´cessaire pour la trans-
formation du lagrangien qui suit.
3.2.3.2 Lagrangien et coordonne´es centre-guide
Le lagrangien est ainsi transforme´ en un lagrangien centre-guide Γ ≡ T−1gc Γ + dS ≡ −1B Γ0 +
Γ1 + BΓ2 + . . . . En se´parant les termes par ordre en B et en choisissant une fonction de jauge
dS ≡ dS1 + BdS2 + . . . pour restaurer a` chaque ordre l’inde´pendance en angle de gyration, les
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1 B 
2
B . . .
b̂×Gx1 b̂×Gx2 b̂×Gx3 . . .







2 . . .
Gϕ1 . . .
Table 3.1 – Calcul des composantes de G selon l’ordre en B de re´solution des e´quations du
lagrangien centre-guide.
composantes du vecteur ge´ne´rateur G sont calcule´es en re´solvant les e´quations suivantes :
Γ0 =Γ0, (3.65)
Γ1 =Γ1 − L1Γ0 + dS1, (3.66)
Γ2 =− L2Γ0 + 1
2
L21Γ0 − L1Γ1 + dS2, (3.67)
Γ3 =− L3Γ0 + L2L1Γ0 − 1
6
L31Γ0 − L2Γ1 +
1
2
L21Γ1 + dS3, (3.68)
. . .
Selon l’ordre auquel le lagrangien centre-guide est de´termine´, il est possible de calculer les compo-
santes de Gn (voir tableau 3.1).
En inse´rant l’expression (3.62) de la de´rive´e de Lie, les e´quations sur le lagrangien centre-
guide deviennent en regroupant toutes les de´rive´es exactes dans une nouvelle fonction de jauge
dσ ≡ dσ1 + Bdσ2 + . . . :
Γ0 =Γ0, (3.69)
Γ1 =Γ1 − ι1 · dΓ0 + dσ1, (3.70)

















ou` ιn de´signe la contraction par rapport au ge´ne´rateur Gn. Apre`s une se´rie de calculs (de´taille´e
dans l’appendice E), on obtient le lagrangien centre-guide (ou` R∗ ≡ R + 12
(
b̂ · ∇ × b̂
)
b̂ assure
que l’expression est invariante du choix de jauge pour la gyrophase [12]),
Γ =
(
−1B qA + pξb̂
)






(dϕ−R∗ · dx)−Hdt, (3.73)
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et les composantes suivantes pour le ge´ne´rateur :
Gx1 =− ρ0, (3.74)
Gp1 =0, (3.75)






b̂ · ∇ × b̂ + A1 : ∇b̂
)
, (3.76)
Gϕ1 =− ρ0 ·R +
pξ
mΩ
A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2





































La transformation de coordonne´es devient, au premier ordre dans la transformation :

















+ . . . , (3.79)
p = p, (3.80)
ξ = ξ + B
[






b̂ · ∇ × b̂ + A1 : ∇b̂
)]
+ . . . , (3.81)





A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2




+ . . . , (3.82)








, sont exprime´s avec les vecteurs
unitaires de´termine´s dans le chapitre 2.
Plusieurs remarques sont a` faire sur ce re´sultat. Premie`rement, l’amplitude p est inchange´e
par la transformation, ce qui est cohe´rent avec la conservation de l’e´nergie E (p2). Ensuite, les
coordonne´es centre-guide sont en ge´ne´ral diffe´rentes de leur valeur moyenne sur une pe´riode de
gyration. Les termes qui ne disparaissent pas avec l’ope´ration de moyenne te´moignent de l’influence
de la non-uniformite´ magne´tique sur la dynamique des centre-guides. Enfin, seule la transformation
de la gyrophase de´pend du choix de jauge R (car 12ρ0 · ∇ρ0 = · · · + 12 (ρ0 ·R) ∂ρ0/∂ϕ), ce qui
correspond aux attentes. A` l’ordre le plus bas (champ uniforme), les coordonne´es de vitesse locales
co¨ıncident et la position du centre-guide x = x − ρ0 est simplement de´termine´e par le rayon de
gyration ρ0 ≡ b̂× p⊥/ (mΩg).
3.2.3.3 Jacobien centre-guide
Le jacobien centre-guide [12] est de´duit des expressions des coordonne´es centre-guides. En fonc-
tion du jacobien local pour les coordonne´es (x, p, ξ, ϕ), J = p2, on obtient :
Jgc = J − ∂
∂zα
(JGα1 ) + . . . . (3.83)
En inse´rant les expressions correspondantes (3.74)-(3.77), le jacobien centre-guide devient, au pre-






b̂ · ∇ × b̂
)
, (3.84)
exprime´ en coordonne´es centre-guide.
3.2.3.4 Crochet de Poisson, e´quations de mouvement
Le crochet de Poisson est calcule´ a` partir de la 2-forme lagrangienne dΓ. Un calcul de´taille´ est
pre´sente´ dans l’appendice F, et le crochet de Poisson centre-guide de la re´fe´rence [12] est aussi
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retrouve´. Il a pour forme en coordonne´es centre-guide
(
x, p, ξ, ϕ
)





































































· ∇∗F ×∇∗G, (3.85)




b̂ · ∇ × b̂, l’ope´rateur ∇∗ repre´sente un gradient avec une correction
correspondant a` la non-uniformite´ magne´tique,
∇∗ ≡ ∇+ R∗ ∂
∂ϕ
. (3.86)
et le vecteur pgc correspond a` la gyro-moyenne du vecteur impulsion en coordonne´es centre-guide
(voir chapitre 6) :







∇ lnB + ξ2b̂ · ∇b̂
)
. (3.87)
Il est possible de de´duire les e´quations du mouvement a` partir de l’hamiltonien centre-guide 6
H = p2/2m :

























A` l’ordre le plus bas en B (champ magne´tique uniforme, donc R = 0), on retrouve x˙ = pξ/m




fait apparaˆıtre explicitement la
force miroir agissant sur le centre-guide, repoussant celui-ci vers les zones de faible champ. Enfin,







∇ lnB · x˙− p
2ξ
mB
ξ˙ = O (2B) ,
et la conservation de l’e´nergie proce`de directement de la relation p˙ = 0.
3.3 Re´sume´ du chapitre
Dans ce chapitre ont e´te´ rappele´s les principes de la description cine´tique des particules dans un
plasma de fusion, permettant de repre´senter l’e´volution de celui-ci par des e´quations diffe´rentielles
6. Dans le cas relativiste, H = γmc2 ≡ mc2
√
1 + p2/ (mc)2, donc dH/dp = p/mγ au lieu de simplement p/m.
Les e´quations du mouvement gardent donc la meˆme forme, pourvu que les de´rive´es temporelles soient exprime´es en
fonction du temps propre de´fini de manie`re infinite´simale : dτ = dt/γ.
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sur les distributions a` une seule particule correspondant aux espe`ces pre´sentes. Ces e´quations sont
couple´es par un terme d’interaction qui prend la forme d’un ope´rateur collision (explicite´ au cha-
pitre 5) dans le cadre des collisions coulombiennes. Afin d’effectuer la re´duction de la dynamique
au moyen des transforme´es de Lie, une description lagrangienne est adopte´e et les re´sultats princi-
paux sont rappele´s pour la transformation centre-guide. Celle-ci est importante pour la re´duction




Re´duction de la dynamique paralle`le : Cas
de la ge´ome´trie dipolaire
Dans ce chapitre, la re´duction du mouvement paralle`le des centre-guides est explore´e dans le cas
simplifie´ de la ge´ome´trie dipolaire. Celle-ci est effectue´e dans la limite non-relativiste, a` partir des
expressions analytiques de l’action de´rive´e pour un mouvement (chapitre 3). Des calculs explicites
sont effectue´s dans l’approximation des particules fortement pie´ge´es autour du plan e´quatorial,
montrant un comportement en oscillateur harmonique. Un de´veloppement autour de cette limite
fournit des corrections anharmoniques qui sont compare´es aux inte´grales nume´riques.
La ge´ome´trie dipolaire repre´sente un cas extreˆme d’une ge´ome´trie tokamak, ou` on aurait ramene´
l’axe magne´tique sur l’axe de re´volution azimuthal. Comme le champ magne´tique n’a pas de com-
posante toro¨ıdale, il n’y a pas d’excursion radiale hors d’une surface de flux pour un mouvement
libre de particule ; l’inte´reˆt des re´sultats obtenus est de valider les re´sultats the´oriques aupre`s de
codes de simulation ope´rant dans la limite non-ne´oclassique. De plus, ces calculs pre´sentent une
utilite´ supple´mentaire pour les plasmas spaciaux ou` des champs magne´tiques de type dipolaire sont
plus re´pandus (champ magne´tique terrestre, Jupiter, ...).
4.1 Coordonne´es spatiales
4.1.1 Champ magne´tique
La dynamique des centre-guides est e´tudie´e ici dans une ge´ome´trie dipolaire (voir appendice D),
caracte´rise´e par un moment dipolaire M et les valeurs suivantes pour le potentiel vecteur A et le
champ magne´tique B, en notant x le vecteur position (a` partir du dipoˆle magne´tique) et ρ = |x| le
rayon sphe´rique :
A ≡ M× x
ρ3
, (4.1)




Les lignes de champ produites par un dipoˆle magne´tique sont montre´es dans la figure 4.1.
Le champ magne´tique prend une expression simple dans le syste`me de coordonne´es sphe´riques
(ρ, ϑ, φ) (Figure 4.2), ou` le vecteur moment dipolaire est situe´ sur l’axe de re´volution vertical, comme




= (∇ρ, ρ∇ϑ, ρ sinϑ∇φ)







ou` M ≡ (µ0/4pi) |M| ≡ Beρ3e est calcule´ a` partir de l’amplitude du champ magne´tique a` la po-
sition radiale e´quatoriale ρ (ϑ = pi/2) ≡ ρe. L’amplitude du champ magne´tique est de´duite de

















Figure 4.1 – Lignes de champ produites par un dipoˆle magne´tique sur un plan contenant le moment
magne´tique (vecteur noir). ψ∗ = ψe (ρe) /ψe (RT) repre´sente le flux e´quatorial normalise´ par rapport






Figure 4.2 – Coordonne´es sphe´riques. ρ repre´sente le rayon depuis l’origine, ϑ la colatitude et φ








1 + 3 cos2 ϑ, (4.4)
et le vecteur unitaire vaut b̂ ≡ B/B. Si on repre´sente B en termes de coordonne´es de flux,







sin2 ϑ ≡ ψeρe
ρ
sin2 ϑ (4.6)
de´signe le flux polo¨ıdal. Le syste`me de coordonne´es sphe´riques adapte´ a` la ge´ome´trie dipolaire peut
eˆtre rapproche´ de la description en coordonne´es toro¨ıdales en re´duisant a` ze´ro le rayon R0 de l’axe
magne´tique (voir la figure 2.1 du chapitre 2) et en effectuant la transformation ϑ = pi/2 − θ. Le
champ magne´tique dipolaire n’ayant pas de composante azimuthale (ou toro¨ıdale), le facteur de
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se´curite´ qψ est nul et l’expression (2.22) devient similaire a` l’e´quation (4.3) (avec un changement
de signe duˆ a` l’orientation contraire des deux repaires). Le potentiel vecteur prend donc la forme
A = ψ∇φ, (4.7)
a` un choix de jauge pre`s. Le long d’une ligne de champ a` ψ = ψe constant, on de´duit l’e´quation de
ligne de champ de l’expression (4.6) :
ρ = ρe sin
2 ϑ. (4.8)
4.1.2 Abcisse curviligne
L’abcisse curviligne s qui mesure la distance le long d’une ligne de champ est de´duite du mou-
vement infinite´simal (ds)2 = (dρ)2 + (ρdϑ)2 avec l’e´quation (4.8),
ds = ρe sinϑ
√
1 + 3 cos2 ϑdϑ. (4.9)
Il vient imme´diatement





















1 + 3 cos2 ϑ
]
. (4.11)
Cette coordonne´e est de´finie comme nulle a` l’e´quateur (ϑ = pi/2), positive au-dessous (ϑ > pi/2)
et positive au-dessus (ϑ < pi/2). La distance radiale e´quatoriale ρe sert ainsi de marqueur pour les
surfaces a` ψ constant. La longueur Le ≡ s (ρe, pi) − s (ρe, 0) d’une ligne de champ est calcule´e a`












Il est important de noter que les coordonne´es ψ et s ne sont pas orthogonales ; la de´composition
sur la base contravariante du vecteur unitaire magne´tique,
b̂ ≡ ∇s+ a (ψ, s)∇ψ, (4.13)
donne a ≡ −∇ψ · ∇s/ |∇ψ|2 pour satisfaire les relations b̂ · ∇ψ = b̂ · ∇φ = 0 qui de´coulent de
l’e´quation (4.5). En identifiant les expressions, on obtient







1 + 3 cos2 ϑ
)
6= 0, (4.14)
ce qui de´montre que ∇ψ · ∇s 6= 0 sauf sur le plan e´quatorial ou` ϑ = pi/2. Enfin, la courbure
magne´tique b̂ · ∇b̂ = (∂a/∂s)∇ψ est perpendiculaire a` la surface de flux.
4.1.3 Dynamique paralle`le
A` partir de l’expression du vecteur unitaire magne´tique
b̂ · x˙ = s˙+ aψ˙ (4.15)
tire´e de l’e´quation (4.13), on de´duit l’expression du lagrangien centre-guide de l’e´quation (3.73),
en supprimant les barres des coordonne´es centre-guide pour alle´ger les notations et en omettant la
dynamique de gyration d’ordre supe´rieur en B :
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et le flux polo¨ıdal est un invariant exact lie´ a` la dynamique de de´rive des orbites de centre-guides.
Autrement dit, dans la ge´ome´trie dipolaire, le moment canonique toro¨ıdal (invariant pour l’axis-
syme´trie) est re´duit a` Pφ = qψ.
En calculant l’amplitude du champ magne´tique le long d’une ligne de champ,
B (ϑ) = Be
√
1 + 3 cos2 ϑ
sin6 ϑ
, (4.19)
on note que le champ devient infini quand ϑ→ 0 ou pi, et qu’il pre´sente un minimum Be atteint a`
l’e´quateur ϑ = pi/2. On retrouve une syme´trie par rapport au plan de l’e´quateur telle que B (ϑ) =
B (pi − ϑ). La conservation du moment magne´tique impose des trajectoires de particules pie´ge´es, la
vitesse paralle`le de la particule e´tant nulle aux points de rebroussement ϑ = ϑb et ϑ = pi − ϑb. En
utilisant les meˆmes conventions de notation pour le cosinus du pitch-angle ξ ≡ p‖/p, la conservation










L’angle de rebroussement ϑb correspondant a` ξ = 0 de´pend donc essentiellement de la valeur
e´quatoriale de la coordonne´e pitch-angle ξe. En utilisant l’e´quation (4.18), on peut de´duire la






1 + cos2 ϑ
)
(1 + 3 cos2 ϑ)
2
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qui correspondent bien aux attentes (vitesse paralle`le pour s˙, force miroir magne´tique pour p˙‖).
4.2 Coordonne´es action-angle
Les expressions (4.22)-(4.23) montrent que l’action d’orbite (voir chapitre 3) est conserve´e dans
la ge´ome´trie dipolaire axisyme´trique car elle est une fonction explicite des invariants centre-guides
(Pφ ≡ eψ, E , µ). En effet, en utilisant le moment canonique paralle`le
P‖ ≡
[
(p + qA) · b̂
]
∇s = p‖∇s, (4.24)
de telle sorte que P‖ · dx = p‖ds, l’e´quation (3.50) devient :




ou` l’impulsion paralle`le est fonction des coordonne´es magne´tiques (ψ, s) ainsi que des invariants
centre-guides (E , µ) : ∣∣p‖∣∣ (ψ, s; E , µ) = √2m (E − µB (ψ, s)). (4.26)
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A` cette action est associe´e un angle canoniquement conjugue´ ζ tel que (J, ζ) est une paire canonique,











L’angle ζ est calcule´ a` partir de l’e´quation d’Hamilton analogue a` l’expression en coordonne´es



























en de´finissant la pulsation d’orbite ωb ≡ ζ˙. On reconnaˆıt la pe´riode d’orbite








qui proce`de de l’e´quation (2.55), avec s˙ = p‖/m. Ainsi, ζ parcourt l’orbite dans l’espace des phases
et est de´fini a` une constante pre`s, modulo 2pi (ζ = 0 marquant l’origine de la trajectoire). La formule







Ici, on choisit ζ = 0 pour l’origine s = sb. Dans le meˆme ordre d’ide´e, la moyenne sur une orbite
〈· · · 〉b ≡ (2pi)−1
¸ · · · dζ devient, avec dζ = ωbdt = mωbds/p‖ :




· · · mds
p‖
, (4.30)

















ζ˙ = 1. (4.31)
Ceci est un crite`re utile pour ve´rifier les expressions analytiques des coordonne´es d’angle-action,
notamment dans l’approximation de trajectoires fortement pie´ge´es aborde´es dans la section 4.3.
En utilisant les e´quations (4.26) et (4.20), on peut obtenir une expression pour la coordonne´e
de pitch-angle |ξ| :
|ξ| (ϑ, ξe) =
√
1− (1− ξ2e )
√
1 + 3 cos2 ϑ
sin6 ϑ
. (4.32)
Ceci permet d’obtenir les expressions de l’action et l’angle d’orbite







1 + 3 cos2 ϑ sinϑdϑ, (4.33)





1 + 3 cos2 ϑ sinϑ
|ξ| (ϑ′, ξe) dϑ, (4.34)
ou` la convention ζ (ϑ = ϑb) = pi est prise et ± de´signe le signe de p‖. Une orbite comple`te voit donc
varier ζ sur l’intervalle [0, 2pi[. La fre´quence d’orbite ωb est obtenue a` partir de l’e´quation (4.28),









1 + 3 cos2 ϑ sinϑ
|ξ| (ϑ′, ξe) dϑ. (4.35)
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Figure 4.3 – Trace´ de la pe´riode d’orbite normalise´e f (ξe) en fonction de la coordonne´e de pitch-
angle ξe (ligne unie rouge). Dans l’approximation « fortement pie´ge´e », l’ordre le plus bas remplace
f par la fonction unite´ dans l’e´quation (D.48) et l’inclusion des corrections anharmoniques discute´es
dans la section 4.3.2 sont repre´sente´es par la ligne pointille´s-tirets bleue.
offre une technique de calcul alternative de la fre´quence d’orbite permettant de ve´rifier les expres-
sions analytiques. De meˆme, la fre´quence de de´rive moyenne´e peut eˆtre de´finie de deux manie`res :












1 + cos2 ϑ
)
(1 + 3 cos2 ϑ)
3/2
2 sin6 ϑ− (1− ξ2e )√1 + 3 cos2 ϑ√
sin6 ϑ− (1− ξ2e )
√
1 + 3 cos2 ϑ
dϑ, (4.37)





















La deuxie`me expression peut eˆtre ve´rifie´e en utilisant l’e´quation (4.18), ou` le dernier terme est
nul en effectuant la moyenne d’orbite. Pour e´tudier la de´pendance en pitch-angle des fre´quences
d’orbite et de de´rive moyenne´e, les e´quations (4.35) et (4.37) sont normalise´es de fac¸on a` obtenir








g (ξe) . (4.40)
On peut e´crire les facteurs de normalisation en fonction du rayon de Larmor e´quatorial ρLe ≡













Les figures 4.3 et 4.4 montrent les de´pendances des pe´riodes d’orbite et de de´rive en ξe, avec les
de´veloppements de Taylor au deuxie`me ordre a` ξe = 0, f (ξe) ' 1+(23/72) ξ2e et g (ξe) ' 1+(1/6) ξ2e .
Les valeurs en ξe = 1 sont finies ; elles sont respectivement f (1) =
√
18Le/ (2piρe) ' 1, 86 et g (1) =
3/2, calcule´s dans l’appendice D. On note que pour ξe ≤ 0, 6, l’approximation « fortement pie´ge´e »
donne des re´sultats tre`s fide`les a` l’expression nume´rique. Ceci illustre l’importance croissante du
temps passe´ aux points de rebroussement ±σb lorsque |ξe| → 1.
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Figure 4.4 – Trace´ de la pe´riode de de´rive normalise´e g (ξe) en fonction de la coordonne´e de pitch-
angle ξe (ligne unie rouge). Dans l’approximation « fortement pie´ge´e », l’ordre le plus bas remplace
f par la fonction unite´ dans l’e´quation (D.55) et l’inclusion des corrections anharmoniques discute´es
dans la section 4.3.2 sont repre´sente´es par la ligne pointille´s-tirets bleue.
De´veloppement de Taylor Re´gression nume´riquea
Orbite f (ξe) ' 1 + (23/72) ξ2e = 1 + 0.32ξ2e 1.76− 0.76y ' 1 + 0.38ξ2e
De´rive moyenne´e g (ξe) ' 1 + (1/6) ξ2e = 1 + 0.16ξ2e (0.70 + 0.30y)−1 ' 1 + 0.15ξ2e
a : Voir re´fe´rence [21].
Table 4.1 – Pe´riodes d’orbite et de de´rive normalise´es.
Les pe´riodes d’orbite et de de´rive moyenne´e peuvent ainsi eˆtre compare´es a` la pe´riode de gyration
e´quatoriale τge ≡ 2pi/ |ωge|, ce qui donne trois e´chelles de temps bien se´pare´es lorsque e ≡ ρLe/ρe 












f (ξe) g (ξe) . (4.43)
Cette se´paration vaut pour tout ξe, car 1 ≤ f, g < 2.
Dans la litte´rature, les pe´riodes d’orbite et de de´rive moyenne´e ont e´te´ traditionnellement ex-
prime´es en ope´rant des re´gressions analytiques sur les re´sultats nume´riques, en utilisant la variable
y ≡√1− ξ2e ' 1− ξ2e/2. Les re´sultats obtenus sont compare´s dans le tableau 4.1.
4.3 Approximation « fortement pie´ge´e »
Les inte´grales (4.33), (4.34), (4.35) et (4.37) obtenues dans le cas dipolaire ge´ne´ral n’ont pas
d’expression analytique connue. Afin de simplifier les expressions, on conside`re le cas particulier
des orbites dites « fortement pie´ge´es », qui sont confine´es pre`s du plan e´quatorial. En introduisant




Ceci permet d’effectuer des de´veloppements de Taylor des quantite´s exprime´es pre´ce´demment afin













σ3 + . . .
)
, (4.45)
ce qui implique que le parame`tre sans dimension |σ| ' |s| /ρe repre´sente la distance normalise´e par
rapport au plan e´quatorial dans le voisinage de l’e´quateur. L’amplitude du champ magne´tique le
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Figure 4.5 – Coordonne´e de pitch-angle e´quatorial |ξe| tre´ce´e en fonction de la latitude de rebond
normalise´e σb (ligne unie rouge). La ligne pointille´s-tirets noire repre´sente l’approximation line´aire
|ξe| ' 3σb/
√
2 et la ligne tirets bleue inclut les corrections d’ordre supe´rieur.














σ4 + . . . , (4.46)




σ + . . . . (4.47)









σ2 + . . .
)
, (4.48)
ce qui montre que dans le voisinage de l’e´quateur, le centre-guide a un comportement d’oscillateur
harmonique d’e´nergie E − µBe. De fait, la quantite´ µBe sert de potentiel pour le mouvement de






σ2b + . . .
)
, (4.49)
ou` la latitude de rebond σb = pi/2 − ϑb fournit les points de rebond σ = ±σb. Le comportement
de |ξe| est line´aire en σb a` l’ordre le plus bas. La figure 4.5 permet de comparer le de´veloppement
a` l’ordre le plus bas (limite harmonique) et a` l’ordre supe´rieur (corrections anharmoniques) a`





1 + 3 sin2 σb
. (4.50)
Comme pour les pe´riodes d’orbite et de de´rive, les expressions meˆme harmoniques reproduisent
fide`lement la dynamique pour |ξe| ≤ 0, 6.
4.3.1 Dynamique harmonique fondamentale
On calcule a` pre´sent les expressions explicites pour les coordonne´es angle-action dans la li-
mite harmonique fondamentale. A` l’ordre le plus bas, le cosinus du pitch-angle est de´duit de la




σ2b − σ2 + . . . , (4.51)
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4.3. Approximation « fortement pie´ge´e »
ou` le parame`tre d’e´chelle suivant est utilise´ :





































On note que la combinaison de (4.53) et (4.54) pour obtenir l’e´nergie de l’oscillateur harmonique ne
prend pas en compte la correction en ξ2e de ωb0 ' Ωb. Elle sera cependant ne´cessaire pour effectuer




= E − µBe (4.55)
peut eˆtre interpre´te´e comme l’e´nergie relative par rapport au potentiel au minimum de champ
µBe. Cette expression permet de de´duire l’expression de l’hamiltonien harmonique en coordonne´es
angle-action,
H0 = µBe + J0Ωb, (4.56)
et la pe´riode d’orbite normalise´e τb0 ≡ Ωb (∂H0/∂J0)−1 = 1 est bien celle indique´e sur la figure 4.3.
















ce qui donne pour l’angle d’orbite harmonique
ζ0 =
{











On peut ainsi de´duire les expressions analytiques des coordonne´es paralle`les en fonction des coor-
donne´es angle-action





p‖0 (J0, ζ0) =−
√
2mJ0Ωb sin ζ0, (4.61)
ce qui correspond exactement au comportement d’un oscillateur harmonique dont la trajectoire
dans l’espace des phases paralle`le est repre´sente´e dans la figure 4.6.
De plus, il est facile de ve´rifier que la transformation de coordonne´es
(
p‖0, s0
)→ (J0, ζ0) ve´rifie












= sin2 ζ0 + cos
2 ζ0 = 1, (4.62)
en effectuant les de´rive´es a` ψe et E constants.
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Figure 4.6 – Trajectoire d’un centre-guide fortement pie´ge´ dans la limite harmonique. L’action J0
repre´sente l’aire balaye´e par l’orbite parame´trise´e par l’angle ζ0.
4.3.2 Corrections anharmoniques de premier ordre
En vue d’obtenir les termes de premier ordre anharmoniques, le de´veloppement de l’abscisse










+ . . . , (4.63)
donc la correction d’ordre supe´rieur est d’ordre t car s2 ≤ s2b par construction. En inse´rant l’ex-

















+ . . .
]
(4.64)
introduit un hamiltonien centre-guide modifie´,
H = H0 (J0) + tH1 (J0, ζ0) , (4.65)
qui comprend le terme harmonique fondamental H0 et une correction anharmonique qui va bri-
ser l’invariance de l’action d’orbite J˙0 = −t∂H1/∂ζ0 6= 0. De´sormais, les contributions d’ordre
supe´rieur en t au dela` de la limite harmonique sont omises. L’objectif de la me´thode des trans-
forme´es de Lie est ici de restaurer l’invariance ; autrement dit J˙ = O (2t) doit eˆtre d’ordre supe´rieur
a` la correction anharmonique. En inse´rant l’expression pour la fre´quence d’orbite harmonique Ωb
et du moment magne´tique µ = E (1− tξ2e ) /Be dans l’e´quation (4.64), on obtient
















































4.3. Approximation « fortement pie´ge´e »
qui correspond a` la correction de premier ordre de la fre´quence d’orbite harmonique dans l’e´quation (4.54).



























qui comporte un terme inde´pendant de l’angle d’orbite et d’autres ayant une de´pendance explicite.
4.3.3 Transformation des coordonne´es angle-action
On conside`re maintenant la transformation de coordonne´es Zα0 = (J0, ζ0) → Zα (J, ζ) afin
d’e´tendre la description de la dynamique des orbites pie´ge´es au dela` de la limite harmonique. Ainsi,







+ . . . , (4.70)
ou` la fonction de jauge Ŝ1 (J0, ζ0) est destine´e a` restaurer l’inde´pendance de la dynamique en
termes de l’angle d’orbite et {, }‖0 est le crochet de Poisson paralle`le de´fini dans l’e´quation (4.62).
Cette transformation est faite uniquement sur les coordonne´es paralle`les, contrairement a` la trans-
forme´e de Lie centre-guide qui prend en compte tout l’espace des phases 1. Les coordonne´es de flux
(ψ, φ) sont donc ici conside´re´es comme gele´es. Cette transformation donne un nouveau hamiltonien
inde´pendant de l’angle d’action par construction,
Ĥ (J) =Ĥ0 (J) + tĤ1 (J) + . . . ,








(J0, ζ0) + . . . . (4.71)
L’expression a` l’ordre ze´ro provient directement de l’expression pre´ce´dente et l’e´quation (4.56) :
Ĥ0 = H0 = µBe + JΩb. (4.72)
Pour la correction d’ordre supe´rieure, on se´pare l’e´quation (4.69) en une partie moyenne´e 〈H1〉b et
une partie explicitement de´pendante de l’angle d’orbite H˜1 ≡ H1 − 〈H1〉b. Cela donne




L’inde´pendance en angle d’orbite de l’hamiltonien transforme´ impose






et la condition sur la fonction de jauge














1. Ceci est duˆ au fait que les coordonne´es de flux (ψ, φ) constituent de´ja` une paire canonique par construction, a`
tout ordre en t. Toute transformation destine´e a` restaurer l’invariance en action paralle`le doit donc garder constantes
ces coordonne´es.
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4. Re´duction de la dynamique paralle`le : Cas de la ge´ome´trie dipolaire
On peut en de´duire les nouvelles expressions pour les coordonne´es action-angle (J, ζ) incluant les
corrections anharmoniques :


































Ces deux expressions peuvent eˆtre utilise´es pour ve´rifier que la transformation de coordonne´es





4.3.4 Dynamique anharmonique paralle`le
L’expression de l’hamiltonien transforme´ est de´duite des e´quations (4.72) et (4.74),





ou` le dernier terme repre´sente la correction anharmonique. La nouvelle fre´quence d’orbite anhar-
monique est calcule´e a` l’aide de l’hamiltonien,
ωb ≡ ∂Ĥ
∂J











ce qui correspond exactement au de´veloppement de Taylor de l’inverse de la de´pendance en ξe de la
pe´riode d’orbite f (ξe), montre´e dans le tableau 4.1. Afin de ve´rifier que la nouvelle action d’orbite J
est un invariant adiabatique de la dynamique paralle`le au premier ordre en t, l’e´quation d’hamilton
J˙ = {J,H}‖0 sur l’hamiltonien perturbe´ H = H0 + tH1 est e´value´e :








+ . . . , (4.80)





ensuite exprime´es au premier ordre en t en fonction des coordonne´es angle-action





= s0 + t
∂s0
∂J0
(J − J0) + t ∂s0
∂ζ0
(ζ − ζ0)











= p‖0 + t
∂p‖0
∂J0




=p‖0 (J, ζ) = −
√
2mJΩb cos ζ. (4.82)
Des expressions analogues a` la limite harmonique sont ainsi retrouve´es, mais avec un hamiltonien
anharmonique. Ces expressions assurent aussi que la transformation
(
s, p‖
) → (J, ζ) satisfait la












= sin2 ζ + cos2 ζ = 1 +O (2t) . (4.83)
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4.4. Re´sume´ du chapitre
4.3.5 Dynamique de de´rive
La fre´quence de de´rive peut eˆtre calcule´e en exprimant en fonction du flux ψ l’amplitude du
champ magne´tique,







M3 + . . . , (4.84)
ou` M = ψeρe = Beρ3e est garde´ constant. En gardant la correction anharmonique, la de´rive´e de
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. (4.85)






















ξ2e + . . .
)
, (4.86)
qui correspond exactement au de´veloppement de Taylor de l’inverse de la de´pendance en ξe de la
pe´riode de de´rive moyenne´e g (ξe), montre´e dans le tableau 4.1.
4.4 Re´sume´ du chapitre
Dans ce chapitre, des re´sultats analytiques ont e´te´ obtenus dans le cadre de la re´duction de
la dynamique paralle`le pour une configuration dipolaire. Des corrections a` la limite harmonique
dans l’approximation des particules fortement pie´ge´es permettent d’obtenir un de´veloppement des
pe´riodes d’orbite de de´rive tre`s proches des re´gressions nume´riques et re´ve`lent un comportement
quasi-harmonique a` l’ordre supe´rieur (l’hamiltonien est non-harmonique). Les calculs effectue´s,
outre leur inte´reˆt comme cas exact ou` le flux ψ devient un invariant du mouvement, offrent aussi






Dans ce chapitre sont e´tudie´s les phe´nome`nes de collisions associe´s a` l’e´volution des distributions
a` une particules e´tablies dans le chapitre 3. L’inte´grale de collision de Boltzmann diverge a` grande
distance a` cause de l’interaction coulombienne des particules [31]. Il faut donc prendre en compte
l’e´crantage des champs e´lectriques produits par les particules au dela` de la longueur de Debye λD.
La pre´e´minence des collisions aux petits angles conduit a` l’adoption d’une inte´grale de collision
de type Landau [29], adapte´e aux particules relativistes en utilisant les travaux de Beliaev et
Budker [4]. Le formalisme inte´gro-diffe´rentiel propose´ par Braams et Karney [10] permet d’exprimer
l’ope´rateur collision en termes de potentiels scalaires relie´s entre eux par des e´quations diffe´rentielles.
Enfin, deux limites sont examine´es : la limite non relativiste qui fait intervenir les potentiels de
Rosenbluth [43] et la limite de Lorentz dans un plasma e´lectrons-ions.
5.1 Introduction a` l’ope´rateur Fokker-Planck
5.1.1 Equation de Boltzmann, inte´grale de collision
La dynamique d’une espe`ce s de particules dans un plasma est de´crite a` l’aide d’une distribution
fs (t,x,p) qui donne la densite´ des particules a` l’instant t ayant une position x et une impulsion p.
















ou` F de´signe les forces pre´sentes dans le syste`me (pour un plasma, c’est la force e´lectromotrice
Fe = qs (E + p/ms ×B)) et le terme de droite correspond a` la contribution des collisions. Celui-ci
est de´termine´ a` l’aide d’un ope´rateur collision de type Fokker-planck qui correspond a` la somme
des interactions de la distribution avec elle-meˆme, mais aussi les autres espe`ces pre´sentes dans le





≡ C [fs] =
∑
s′
C [fs, fs′ ] . (5.2)
Il s’agit maintenant de quantifier cette interaction entre l’espe`ce s et les autres espe`ces du plasma
(incluant elle-meˆme). Le nombre de collisions par unite´ de temps entre une particule s d’impulsion
p et les particules s′ d’impulsion p′ dans l’espace d3p′ est
W (p,p′,p + q,p′ − q) fs (p) fs′ (p′) d3qd3p′, (5.3)
ou` l’impulsion q de´signe celle qui a e´te´ e´change´e entre les deux particules (apre`s la collision, p et
p′ deviennent p + q et p′ − q). Comme une collision e´lastique est un e´ve´nement microscopique
re´versible, il y a syme´trie par e´change des e´tats initiaux et finaux :
W (p,p′,p + q,p′ − q) = W (p + q,p′ − q,p,p′) . (5.4)
5. Collisions coulombiennes
Les collisions subies par la particule s pourront sortir celle-ci de la zone d3p (on conside`rera cela
comme une « perte » de particule) ou au contraire la faire rentrer alors qu’elle n’y e´tait pas ini-
tialement (« gain » de particule). Le bilan sera donc une diffe´rence sur les collisions par unite´ de
volume d3x pour toute impulsion cible p′ et impulsion e´change´e q effectue´es lors de l’e´ve´nement
p,p′ → p + q,p′ − q et son e´ve´nement inverse p + q,p′ − q → p,p′. En tenant compte de la





d3qW (p,p′,p + q,p′ − q) [fs (p + q) fs′ (p′ − q)− fs (p) fs′ (p′)] . (5.5)
Ceci conduit a` l’inte´grale de collision de Boltzmann,




d3qW (p,p′,p + q,p′ − q) [fs (p + q) fs′ (p′ − q)− fs (p) fs′ (p′)] .
(5.6)
5.1.2 Ecrantage des charges
L’inte´grale (5.6) diverge logarithmiquement [31] a` cause de l’interaction a` grande distance des
particules. En re´alite´, il faut prendre en compte l’e´crantage de l’interaction coulombienne par les
autres particules pre´sentes dans le plasma. La longueur de Debye λD est ainsi de´finie comme la








en effectuant la somme sur les espe`ces du plasma. Comme un mode`le classique (non quantique)
est conside´re´ ici, il faut e´galement prendre en compte une longueur minimale d’interaction qui
correspond a` la longueur de Broglie de la particule cible λB ≡ h/p′, ou` h de´signe la constante de
Planck. De plus, l’e´nergie transfe´re´e ne doit pas exce´der l’e´nergie cine´tique de la cible ; la longueur






e´tudie´e est donc a` l’inte´rieur d’une sphe`re de Debye mais sur des distances supe´rieures a` une
longueur de coupure correspondant a` la plus grande des longueurs de Landau et de Broglie :
λC ≡ max (λL, λB) . (5.8)
Le logarithme ln (λD/λC) ≡ ln Λss′ est commune´ment appele´ logarithme coulombien, et c’est celui
qu’on retrouve dans la fre´quence de collision. Une des conse´quences de ce domaine d’observation est
que les e´chelles spatiales d’e´volution des distributions fs doivent exce´der la longueur de Debye. Pour
la limite infe´rieure, le nombre de particules concerne´es de´croˆıt comme le cube du rayon d’interaction.
Il est donc raisonnable de ne´gliger leur contribution dans les collisions coulombiennes.
5.1.3 Collisions aux petits angles
Afin de ve´rifier la dominance des collisions a` petit angle, il faut comparer les temps moyens
entre une collision effectuant une de´viation de pi/2 de l’angle d’incidence χ et de multiples colli-
sions arrivent au meˆme re´sultat. Pour simplifier, une particule cible de masse infinie est conside´re´e
ici, afin qu’on puisse placer le re´fe´rentiel du centre de masse sur celle-ci. Le parame`tre d’impact











5.1. Introduction a` l’ope´rateur Fokker-Planck
Figure 5.1 – Evolution sche´matique d’une particule soumise a` des interactions coulombiennes. Les
collisions a` faible angle (trait uni) contribuent beaucoup plus a` la de´viation des particules que les
collisions directes (trait en pointille´s)
Pour des collisions de faible angle, sinχ ' χ et la de´flection subie en une collision est |∆p| ' pχ.





vient la formulation pour de petits angles σ ' 4b2pi/2/χ4 et le parame`tre d’impact b = bpi/2 cot (χ/2)
devient b ' 2bpi/2/χ. La de´flection quadratique moyenne (la de´flexion moyenne simple est nulle)











ou` χmin correspond a` la coupure due a` l’e´crantage des charges. On en de´duit χmin = 2bpi/2/λD et
le temps moyen pour une de´viation d’angle pi/2 (lorsque
√















Pour la plupart des plasmas, le logarithme a une valeur de 10 a` 20 [25]. Les collisions successives
a` faible angle contribuent donc bien plus a` la de´viation ge´ne´rale que les simples collisions a` grand
angle. La trajectoire aura donc une allure repre´sente´e dans la figure 5.1 (les collisions avec les
particules neutres ne sont pas conside´re´es dans cette the`se).
5.1.4 l’inte´grale de collision Landau
L’ope´rateur collision peut eˆtre traite´ comme une diffusion dans l’espace des vitesses,
C [fs] = − ∂
∂p
· S, (5.15)
exprime´e a` l’aide du flux S de particules dans l’espace des vitesses, qui est fonction des distributions
de particules. Le coefficient W de l’e´quation (5.3) est explicite´ en fonction de q et des moyennes

































En utilisant l’e´quation (5.6) selon une direction privile´gie´e pα, S est la diffe´rence entre les nombres





















[fs (p + q) fs′ (p
′ − q)− fs (p) fs′ (p′)] dpα.
(5.18)
La faible de´viation des collisions permet de faire un de´veloppement de Taylor du facteur correspon-
dant aux distributions dans l’expression pour le flux,
fs (p + q) fs′ (p





















'W (p,p′; q) . (5.20)
Comme la fonction W (p,p′; q) est paire en q, l’inte´grale de l’e´quation (5.18) peut eˆtre remplace´e
par la moitie´ de l’inte´grale sur tout l’espace q. L’inte´grale sur pα peut eˆtre remplace´e par une





































ou` le tenseur Q est exprime´ en fonction de l’inte´grale sur les impulsions e´change´es,




en supposant que les lois de conservation de l’e´nergie et de la quantite´ de mouvement permettent
de re´duire les inte´grations sur q a` une simple inte´gration sur la section efficace (voir [31], §3 et §41).
vrel est la vitesse relative entre particules 1.
5.1.5 Compe´tition avec le rayonnement de freinage
A` grande vitesse, les particules peuvent subir un ralentissement par e´mission d’un photon ([5],
§93), appele´ rayonnement de freinage ou bremsstrahlung. Cet effet provoque des pertes d’e´nergie
dans le plasma qui entrent en compe´tition avec les processus de pertes d’e´nergie collisionnels de´crits
par la the´orie de Landau. Les travaux de Haug [22] ont montre´ que les pertes dues au bremsstrahlung
deviennent comparables qu’a` des e´nergies de 80 MeV pour les e´lectrons et concernent donc une tre`s
faible fraction de la population e´lectronique totale 2. Pour les ions, l’effet bremsstrahlung est encore
moins prononce´ a` cause du rapport de masse e´lectron-ion.
1. Dans le cas relativiste, elle correspondra a` la vitesse d’une particule dans le re´fe´rentiel de repos de l’autre,
ge´ne´ralise´e a` une expression inde´pendante de re´fe´rentiel.
2. Les calculs de Haug, effectue´s pour une densite´ de 1 cm−3 sont aussi valables pour des densite´s tokamak, car
la de´pendance est line´aire pour le bremsstrahlung comme pour les collisions.
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5.2. L’e´quation Fokker-Planck pour les collisions
5.2 L’e´quation Fokker-Planck pour les collisions
Les ope´rateurs collision partiels ont donc pour forme





















ou` U (u,u′) est un tenseur noyau de´pendant uniquement des impulsions respectives. Γss′ est relie´








Cet ope´rateur a l’avantage de pre´senter plusieurs proprie´te´s inte´ressantes (voir appendice G pour les
de´monstrations), telles que les conservations du nombre de particules, de la quantite´ de mouvement
et de l’e´nergie : ˚
d3uC [fs, fs′ ] =0, (5.26)˚











2C [fs′ , fs]
)
=0. (5.28)







d3u ln fsC [fs, fs′ ] ≥ 0. (5.29)
L’ope´rateur collision peut eˆtre e´crit sous forme conservative de la manie`re suivante :








Ici, Kss′ [fs′ ] correspond a` un vecteur de convection et Dss′ [fs′ ] a` un tenseur de diffusion qui tous
deux de´pendent de la distribution du champ de fond de l’espe`ce s′. Ainsi, les collisions auront
pour effet une translation (convection) et un e´talement (diffusion) de la fonction de distribution
dans l’espace des vitesses. Les coefficients sont exprime´s en fonction du tenseur noyau U (u,u′) en
effectuant une inte´gration par parties :


















d3u′U (u,u′) fs′ (u′) . (5.32)
Ces inte´grales e´tant vectorielle et tensorielle respectivement, leur re´solution repre´sente un effort
nume´rique important. L’expression des coefficients a` l’aide de potentiels, moments scalaires de la
distribution de fond permet de contourner ce proble`me.
5.2.1 Potentiels non relativistes






ou` w ≡ v − v′ de´signe la vitesse relative entre particules et I de´signe le tenseur identite´. Elle
provient du fait que les e´ve´nements de collisions a` faible angle sont des de´viations perpendiculaires
a` la vitesse relative entre particules,
U · (v − v′) = (v − v′) · U = 0. (5.34)
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5. Collisions coulombiennes
Rosenbluth [43] a calcule´ l’expression de deux fonctions scalaires,








Gb (x,v) ≡− 1
8pi
˚
d3v′wfs′ (v′) , (5.36)



























On exprime donc les coefficients de collision (5.31) et (5.32) en termes de gradients des potentiels













Ces expressions sont inte´ressantes car elles mettent en avant la syme´trie sphe´rique d’une collision.
Il est donc naturel de prendre un syste`me de coordonne´es de vitesse adapte´ : (v, ξ, ϕ), ou` v de´signe
l’amplitude de la vitesse, ξ le cosinus du pitch-angle et ϕ la gyrophase. Cette syme´trie permet aussi
de se´parer les variables en de´composant la distribution de fond sur une base de fonctions orthogo-
nales. Dans le cas ge´ne´ral, les harmoniques sphe´riques, solutions homoge`nes aux e´quations (5.37)
et (5.38), se preˆtent bien a` cet exercice. Dans les conditions pratiques, cependant, on utilise une
distribution avec syme´trie azimuthale, inde´pendante de ϕ. On peut dans ce cas substituer aux
harmoniques sphe´riques la base des polynoˆmes de Legendre de degre´ `, P` (ξ). Ainsi,





s′ (x, v)P` (ξ) , (5.43)
ou` les coefficients de Legendre ont pour expression
f
[`]






dξfs′ (x, v, ξ)P` (ξ) . (5.44)
On peut utiliser l’orthogonalite´ des polynoˆmes de Legendre afin de de´terminer l’expression des
potentiels de Rosenbluth en termes des coefficients de Legendre de la distribution de fond (voir
appendice H). Ceci permet de transformer les inte´grales en trois dimensions en simples inte´grales
sur v, ce qui re´duit les temps de calcul. En utilisant les meˆmes notations pour la de´composition en
polynoˆmes de Legendre des potentiels, on obtient
H
[`]






























































5.2. L’e´quation Fokker-Planck pour les collisions
5.2.2 Potentiels relativistes





w2I− uu− u′u′ + r (uu′ + u′u)) , (5.47)













r2 − 1, (5.50)
et tend 3 vers la de´finition non-relativiste (5.33) quand c→∞. Ici, la complexite´ du noyau empeˆche
la formulation en potentiels de Rosenbluth. Cependant, Braams et Karney [10] ont calcule´ des
expressions sous forme de potentiels relativistes permettant de conserver une expression en termes
d’inte´grales scalaires qui tendent vers les potentiels non relativistes dans cette limite. On a donc




















































qui sont lie´s entre eux par les e´quations diffe´rentielles
L0Ψ0 =fs′ , (5.56)























ce qui correspond au Laplacien dans la limite non relativiste, comme attendu. Les coefficients de







































3. Respectivement, u→ v, γ → 1, r → 1 et w → |v − v′| dans la limite non-relativiste (c→∞).
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Les e´quations (5.65) et (5.67) montrent en particulier les similitudes avec les expressions (5.41)
et (5.42) en termes de potentiels de Rosenbluth. Comme dans le cas non relativiste, un syste`me de
coordonne´es sphe´riques (u, ξ, ϕ) est adapte´ a` la description de la dynamique ; une de´composition en
polynoˆmes de Legendre de la distribution de fond est donc effectue´e. Apre`s un travail de re´solution
analytique des e´quations diffe´rentielles sur les potentiels [10], ceux-ci peuvent eˆtre exprime´s en se´rie
d’harmoniques sphe´riques et de polynoˆmes de Legendre dans le cas de la syme´trie azimuthale cite´e
dans la limite non relativiste. Les coefficients de Legendre des potentiels relativistes peuvent donc






du′N [`]k (u, u





′, u) f [`]s′ (u
′) , (5.68)
avec des fonctions noyauxN [`]k de´pendant des solutions homoge`nes isotropes des e´quations diffe´rentielles 5.56-
5.60 (voir appendice H).
5.3 Ope´rateur collision line´arise´
5.3.1 Collisions entre particules de meˆme espe`ce
Dans le cadre des collisions entre meˆme espe`ce de particules, une approximation couramment
utilise´e en physique des plasmas est de conside´rer que les collisions dominent les particules ther-
miques. La distribution peut ainsi eˆtre de´veloppe´e autour d’une maxwellienne,






















dans le cas relativiste. (5.71)
Ici, K2 (x) ≡
´∞
0
exp (−x cosh t) cosh (2t) dt est la fonction de Bessel modifie´e de seconde espe`ce et
fsM est normalise´e telle que
˝
d3ufsM = ns. L’ope´rateur collision est line´arise´ en ne´gligeant
les termes en (δfs)
2 et en utilisant la proprie´te´ C [fsM , fsM ] = 0. On a donc une expression
de l’ope´rateur collision sur les particules de meˆmes espe`ce pre´sentant un terme de collision a`
fond maxwellien (isotrope) et un terme inte´gral (anisotrope) qui peut eˆtre exprime´ en utilisant
la de´composition en polynoˆmes de Legendre de fs. L’ope´rateur pre´sente donc la forme suivante :











Comme f [0]s ' fsM et P0 = 1, le terme inte´gral pour ` = 0 est nul. En conservant la premie`re
harmonique avec P1 = ξ, on obtient un ope´rateur collision line´arise´,








5.4. Re´sume´ du chapitre
qui conserve le nombre de particules et la quantite´ de mouvement mais l’e´nergie n’est pas conserve´e.
Ceci permet la recherche de solutions d’e´quilibre pour la fonction de distribution sans introduire
un terme de perte d’e´nergie dans l’e´quation Fokker-Planck. Comme f [1]s est une inte´grale de fs,
cela introduit un terme non line´aire dans l’ope´rateur collision. Il est a` noter que le terme inte´gral
dans l’ope´rateur line´arise´ est indispensable pour le traitement cohe´rent du courant dans l’e´quation
Fokker-Planck.
5.3.2 Ope´rateur collision Fokker-Planck pour les e´lectrons
5.3.2.1 Contribution des ions
Pour un plasma de fusion, la faible masse relative d’un e´lectron par rapport au proton (mp '
1832me) permet de conside´rer les distributions de tous les ions i (fi)i comme maxwelliennes
dans l’e´volution par collisions de la distribution des e´lectrons fe selon l’e´quation Fokker-Planck.











Les contributions dues a` un fond de particules anisotrope sont donc essentiellement contenues dans
le terme inte´gral e´lectron-e´lectron.
5.3.2.2 Limite de Lorentz
Dans la limite de Lorentz |qi|  e, l’interaction e´lectron-ion domine par rapport aux e´lectrons
entre eux. Cela e´limine les deux derniers termes de l’e´quation (5.74), aussi cette approximation
n’est-elle pas ide´ale dans l’e´tude de la ge´ne´ration de courant pour les e´lectrons. Cependant, elle
offre un cadre de validation de la me´thode dans cette limite, ou` l’ope´rateur prend l’expression
simplifie´e















e ln Λee la charge effective pour un plasma multi-espe`ces. La contri-
bution des collisions est donc exclusivement une diffusion qui agit sur le pitch-angle des particules
(« pitch-angle scattering »).
5.4 Re´sume´ du chapitre
Dans ce chapitre, des rappels sont effectue´s dans le cadre de l’e´laboration d’un ope´rateur colli-
sion local aux faibles angles, exprime´ dans un formalisme diffe´rentiel a` l’aide de potentiels adapte´s,
valable pour des particules relativistes. Afin d’obtenir une se´paration des variables de´gageant ex-
plicitement l’anisotropie des distributions dans la direction paralle`le aux lignes de champ, une
de´composition en polynoˆmes de Legendre est effectue´e, permettant la line´arisation de l’ope´rateur
collision dans le cadre de l’imple´mentation nume´rique. L’ope´rateur re´sultant est celui utilise´ pour
l’e´laboration d’un ope´rateur centre-guide (chapitre 6). Enfin, la limite de Lorentz offre un cas






Dans ce chapitre est expose´e plus en de´tail l’utilisation des transforme´es de Lie en vue d’ob-
tenir un ope´rateur collision centre-guide inde´pendant de la dynamique de gyration des particules.
L’ope´rateur local de de´part est celui qui a e´te´ exprime´ en termes de potentiels dans le chapitre 5 selon
la me´thode de Braams et Karney [10]. L’ope´rateur centre-guide ainsi obtenu est ensuite de´compose´
sur la base de coordonne´es globales
(
ψ, θ, p, ξ0
)
de´termine´e dans le chapitre 2. Des expressions sim-
plifie´es sont obtenues dans l’approximation « orbites fines », ou` l’excursion radiale de l’orbite est
faible devant la position de re´fe´rence ψ. Enfin, une comparaison est effectue´e vis-a`-vis des travaux
de Brizard [12] correspondant a` un ope´rateur local isotrope.
6.1 Coefficients de collision locaux anisotropes
En utilisant les formules du gradient de vitesse en coordonne´es sphe´riques (voir appendice H),
l’ope´rateur collision local (avec un fond inde´pendant de l’angle de gyration ϕ) calcule´ dans le
chapitre 5 a une expression de la forme 1 :








ou` K de´signe le vecteur de convection et D le tenseur de diffusion agissant sur la distribution f . Les






pj ≡ (p, ξ, ϕ),
K =− νl (x, p, ξ) pep − νt (x, p, ξ) eξ, (6.2)
D =Dl (x, p, ξ) epep +Dt (x, p, ξ) (I− epep) +D× (x, p, ξ) (epeξ + eξep) . (6.3)
Les expressions des coefficients de collision peuvent eˆtre de´duites en fonction de la de´composition
en polynoˆmes de Legendre des potentiels. En tronquant la de´composition a` la premie`re harmonique


































× (x, p) (epeξ + eξep) . (6.5)
Les contributions isotropes et anisotropes sont exprime´es en fonction des coefficients de Legendre
respectifs des potentiels en utilisant les de´finitions respectives re´sume´es dans l’e´quation (5.68). Dans
1. Les indices s et s′ sont omis par soucis de clarte´.
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pour les premiers termes harmoniques. Dans la limite non relativiste, les e´quations (5.41) et (5.42)












































































































































Les de´rive´es secondes des e´quations (6.15) et (6.19) sont re´duites en utilisant la relation (5.38). De
cette manie`re, il est facile de voir la similitude avec les expressions relativistes en ope´rant la limite
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6.2. Transformation centre-guide d’un ope´rateur local anisotrope
c → ∞, ou` Ψ0,Ψ1 → Hb et Ψ3 → Gb. Pour les applications nume´riques, il est utile d’exprimer
les coefficients de fac¸on inte´grale a` l’aide des e´quations (5.45)-(5.46) ou (5.68), selon les cas. Une
telle adaptation a e´te´ effectue´e dans le cas local par Shkarofsky et Shoucri [47], en utilisant les
expressions de Braams et Karney [10].
6.2 Transformation centre-guide d’un ope´rateur local anisotrope
6.2.1 Dynamique centre-guide et transformation de l’ope´rateur collision
En utilisant le formalisme des transforme´es de Lie expose´ dans le chapitre 3, l’ope´rateur collision
centre-guide est de´termine´ a` l’aide des transformations « push-forward » T−1gc et « pull-back » Tgc :









ou` les distributions centre-guide Fs ≡ T−1gc fs et Fs′ ≡ T′−1gc fs′ sont associe´es aux petits parame`tres
B ≡ ρLs/LB et ′B ≡ ρLs′/LB. Comme l’ope´rateur collision est biline´aire, le traitement des distri-
butions de particules test et de particules de fond peuvent eˆtre traite´es se´pare´ment. Par conse´quent,
la distribution de fond est omise par la suite et l’ope´rateur transforme´ est exprime´ sans indices s, s′
sur la distribution Fs ≡ F :
Cgc [F ] = T
−1
gc C [TgcF ] . (6.23)
















= T−1gc C [TgcF ] = Cgc [F ] . (6.24)
Les e´quations d’e´volution (3.48) de type z˙α = {zα, H}gc ont e´te´ construites afin d’eˆtre inde´pendants
de l’angle rapide de gyration ϕ ; l’ope´rateur dgc/dt est donc lui aussi inde´pendant de ϕ. La distri-
bution F est ainsi se´pare´e [12] en une contribution moyenne´e 〈F 〉gc, ou` 〈. . . 〉gc ≡ (2pi)−1
´
dϕ (. . . )
de´signe la gyro-moyenne, et une contribution fluctuante F˜ ≡ F−〈F 〉gc explicitement de´pendante de
ϕ. En notant zR le syste`me de coordonne´es re´duit (sans l’angle de gyration ϕ) et dR/dt l’ope´rateur
de Liouville centre-guide associe´, l’e´quation (6.24) donne deux e´quations couple´es
dR
dt






















F˜ =Cgc [F ]− 〈Cgc [F ]〉gc , (6.26)
ou` la premie`re e´quation proce`de de la moyenne de l’e´quation (6.24) et la seconde est obtenue
en effectuant une soustraction de (6.24) avec l’e´quation moyenne´e. Afin d’obtenir une dynamique
re´duite de´pendant uniquement de la distribution centre-guide moyenne´e 〈F 〉gc, il faut re´soudre
l’e´quation (6.26) en termes de 〈F 〉gc et remplacer F˜ dans (6.25). Une manie`re d’accomplir ceci est
de de´composer F en se´rie de Fourier en ϕ, comme indique´ dans la re´fe´rence [12]. Ainsi,








































6. Ope´rateur collision centre-guide








En introduisant le petit parame`tre ν = ν/Ω correspondant au rapport entre e´chelles de temps













. En introduisant celle-ci dans
l’e´quation (6.28), l’e´volution re´duite de la distribution devient
dR
dt















+O (Bν , 2ν) , (6.31)
en notant que ϕ˙ = Ω + O (B). Celle-ci implique donc les deux parame`tres B = ρL/LB et ν =
ν/Ω = ρL/λν en introduisant le libre parcours moyen λν . Dans le re´gime ne´oclassique [23], λν ≥ LB.
Le rapport B/ν est donc plus grand que 1 et le centre-guide subit pleinement la non-uniformite´ du
champ magne´tique entre deux collisions. L’ordre ze´ro en ν de l’e´quation (6.31) est donc suffisant
dans la pratique pour observer l’e´volution de la distribution moyenne´e. L’e´quation re´duite devient






















6.2.2 Ope´rateur centre-guide moyenne´








L’ope´rateur local est ensuite formule´ en termes de crochets de Poisson
C [f ] = −{xi,Kif −Dij {xj , f}} , (6.34)
en utilisant les relations dans les coordonne´es zα ≡ (x,p), de Jacobien J :
{F,G} = ∂F
∂zα
{zα, G} = − 1J
∂
∂zα
(JF {zα, G}) , (6.35)
La dernie`re expression provient de la conservation du volume de l’espace des phases [12],
∂
∂zα
(J {zα, zβ}) = 0, (6.36)
et l’antisyme´trie du crochet de Poisson donne
∂
∂zα







Le crochet de Poisson local est exprime´ dans l’e´quation (3.46). L’ope´rateur centre-guide est exprime´
de son coˆte´ en utilisant la position de la particule en coordonne´es centre-guide Xgc ≡ T−1gc x ≡
x + ρgc, la fonction de distribution centre-guide F ≡ T−1gc f et le crochet de Poisson centre-guide
{ , }gc ≡ T−1gc { , } :











































Figure 6.1 – Sche´ma d’une collision affectant une particule en gyration. Dans l’espace re´el (repe`re
noir), l’e´ve´nement de collision affectant la trajectoire (bleu) est localise´ en une position spatiale.
Dans l’espace centre-guide (repe`re vert), la trajectoire de gyration est remplace´e par celle d’un
centre-guide (rouge). Dans ce repe`re, la collision devient un e´ve´nement non local, de´pendant de
tout l’espace des phases.









et Jgc de´signe le jacobien du syste`me de coordonne´es centre-guide exprime´ dans le chapitre 3. On
note que l’e´volution due aux collisions n’est plus localise´e sur une position spatiale comme c’e´tait
le cas pour l’ope´rateur local : l’e´quation (6.38) posse`de une divergence sur tout l’espace des phases
et plus seulement sur l’espace des vitesses (voir figure 6.1 et a` comparer avec l’e´quation (6.1)).
Il est aussi a` noter que le syste`me de coordonne´es centre-guide (zα)α est de´termine´ arbitraire-
ment a` l’aide des vecteurs de projection ∆αgc = {Xgc, zα}gc ; il peut donc eˆtre choisi librement en
fonction de la configuration magne´tique. L’ope´rateur collision centre-guide moyenne´ (6.33) devient :

























Afin d’e´valuer ces moyennes, les coefficients transforme´s T−1gc K et T−1gc D sont calcule´s a` partir des






) ≡ (epgc, eξgc, eϕgc) , (6.43)
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telle que eα (zα) = eαgc (zα). En omettant les barres coorrespondant aux quantite´s centre-guide








∇ lnB + 2ξ
2





































· ∇ lnB − pξ
mΩ
A2 : ∇b̂− pξ
2mΩ
b̂ · ∇ lnB
]
ρ0, (6.44)



































A1 : ∇b̂− pξ
2mΩ











· ∇ lnB + 1
2
1 + ξ2












b̂ · ∇ lnB
]
ρ0. (6.45)
On remarque que l’expression de T−1gc p = pepgc correspond bien a` celle du vecteur p de la

















∇ lnB + ξ2b̂ · ∇b̂
)
≡ pgc, (6.46)
qui est l’impulsion centre-guide moyenne´e pre´sente dans les e´quations de mouvement (3.88)-(3.91)
et en utilisant les notations de [12], pgc = mvgc. Il est aussi facile de calculer(
T−1gc p
)2
= p2 +O (2B) . (6.47)
Enfin, comme la base (epgc, eξgc, eϕgc) doit rester orthogonale 3, on ve´rifie a` partir des expressions :





Les composantes Kigc et Dijgc deviennent
νlgc (z) ≡ T−1gc νl =νl (z)− BGα1
∂νl
∂zα
+ . . . , (6.49)
νtgc (z) ≡ T−1gc νt =νt (z)− BGα1
∂νt
∂zα
+ . . . , (6.50)
Dlgc (z) ≡ T−1gc Dl =Dl (z)− BGα1
∂Dl
∂zα
+ . . . , (6.51)
Dtgc (z) ≡ T−1gc Dt =Dt (z)− BGα1
∂Dt
∂zα
+ . . . , (6.52)
D×gc (z) ≡ T−1gc D× =D× (z)− BGα1
∂D×
∂zα
+ . . . . (6.53)
2. eϕgc n’est pas requis pour la suite, son expression est donne´e dans l’appendice E.




ψ, θ, p, ξ0
)
et vecteurs de projection
Le vecteur friction T−1gc K et le tenseur diffusion T−1gc D ont donc l’expression suivante en coordonne´es
centre-guide,
Kgc =− νlgcpepgc − νtgceξgc, (6.54)
Dgc =Dlgcepgcepgc +Dtgc (I− epgcepgc) +D×gc (epgceξgc + eξgcepgc) . (6.55)
6.3 Coordonne´es globales
(
ψ, θ, p, ξ0
)
et vecteurs de projection
En utilisant le crochet de Poisson centre-guide (3.87), les vecteurs de projection ∆αgc deviennent,



















+O (2B) . (6.58)
Les vecteurs de projection ∆a ≡ {Xgc, Ia}gc pour les coordonne´es globales Ia ≡
(
ψ, θ, p, ξ0
)
sont
de´duites en utilisant des de´rive´es chaˆıne´es,
∆I
a














































+O (2B) . (6.63)
Ceci fournit une autre approche de calcul des vecteurs de projection de la re´fe´rence [15] qui sont
























. Les produits scalaires ∆I
a
0 ·eα ou` eα ∈ (ep, eξ, eϕ) sont donc inde´pendants






sont aussi inde´pendants de ϕ. Enfin, comme
epgc = ξb̂ +O (B) et eξgc = pb̂ +O (B), on en de´duit










Ceci implique que les composantes en θ des coefficients centre-guide (Kθgc, Dθθgc , Dθψgc , Dθpgc , Dθξ0gc et
leurs coefficients syme´triques) sont d’ordre 2B. Celles-ci sont donc ignore´es par la suite.
4. La projection sur l’angle de gyration ϕ n’est pas ne´cessaire pour e´valuer l’ope´rateur centre-guide moyenne´. Voir
section 6.2.2.
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6.4 Calcul des coefficients centre-guide
En inse´rant les expressions (6.54) et (6.55), les coefficients centre-guide de´compose´s sur les
coordonne´es globales Ia,b ≡ (ψ, p, ξ0) ont pour forme :
Kagc =− νlp 〈epgc ·∆a〉gc − νt 〈eξgc ·∆a〉gc
+ p (ep ·∆a0) 〈Gα1 〉gc
∂νl
∂zα
+ (eξ ·∆a0) 〈Gα1 〉gc
∂νt
∂zα
+O (2B) , (6.70)




























































+O (2B) , (6.71)
ou` zα ≡ (x, p, ξ). Puisque selon les e´quations (3.74)-(3.77), 〈Gα1 〉gc = 0 sauf pour Gξ1, on de´duit les
expressions suivantes,
Kagc =− νlp 〈epgc ·∆a〉gc − νt 〈eξgc ·∆a〉gc










+O (2B) , (6.72)



































































































































+O (2B) , (6.76)
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2 [Dl −Dt] +
(











































































2 [Dl −Dt] +
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+O (2B) , (6.80)
ou` les coefficients νl, νt, Dl, Dt, D× sont exprime´s en coordonne´es centre-guide.
6.5 Approximation « orbite fines »
Une approximation possible est que l’excursion radiale |δψ| est petite devant ψ. Au dela` de la
simplification des coefficients, cette approximation donne des proprie´te´s inte´ressantes a` l’ope´rateur







ou` R de´signe le grand rayon et ε ≡ r/R est l’inverse du rapport d’aspect local. Cette condition sera
remplie si BqψR/r = qψρL/r  1 pour un plasma de tokamak, car la longueur caracte´ristique de
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gradient vaut alors LB ' R. En divisant par le petit rayon du plasma a et pour qψ ∼ 1 dans la




ou` ρ∗ ≡ ρL/a de´signe le rayon de Larmor normalise´ de la particule. Cette approximation n’est donc
pas valide dans la re´gion radiale correspondant a` r ∼ ρL. Comme le nombre de particules dans cette
re´gion est faible par rapport a` la population totale, l’e´volution peut alors eˆtre de´crite en utilisant
par exemple un code de type Monte-Carlo, en effectuant un raccord avec les re´sultats obtenus dans
l’approximation « orbites fines ».


































































































ou` νl, νt, Dl, Dt et D× sont fonction des coordonne´es centre-guide. Ces coefficients ont des contribu-
tions de´pendant explicitement de la non-uniformite´ magne´tique (termes en B) et des contributions
« ne´oclassiques » (termes en ψ) bien se´pare´es dans l’approximation « orbites fines ». En particulier,
le couplage entre coordonne´e radiale ψ et espace des vitesses (p, ξ0) est duˆ uniquement a` l’existence
d’une de´viation radiale δψ du centre-guide le long de son orbite. La limite « largeur nulle » (ψ = 0,
ψ = ψ et ξ0 = ξmin de´fini dans le chapitre 2), les coefficients prennent la forme, au premier ordre























































avec Kψgc, Dψψgc , Dpψgc , Dψξmingc et leurs coefficients syme´triques qui sont d’ordre 2B. Enfin, dans la
limite d’un champ magne´tique a` torsion nulle 5 λgc = pξ/ (mΩ) b̂ ·∇× b̂ = 0 (comme une ge´ome´trie
5. On note qu’une condition suffisante pour avoir δψ = 0 et λgc = 0 quelle que soit l’orbite dans une ge´ome´trie
axisyme´trique constitue´e de surfaces de flux emboˆıte´es est d’avoir un champ toro¨ıdal nul (Bφ = 0). C’est aussi une
condition ne´cessaire, si l’on excepte les orbites stagnantes (ξ = 0).
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6.6 Coefficients centre-guide avec un fond isotrope
Dans le cas ou` la distribution de fond est isotrope dans l’espace des vitesses (fs′ = f
[0]
s′ (x, p)),
les expressions des coefficients locaux (6.4) et (6.5) sont re´duits aux termes d’ordre ze´ro dans la
de´composition de Legendre :
K =− ν[0]l (x, p) pep, (6.92)
D =D[0]l (x, p) epep +D
[0]
t (x, p) (I− epep) . (6.93)
Les indices correspondant a` la de´composition sont donc omis par la suite, et on reprend les expres-














































































2 [Dl −Dt] +
(
















2 [Dl −Dt] +
(
1− ξ2)λgc [Dl −Dt])]+O (2B) , (6.99)
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ou` les coefficients νl (x, p), Dl (x, p), Dt (x, p) sont exprime´s en coordonne´es centre-guide. On re-
trouve donc les coefficients de la re´fe´rence [15]. De meˆme, en appliquant l’approximation « orbites


















































ou` les coefficients νl (x, p), Dl (x, p), Dt (x, p) sont exprime´s en coordonne´es centre-guide. Ici aussi,
les coefficients co¨ıncident avec [15]. En plus des contributions se´pare´es de la non-uniformite´ magne´tique
et de la largeur d’orbite finie indique´es dans la section 6.4, chaque coefficient pre´sente une seule
contribution locale : soit longitudinale (fonction des coefficients locaux νl, Dl) soit transverse (fonc-
tion de Dt). La transformation centre-guide n’introduit donc pas de couplage entre directions pa-
ralle`les a` p et transverses dans l’approximation « orbites fines ».
6.7 Re´sume´ du chapitre
Dans ce chapitre, l’expression de l’ope´rateur collision local (chapitre 5) est utilise´e pour le calcul
d’un ope´rateur centre-guide comprenant des termes explicites anisotropes dans la direction paralle`le
aux lignes de champ. Cet ope´rateur est exprime´ sur le syste`me de coordonne´es global
(
ψ, θ, p, ξ0
)
de´fini dans le chapitre 2. Deux cas de simplification sont examine´s : l’approximation « orbites fines »,
ou` l’excursion radiale de l’orbite du centre-guide est faible par rapport a` la surface ψ et l’ope´rateur
correspondant a` un fond d’interaction isotrope. Ces cas limites sont aussi utilise´s dans le cadre de
la moyenne sur les orbites de centre-guide de l’ope´rateur collision (chapitre 7).
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Chapitre 7
Dynamique moyenne´e sur les orbites
Dans ce chapitre, l’e´quation Fokker-Planck centre-guide est moyenne´e sur les orbites de centre-
guide afin d’obtenir une e´volution inde´pendante de l’angle polo¨ıdal θ. Cette re´duction de l’espace
des phases est effectue´e dans l’approximation de faible collisionnalite´ (le centre-guide a le temps
de parcourir une orbite comple`te avant de subir une de´viation due a` une collision). Des expres-
sions simplifie´es dans l’approximation « orbite fines » expose´e dans le chapitre 6 sont obtenues et
fournissent une forme conservative pour l’ope´rateur collision moyenne´. La dynamique pour le cas
particulier d’un fond isotrope dans l’espace des vitesses permet d’exprimer l’ope´rateur en termes
de coefficients d’orbite, moyennes inde´pendantes de la distribution de fond. Enfin, un calcul du
courant « bootstrap » est pre´sente´ dans la limite de Lorentz.
7.1 Approximation de faible collisionnalite´
Dans les coordonne´es centre-guide 1
(
ψ, θ, p, ξ0
)
, la fonction de distribution centre-guide
F
(
t, ψ, θ, p, ξ0, σ
)
a une e´volution temporelle selon une e´chelle de temps longue τ telle que de´crite








= cCgc [F ] . (7.1)
ou` τ et c ≡ LB/λν de´signent respectivement les e´chelles de temps d’e´volution de la fonction
de distribution et l’e´chelle de temps collisionnelle. Dans un re´gime faiblement collisionnel, le libre
parcours moyen λν est grand devant la longueur caracte´ristique de gradient du champ magne´tique
LB (c  1). C’est le re´gime ne´oclassique, qui implique que le centre-guide a le temps d’effectuer
une orbite comple`te, explorant la totalite´ de la topologie magne´tique, avant de subir l’effet des
collisions a` faible angle discute´es dans le chapitre 5. Sur un temps long compare´ a` la pe´riode





qui permet de de´duire que la distribution F ≡ F (0) (ψ, p, ξ0, σ) est inde´pendante de θ. L’e´quation
















montrant que la distribution e´volue sur l’e´chelle de temps des collisions : τ = c.
1. Dans tout ce chapitre, les coordonne´es sont conside´re´es comme centre-guide sauf mention du contraire.
7. Dynamique moyenne´e sur les orbites
7.2 Ope´rateur collision moyenne´
7.2.1 Jacobien d’orbite et moyenne d’orbite
A partir des e´quations du mouvement e´tablies dans le chapitre 3 pour les centres-guide, l’e´volution
temporelle de l’angle polo¨ıdal est calcule´e, au premier ordre en B :















































+ b̂ · ∇b̂
)]
. (7.4)





Le jacobien total qui provient du jacobien centre-guide (3.84) est donc exprime´ en fonction de θ˙ :





) 1∣∣∣θ˙∣∣∣ [1 +O (ψB)] , (7.5)

















L’ope´ration de moyenne sur l’orbite de´crite dans le chapitre 2 devient







· · · . (7.8)









Pour l’ope´ration de moyenne correspondante,









· · · , (7.10)
et l’on retrouve l’e´le´ment d’inte´gration correspondant a` un mouvement du centre-guide paralle`le a`
la ligne de champ, de distance e´le´mentaire dl ≡ (B/Bθ) dθ.
7.2.2 Ope´rateur collision moyenne´
L’ope´rateur collision calcule´ dans le chapitre 6 devient












7.2. Ope´rateur collision moyenne´
ou` Ia ≡ (ψ, p, ξ0) de´signe les invariants du mouvement. Comme il a e´te´ e´tabli dans le chapitre 6, il
n’y a pas de composante en θ car les coefficients correspondants sont d’ordre 2B dans la transfor-



















































































L’ope´rateur collision moyenne´ a donc un terme en divergence et un terme line´aire. De plus, comme


















en ne´gligeant les termes d’ordre ψB (approximation orbites fines ψ  1). Une structure de type
Fokker-Planck est donc retrouve´e dans l’approximation orbite fine, et les coefficients de l’ope´rateur
collision moyenne´ correspondant sont tout simplement les moyennes des coefficients centre-guide
respectifs.
7.2.3 Forme conservative pour l’ope´rateur diffe´rentiel
Pour des applications nume´riques, la partie diffe´rentielle de l’ope´rateur collision moyenne´ (7.13)






























ou` Sψ de´crit le flux des centre-guides a` travers les surfaces de flux magne´tique et (Sp, Sξ0) repre´sentent




















































































≡ ‖∇ψ‖0 (ψ) ou` ‖∇ψ‖0 (ψ) ≡ ‖∇ψ‖ (ψ, θ0(ψ)) est de´finie comme
la valeur du gradient de flux ‖∇ψ‖ = RBP a` l’angle polo¨ıdal θ0(ψ) ou` l’amplitude du champ
magne´tique
B (ψ, θ0(ψ)) ≡ B0(ψ) (7.24)




assure ainsi que SψL a la dimension d’un flux dans l’espace des confi-
gurations. Lorsque la forme en conservation de flux de´crite dans l’e´quation (7.20) est imple´mente´e
nume´riquement en utilisant une discre´tisation a` deux grilles (avec la distribution sur une demi-
grille) [26], cela donne un sche´ma nume´rique dans lequel les conditions aux bords internes sont
intrinse`quement ve´rifie´es [14].
7.3 Cas d’un fond isotrope dans l’approximation « orbites fines »
Pour un fond isotrope, les distributions de fond respectives ne de´pendent que de (ψ, p′) dans
l’espace local (l’inde´pendance en θ est toujours assure´e par l’hypothe`se de faible collisionnalite´).
Comme fs′ ne de´pend pas de ξ, la de´composition en polynoˆmes de Legendre de l’e´quation (5.43) a
des harmoniques nulles : f [0]s′ = fs′ et f
[`]
s′ = 0 pour ` ≥ 1. Les coefficients de collision ne de´pendent
donc eux aussi que de (ψ, p).
7.3.1 De´calage de grille
Dans l’approximation « orbites fines » (ψ  1), un de´veloppement de Taylor sur la coordonne´e
ψ ≡ ψ + ψδψ est effectue´e :
ν
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+ . . . , (7.25)
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+ . . . , (7.26)
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+ . . . , (7.27)





pourrait aussi eˆtre effectue´e autour de la valeur moyenne 〈ψ〉O. Pour les particules pie´ge´es, 〈ψ〉O =
ψ, donc les deux valeurs sont identiques, mais l’expansion sur la moyenne est plus pre´cise pour les





une grille a` trois dimensions ; aussi le de´veloppement autour de ψ est pre´fe´rable pour des applica-
tions nume´riques.
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7.3. Cas d’un fond isotrope dans l’approximation « orbites fines »
7.3.2 Coefficients d’orbite
En ne´gligeant les termes d’ordre 2ψ et ψB, les coefficients moyenne´s de collision sont cal-
cule´s en utilisant les e´quations (6.100)-(6.104) et (7.25)-(7.27). Cela donne, en de´finissant Ψ ≡

























































+O(2B, 2ψ, Bψ), (7.30)
















Dt +O(2B, 2ψ, Bψ), (7.32)




. Les coefficients suivants doivent eˆtre calcule´s :































































avec ξ2 = 1−Ψ−1 (1− ξ20) d’apre`s l’e´quation (2.43).
Dans le cas isotrope, les moyennes sont donc effectue´es inde´pendamment du calcul des coeffi-




et non sur la trajectoire entie`re du
centre-guide, ce qui re´duit le calcul de l’ope´rateur collision moyenne´ aux e´quations (7.25)-(7.27)
et (7.33). Il est a` noter aussi que δψ(0) = 0 pour les orbites pie´ge´es.
Les effets d’orbite finie peuvent eˆtre ne´glige´es dans le calcul des coefficients moyenne´s δψ(0),
δψ(0)†, δψ
(0)
, λ(0)gc , and λ
(0)†
gc (7.33) car ils apparaissent a` l’ordre 2ψ ou Bψ dans les e´quations (7.28)-
(7.32). En effectuant la limite ψ˜ → ψ, l’ope´ration de moyenne sur l’orbite (2.56) devient [11] :




















θ de´signe la longueur d’une ligne de champ sur un cycle polo¨ıdal. La somme












7. Dynamique moyenne´e sur les orbites
est le temps d’orbite normalise´ dans la limite « largeur nulle » 2. Par extension, les quantite´s sui-

























de telle fac¸on que λ0,0,0 = λ, Λ0,0 = Λ et λk,l,m(ψ,±1) = 1. Ici, R0(ψ) = R(ψ, θ0) ou` θ0(ψ) a e´te´
de´fini dans l’e´quation (7.24). En utilisant (7.34) et δψ = pξBφ/(eB) de la de´finition (2.42), puisque
Bφ est fonction seulement de ψ, les coefficients lie´s a` la largeur d’orbite ont la forme suivante :
δψ(0) = H






















7.3.3 Coefficients pour la forme conservative de l’ope´rateur collision
Dans l’approximation « orbites fines », les coefficients de friction et de diffusion (7.22)-(7.23)
peuvent eˆtre e´value´s explicitement a` partir de l’ope´rateur centre-guide, en ne´gligeant les termes
d’ordre 2B, 
2













































DψψL = O(2B, 2ψ, Bψ), (7.42)
Dξ0ξ0L =
[










ou` l’on voit les contributions dues a` la non-uniformite´ magne´tique et celles correspondant aux effets
ne´oclassiques. De plus, a` l’ordre le plus bas l’ope´rateur collision dans la limite « orbites de largeur






7.4 Courant « bootstrap » dans la limite de Lorentz
Le formalisme presente´ dans ce chapitre peut eˆtre valide´ en calculant le courant « bootstrap »
dans la limite de Lorentz (voir chapitre 5), un re´sultat analytique qui est pre´sent dans la litte´rature
scientifique [42, 24].
2. Dans cette limite, τO → Λλ/ (v |ξ0|).
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7.4. Courant « bootstrap » dans la limite de Lorentz
7.4.1 Distribution centre-guide dans la limite de Lorentz
Dans la limite de Lorentz ei/ee ≡ Z  1, les coefficients de l’ope´rateur collision local (6.2)-(6.3)
sont re´duits a` Dt = νeip2/2 pour la direction transverse (νei de´signant la fre´quence de collision
e´lectron-ion) alors que les coefficients longitudinaux ν et Dl sont ne´glige´s. L’ope´rateur collision


























Dt +O(2B, 2ψ, Bψ).
(7.45)












































Si l’on effectue un de´veloppement F (0) = F0 + ψF1 avec ψ ∼ B  1, on obtient a` l’ordre le









Il vient imme´diatement F1 = 0 pour les orbites pie´ge´es ou` δψ(0) = 0.












1−Ψ−1〉O de telle fac¸on que l’e´quation (7.48) peut eˆtre inte´gre´e formellement en utili-
sant (7.38), ce qui donne l’expression








[|ξ0| − ξ0T (ψ)] I (ψ, |ξ0|) . (7.50)









λ(ψ, ξ′0) (1−∆/ξ′20 )
. (7.51)
L’e´quation au premier ordre en Z−1 montre que F0 est une maxwellienne de tempe´rature T et




]3/2 e−p2/(2mT (ψ)), (7.52)

















7. Dynamique moyenne´e sur les orbites
7.4.2 Courant « bootstrap »
Le courant « bootstrap » est de´fini comme la densite´ de courant moyenne´e sur une surface de flux
obtenue en pre´sence de collisions. Il est calcule´ ici dans l’approximation de grand rapport d’aspect
et l’approximation « orbites fines ». Ceci impose des bornes au domaine radial d’observation. En
effect, r doit eˆtre suffisamment petit pour que ε ≡ r/R  1 mais assez grand pour que ψ ≡
δψ/ψ ∼ Bqψ/ε  1, soit ρLqψ/r  1 (puisque LB ∼ R dans cette approximation). Le domaine
de validite´ est donc, en divisant par le petit rayon du plasma a : ρ∗  r/a  ε−1p , ou` ρ∗ ≡ ρL/a
est le rayon de Larmor normalise´, ε−1p ≡ Rp/a de´signe le rapport d’aspect global de la machine
et qψ ∼ 1 au centre du plasma. Pour Tore Supra [44], ρ∗ ∼ 10−2 et ε−1p ∼ 3. Pour ITER [20],
ρ∗ ∼ 10−3 pour un rapport d’aspect similaire. Dans la pratique, le mode`le utilise´ sera donc valable
pour r/a ≤ ε−1p /10 ' 0, 3.
Ici, l’e´chelle ε ∼ 1/2B est donc prise de telle fac¸on que B  ε, ψ  1. Ainsi, la moyenne sur

























F (0)(t, ψ, p, ξ0) (7.54)
ou` ψ est fonction de (ψ, θ, p, ξ0). F (0) = F0 + ψF1 est ainsi de´veloppe´e selon l’expansion ψ =
ψ − ψδψ de telle fac¸on que
F (0)(t, ψ, p, ξ0) = F0(t, ψ, p) + ψ
[
F1(t, ψ, p, ξ0)− δψ∂F0
∂ψ
(t, ψ, p, ξ0)
]
(7.55)
Puisque ∂F0/∂ξ0 = 0, le terme dominant de l’e´quation (7.55) disparaˆıt dans l’approximation
a` grand rapport d’aspect pour laquelle B0
(
ψ
) ' B0 (ψ) et Bφ ' B/R. Ainsi, le courant (7.54)
devient














f˜(t, ψ, p, ξ0) + g(t, ψ, p, ξ0)
)
(7.56)
ou` l’e´le´ment de surface polo¨ıdal a e´te´ substitue´ ; dSφ/dψ = Λ1,−1(ψ)/(R0B0). Les quantite´s sui-
vantes sont aussi de´finies,
f˜(t, ψ, p, ξ0) ≡ −〈δψ〉O¯
∂F0
∂ψ
(t, ψ, p, ξ0),
g(t, ψ, p, ξ0) ≡ F1(t, ψ, p, ξ0),
(7.57)
avec la moyenne sur la direction polo¨ıdale,










· · · . (7.58)
La moyenne 〈δψ〉O¯ est e´value´e en utilisant les de´finitions (7.36)-(7.37) et en substituant l’e´quation (7.50),
l’on obtient














H [|ξ0| − ξ0T (ψ)] I (ψ, |ξ0|) .
(7.59)




















3. Voir l’e´quation (I.3) pour la de´finition (Appendice I)
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7.5. Re´sume´ du chapitre
Ainsi, le courant « bootstrap » dans la limite de Lorentz prend la forme suivante :









ou` est introduite la fraction effective de particules pie´ge´es,









λ2,1,−1ξ0 − σ Λ1,0
Λ1,−1
H [|ξ0| − ξ0T (ψ)] I (ψ, |ξ0|)
)
. (7.62)
7.4.3 Cas particulier de surfaces de flux circulaires concentriques
Pour des surfaces de flux circulaires concentriques ψ (r), dψ/dr = RpBP ou` BP (r) de´signe le
champ polo¨ıdal e´value´ pour R = Rp, et l’on peut exprimer l’e´quation (7.61) de la fac¸on suivante [42] :





















1− ε ' Λ (1 + ε) ,
(7.64)











Ainsi, pour des surfaces de flux circulaires concentriques, la fraction effective de particules pie´ge´es
devient





dξ0ξ0σH [|ξ0| − ξ0T (r)] I (r, |ξ0|) , (7.66)
et l’inte´grale I (7.51) a une expression familie`re [42, 24],





λ(r, ξ′0) (1−∆/ξ′20 )
. (7.67)
Une inte´gration nume´rique [46, 14] montre que
lim
ε→0
F efft (r) = 1.46
√
ε+O (ε) , (7.68)
et le re´sultat de Rosenbluth [42] est retrouve´.
7.5 Re´sume´ du chapitre
Dans ce chapitre, l’ope´rateur centre-guide obtenu dans le chapitre 6 est moyenne´ sur les or-
bites de centre-guide dans l’approximation de faible collisionnalite´, permettant une description de
l’e´volution de la distribution moyenne´e inde´pendante de l’angle polo¨ıdal θ. L’approximation « or-
bites fines » (chapitre 6) permet d’exprimer l’ope´rateur sous forme conservative. Dans le cas d’un
ope´rateur a` fond isotrope, on obtient des coefficients de collision comportant des coefficients d’or-
bite inde´pendants de la distribution de fond qui contiennent entie`rement la dynamique moyenne´e.
Enfin, le calcul explicite du courant « bootstrap » dans la limite de Lorentz pre´sente´ correspond





Dans le cadre de l’e´volution du code cine´tique LUKE de´die´ a` la ge´ne´ration de courant dans
les tokamaks, un travail rigoureux sur le plan mathe´matique a e´te´ entrepris afin de prendre en
compte les effets ne´oclassiques dont le roˆle doit eˆtre important dans les plasmas de fusion, lorsque
la pression cine´tique devient e´leve´e. Le formalisme des transforme´es de Lie (chapitre 3) a fourni le
cadre ne´cessaire pour atteindre cet objectif, a` savoir obtenir une expression explicite de l’e´quation de
Fokker-Planck centre-guide, qui posse`de les proprie´te´s requises pour une imple´mentation nume´rique
aise´e. Notamment, le syste`me de coordonne´es utilise´es co¨ıncide avec celui de la version actuelle de
LUKE dans la limite classique (orbite de largeur nulle), ce qui e´vite une re´e´criture comple`te du code
pour prendre en compte ces nouveaux effets dans le cas ge´ne´ral. En d’autres termes, le syste`me de
coordonne´es classiques a e´te´ ge´ne´ralise´ a` un syste`me d’invariants globaux (chapitre 2) permettant
une caracte´risation univoque des orbites de centre-guide. A noter qu’une description angle-action
plus traditionnelle, telle que celle employe´e par Bernstein et Molvig [6] n’a pas e´te´ adopte´e, car les
coordonne´es correspondantes ne sont pas adapte´es au calcul nume´rique, n’ayant pas d’expression
analytique simple. Par ailleurs, le syste`me de coordonne´es choisi permet d’e´tendre les capacite´s du
code LUKE a` l’e´tude de la dynamique de particules dans une configuration magne´tique dipolaire ,
tant pour la validation du code lui-meˆme que pour une usage consacre´ a` la physique des plasmas de
l’espace. En effet, l’absence de champ magne´tique toro¨ıdal fait que les diverses contributions dues
a` la non-uniformite´ magne´tique s’annulent et le flux magne´tique polo¨ıdal est alors un invariant
naturel du proble`me.
De plus, concernant la dynamique dans un champ magne´tique dipolaire et dans le cadre du
formalisme conside´re´, les pe´riodes d’orbites et de pre´cession des centres-guides ont e´te´ calcule´es
explicitement (chapitre 4), ce qui constitue un travail original, celles-ci e´tant de´termine´es jusqu’a`
pre´sent a` partir de re´gressions nume´riques [21].
Apre`s avoir revisite´ les calculs de l’ope´rateur de collision dans diverses limites (chapitre 5),
l’application de la transforme´e de Lie a permis d’obtenir un ope´rateur de collision centre-guide
relativiste pour une distribution de particules de fond pouvant eˆtre anisotrope (chapitre 6). Ce
re´sultat est particulie`rement important pour le calcul pre´cis du courant circulant dans le plasma.
Dans la limite de faible collisionalite´, il est possible d’effectuer une moyenne supple´mentaire sur
les orbites (chapitre 7), ce qui conduit a` la formulation explicite a` trois dimensions de l’e´quation
de Fokker-Planck relativiste. Dans le cas ge´ne´ral - orbites larges -, l’e´quation n’a pas une forme
conservative. Cependant, le terme line´aire ne constitue probablement pas une difficulte´ nume´rique
significative, tant qu’il reste faible par rapport aux autres termes, ce qui est probablement le cas,
puisque dans la limite des orbites fines, celui-ci est nul a` l’ordre le plus bas. Il est donc peu probable
qu’il soit a` l’origine d’une instabilite´ nume´rique meˆme en e´tant traite´ de manie`re explicite.
Dans la limite « orbite fine », l’e´quation de Fokker-Planck retrouve une forme conservative
analogue a` celle de l’approche classique (orbite de largeur nulle), ce qui garantit un traitement
nume´rique aise´, graˆce a` une discre´tisation sur une double grille (flux et fonction de distribution) [14].
A noter que dans cette limite, la frontie`re entre les particules circulantes et celles pie´ge´es est
inde´pendante de l’e´nergie, et ne de´pend que de la coordonne´e de position caracte´risant l’orbite,
malgre´ la nature non-locale de celle-ci.
8. Conclusion
Le calcul effectue´ permet de de´crire la tre`s grande majorite´ des orbites dans un plasma de
tokamak (circulantes et pie´ge´es), mais il ne prend pas en compte les orbites exotiques pre`s du
centre du plasma pour lesquelles la frontie`re entre les diffe´rents types est conside´rablement plus
complexe [17]. Ces orbites entrent en jeu lorsque l’excursion radiale est de l’ordre du petit rayon
du plasma. En utilisant l’expression de la largeur d’une orbite « banane » [23] ∆r ' ρLqψ/
√
ε,
la relation r & ∆r donne une contrainte infe´rieure sur l’inverse du rapport d’aspect local : ε ≡
r/R & (Bqψ)2/3. La borne infe´rieure du petit rayon normalise´ est donc r/a & (Bqψ)2/3 /εp en
utilisant l’inverse du rapport d’aspect εp ≡ a/R0. Cette formule de´pendant du rayon de Larmor,
la frontie`re sera plus importante pour les ions. A` titre d’exemple, pour un plasma de deute´rium
a` une tempe´rature ionique et e´lectronique de 10 keV et dans un champ magne´tique de 5.3 Teslas,
les rayons de Larmor respectifs donnent ρLe ' 4.5× 10−5m et ρLi ' 2.7× 10−3m. En utilisant les
dimensions d’ITER (R0 ' 6.2m et a ' 2m), on obtient r/a & 2× 10−2 pour qψ ∼ 1. Les re´sultats
sont donc valides dans ce cas pour une re´gion e´loigne´e de l’ordre d’une dizaine de centime`tres
de l’axe magne´tique pour les ions thermiques. Pour les ions e´nerge´tiques re´sultant d’un chauffage
re´sonant ou des re´actions nucle´aires, la contrainte est plus se´ve`re, le rayon de Larmor croissant
comme la racine carre´e de l’e´nergie. Dans ce cas, une approche statistique de type Monte-Carlo
pour cette population est probablement la plus adapte´e compte tenu de la complexite´ topologique
des frontie`res entre les diffe´rents types d’orbites. Pour les e´lectrons, la borne infe´rieure (r/a & 10−3)
est nettement plus faible, donc le calcul effectue´ est valable dans une tre`s large re´gion du plasma.
Enfin, le domaine d’application des calculs est restreint a` la zone des gradients dans un plasma
de tokamak, domaine ou` l’hypothe`se de faible collisionalite´ est en ge´ne´ral valable. Au bord du
plasma, une telle approche n’est probablement plus envisageable car la collisionalite´ est souvent
trop e´leve´e pour effectuer une moyenne e´liminant la de´pendance polo¨ıdale. Dans ce cas, l’e´quation
de Fokker-Planck centre-guide comporte quatre dimensions, et le terme dominant correspond a` la
dynamique paralle`le le long de la ligne de champ, ce qui est un proble`me comple`tement diffe´rent.
La validation ge´ne´rale de la me´thode employe´e est assure´e par le calcul ultime du courant
« bootstrap » qui peut eˆtre effectue´ de manie`re comple`te analytiquement avec l’ope´rateur de collision
de Lorentz dans la limite « orbite fine » (chapitre 7). On retrouve ainsi les re´sultats bien connus
obtenus par Rosenbluth avec une approche distincte [42].
L’ensemble des travaux mene´s constitue une e´tape interme´diaire mais indispensable pour le
calcul de la ge´ne´ration de courant sous l’effet d’un champ e´lectrique statique induit par le circuit
primaire d’un tokamak (re´gime Ohmique), ou oscillant (onde radio-fre´quence, re´gime non-inductif).
Un calcul analogue employant le meˆme syste`me de coordonne´es et le meˆme formalisme des trans-
forme´es de Lie pour les ope´rateurs de´crivant les interactions entre les particules et les champs
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Introduction a` la fusion
A.1 Les plasmas de fusion et les tokamaks
A.1.1 La re´action de fusion
C’est une proprie´te´ bien connue que la masse des noyaux atomiques est infe´rieure a` la somme des
masses des protons et neutrons (appele´s « nucle´ons ») les constituant [2]. Ceci est duˆ a` l’inte´raction
forte qui, a` petite e´chelle (moins de 10−15m), contrebalance l’effet de re´pulsion coulombienne et
assure la cohe´sion du noyau. Ce de´faut de masse est e´quivalent a` une e´nergie de liaison obtenue
en multipliant par le carre´ de la vitesse de la lumie`re selon la formule d’Einstein E = mc2. Cette
e´nergie de liaison varie de 1 a` 9 MeV (voir figure A.1) et atteint un maximum par nucle´on lie´ a` la
difficulte´ croissante avec l’augmentation du nombre de protons a` contrecarrer la force de Coulomb.
De plus en plus de neutrons sont ne´cessaires pour garder la cohe´rence du noyau a` grand nombre
de nucle´ons, ce qui rend celui-ci propice a` la fission en plusieurs noyaux plus stables. L’e´nergie
de liaison exce´dentaire est ainsi relaˆche´e et c’est le principe utilise´ dans les centrales nucle´aires
classiques actuelles. De fac¸on alternative, le rapprochement de noyaux atomiques de faible masse
de fac¸on a` vaincre la re´pulsion coulombienne permet une re´action de fusion produisant un noyau
de nume´ro atomique supe´rieur.
Comme il est montre´ dans la figure A.1, les e´nergies mises en oeuvre pour la fusion des isotopes
de l’hydroge`ne de´passent d’un facteur dix celles de la fission de l’uranium en e´le´ments plus le´gers.
C’est le processus dominant au sein des e´toiles, ou` la gravite´ permet de maintenir les conditions
de tempe´rature et de pression ne´cessaires pour vaincre la re´pulsion colombienne entre les noyaux
d’hydroge`ne positifs. Ces conditions n’e´tant pas reproductibles sur Terre, les programmes civils de
recherche sur la fusion ont pour ambition de de´velopper des moyens alternatifs pour re´aliser des
re´actions de fusion.
La re´action pre´sentant la plus grande section efficace (repre´sente´e dans la figure A.2) dans les




1T → 42He + 10n, (A.1)
qui donne un noyau d’he´lium d’e´nergie 3,56 MeV et un neutron d’e´nergie 14,03 MeV. Les re´actifs
posse`dent l’avantage d’eˆtre abondants dans la nature dans le cas du deute´rium (« eau lourde »,
pre´sente dans l’eau de mer) ou facilement synthe´tisables dans le cas du tritium a` partir du lithium 6








0n → 31T + 42He + 10n. (A.3)
Celles-ci permettent de re´utiliser les neutrons produits dans la re´action de fusion et de produire
une partie des combustibles sur place.
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Figure A.1 – E´nergie de liaison d’un noyau atomique en fonction du nombre de nucle´ons, obtenue
a` partir des masses atomiques [2]. Les e´le´ments plus le´gers que le fer seront plus propices a` la fusion,
les e´le´ments plus lourds a` la fission.
Figure A.2 – Section efficace de plusieurs re´actions de fusion en fonction de la tempe´rature. Les
tempe´ratures recherche´es des particules dans un plasma de fusion de laboratoire sont de l’ordre de
10 keV.
A.1.2 Confinement d’un plasma de fusion
A.1.2.1 Crite`re de Lawson
Afin de maximiser la probabilite´ de re´action de fusion entre deux noyaux et d’isoler thermi-
quement les re´actifs, le plasma doit eˆtre confine´. Pour une re´action a` deux espe`ces, la puissance
volumique perdue Ppertes par agitation thermique est calcule´e en utilisant la densite´ e´lectronique ne
et les densite´s des noyaux re´actifs n1 et n2, porte´es a` la tempe´rature de re´action Tr en e´lectron-volts.
La densite´ d’e´nergie stocke´e sous forme d’agitation thermique donne´e par les lois de la thermody-





La puissance volumique produite par une re´action de fusion Pr est obtenue a` partir de l’e´nergie
libe´re´e Er pour une re´action et 〈σv〉 la moyenne du produit entre la section efficace et la vitesse
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relative entre les noyaux,
Pr = Ern1n2 〈σv〉 . (A.5)
Le crite`re de Lawson exprime que la puissance produite par les re´actions de fusion doivent exce´der
les pertes par agitation thermique : Pr > Ppertes. Dans le cadre d’une re´action deute´rium-tritium
d’abondance identique n1 = n2 = ne/2 Ainsi, la densite´ e´lectronique ne et le temps de confinement
τE doivent satisfaire une condition de´pendant de la tempe´rature Tr,
neτE > 12
Tr
Er 〈σv〉 , (A.6)
qui vaut environ1014 s cm−3 pour Tr ∼ 10 keV (voir figure A.2).
A.1.2.2 Me´thodes de confinement
Deux me´thodes principales ont e´te´ explore´es afin d’obtenir ce confinement :
– La fusion par confinement inertiel vise une haute densite´ (ne ∼ 1026 cm−3) pour un confi-
nement tre`s court (τE ∼ 10−11 s). Le plasma est cre´e´ a` partir d’un glac¸on de D-T comprime´
par des lasers a` haute e´nergie ou par striction magne´tique. Elle est spe´cialement adapte´e pour
les simulations d’explosions de bombes thermonucle´aires, aussi les applications militaires sont
tre`s de´veloppe´es dans ce domaine. Un exemple de machine est le Laser Me´jajoule (Bordeaux,
France).
– La fusion par confinement magne´tique cherche un temps de confinement e´leve´ (τE ∼
10− 103 s), utilisant la dynamique de gyration d’une particule charge´e autour d’une ligne de
champ magne´tique. La faible densite´ du plasma (ne ∼ 1014 cm−3) permet de re´duire l’effet
du transport induit par les collisions. Les machines utilisant cette me´thode consistent en une
chambre de plasma entoure´e de bobines magne´tiques. Des exemples incluent les configuration
tokamak, qui sont expose´es plus loin.
Pour assurer le confinement en trois dimensions des particules charge´es, on peut montrer que la
configuration magne´tique la plus simple doit eˆtre topologiquement e´quivalente a` un tore. Ceci est
duˆ au libre parcours moyen entre deux collisions λν , qui peut eˆtre calcule´ en effectuant le rapport de
la fre´quence caracte´ristique de collision ν et la vitesse thermique vth =
√
T (eV) /m d’une particule
de plasma. En utilisant les expressions de la re´fe´rence [25] dans le cas d’une population ionique et
e´lectronique a` l’e´quilibre thermique, les fre´quences ionique et e´lectroniques ont pour forme
νe =2.9× 106n ln ΛT−3/2e sec−1, (A.7)
νi =4.8× 108n ln ΛT−3/2e sec−1, (A.8)
ou` ln Λ ∼ 10 − 20 est le logarithme coulombien aborde´ plus en de´tail dans le chapitre 5. Aux
densite´s et tempe´ratures (n ∼ 1020m−3, T ∼ 10keV) cite´es pour le confinement magne´tique, le
libre parcours moyen devient
λνe =2.4× 104 m, (A.9)
λνi =3.4× 104 m. (A.10)
Cette distance est bien supe´rieure a` l’e´chelle des machines expe´rimentales (de l’ordre du me`tre),
les lignes de champ magne´tiques doivent donc eˆtre replie´es sur elles-meˆmes pour permettre aux
particules Dans la pratique, le champ magne´tique est cre´e´ avec deux composantes : un champ
toroidal, ge´ne´re´e par des bobines entourant la chambre torique et un champ poloidal qui peut
provenir de diffe´rentes sources. Le re´sultat est une configuration he´lico¨ıdale, les lignes de champ
s’enroulant le long d’une surface de flux magne´tique.
En 1950, Lyman Spitzer invente le concept de stellarator qui consiste a` cre´er le champ poloidal
en tordant les bobines toroidales de fac¸on a` avoir un plasma en forme de bande toroidale enroule´e.
Outre la complexite´ de la configuration magne´tique, les intrusions d’impurete´s dans ce type de
machines sont importantes. La leve´e du secret de´fense sur les recherches en fusion puis l’annonce lors
de la troisie`me confe´rence de l’IAEA en 1968 de re´sultats encourageants sur la machine sovie´tique
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T-4 ouvre l’e`re des tokamaks (тороидальная камера с магнитными катушками, ou chambre
toroidale avec bobines magne´tiques). Ici, le champ magne´tique poloidal est cre´e´ par le plasma lui-
meˆme, en ge´ne´rant un courant dans la direction toroidale. Les tokamaks existent sous de formes
tre`s varie´es, allant des tokamaks sphe´riques (MAST) aux plasmas a` section circulaire (Tore Supra)
ou a` tre`s forte triangularite´ (D-IIID).
A.1.2.3 Rendement e´nerge´tique





appele´ facteur de qualite´, entre la puissance produite Pr par les fusions entre noyaux et la puissance
injecte´e dans le plasma Pext soit supe´rieur a` 1. Si la puissance de fusion suffit a` entretenir les
re´actions conse´cutives, Q devient infini : c’est l’ignition, le plasma ne ne´cessitant plus d’apport
externe d’e´nergie. Un re´acteur industriel cherche a` maximiser ce rendement, afin de pouvoir rivaliser
en efficacite´ e´nerge´tique avec les me´thodes actuelles de production d’e´nergie. L’atteinte d’un facteur
Q = 10 est un des buts de la machine expe´rimentale ITER.
Figure A.3 – Repre´sentation sche´matique d’un tokamak. Le champ magne´tique toroidal est assure´
par les bobines situe´es dans le plan polo¨ıdal et une partie du courant est ge´ne´re´e par le sole´no¨ıde
central. Les bobines toro¨ıdales servent a` controˆler la forme du plasma.
A.1.2.4 Cre´ation du champ polo¨ıdal
Pour le bon fonctionnement d’une configuration tokamak, la ge´ne´ration du champ polo¨ıdal est
tre`s importante. Plusieurs sources permettent de fournir le courant ne´cessaire au sein du plasma :
– Un sole´no¨ıde central permet d’introduire un courant par induction, le plasma servant de
secondaire. Comme le courant ohmique ainsi ge´ne´re´ n’est ge´ne´ralement pas suffisant,
– L’utilisation d’ondes radiofre´quence couple´es au plasma a` l’aide d’antennes en utilisant
les re´sonances cyclotroniques (ionique ou e´lectronique) ou par re´sonance cine´tique Landau
(fre´quence hybride) injecte de la puissance et induit un courant supple´mentaire. Enfin,
– Le transport de particules au sein du plasma peut introduire un courant intrinse`que. C’est
le cas du courant « bootstrap », pre´sent lors de forts gradients de pression.
La ge´ne´ration de courant due au transport collisionnel est d’une importance particulie`re pour le




A vector derivation of the combined
gradient and curvature drift
We start here with a particle moving in a static magnetic field B = Bb̂ with velocity v =




= −µ∇B + qv⊥ × b̂, (B.1)
where the two force terms correspond to the “magnetic mirror” effect and the magnetic Lorentz
force. The perpendicular velocity v⊥ is expressed as a gyrokinetic component and a drift velocity:
v⊥ = v⊥0 + vd. (B.2)
The variation of vd is assumed small compared to v‖, i.e. |dvd/dt| 
∣∣dv‖/dt∣∣. The gyrokinetic




= qv⊥0 × b̂, (B.3)




= −µ∇B + qvd × b̂. (B.4)
The cross product of b̂ with the equation gives
mb̂× dv‖
dt













b̂ − (b ·B) vd = Bvd, the





























The Ampere theorem for a magnetic field structure without current is ∇×B = 0, therefore
∇×B = B∇× b̂− b̂×∇B = 0. (B.8)
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b̂× n̂ = b̂×∇B
B
. (B.9)












Finally, using ξ = p‖p =
v‖









Note that in the general case, both gradient and curvature drifts contribute to the particle motion.
Since |dvd/dt| is of a higher order in ξ than
∣∣dv‖/dt∣∣ = v |dξ/dt|. The assumption |dvd/dt| ∣∣dv‖/dt∣∣ we made earlier is therefore consistent.
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Appendix C
Operations on differential forms
In this section, we will consider a vector space V with associated scalar space K and dual vector
space V ∗.
C.1 Wedge or exterior product
For (a, b) ∈ V ∗ × V ∗ two linear forms in the dual vector space V ∗ associated with vector space
V , the wedge product is a bilinear alternate form defined using the tensor product :
a ∧ b = a⊗ b− b⊗ a (C.1)
This operation is associative and anticommutative. Its bilinear alternate property implies :
1. a ∧ a = 0 for all a ∈ V .
2. a ∧ b = −b ∧ a for all (a, b) ∈ V × V .
3. a1 ∧ . . . ∧ ak = 0 if (a1, . . . , ak) ∈ V × . . .× V are linearly dependent.
We will call ∧kV the vector space spanned by vectors of the form a1 ∧ . . . ∧ ak with (a1, . . . , ak) ∈
V × . . .× V . We therefore have ∧0V = K and ∧1V = V . An element of ∧kV is called a k-form. It
is also interesting to note that in three dimensions :
a ∧ b = (a× b)∗ (C.2)
a ∧ b ∧ c = [a · (b× c)]∗ (C.3)
C.2 Interior product
The inner product with G or contraction with respect to G is the application described as
follows (by convention, ∧−1V = 0) :
∧kV → ∧k−1V
ω (G, a1, . . . , ak−1) 7→ (iGω) (a1, . . . , ak−1) (C.4)
It satisfies the following properties :
1. iGf = 0 if f ∈ ∧0V , i.e. if f is a 0-form.
2. iG (a+ b) = iGa+ iGb for (a, b) ∈ ∧kV × ∧lV .
3. iGiH = −iHiG for all (G,H) ∈ V × V , therefore i2G = 0 for all G ∈ V .
4. iG (a ∧ b) = (iGa) ∧ b+ (−1)k a ∧ (iGb) for G ∈ V and (a, b) ∈ ∧kV × ∧lV .
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C.3 Exterior derivative
In a n-dimensional vector space, the dual vector space is also of dimension n. The exterior
derivative is the application described as follows, with k < n :
∧kV → ∧k+1V





dai ∧ da1 ∧ . . . ∧ dak (C.5)
It satisfies the following properties :
1. df = ∇f if f ∈ ∧0V , i.e. if f is a 0-form.
2. d (a+ b) = da+ db for (a, b) ∈ ∧kV × ∧lV .
3. d2 = 0.
4. d (a ∧ b) = (da) ∧ b+ (−1)k a ∧ (db) for (a, b) ∈ ∧kV × ∧lV .
C.4 Examples for V = R3
C.4.1 0-forms f
f∗ = fdz1 ∧ dz2 ∧ dz3 (C.6)




dzα = ∇f (C.8)






















dzα ∧ dzβ = ∇∧ Γ (C.11)
C.4.3 2-forms ω = 12!ωαβdz
α ∧ dzβ with ωβα = −ωαβ

























dz1 ∧ dz2 ∧ dz3 = ∇ · ω (C.14)
C.4.4 Other interesting remarks
For a scalar f , the relation d2 = 0 is the analog to the well-known property :
∇× (∇f) = 0 (C.15)
For a covector Γ, the relation d2 = 0 corresponds to :
∇ · (∇× Γ) = 0 (C.16)
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It is furthermore interesting to note that for the corresponding coordinate vector fields:
i ∂
∂zα
dzβ = δβα (C.17)





Foreword : Coordinate systems
The coordinate systems used in this document are the spherical (ρ, ϑ, ϕ), cylindrical (R,ϕ,Z)
and toroidal (r, θ, ϕ) coordinates. Definition of these coordinates are shown in figure D.1.
D.1 Magnetic field produced by a magnetic dipole
D.1.1 Expression of the magnetic field










This expression is derived from the approximation of the vector potential produced by a coil of






To calculate the magnetic field, we take the curl of the above expression.



















The Laplacian in spherical coordinates reads :


































= 0. Therefore the magnetic field derives from a
scalar potential :


















D. Magnetic dipole dynamics
(a) Spherical coordinates (b) Cylindrical coordinates
(c) Toroidal coordinates
Figure D.1: Coordinate systems used in this document.
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D.1. Magnetic field produced by a magnetic dipole
This ensures we can do a formal analogy with the electric field produced by an electric dipole.




3 (M · r) r− r2M
r5
(D.2)













Bϕ = 0 (D.5)
The field amplitude can be deduced from this expression :




1 + 3 cos2 ϑ (D.6)
D.1.2 Magnetic field gradient
























1 + 3 cos2 ϑ
(D.8)
(∇B)ϕ = 0 (D.9)
D.1.3 Magnetic field line equations



























The integration reference is taken at ρ = ρ0 and ϑ = pi2 . Furthermore, ϑ ∈ ]0, pi[ so sinϑ is




= 2 ln sinϑ
The field line equation can therefore be written as :
ρ = ρ0 sin
2 ϑ (D.10)
The field lines are represented on figure D.2.
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Figure D.2: Magnetic dipole field lines in a cylindrical (R,Z) plane. The blue circle corresponds to
the radius of the Earth in the case of Earth’s magnetic field. Flux ccordinate values are normalized
to the absolute value at Z = 0 and R = RT , i.e. ψ∗ = µ0M4piRT .
D.1.4 Flux coordinate
Here we want to express the magnetic field as :
B = ∇ψ ×∇ϕ
Where ψ is the poloidal flux coordinate and ϕ the normal azimuth angle for spherical (ρ, ϑ, ϕ)












































We see that ψ is constant along the magnetic field lines ρ = ρ0 sin2 ϑ, which is consistent with





Representation of a magnetic flux surface is shown on figure D.3. The expression of the mag-
netic flux can also be calculated using the flux of the magnetic dipole field through the cone










We obtain the same expression as D.11.
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Figure D.3: Magnetic dipole flux surface for ψ = 1.
D.2 Magnetic dipole and single coil magnetic fields in LUKE
coordinates
D.2.1 Single coil field
The aim here is to calculate the field produced by a single magnetic coil, subject to a current
I, with the following equation Γ0 in cylindrical (R,ϕ,Z) coordinates (φ ∈ [−pi, pi] and Rp ≥ 0) :
L = Rp cos (ϕ− φ) Rˆ−Rp sin (ϕ− φ) ϕˆ+ ZpZˆ (D.13)
We therefore have :
dL = Rp sin (ϕ− φ) dφRˆ+Rp cos (ϕ− φ) dφϕˆ (D.14)
Using the cylindrical position vector r = RRˆ+ ZZˆ, we get :
D2 = |r− L|2 = |r|2 + |L|2 − 2r · L = R2 + (Z − Zp)2 +R2p − 2RRp cos (ϕ− φ)


















= −RRp sin (ϕ− φ)
D3






















It is important to note that although ϕ appears in the integrand, the vector potential and
magnetic field do not depend on this coordinate. This is due to the fact that the integrand is











































R (Rp cos (ϕ− φ)−R) cos (ϕ− φ)
D3













Rp −R cos (ϕ− φ)
D3
dφ







(Z − Zp) cos (ϕ− φ)
D3
dφ (D.16)






Rp −R cos (ϕ− φ)
D3
dφ (D.18)
In order to express the single coil magnetic field with respect to the complete elliptic integrals,
we introduce R˜2 = (R+Rp)
2



















1− k2 sin2 φ˜
We apply the transformation to D.16, and the use of periodicity and parity gives :
BR =











1− k2 sin2 φ˜
) 3
2
































Rp +R cos 2φ˜(





























First, we start from the derivation of the following expression :
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d
dφ˜
 k2 sin φ˜ cos φ˜√
1− k2 sin2 φ˜
 = k2 cos2 φ˜− k2 sin2 φ˜√
1− k2 sin2 φ˜
+
k4 sin2 φ˜ cos2 φ˜(




k2 cos2 φ˜− k2 sin2 φ˜+ k4 sin4 φ˜(





1− k2 sin2 φ˜+ k
2 − 1(









































Introducing K and E, the complete elliptic integrals of the first and second kind respectively.





















1− k2 sin2 tdt









1− 2 sin2 φ˜(









 k2 − 2(





























The expressions of the magnetic field become :


































































2 + (Z − Zp)2
(Rp −R)2 + (Z − Zp)2
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2 + (Z − Zp)2
(Rp −R)2 + (Z − Zp)2
=
R2p −R2 − (Z − Zp)2
(Rp −R)2 + (Z − Zp)2












2 + (Z − Zp)2












+ (Z − Zp)2
(
R2p −R2 − (Z − Zp)2















+ (Z − Zp)2
D.2.2 Single coil flux coordinate
Similarly to the dipole field flux coordinate, we want to find ψ so that :
B = ∇×A = ∇ψ ×∇ϕ
Here, we work in cylindrical (R,ϕ,Z) coordinates, therefore ∇ϕ = 1R ϕˆ. Using the cylindrical
expressions of the gradient and curl and taking into account that ∂AR∂ϕ =
∂Aϕ





















From the expression of BR, we can deduce :
ψ = RAϕ + F (R)












We can deduce :
ψ (R,Z) = RAϕ (D.26)








The expression of ψ therefore becomes, using the same transformation R˜2 = (Rp +R)
2
+
(Z − Zp)2, k2 = 4RRpR˜2 and ϕ− φ = 2φ˜− pi :
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1− k2 sin2 φ˜
dφ˜ = −Rµ0IRp
piR˜
 k2 − 2√
1− k2 sin2 φ˜
+ 2
√
1− k2 sin2 φ˜
 dφ˜
We therefore have :
ψ (R,Z) = −µ0IRRp
2piR˜
(
k2 − 2)K (k2)+ 2E (k2)
k2





+ (Z − Zp)2
((






+ (Z − Zp)2
D.2.3 Magnetic dipole field
The magnetic dipole field is the approximation of a single coil field with Rp  1 and Zp = 0.


















This expression can be derived either from D.16 or from D.23. The calculations are given in the









D.2.4 LUKE coordinates for the magnetic equilibrium
The LUKE coordinates are the standard toroidal (r, θ, ϕ) coordinates with cartesian (x = r cos θ, y = r sin θ)
coordinates in the poloidal plane. We name the torus axis radius coordinates (Rp, Zp). We can
therefore see that :
R =x+Rp
Z =y + Zp
For a dipole magnetic field, Rp is arbitrarily chosen.
D.2.4.1 Single coil magnetic field







































D. Magnetic dipole dynamics
The expression of the flux coordinate becomes :














D.2.4.2 Magnetic dipole field

































D.3 Collisionless motion in a dipole magnetic field
D.3.1 ξ0 dependance of the magnetic bounce angle
We define ξ = p‖p as the pitch-angle cosine of the particle in motion along the field line. In
a collisionless motion, the energy ε = p
2
2m of the particle remains constant, therefore so does the















where ξ0 and B0 are respectively the minimum field in the field line and the pitch-angle at that
point. We can deduce the following relation :





We have a reversal of the particle motion (bounce) at ξ = 0 ; the magnetic field at that point
reads :




Along a field line distant of ρ0 at the field equator, we have ρ = ρ0 sin2 ϑ. The amplitude of the










1 + 3 cos2 ϑ
sin6 ϑ
This expression is defined for ϑ ∈ ]0, pi[. cos2 ϑ is minimum and sin6 ϑ is maximum at ϑ = pi2 ,
therefore the minimum magnetic field reads :
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We can deduce the magnetic field amplitude along the field line :
B = B0
√
1 + 3 cos2 ϑ
sin6 ϑ
(D.42)
The bounce angle boundaries ϑb and pi − ϑb are therefore solely dependent on ξ0. They are
solutions of the equation :
ξ20 = 1−
sin6 ϑb√
1 + 3 cos2 ϑb
(D.43)




, therefore the expres-





= 0. The expression is therefore bijective

















4− 3 (1− cos2 ϑb)
In order to reverse the expression, we must find the unique root on the interval [0, 1] (guaranteed
by the bijectivity) of the polynomial :
P (x) = x6 + 3yx− 4y (D.44)
With y ∈ [0, 1].
The taylor expansion of D.43 for strongly trapped particles
(










)− 12 = 1− 9ε2
2
+O (ε4)


























The evolution of ϑb with respect to ξ0 is fairly consistent : at ξ0 = 0, the particle never leaves
the equator (ϑb = pi− ϑb = pi2 ) and at ξ0 → 1, the particle has such a small magnetic moment that
it reaches the origin of the magnetic field (ϑb → 0 and pi − ϑb → pi). Since there is a symmetry at
ϑb =
pi




. The evolution is shown on figure D.4.
D.3.2 Influence of Earth’s radius on particle motion
We have considered until now a magnetic dipole without any interference whatsoever. However,
particles that enter contact with Earth’s lower atmosphere dissipate their energy into it and can be
considered lost, since no longer trapped in the magnetic field. Let us call RT this minimum distance
and a = r0RT the ratio of the particle’s equatorial distance to the center of the Earth compared to
this minimum distance. For the particle to remain trapped, it will need to observe the following
equation :
r0 sin
2 ϑb −RT > 0⇔ a sin2 ϑb − 1 > 0
Since ϑb depends only on ξ0, we can therefore determine the values (ξ0, a) for which the particles
remain trapped. We can already see that if a < 1, the particles are always lost, which is physically




⇔ cos2 ϑb = 1− 1
a
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Figure D.4: Evolution of ξ with respect to ϑbpi .











Figure D.5: Earth radius limit ξ0max with respect to a. Any particles with ξ0 > ξ0max are lost.







The trends are shown on figure D.5.
D.3.3 Bounce time scale in a dipole magnetic field
In spherical (ρ, ϑ, ϕ) coordinates the equation of a dipole magnetic field line is :
ρ (θ) = ρ0 sin
2 ϑ
where ρ0 is the distance from the magnetic dipole at the equator, i.e. at ϑ = pi2 . To calculate
the length of a field line, we start from the expression of the infinitesimal field line coordinate step
:







ds2 = ρ20 sin
2 ϑ
(
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Figure D.6: Bounce time scale function f with respect to ξ0.
ds = ρ0 sinϑ
√
1 + 3 cos2 ϑdϑ
We can therefore deduce the bounce period expression, the velocity along the field line being

























1 + 3 cos2 ϑ
ξ (ϑ)
dϑ
The last expression comes from the symmetry of the problem with respect to the equatorial




















since we have seen that ϑb depends only from ξ0. The f trend is shown in figure D.6.











The Earth’s ionosphere spans from 150km to ρi = 800km in altitude. The planet’s average
radius is ρT = 6370km. A particle entering the ionosphere with ξ0 = 1 and moving at a tenth of
the speed of light will have a maximum bounce period between North and South poles of :
τb '
4× 1.38 (6370× 103 + 800× 103)
0.3× 108 = 1.32s (D.50)
This is not taking into account the ϑb limit due to the Earth radius, so the bounce time scale
will in practise be a little smaller, but still remain in the same ordering. We can also note here
that this calculation is done regardless of the particle mass or charge, and also regardless of the
magnetic dipole strength.
D.3.4 Drift time scale in a dipole magnetic field
In a magnetic field, the drift velocity due to the field gradient and the field line curvature has
the following expression :
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To calculate this velocity, we fist need to evaluate B×∇BB3 in spherical (ρ, ϑ, ϕ) coordinates, with











3 cos2 ϑ+ 1
+ sinϑ
√











1− cos2 ϑ) sinϑ√








(3 cos2 ϑ+ 1)
2 ϕˆ (D.51)
Here we take into account that the particle in collisionless motion will remain on its magnetic
surface, therefore ρ = ρ0 sin2 ϑ, with ρ0 being the equatorial radius of the particle position at ϑ = pi2 .

















(3 cos2 ϑ+ 1)
2 ϕˆ (D.52)














(3 cos2 ϑ+ 1)
2 (D.53)
The equatorial distance travelled over a bounce period has the following expression :





vd (ϑ, ξ0) dϑ

























































The g trend is shown in figure D.7.
Like with the bounce time scale, we normalize the drift time scale with respect to its value at
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Figure D.7: Drift time scale function g with respect to ξ0.
D.3.5 Bounce time scale and drift time scale comparison




has to remain arbitrarily small. The expression of the ratio reads, using f (0) = pi
√
2

















Using the values µ0M4pi = 8.3×1015Tm3 for Earth’s magnetic field,mp = 1832me = 1.67×10−27kg










8.3× 1015 × 1.6× 10−19√2 = 8.89× 10
−25sm−3
Evolution of the ratio with respect to the particle distance and speed is shown on figure D.8.




< 10 for all velocities (the particle obviously can’t travel faster
than the speed of light). This ensures that the separation of the time scales is consistent for all
velocities within a radius of ρ0p ' 2RT ' 104km from the center of the Earth. Beyond this
threshold, particles with enough velocity will have comparable bounce and drift time scale and the
assumption will not hold. It is to note that the calculation is done for a proton. Since the ratio
depends linearly on the particle mass, the electron ordering threshold is 1832 times higher, i.e.
ρ0e ' 4× 103RT ' 2× 107km.
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for a proton in Earth’s magnetic field with respect to ρ0 and v.
Calculation of the dipole magnetic field from the approximation of the single
coil magnetic field
In order to calculate the dipole field approximation, we can start either from D.16 or D.23, using
the approximation Rp  1 and Zp = 0. If we start from D.16, we use the Taylor development of
D−3 :
1(



















−pi cos (ϕ− φ) dφ = 0 and
´ pi
−pi cos
2 (ϕ− φ) dφ = pi, the approximated magnetic field















































































































































































































































































































































































We therefore in both cases obtain the same expressions than D.29, using M = IpiR2p.
Calculation of the dipole flux coordinate from the approximation of the single
coil flux coordinate
In order to calculate the dipole flux coordinate approximation, we can start either from D.27
or D.28, using the approximation Rp  1 and Zp = 0. If we start from D.27, we use the Taylor
development of D−1 :
1√














D. Magnetic dipole dynamics
Since
´ pi
−pi cos (ϕ− φ) dφ = 0 and
´ pi
−pi cos
2 (ϕ− φ) dφ = pi, the approximated flux coordinate


















































































































We therefore in both cases obtain the same expressions than D.29, using M = IpiR2p.
Link between cylindrical and spherical expressions of the dipole magnetic field
Here, we want to prove that the conversion of D.29 to spherical (ρ, ϑ, ϕ) coordinates gives the
expression previously calculated at D.3. Discarding the ϕ coordinate since Bϕ = 0 and none of the




ϑ = arctan ZR
⇔ R = ρ sinϑ
Z = ρ cosϑ
ρˆ = sinϑRˆ+ cosϑZˆ
ϑˆ = cosϑRˆ− sinϑZˆ























2 cos2 ϑ− sin2 ϑ)
We can therefore deduce :




3 sin2 ϑ cosϑ+ 2 cos3 ϑ− sin2 ϑ cosϑ) = µ0M
4piρ3
2 cosϑ (D.70)
Bϑ = BR cosϑ−BZ sinϑ = µ0M
4piρ3
(
3 sinϑ cos2 ϑ− 2 cos2 ϑ sinϑ+ sin3 ϑ) = µ0M
4piρ3
sinϑ (D.71)
We therefore obtain the same expression as D.3.
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D.4 Values for f at ξ0 = 0 and ξ0 = 1
D.4.1 Calculation of f (0)
The goal here is to perform the Taylor expansion of the bounce time scale function at ξ0 = 0⇔
ϑb =
pi
2 . Let us introduce the small parameter ε =
pi
















In order to have a finite boundary integral, we do the following variable change :
ϑ = ε (t− 1) + pi
2
dϑ = εdt
The expression then reads :
f (ε) = ε
ˆ 1
0
cos (ε (t− 1))
√








We then use the following Taylor expansions at second order :
cos (ε (t− 1))
√










= 1 + ε2 (t− 1)2
√
1 + 3 sin2 (ε (t− 1))





















We can therefore deduce :
f (ε) = ε
ˆ 1
0














































ε2 +O (ε2) (D.72)
We can therefore see that f (0) = pi
√
2
6 ' 0.74 and that there is a local minimum in ξ0 = 0.
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D.4.2 Calculation of f (1)







1 + 3 cos2 ϑdϑ
Here, we use the following variable change :
x = cosϑ






We then use the following antiderivative :
ˆ √































































Phase-space Lagrangian and Lie transform
in (x, p, ξ, θ) coordinates
E.1 Local phase-space coordinates and Lagrangian
Here, we consider a charged particle of mass m and charge e moving in a magnetic field B =
∇×A = Bb̂. We use the following noncanonical local particle coordinates zα = (x, p, ξ, θ) where
p = |p| is the momentum amplitude, ξ = p · b̂/p is the pitch-angle cosine and θ the gyro-angle. We
define p⊥ = p⊥ (x, p, ξ) ⊥̂ (x, θ) the local perpendicular momentum, where p⊥ ≡ p
√
1− ξ2. The









dt ≡ −1Γ0 + Γ1 (E.1)
The inverse charge e−1 ∼  can be associated with the small parameter  ≡ ρ/L 1 where ρ is the
particle gyroradius and L the magnetic field nonuniformity scale length. In what follows, we will




, where ⊥̂ ≡ ρ̂× b̂ = ∂ρ̂∂θ . We also define the
gyrogauge vector
R = ∇⊥̂ · ρ̂ (E.2)
We note that the hamiltonian part H = p2/2m of the Lagrangian is gyroangle-independant, con-
trary to the symplectic part which contains the term p⊥ · dx. In order to obtain a guiding-center
Lagrangian Γ = Γαdzα − Hdt where both symplectic and hamiltonian parts are independant of
the guiding-center gyro-angle θ, we seek a phase-space transformation zα = (x, p, ξ, θ) → zα =(
x, p, ξ, θ
)
, where :










+ . . . (E.3)
where the vector fields Gn ≡ Gαn∂/∂zα carry out the transformation at order n. We note that if
Γθ 6= 0, in order to maintain gyroangle independance the guiding-center Lagrangian must contain
the gyrogauge-invariant term :
Γθ
(
dθ −R · dx) (E.4)
E.2 Guiding-center phase-space Lagrangian
Thenceforward, we will use greek indices for phase-space zα coordinates and latin indices for
spatial xi coordinates. The guiding-center Lagrangian has the following expression :
Γ = T−1 Γ + dS ≡ −1Γ0 + Γ1 + Γ2 + 2Γ3 + . . . (E.5)
where Γn ≡ Γnαdzα −Hndt is expressed in terms of symplectic and hamiltonian componets. The
“push-forward” operator T−1 is defined in terms of the product of Lie-transforms exp (−nLn) where
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the nth-order Lie derivative Ln is generated by the nth-order vector field Gn. Using the expression
for the guiding-center two-form ω ≡ dΓ, we have :
LGΓ ≡ ιG · dΓ + d (ιG · Γ) = Gαωαβdzβ + d (GαΓα) (E.6)
We note that the Lie and exterior derivative commute. Since d2 = 0, the guiding-center two-form
is unaffected by the addition of an exact exterior derivative dS to the push-forward. This will serve
as a phase-space gauge function S ≡ S1 +S2 +2S3 + . . .. The first four terms of the guiding-center
Lagrangian are :
Γ0 = Γ0 (E.7)
Γ1 = Γ1 − L1Γ0 + dS1
≡ Γ1 − ι1 · ω0 + dσ1 (E.8)
Γ2 = Γ2 − L2Γ0 − L1Γ1 + 1
2
L21Γ0 + dS2
≡ −ι2 · ω0 − 1
2
ι1 · (ω1 + ω1) + dσ2 (E.9)
Γ3 = Γ3 − L3Γ0 − L2Γ1 − L1Γ2 + 1
2













where ιn · ωk = Gαnωkαβdzβ − (Gn · dHk) dt and the phase-space gauge functions are redefined
Sn → σn so as to absorb all exact exterior derivatives. The results obtained at lower order are used
to simplify the higher-order expressions. Since Γ0 = ecA, we have :





dxi ∧ dxj ≡ 1
2!
ω0ijdx
i ∧ dxj (E.11)
where the components ω0ij ≡ ecεijkBk are expressed in terms of the Levi-Civita symbol and the
magnetic field. We therefore have :







B×Gxn · dx (E.12)
Where Gxn denotes the spatial component of the nth-order generating vector field. The expression
for ω1 reads :






























We can therefore deduce :
ιnω1 ≡ Knαdzα − (Gn · dH1) dt (E.14)





















The velocity components read : KpnKξn
Kθn








The Hamiltonian component is :




E.3. First-order perturbation analysis
E.3 First-order perturbation analysis










B×Gx1 · dx + dσ1
=
(









· dx + dσ1 (E.18)
The terms on the left are gyroangle-independant and those on the right depend on θ. σ1 is not
needed to remove the gyroangle dependance of the right-hand term, so we set σ1 ≡ 0. The
gyroangle-independance of the guiding-center Lagrangian gives the following condition :
p⊥ −mΩb̂×Gx1 ≡ 0 (E.19)














ρ̂ is the zero-order gyroradius vector. The gradient of ρ0 reads :



























Using the expression for Γ1 = pξb̂ · dx− p
2
2mdt, we can therefore calculate ω1 :





dxi + (ξdp+ pdξ) b̂
]
∧ dxj − p
m
dp ∧ dt (E.22)
We can therefore deduce :

















The Hamiltonian component is :
Gn · dH1 ≡ Gn · dH1 = p
m
Gpn (E.25)
E.4 Second-order perturbation analysis
In order to calculate the parallel component of Gx1 and the velocity components of G1, we need
to proceed with the analysis at higher order. The second-order guiding-center Lagrangian therefore
























− (Gn · dH1) dt+ dσ2 (E.26)
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Using Gx1 · ∂p⊥∂p = Gx1 · ∂p⊥∂ξ = 0 and Gx1 · ∂p⊥∂θ =
p2(1−ξ2)
mΩ , we see that the velocity components of













The gyroangle-independance of Γ2θ is satisfied by the gyro-gauge choice σ2 ≡ 0. The simplest form
for Γ2p is Γ2p ≡ 0, which therefore implies G1‖ = 0 and Γ2ξ = 0. The spatial component of G1
therefore reads :
G1x = −ρ0 (E.28)





we can deduce Gn · dH1 = m
p
Gpn ≡ 0 , and in particular :
Gp1 = 0 (E.30)










)] · dx + p2 (1− ξ2)
2mΩ
dθ (E.31)








dθ −R∗ · dx) (E.32)
where R∗ is defined as :




b̂ · ∇ × b̂
)
b̂ (E.33)
where the second term ensures the solvability of σ3 at next order. Inserting (E.31) into (E.32) and
using the expressions for Gx1 and G
p




















Gθ1 − (∇× p⊥)× ρ0
]
(E.34)





× ρ0 = −pξ
[(




⊥̂ · ∇ × b̂
)
⊥̂ × ρ0 +
(





























E.5. Third-order perturbation analysis
−1
2























R− (ρ̂ ·R) ρ̂−
(














































R∗ − (ρ̂ ·R) ρ̂−
(








is a dyadic tensor which depends explicitly on twice the gyrophase. The
parallel component of (E.34) gives :
Gξ1 = −ξ
(








b̂ · ∇ × b̂ + a1 : ∇b̂
)
(E.35)

























We can therefore express Gx2 as :




















Since ρ0 is of order zero in the magnetic nonuniformity, we need to keep the spatial component of
G2. The expressions for G2‖ and Gθ1 are obtained at higher order in .
E.5 Third-order perturbation analysis
























dK1x ∧ dx + 1
2























































E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates
The term 13ρ0 · dK1x gives :
1
3




















−dx · ∇ [(∇× p)× ρ0] · ρ0 − dpρ0 · (∇× p)×
∂ρ0
∂p
− dξρ0 · (∇× p)×
∂ρ0
∂ξ





































































pGξ1dx · ∇b̂ · ρ0 +
mΩ
3



















b̂ · ∇ × p
]
dθ (E.38)
The term 16ρ0 · dK1x gives :
1
6












































































b̂ · ∇ × b̂
)
dθ (E.39)























∇ lnB · dx + (1− ξ2) dp− pξdξ)
(E.40)
Rolling the exact derivative into dσ3, the third-order guiding-center Lagrangian becomes :




































1. The symplectic part Γ3x ≡ 0 of the Lagrangian is used to determine
the higher-order components of G2 and Gx3 , which aren’t needed since they are of second order in
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(µB/Ω) dθ where µ is an exact invariant of the guiding-center Hamiltonian dynamics, the Noether



























b̂ · ∇ × p⊥
(E.43)
This solution is consistent because of the choice for R∗, which determinesGξ1 and ensures it possesses
an integrability condition for σ3. We then use the following formula, with the expression for ∇ρ0

















































Inserting the expressions for Gξ1 and noticing that
∂2
∂θ2ρ0 = −ρ0, we have :


























































satisfies the property a1 = ∂a2∂θ . Using the expression for σ3, we then use
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∇ lnB + ξ
2
























∇ lnB + 3ξ
2 − 2

















Performing the operations mΩp2 [p (E.44)− ξ (??)] and ξ (E.44) + 1p
(
1− ξ2) (??), we get :
Gθ1 = −ρ0 ·R−
pξ
mΩ
a2 : ∇b̂ +
(
∇ lnB + ξ
2















a2 : ∇b̂ (E.46)
E.6 Coordinate transformation
Since we now know the components of G1 and the spatial components of G2, we can then deduce
the following expressions for the guiding-center coordinates, at first order in B :







+ . . . (E.47)
p = p (E.48)
ξ = ξ
[








b̂ · ∇ × b̂ + a1 : ∇b̂
)
+ . . . (E.49)
θ = θ − ρ0 ·R−
pξ
mΩ
a2 : ∇b̂ +
(
∇ lnB + ξ
2




+ . . . (E.50)
E.7 Lie Transform
The transformation T to guiding-center coordinates reads, using particle zα ≡ (x,p) and
guiding-center Zα phase-spaces
Zα ≡ Tzα = zα + Gα1 + . . . (E.51)
with its inverse
zα ≡ T −1 Zα = Zα − Gα1 + . . .
where the generating vectors Gn are used in the nth-order transformation. The Lie transform
pull-back and push-forward operators respectively read










+ . . . (E.52)
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E.8. First-order Lie Transform and Generating Vector
T−1 ≡ . . . exp




+ . . . (E.53)
where Ln denotes the Lie derivative associated with Gn.
E.8 First-order Lie Transform and Generating Vector
The first-order generating vector components in (x, p, ξ, ϕ) coordinates read
Gx1 =− ρ0 (E.54)
Gp1 =0 (E.55)






b̂ · ∇ × b̂ + A1 : ∇b̂
)
(E.56)
Gϕ1 =− ρ0 ·R +
pξ
mΩ
A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2












= − 14∂A1/∂ϕ are dyadic tensors.








1− ξ2) /2mΩ] b̂ ·∇× b̂.









+ . . . (E.59)
and we therefore have for (p, ξ, ϕ) coordinates









+ . . . (E.60)
E.9 Lie transform of the (p, eξ, eϕ) vector basis
E.9.1 Calculation of T−1 p
Using (E.60), we have at first order in :







Inserting expressions for the generating vector and basis vectors gives






























A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2











































A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2












E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates
We then use the following identities
(
⊥̂ · ∇ lnB
)
ρ̂− (ρ̂ · ∇ lnB) ⊥̂ =b̂×∇ lnB (E.63)(











and the following decompositions
A1 : ∇b̂ =− 1
2
b̂ · ∇ × b̂− ρ̂ · ∇b̂ · ⊥̂ (E.65)
A2 : ∇b̂ =− 1
2
ρ̂ · ∇b̂ · ρ̂− 1
4
b̂ · ∇ lnB (E.66)
So that







∇ lnB + 2ξ
2































· ∇ lnB − pξ
mΩ
A2 : ∇b̂− pξ
2mΩ
b̂ · ∇ lnB
]
ρ0 (E.67)
E.9.2 Calculation of T−1 eξ
Using (E.60), we have at first order in :










Inserting expressions for the generating vector and basis vector derivatives gives































A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2







































A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2












So that, using (E.65) and (E.66):



































A1 : ∇b̂− pξ
2mΩ











· ∇ lnB + 1
2
1 + ξ2
















E.9.3 Calculation of T−1 eϕ
Using (E.60), we have at first order in :










Inserting expressions for the generating vector and basis vector derivatives gives




























A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2















A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2













b̂ · ∇ × b̂ + A1 : ∇b̂
)]
ρ0 (E.72)
So that, using (E.65) and (E.66):








· ∇ lnB + ξ
2

















· ∇ lnB + 1
2
ξ2






















We can readily check that



















(Zα) ≡ a (zα) and (p, eξ, eϕ) is an orthogonal basis.
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E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates
E.11 Lie transform of Gyro-independent Collision Coefficients
In this section, we will consider an anisotropic gyro-independent collision operator with drag
and diffusion coefficients
K =− νl (x, p, ξ) p− νt (x, p, ξ) eξ (E.77)
D =Dl (x, p, ξ)
pp
p2





+D× (x, p, ξ)
1
p2
(peξ + eξp) (E.78)
defining eξ ≡ ∂p/∂ξ. The transformed coefficients read
K ≡ T−1 K =− νlp − νteξ (E.79)











(peξ + eξp) (E.80)
where p ≡ T−1 p, eξ ≡ T−1 eξ and
νl (Z) ≡ T−1 νl =νl (Z)− Gα1
∂νl
∂zα
+ . . . (E.81)
νt (Z) ≡ T−1 νt =νt (Z)− Gα1
∂νt
∂ξzα
+ . . . (E.82)
Dl (Z) ≡ T−1 Dl =Dl (Z)− Gα1
∂Dl
∂zα
+ . . . (E.83)
Dt (Z) ≡ T−1 Dt =Dt (Z)− Gα1
∂Dt
∂zα
+ . . . (E.84)
D× (Z) ≡ T−1 D× =D× (Z)− Gα1
∂D×
∂zα





Coordinates and Projection Vectors
The coordinates ψ, ξ0 are defined as follows
ψ ≡ψ − pξ
mΩ
Bφ ≡ ψ − δψ (x, p, ξ) (E.86)
ξ0 ≡σ
√
1−Ψ−1 (1− ξ2) (E.87)




. B0 is the
minimum value of the magnetic field amplitude B on the flux-surface ψ. According to Decker[16],





























































where δψ = δψ (B′0/B0). We can deduce that the scalar products ∆
a
0 · a where a ∈ (p, eξ, eϕ) are
gyro-independant. Likewise, (∆a0)
2 are also gyro-independant.
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E.13. Calculation of guiding-center coefficients
E.13 Calculation of guiding-center coefficients
The expressions for the guiding-center coefficients read, for Ia,b ≡ (ψ, p, ξ0) and zα ≡ (x, p, ξ):
Kagc =− νl 〈p ·∆a〉 − νt 〈eξ ·∆a〉+ (p ·∆a0) 〈Gα1 〉
∂νl
∂zα
































































Since 〈Gα1 〉 = 0 except for Gξ1, we therefore have




























































































































E.13.2 Calculation of Kpgc ≡ 〈K ·∆p〉























E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates






































































E.13.4 Calculation of Dψψgc ≡
〈






























































































































E.13.6 Calculation of Dξ0ξ0gc ≡
〈
















































































2 [Dl −Dt] +
(




























































E.13.7 Calculation of Dpψgc = Dψpgc ≡
〈


























































































E.13.8 Calculation of Dpξ0gc = Dξ0pgc ≡
〈








































































































E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates
E.13.9 Calculation of Dψξ0gc = Dξ0ψgc ≡
〈















































































2 [Dl −Dt] +
(




















































In the thin-orbit approximation, ψ ≡
(
ψ − ψ) /ψ  1. The guiding-center coefficients can








+O (2, ψ, 2ψ) (E.116)
Kpgc =−
[



































+O (2, ψ, 2ψ) (E.118)
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+O (2, ψ, 2ψ) (E.124)
where νl, νt, Dl, Dt and D×are function of (ψ, θ, p, ξ).
E.15 Guiding-center gyro-radius vector ρ
The particle position reads
x = X + ρ = T
−1









+ . . . (E.125)
We can deduce using ρ ≡ ρ0 + ρ1 + . . .:
ρ1 = −Gx2 +
1
2















































ρ0 · ∇ρ0 = − (ρ0 · ∇ lnB)ρ0 −
(














b̂ · ∇ × b̂ + 1
2


















A2 : ∇b̂ + 1
2




E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates







A2 : ∇b̂ + ∂ρ0
∂ϕ
· ∇ lnB + ξ
2










ρ0 · ∇ lnB +
ξ2



















A2 : ∇b̂ + 1
2





− βρ0 − γb̂ (E.132)
























































































1− ξ2 b̂ · ∇b̂ · ρ0 +
1
2
ρ0 · ∇ lnB −
pξ
2mΩ


































2b̂ · ∇b̂ · ρ0 −
1
2
ρ0 · ∇ lnB +
p
2mΩξ
A1 : ∇b̂ + pξ
2mΩ





































ρ0 · ∇ lnB +
2ξ2


























































A1 : ∇b̂− pξ
2mΩ













A1 : ∇b̂− pξ
2mΩ














· ∇ lnB + ξ
2














· ∇ lnB + 1
2
ξ2
















· ∇ lnB + ξ
2















ρ0 · ∇ lnB +
2ξ2






















=p2 +O (2) (E.140)












b̂ · ∇ × b̂ + 1
2
ρ0 · ∇ lnB +
ξ2















b̂ · ∇ × b̂ + 1
2
ρ0 · ∇ lnB +
2ξ2 − 1



















· ∇ lnB + ξ
2









T−1 p · T−1 p =p2 (E.144)
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E. Phase-space Lagrangian and Lie transform in (x, p, ξ, θ) coordinates
E.17 Coordinate projections
We can deduce, using (E.74)-(E.76) and (E.141)-(E.144):





λgc − 1− ξ
2
2ξ2














1− λgc + 1
2
ρ0 · ∇ lnB +
2ξ2 − 1




















· ∇ lnB + ξ
2









































=1 +O (2) (E.152)











λgc − ρ0 · ∇ lnB −
2ξ2











ρ0 · ∇ lnB +
ξ2

























1− λgc + 1
2
ρ0 · ∇ lnB +
2ξ2 − 1
























· ∇ lnB + 2ξ
2




































































λgc − 1− ξ
2
2ξ2
























λgc − ρ0 · ∇ lnB −
2ξ2











ρ0 · ∇ lnB +
ξ2

























ρ0 · ∇ lnB +
ξ2 − 2












b̂ · ∇b̂ · ρ0 +
ξ






Calculation of the guiding-center Poisson
bracket
F.1 Guiding-center Lagrangian matrix in
(
X, p‖, µ, ϕ
)
coordinates






· dX + µB
Ω
(dϕ−R∗ · dX)−Hdt ≡ Γαdzα −Hdt (F.1)
where zα ≡ (X, µ, p‖, µ, ϕ) are the guiding-center coordinates, A is the magnetic vector potential,
R∗ = R + 12
(
b̂ · ∇× b̂
)
b̂ the modified gyro-gauge vector and Ω ≡ eB/mc is the particle gyro-














We then perform the exterior derivative of (Γα) in order to obtain the following guiding-center
2-form:
W ≡ dΓ ≡ 1
2
Wαβdz
α ∧ dzβ ≡ ∂Γβ
∂zα








dzα ∧ dzβ (F.6)






















withWv‖v‖ = Wµµ = Wϕϕ = 0, and defining B
∗ ≡∇×[A + (p‖/mΩ)B] ≡ B+B (p‖/mΩ)∇×b̂.
The calculation for WXX is detailled in section F.5.1.
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F. Calculation of the guiding-center Poisson bracket
F.2 Calculation of the Poisson matrix
The Poisson matrix is the inverse of the Lagrangian matrix. According to Littlejohn [33], if a
(2N × 2N) antisymmetric matrix has the following expression
W ≡
 X Y 0−YT 0 z
0 −z 0
 (F.14)
where X is a (2N − 2) × (2N − 2) antisymmetric matrix, Y is a (2N − 2) column vector and z a
scalar will have the following inverse expression
W−1 =
 X−1 0 1z
(
X−1 ·Y)
0 0 − 1z
− 1z
(
X−1 ·Y)T 1z 0
 (F.15)




















In order to calculate the Poisson matrix, we therefore need to calculate X−1. Using the expression
found in section F.5.2, we can calculate the matrix determinant


















b̂ · ∇×R∗ (F.19)





0 b1 −b2 −W23
−b1 0 b3 W13
b2 −b3 0 −W12






−b̂× I − [mΩB∗/B − (µB/Ω)∇×R∗]
[mΩB∗/B − (µB/Ω)∇×R∗]T 0
)
(F.20)
we can therefore calculate




mB∗ ·R∗ − (µB2/Ω2)R∗ · ∇×R∗
)
(F.21)
Since terms containing Ω−1∇×R∗ are of second order in B , they can be neglected and therefore
the Poisson matrix reads

















− (B∗)T /B∗‖ 0 0 − (B∗ ·R∗) /B∗‖







(B∗ ·R∗) /B∗‖ Ω/B 0
 (F.22)
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F.3. Poisson bracket in (X, p, ξ, ϕ) coordinates





























































































































where we defined∇∗ ≡∇+R∗∂/∂ϕ and∇∗F · b̂×∇∗G = ijk (∂∗i F ) bj (∂∗kG) = −b̂·∇∗F×∇∗G.
F.3 Poisson bracket in (X, p, ξ, ϕ) coordinates
The particle momentum p reads
p ≡
√
p2‖ + 2mµB (F.24)
and the pitch-angle cosine





















)3/2∇B · dX + 2mµB(
p2‖ + 2mµB































































































































· ∇ lnB (F.32)









Since ∇× b̂ =
(






, we can rewrite B∗ as
























∇ lnB + ξ2b̂ · ∇b̂
)
(F.36)






















F.4. Poisson bracket in (X, E , µ, ϕ) coordinates (non-relativistic case)


































































































































































· ∇∗F ×∇∗G (F.38)
F.4 Poisson bracket in (X, E , µ, ϕ) coordinates (non-relativistic case)






dE = µ∇B · dX + p‖
m
dp‖ +Bdµ (F.40)































× µ∇B + p‖
mB∗‖
B∗ (F.42)


























F. Calculation of the guiding-center Poisson bracket














Since ∇× b̂ =
(






, we can rewrite B∗ as








We thus define vgc as










µ∇B +mv2‖b̂ · ∇b̂
)
(F.50)

























































































· ∇∗F ×∇∗G (F.51)




F.5.1 Calculation of WXX
Using the expression forW ,denoting xi ≡ (X) the spatial coordinates and shortening the spatial


















































































































































































F.5.2 Inverse of a 4 by 4 antisymmetric matrix
Let us consider the following antisymmetric matrix
A =

0 a b c
−a 0 d e
−b −d 0 f
−c −e −f 0
 (F.57)
The cofactors of A read
Cij = (−1)i+j detMij (F.58)
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F. Calculation of the guiding-center Poisson bracket
whereMij is the submatrix of A where the row i and column j have been omitted. The determinant
of an odd-order antisymmetric matrix is always zero, therefore
Cii = 0 (F.59)
Due to antisymmetry, we also have
Cji = −Cij (F.60)






∣∣∣∣∣∣ = −bef + cdf + af2 = f (af − be+ cd) (F.61)






∣∣∣∣∣∣ = be2 − cde− aef = −e (af − be+ cd) (F.62)






∣∣∣∣∣∣ = adf − bde+ cd2 = d (af − be+ cd) (F.63)






∣∣∣∣∣∣ = acf − bce+ c2d = c (af − be+ cd) (F.64)






∣∣∣∣∣∣ = b2e− bcd− abf = −b (af − be+ cd) (F.65)






∣∣∣∣∣∣ = acd− abe+ a2f = a (af − be+ cd) (F.66)
F.5.2.7 Calculation of detA
Developing the first row of the determinant gives
detA = aC12 + bC13 + cC14 = (af − be+ cd)2 (F.67)
the determinant is nonnegative, which is consistent with properties of antisymmetric matrices.
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F.5. Various calculations
F.5.2.8 Expression for A−1











af − be+ cd

0 −f e −d
f 0 −c b
−e c 0 −a
d −b a 0
 (F.69)




Conservation laws for the FP collision
operator
G.1 Expression of the collision operator
The Fokker-Planck collision operator for a test particle a moving in field particles b with dis-

























Qαβ (v − v′) (G.2)
A sum of repeated cartesian indices (α, β) is implied. The expression of Qαβ is, noting x = |x| :





We can note that the collision operator is in divergence form :
Cab = − Γab
2ma
∂ ·Λab (G.4)
where Γab = Γba ≡ 4pie2ae2b ln Λ and Λab ≡
´






. Here, ∂ = vˆα ∂∂vα
and ∂′ = vˆ′α ∂∂v′α are the del operators for test particle and field particle velocity phase space and










3v′. It is important
to note that another expression for Q is Q (x) = x−3
(
x2I− x⊗ x) where I is the identity matrix.
Therefore, we have the two properties Q (−x) = Q (x) and x ·Q (x) = Q (x) · x = 0.
G.2 Conservation laws
G.2.1 Particle conservation law
The particle conservation law is expressed as :
ˆ
Cab = 0 (G.5)
The integral can be expressed as :
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G. Conservation laws for the FP collision operator
ˆ
Cab = − Γab
2ma
ˆ




d2vΛab · n (G.6)
This last integral has a value of zero since Λab is physically required to have a zero limit at the
phase space boundaries.
G.2.2 Momentum conservation law
The momentum conservation law is expressed as :
ˆ
(mavCab +mbvCba) = 0 (G.7)






v (∂ ·Λab) (G.8)
We notice that v (∂ ·Λab) = ∂·(v ⊗Λab)−(∂ ⊗ v)·Λab = ∂·(v ⊗Λab)−Λab since (∂ ⊗ v) = I is the
identity matrix. Using the zero-limit argument for ∂ ·(v ⊗Λab), we deduce that
´
∂ ·(v ⊗Λab) = 0.











































The collision operator therefore obeys the momentum conservation law.
G.2.3 Energy conservation law

















We notice that v2 (∂ ·Λab) = ∂ ·
(
v2Λab
)−∂v2 ·Λab = ∂ · (v2Λab)− 2v ·Λab. Using the zero-limit





G.3. Collision operator with maxwellian test particle and field distributions
Since Γba = Γab, proving that Eba = Eab is equivalent to proving that
´
v ·Λba = −
´
v ·Λab. First,
we note that :
v′ ·Q (v′ − v) = (v′ − v) ·Q (v′ − v) + v ·Q (v′ − v) = v ·Q (v − v′)


























We immediately have the relation :
ˆ
v ·Λba = −
ˆ
v ·Λab (G.18)
The collision operator therefore obeys the energy conservation law.
G.3 Collision operator with maxwellian test particle and field
distributions
In this section, we assume the test and eld particles have a maxwellian distribution with respec-
tive expressions :



























Where Ta and Tb are the respective temperatures and kB is the Boltzmann constant. We can
therefore deduce :
∂fa = − ma
2kBTa
fav (G.21)




Inserting these expressions into Cab, we get :












fa (v) fb (v
′) (G.23)
We can therefore see that if Ta = Tb, the collision operator is zero, since Q (v′ − v) · (v′ − v) = 0.
This is consistent with the thermal equilibrium between test particles and field particles in this
case, in which no transport is present.
G.4 H-theorem for the collision operator
In this section, we want to prove the H-theorem for the Fokker-Planck collision operator, i.e.
that the entropy derivative is always positive with respect to collisions. We consider the time
derivative of the expression of the entropy integral :
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where Cab corresponds to the time derivative of the distribution function due to collisions, as
described by the Vlasov equation. The last expression comes with the fact that
´
Cab = 0, due to

























































































ˆ ˆ ′(∂′ ln fb
mb
− ∂ ln fa
ma
)












[X ·Q (v − v′) ·X] fafb (G.29)
Where X = ∂′ ln fb/mb−∂ ln fa/ma . From the analogy with the inner product, we have X·Q·X ≥




First-order Anisotropic Collision Operator
NOTE: Unless specified, all integrals are definite integrals over the coordinate’s (or coordinates’)
value range.
H.1 Velocity-Space Coordinate System
In this document, we will use the coordinate system (p, ξ, ϕ) for velocity space, where p ≡ |p|
is the kinetic moment amplitude, ξ ≡ p · b̂/p the pitch-angle cosine with respect to magnetic field
unitary vector b̂ and ϕ is the gyrophase angle. Their value range is
p ∈ [0,∞[
ξ ∈ [−1, 1[
ϕ ∈ [0, 2pi[











p ≡ pξb̂ +mΩ∂ρ0
∂ϕ
= pξb̂ + p
√
1− ξ2⊥̂ (H.2)
where we use the rotating othonormal vector base ⊥̂ (x, ϕ) ≡ ρ̂ (x, ϕ)× b̂ (x) with ⊥̂ ≡ ∂ρ̂/∂ϕ and



















We also define the gyro-gauge vector
R ≡ ∇⊥̂ · ρ̂ = −∇ρ̂ · ⊥̂ (H.6)































































































































































(eξeϕ + eϕeξ) (H.8)
H.2 Local collision operator












= C [fa] (H.9)
Where C [fa] ≡ ΣbC [fa, fb] is the collision operator which includes interactions with both like and
unlike particles, given in divergence form [4] as
















where u ≡ p/ma, u′ ≡ p′/mb and Γab ≡ e2ae2b ln Λab/4piε20. In the nonrelativistic case, U (v,v′) ≡
w−1I− w−3ww with w = v − v′. C [fa, fb] can be represented as






















d3p′fb (p′)U (u,u′) (H.13)
In the relativistic case, the kernel for the Belaiev-Budker operator reads




w2I− uu− u′u′ + r (uu′ + u′u)) (H.14)
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r2 − 1 (H.18)
Here, the drag vector and diffusion tensor are determined using the following potentials derived by
Karney [10]:















































































































In the nonrelativistic limit, Ψ0 = Ψ1 ≡ Hb, Ψ2 = Ψ3 ≡ Gb become the Rosenbluth potentials [43]






































H. First-order Anisotropic Collision Operator












































































































































(eξeϕ + eϕeξ) (H.34)
It is interesting to note that since ∂/∂v = γ
(
I+ uu/c2















































′, u) f [`m]b (u
′) (H.37)
where N [`]k is explicited in the appendix and f
[`m]
b are the spherical harmonic coefficients of f .
One can deduce that if fb is gyro-independant, this reduces to a Legendre polynomial expansion


























′, u) f [`]b (u
′) (H.38)




b (x, u)P` (ξ). We can


























































H.2. Local collision operator
H.2.0.1 Isotropic field-particle distribution
Here, fb ≡ f [0]b (x, u) depends solely on energy in velocity space. We therefore have Ψk ≡
Ψ
[0]































































































































′, u) f [0]b (u
′) (H.49)
























































H.2.0.2 Gyro-independant first-order anisotropic field-particle distribution
Here, fb ≡ f [0]b (x, u) + ξf [1]b (x, u) is a first-order Legendre expansion. We therefore have




























































p− (1− ξ2) ν[1]t (x, p) eξ (H.52)
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′, u) f [1]b (u
′) (H.55)
























































































































































H.3. Relativistic-potential kernel expressions





































































































































































































































H.3 Relativistic-potential kernel expressions






























































































H. First-order Anisotropic Collision Operator
with σ ≡ sinh−1 z and τ = √1 + z2. For z = u/c (resp. u′/c), τ = γ (resp. γ′). The kernel























































































































































































0 (z) =τ (H.85)
j
[0]


























H.4. Local first-order Legendre integral term



































































− (3− 6z2) τσ − (3z − 5z3)
72z2
(H.101)
These explicit expressions feature singularity problems when u → 0, therefore it is preferable to
evaluate them using the recurrence algorithm provided by Braams and Karney [10].
H.4 Local first-order Legendre integral term






















































































































































































































































































































































































































































































































































We therefore obtain the same resulting integral term as Braams and Karney [10].
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Appendix I
Moments of the distribution function
Many useful characteristics of a population of particles, such as the density, toroidal current
density, density of power dissipated on collisions, cyclotron or bremsstrahlung emission, etc, can
be obtained from the kinetic description by calculating moments of the distribution function. This
moments are often calculated locally in space, and take the following form
Φ (t,x) =
˚
d3pM (t,x,p) f (t,x,p) (I.1)
where f(t,x,p) is the particle distribution function andM (t,x,p) is an operator acting on f . If the
operatorM is gyro-independent - which we assume in this section -, the transformation to GC phase
space in an axisymmetric plasma is straightforward and we can writeMgc(t, ψ, θ, p, ξ) =M(t,x,p)
[13].
I.1 Flux-surface averaging
In axisymmetric (ψ, θ, φ) geometry, the flux-surface average of a scalar quantity Φ(t, ψ, θ) is






Φ (t, ψ, θ) (I.2)
where dV/dψ = 2pi
´
dθ/Bθ is the incremental volume of a flux-surface. Similarly, using∇φ = φˆ/R,
the flux-surface averaged flux in the toroidal direction of a vector field Φ(t, ψ, θ) is







φˆ ·Φ (t, ψ, θ) (I.3)
where dSφ/dψ =
´
dθ/(RBθ) is the incremental poloidal surface element.
I.2 Local expression
Using the Jacobian JX,p,ξ = p2B?‖/B for the (p, ξ, ϕ) system (3.84), the local moment in GC
coordinates can be expressed as









MgcF (t, ψ, θ, p, ξ) (I.4)
In the low collisionality regime we have F (t, ψ, θ, p, ξ) = F (0)(t, ψ, p, ξ0) where (ψ, ξ0) are functions
of (ψ, θ, p, ξ) through (2.42)-(2.43). The moment (I.4) can also use the ξ0 coordinate in terms of ξ,













)MgcF (0)(t, ψ, p, ξ0) (I.5)
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I. Moments of the distribution function
The flux-surface average ofMgc is then given by (I.2)


















)MgcF (0)(t, ψ, p, ξ0) (I.6)
where ψ is a function of (ψ, θ, p, ξ0). In I.6 the limits of integration for trapped orbits, θ1 and θ2,
are the same as in the orbit-averaging operation (2.56) since ψ = ψ at the turning points.
























) φˆ ·MgcF (0)(t, ψ, p, ξ0) (I.7)
I.3 Expression in the space of invariants
Alternatively, it is also possible to express (I.4) directly in the Zα = (ψ, θ, p, ξ0) system [13]






M(0)gc F (0)(t, ψ, p, ξ0) (I.8)
whereM(0)gc
(
t, ψ, θ, p, ξ0
)
=Mgc(t, ψ˜, θ, p, ξ). From (I.8), the flux-surface average of Φ is (I.2)












F (0)(t, ψ, p, ξ0) (I.9)





















F (0)(t, ψ, p, ξ0) (I.10)
Within the thin orbit width approximation, G = 1 in (I.9) and (I.10).
Practically, both the expressions (I.6) and (I.9) can be used to evaluate flux-surface averaged
moments. Numerically, (I.6) involves interpolations to evaluate F (t, ψ, θ, p, ξ) = F (0)(t, ψ, p, ξ0),
while (I.9) requires a modeling of the delta function δ(ψ˜ − ψ) term by a rectangular function,
a Gaussian, etc. Note that in (I.9) the calculation of the bounce-averaged term involves only
GC orbits - which is also needed to evaluate (7.14)-(7.16) - and can be done in parallel with the
calculation of the distribution function.
Among useful flux-surface averaged moments of the distribution function we can mention: the









, and the density of
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A general orbit-averaged guiding-center Fokker–Planck operator suitable for the numerical analysis
of transport processes in axisymmetric magnetized plasmas is presented. The orbit-averaged
guiding-center operator describes transport processes in a three-dimensional guiding-center
invariant space: the orbit-averaged magnetic-flux invariant ¯ , the minimum-B pitch-angle
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I. INTRODUCTION
Transport processes play a dominant role in the long-
time behavior of strongly magnetized plasmas. In the ab-
sence of wave-induced or turbulent transport, the long-time
magnetic confinement of plasmas is based on the small di-
mensionless parameter B /LB1 the ratio of the char-
acteristic gyroradius  and the magnetic nonuniformity
length scale LB. For such plasmas, the dimensionless param-
eter LB /  being the mean free path can be used to
describe different classes of collisional transport processes,
such as classical collisional transport1 LB and neoclas-
sical “collisionless” transport2 LB. The quasilinear
wave-induced transport processes associated with rf-
induced heating and current drive, on the other hand, cause a
slow time evolution of the background plasma distribution
as a result of one or more wave-particle resonances with a
time-scale ordering that is quadratic in a small parameter
w= Bw / B01 associated with the rf-wave amplitude.3,4
Because the long-time behavior of the plasma distribu-
tion function for each particle species depends on competing
collisional and quasilinear transport processes, an accurate
treatment of both transport processes in realistic magnetic
geometry is a crucial element in determining the equilibrium
and behavior of fusion plasmas. For this purpose, the
use of dynamical-reduction methods e.g., guiding-center
transformation5,6 can yield reduced transport operators in
phase space that possess attractive numerical properties in
addition to accurately representing collisional7 and/or
quasilinear4 transport processes of interest.
The purpose of the present paper is to present a brief
derivation of a general orbit-averaged guiding-center
Fokker–Planck operator suitable for numerical studies of
transport processes in general axisymmetric magnetic geom-
etry. This reduced Fokker–Planck operator represents drag
and diffusion processes in a three-dimensional space com-
posed of guiding-center invariants. In this reduced formula-
tion, the conjugate orbital angles have either been eliminated
from the guiding-center Fokker–Planck operator by averag-
ing or are absent by axisymmetry.
The remainder of the paper is organized as follows. In
Sec. II, we discuss the guiding-center Hamiltonian dynamics
of charged particles in unperturbed axisymmetric magnetic
geometry. In Sec. III, we introduce the guiding-center
Fokker–Planck operator previously derived for general mag-
netic geometry and arbitrary guiding-center orbit topology.7
In Sec. IV, we first introduce the orbit-averaging operation
for standard and nonstandard guiding-center orbits in axi-
symmetric tokamak geometry. Next, we present the orbit-
averaged guiding-center Fokker–Planck operator and discuss
its properties. In Sec. V, we briefly discuss the derivation of
the bounce-center Fokker–Planck operator obtained by per-
forming the bounce-center phase-space transformation8,9 on
the guiding-center Fokker–Planck operator and discuss its
connection to the orbit-averaged guiding-center Fokker–
Planck operator derived in the previous section. Lastly, we
summarize our work in Sec. VI and discuss its applications.
II. GUIDING-CENTER DYNAMICS IN AXISYMMETRIC
MAGNETIC GEOMETRY
The existence of the small parameter B1 in magneti-
cally confined plasmas forms the basis of the unperturbed
guiding-center dynamical reduction,6 in which the fast gyro-
motion time scale associated with the gyroangle 	g with
	˙gB
−1
, with the gyroaction JgB /
 acting as its
canonically conjugate adiabatic invariant, is asymptotically
decoupled from the parallel and cross-field motions of a
guiding-center particle. The unperturbed guiding-center
dynamics is expressed in terms of the guiding-center position
X and the parallel velocity v, where the guiding-center
velocity




   B + mv2bˆ · bˆ   vbˆ + BvB
1
is decomposed in terms of a parallel velocity vbˆ ·X˙ along
a field line and a slower cross-field drift velocity vB due to





bˆ + BvBv 	 · B , 2
guarantees that the guiding-center kinetic energy,
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is a constant of motion E˙ 0 for a time-independent mag-
netic field and in the absence of an electric field. In Eqs. 1
and 2, the guiding-center magnetic-moment invariant 
and the coordinates X ,v in the reduced four-dimensional
guiding-center phase space are expressed as asymptotic ex-
pansions in powers of the small parameter B, where first-
order corrections explicitly take into account magnetic-field
nonuniformity.5
We note that, while a nonrelativistic guiding-center for-
mulation is considered here, its generalization to a relativistic
formulation appropriate for fast electrons can easily be
accommodated.10 The kinetic energy 3 is thus replaced
with E= −1mc2, the parallel velocity v is replaced with
the relativistic parallel momentum p=mv, and the mag-
netic moment  is replaced with the relativistic magnetic
moment = p2 /2mB, where the relativistic factor is
= 1+2B /mc2+ p2 /m2c21/2. Additional details on relativ-
istic guiding-center dynamics in axisymmetric magnetic ge-
ometry can be found in Ref. 11.
A. Axisymmetric magnetic geometry
The general axisymmetric magnetic field considered in
the present paper is expressed in terms of three equivalent
representations:12
B = 
  + q     ,B   + B   + B   ,
B  X/ + B  X/ ,
 4
where the two-covariant, covariant, and contravariant repre-
sentations from top to bottom, respectively are expressed in
terms of the poloidal magnetic flux , which satisfies the
condition B ·=0 i.e., magnetic field lines lie entirely on a
constant- surface, and the poloidal and toroidal angles 
and . The toroidal and poloidal components of the magnetic
field 4 are Btor=B /R=BR, where RX /= −1,
and Bpol=  /R=BX /. The safety factor q appear-








We note that, because of the magnetic-flux condition B ·
=0, the covariant component B−B · / 2 in Eq.
4 vanishes only if the coordinates  and  are orthogonal.
The spatial Jacobian V associated with the coordinates
 , , is
V     · −1 = B · −1 = B−1, 6
where B is assumed to be positive. Lastly, the infinitesimal





Note that, according to the standard axisymmetric tokamak
ordering with BBtor, the ratio B /B can also be expressed
as B /B=B / Btor / qRqR, so that we recover the standard
approximation dsqRd.
B. Guiding-center motion in axisymmetric magnetic
geometry
The guiding-center motion in arbitrary magnetic geom-
etry described by Eqs. 1 and 2 possesses two constants of
the motion: the total guiding-center energy 3 and the
guiding-center magnetic moment . Guiding-center motion
in general axisymmetric magnetic geometry 4 is also char-
acterized, according to Noether’s theorem, by a third con-







A + mvbˆ 	 = − e
c
 − B . 8
Here, the vector potential A=−+tor with
qdtor /d defined in terms of the toroidal magnetic flux
tor was obtained from the two-covariant representation in
Eq. 4, where the coordinates  , , now describe the
guiding-center position X, v /
 denotes the parallel
gyroradius, and BB ·X / denotes the covariant com-
ponent of the axisymmetric magnetic field.
The projection of the two-dimensional drift surface,2
 − B  ¯ , 9
onto the poloidal plane X ,Z generates a closed curve
=˜  parametrized by the poloidal angle  and labeled by
the guiding-center invariants ¯ ,E ,:
˜ ,;¯ ,E,  ¯ + ,;¯ ,E, , 10
where the “bounce-radius” =˜ −¯ represents the depar-
ture of the drift surface 10, labeled by ¯ , from a magnetic
surface  and =1 denotes the sign of v. A guiding-
center orbit O is obtained either by integrating the guiding-
center equations of motion,
˙  X˙ ·  = vbˆ ·  + BvB ·  B˙ B
11
˙  X˙ ·  = vbˆ ·  + BvB ·  vB/B + B˙B,
for a given set of guiding-center invariants ¯ ,E , or gen-
erating the orbit directly by the constant-of-motion method.14
For each generic set of guiding-center invariants ¯ ,E ,,
there corresponds a unique guiding-center orbit O, which is
either a trapped-particle orbit if the bounce-radius  van-
ishes along the orbit, or a passing-particle orbit if the
bounce-radius  does not vanish. Nongeneric orbits15 in-
clude the stagnation orbits where ˙ =0 or vB /B=−B˙B
0 and the pinch orbits barely trapped orbits in the zero-
banana-width limit.
On each flux-surface , the magnetic field amplitude is
assumed to vary monotonically between a minimum value
B0 and a maximum value B1, located at the poloidal
locations 0 and 1, respectively. The turning points
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b ,b
 of trapped-particle orbits ¯ ,E , are located on the
drift-surface label b=¯ , where the magnetic field reaches its
maximum value along the orbit and b

,1;b ,E ,
0. Consequently, the X point separating trapped-particle
and passing-particle orbits parametrized by the drift-surface
label ¯ is located at the position ¯ ,1¯ .
While the magnetic moment  is an important invariant
for guiding-center dynamics, the pitch-angle coordinate
˜ ,; E, = v/v = 1 − B˜ /E 12
is better suited in describing the transition between trapped-
particle and passing-particle orbits. In order to convert the
pitch-angle coordinate into a suitable guiding-center invari-
ant, we replace the guiding-center magnetic-moment invari-
ant  with16
0˜ ,; E,
  1 − B0¯ /E for trapped-particle orbits ,
1 − B0¯ /E for passing-particle orbits .
13
The physical interpretation of the pitch-angle invariant 0 can
be given in terms of its connection with the bounce-action
invariant Jb. With this definition, the trapped-passing separa-
trix given by the relation
1 − 1 − 0
2B1¯ /B0¯  = 0,
which is an even function of 0 and does not depend upon the
energy E important for numerical applications.
The guiding-center Jacobian in coordinates X , p , ,	g
is Jgcp2, while in terms of the coordinates X , p ,0 ,	g, it
is Jgc0p2 /0= p20 /, where we used the definition
˜ ,B˜ , /B0¯  with the relation
 = 1 −1 − 02 . 14
Next, the spatial Jacobian in coordinates X¯ , , is
V= B˜ −1, so that the total guiding-center Jacobian in co-
ordinates ¯ , , ; p ,0 ,	g is







 BB 0 	 . 15
In the next section, we express a general guiding-center
Fokker–Planck operator in terms of the guiding-center in-
variants ¯ , p ,0 in a form that will be suitable for orbit
averaging in Sec. IV.
III. GENERAL GUIDING-CENTER FOKKER–PLANCK
EQUATION
The Fokker–Planck equation2,3,17 forms a paradigm for
the investigation of classical, neoclassical, and quasilinear
transport processes in plasmas. When written in terms of the
test-particle phase-space coordinates x ,p, the general
Fokker–Planck operator is expressed as a local partial-
differential operator in momentum space:2
Cfx,p = − 
p
· Kfx,p − D ·  fx,p
p 	 , 16
where the Fokker–Planck momentum-friction vector K and
the momentum-diffusion tensor D are functions of x ,p.
When representing collisional transport processes, for ex-
ample, these Fokker–Planck coefficients KKf and
DDf are expressed as integral operators acting on the
field-particle distribution f where the field-particle species
may coincide with the test-particle species. Hence, the
Fokker–Planck operator 16 may either be a linear, bilinear,
or nonlinear operator acting f , depending on the type of
transport problem one wishes to investigate.
While collisions and wave-particle interactions take
place locally in particle phase space z= x ,p, the transfor-
mation to reduced phase-space coordinates z e.g., guiding-
center coordinates will generically introduce transport coef-
ficients in the full reduced phase space. This implies that the
Fokker–Planck coefficients Ki ,Dij in three-dimensional
particle-momentum space are replaced with six-dimensional
reduced phase-space Fokker-Planck coefficients K¯  ,D¯ ,
defined as
K¯ z  Kiz z¯z
pi z=zz and
17





and the Fokker–Planck operator 16 transforms to
Cf¯z = − 1J

 z¯
JK¯ f¯ − D¯   f¯
 z¯
	 , 18
where f¯z fz is the particle distribution expressed in
terms of the reduced phase-space coordinates and J is the
Jacobian for the transformation z→z. The most important
aspect of the transformation to Eq. 18 involves the choice
of the new phase-space coordinates z. Note that the defini-
tions 17 for the reduced phase-space Fokker–Planck coef-
ficients require that the transformation z→zz and its in-
verse z→zz must be known up to the desired order in
magnetic-field nonuniformity.
One possible choice is to adopt a canonical action-angle
formulation,18 where z= J , includes the three-
dimensional action invariants J for magnetically confined
particles and their canonically conjugate angles  which are
ignorable coordinates by construction f¯ /0. While the
three-dimensional action-space Fokker–Planck operator de-
rived by Bernstein and Molvig18 formally describes classical
and neoclassical transport processes in axisymmetric mag-
netic geometry, it is not suitable for numerical implementa-
tion since some of the action coordinates e.g., the bounce
action Jb are not local coordinates. Hence, the action-space
Fokker–Planck operator does not describe local transport
processes, which makes the transport analysis of its results
difficult to interpret.
Another choice is to adopt local noncanonical guiding-
center coordinates7,16 leading to the construction of a re-
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duced guiding-center Fokker–Planck operator. In a weakly
nonuniform plasma with a strong axisymmetric magnetic
field, for example, the reduced guiding-center Fokker–
Planck equation describes transport processes in a four-
dimensional space: the poloidal-flux and poloidal-angle co-
ordinates  , in physical space and the energy and
magnetic moment coordinates E , in velocity space,
which are invariants for the guiding-center motion. Here, the
reduction from six to four dimensions is associated with the
fact that the guiding-center plasma distribution is indepen-
dent of the gyroangle 	g by definition and the toroidal angle
 by axisymmetry, so that transport along these ignorable
angles is irrelevant. While Zaitsev et al.16 considered the
lowest-order definitions in magnetic-field nonuniformity
for their choice of guiding-center coordinates, Brizard7 con-
sidered first-order corrections B= /LB1 as well. In both
works, classical collisional transport appears in Eq. 17 as a
result of the lowest-order relation X /p=−bˆ I /m

for the guiding-center position Xx ,px−0x ,p, where
0bˆ p /m
 represents the lowest-order gyroradius. The
higher-order guiding-center corrections kept by Brizard7 are
consistent with the low-collisionality regime, where the
mean-free-path LB is longer than the magnetic-
nonuniformity length scale LB.
A. Guiding-center Fokker–Planck operator
The derivation of a reduced Fokker–Planck operator that
is suitable for numerical implementation must begin with
finding local invariant coordinates that also allow relative
computational simplicity for realistic magnetic geometries.
In the present work, the exact invariants associated with the
time-independent axisymmetric magnetic geometry are the
kinetic momentum p=2mE and the drift-surface label
¯ =b for trapped particles or t for passing particles. As
our third invariant coordinate, we use the pitch-angle invari-
ant 0, defined in Eq. 13, which allows an explicit repre-
sentation of the trapping and detrapping transport processes.
Once a set of invariant guiding-center coordinates
Ia= ¯ , p ,0 is chosen not necessarily action coordinates,
the transformation of the Fokker–Planck operator 16 can be
greatly simplified by writing it in Poisson-bracket form as
Cf =  − xi,Kif − Dijxj, f , 19
where the noncanonical Poisson bracket ¯  is used to re-
place momentum partial derivatives g /pixi ,g. The sig-
nificant computational advantage of this Poisson-bracket for-
mulation 19 is based on the fact that Poisson brackets
transform naturally under the type of phase-space transfor-
mations considered in the present work i.e., those generated
by Lie-transform methods.
The general guiding-center Fokker–Planck operator was
derived by Brizard7 as a result of the guiding-center dynami-
cal reduction of the Fokker–Planck operator 16:
CgcF  Tgc−1CTgcFg
= − Xi + 
i
,Tgc−1KiF − Tgc−1DijXj + j ,Fgcgcg,
20
where Tgc and Tgc−1 denote the pull-back and push-forward
Lie-transform operators associated with the guiding-center
transformation for a nonuniform magnetic field, ¯ g de-
notes an average with respect to the guiding-center gy-
roangle 	g, and ¯ gc denotes the guiding-center Poisson
bracket. In Eq. 20, the generalized gyroradius vector 
contains first-order corrections associated with magnetic-
field nonuniformity.








where F and G are two arbitrary guiding-center phase-space
functions, we can write the divergence form of the guiding-






JKgc F − Dgc FZ	 , 21
where J is the total Jacobian 15. The guiding-center
Fokker–Planck friction components,
Kgc  Tgc−1K · g, 22
and the guiding-center Fokker–Planck diffusion components,
Dgc  T · Tgc−1D · g, 23
are expressed in terms of the guiding-center push-forward
expressions Tgc−1K and Tgc−1D of the particle momentum-space
Fokker–Planck friction vector K and diffusion tensor D, and
the vector-valued projection coefficients







Here, the guiding-center vector-valued projection coeffi-
cients in X ,E , space,7
X = bˆ  I/m
 = − XT
E = p/m 25
 = 
/B  /	g,
are constructed from the guiding-center Poisson-bracket ex-
pressions involving the guiding-center push-forward of the
particle position Tgc−1xX+, where the generalized gyro-
radius Tgc−1 and the generalized guiding-center momen-
tum
p  Tgc−1p = mdgcXdt + dgcdt 	 26
contain first-order corrections associated with the guiding-
center transformation. Note that, while the projection coeffi-
cients E and  in Eq. 25 retain first-order corrections in
magnetic-field nonuniformity, we omitted first-order correc-
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tions in X since they yield second-order contributions in the
final expressions for Eq. 21.
B. Guiding-center projection vectors
Using the definitions for the invariant-space coordinates
Ia= ¯ , p ,0, the guiding-center vector-valued projection co-
efficients a=  ,p ,0 are expressed as7

¯
















= 1 − 0220 	 pmE − 
B 	g	 − ¯ d ln B0d¯  . 29
We now discuss the physical nature of the projection vectors
27–29.
1. Guiding-center radial projection
Using the magnetic representation 4, the guiding-


















where we introduced the anglelike coordinate −q¯ ,
such that the two-covariant representation of the axisymmet-
ric magnetic field 4 becomes B¯ . Here,
¯¯ / ¯ 2 denotes the projection of the
gradient of  that is perpendicular to ¯ , while 
since  ·¯ 0. Hence, the guiding-center radial projec-
tion vector 30 projects momentum-space transport pro-
cesses onto a magnetic-flux surface in a direction that is lo-
cally perpendicular to bˆ .












therefore generates the local projection of the guiding-center








 ¯ , 31
and the momentum-space Fokker–Planck diffusion
Dgca
¯















 ¯ , 33
where a¯ in Eq. 32. These projections only take into
account transport processes occurring within a magnetic-flux
surface. The connection between radial transport and toroidal
and/or poloidal rotation is therefore naturally contained
within this projection.
2. Guiding-center energy projection





= pˆ + 1p + ¯ , 34
where 1
p denotes the first-order correction of p. It can be
explicitly expressed in terms of the gyroangle-independent
first-order gyroradius gcbˆ /






gc  bˆ + 1	g 	 + bˆ · 0  1p pˆ + 1	p pˆ	g ,
35
where p / m
 is the gyroradius magnitude for a deeply
trapped particle i.e., for 0=0 and
1

gc  bˆ = bˆ  12 1 − 2  ln B + 2bˆ · bˆ .
It can be shown explicitly, however, that 1p does not have
any component directed along the zeroth-order unit vector pˆ
because the guiding-center kinetic energy is identical to the
particle kinetic energy. Hence, the magnitude of the
guiding-center energy projection vector 28 is p1 up to
second order in magnetic-field nonuniformity.
3. Guiding-center pitch-angle projection









bˆ   ln B0	  1 − 02p0 ˆ + 10, 36
where 1
0 denotes the first-order correction of 0. To
lowest order in magnetic-field nonuniformity, we find
0=1−02 / p0.
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C. Guiding-center Fokker–Planck equation
Now that the guiding-center Fokker–Planck components
are expressed in terms of the invariant-space coordinates
Ia= ¯ , p ,0, we turn our attention to the guiding-center
Fokker–Planck kinetic equation. When the original guiding-
center coordinates  , , ;E , ,	g are used in describing
guiding-center dynamics in axisymmetric magnetic geometry
where we replace the guiding-center parallel velocity v
with the guiding-center energy E and the gyroangle 	g is an
ignorable coordinate,19 the guiding-center Vlasov evolution






+ vBB + B˙B	  + B˙ B  , 37
where we used  /0 by definition of axisymmetry,
explicit time dependence is over long time scales i.e.,
 /t / is ordered small, and the guiding-center dy-
namics on the poloidal plane is represented by Eq. 11.
For each generic set of guiding-center invariants












	F = CgcF , 38





is expressed in terms of the bounce radius 10 when it is
projected onto the guiding-center orbit O associated with the
guiding-center invariants ¯ ,E ,. While the topology of
these orbits can be rather complicated,14,15,20–22 our discus-
sion will remain as general as possible concerning the nature
of the axisymmetric magnetic geometry. Whether a guiding-
center orbit O corresponds to a trapped-particle orbit or a
passing-particle orbit, however, the motion is periodic in the







is defined as a closed-loop integral along the drift-orbit curve
O parametrized by the poloidal angle  at constant
invariants ¯ , E, and . Note that the definition 40 of the
orbital period can also be given in terms of d /˙ ,14 which,
when evaluated along the guiding-center orbit O, yields




A. Orbit-averaging operator in axisymmetric magnetic
geometry and low collisionality regime
In the neoclassical transport regime =O1,
the guiding-center Fokker–Planck kinetic Eq. 38 reduces
to leading order to ˙ F /=0, which states that
FF¯ ¯ , ,E , ; is independent of the poloidal angle .
The physical picture is that guiding centers orbits undergo
many poloidal cycles before being perturbed by collisions.
We now introduce the orbit-averaging operation







where the orbital period O is defined in Eq. 40. By orbit-
averaging the guiding-center Fokker–Planck kinetic Eq. 38
in the low-collisionality approximation, we finally obtain





= CgcF¯ O, 42
which describes the collisional time evolution of the orbit-
averaged guiding-center distribution
FO = F¯ ¯ ,,E,; , 43
and the guiding-center Fokker–Planck operator is given by
Eq. 21.
Lastly, we note that the relation between the magnetic
flux  and its orbit-averaged value O the “drift-center”
position is expressed as18
 O +  − O , 44
where the drift-surface label is ¯ O− O. For trapped
and passing particles, we therefore obtain the following re-
lations for the deviations from a magnetic-flux surface:
 − b
 − t
	   
 − t
	 , 45
where we used the fact that b0 for trapped particles,
while t0 for passing particles since  does not
change sign along a passing-particle orbit. These relations
show that, while the deviation  for a trapped particle may
be large, the deviation − t for a passing particle is in
general small.
B. Approximate orbit-averaging operator
In this section, an explicit expression for the orbit-
averaged guiding-center Fokker–Planck operator that ap-
pears on the right side of Eq. 42 is derived. In general, the
orbit-averaging operation 41 must be computed along nu-
merically calculated orbits. However, useful analytical ex-
pressions of the orbit-averaged guiding-center Fokker–
Planck operator can be obtained when the orbit deviation
 /  is small as compared to the local minor radius r.
The difference between the exact incremental time element
d /˙ and the approximate time element ds /v is of order B
2
and can be neglected when compared to the corrections of
order B in the Fokker–Planck operator. The orbital period
40 thus becomes
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The orbit topology is explicitly taken into account in Eq. 46
through the dependence of the integrand B / B on the
bounce-radius  , ;¯ ,E ,˜ −¯ defined in Eq. 10,
where ¯ =b for trapped particles or t for passing par-
ticles. Note that the orbital period 46 is exact for stagna-
tion orbits where ˙ =0 yields ˙B=−vB /B.
In the definition of the orbital period 46, it is conve-
nient to extract the magnetic-geometric factor







which defines the length of an orbit on the drift-surface la-
beled by ¯ . In the standard axisymmetric tokamak ordering,
we find 2q¯ R0, where R0 denotes the major radius of













which satisfies the condition t , p , 0=11 for com-
pletely passing particles i.e., =1 and =0 so that v=v is
a constant of motion. Note that the orbital period 46 or
normalized orbital period 48 becomes infinite on the
boundary that separates trapped-particle orbits and passing-
particle orbits i.e., pinch orbits. Hence, the low-
collisionality approximation F /=0 does not technically
hold very close to the trapped-passing boundary, where the
bounce and transit periods become much larger than the
characteristic collisional time scale −1. However, the frac-
tion of particles with 1 is very small since the corre-
sponding singularity is integrable. Indeed, by introducing 0b
such that 1−1−0b























which is a geometrical factor of order unity.
Using the Jacobian 15, the normalized bounce period
48 is now expressed as
¯ ,p,0 =
B0
p2O Jd 2JO B0p2 , 49





The orbit-averaging operation 41 becomes















JOO ¯ J d2 . 51
For trapped-particle orbits, the orbit-average 51 yields the
explicit formula for bounce-averaging operation





















Here, the summation is over the sign  of  and, therefore,
the symbol 1 /2 takes the average for trapped particles
between values of the integrand for 0 and values of the
integrand for 0. For passing-particle orbits, on the other
hand, the orbit-average 51 yields the explicit formula for
transit-averaging operation





C. Orbit-averaged guiding-center Fokker–Planck
operator
In the expression for the guiding-center Fokker–Planck
operator 21, the guiding-center function F¯ is independent
of the angle coordinates  , ,	g, in the limit of weak col-
lisionality and under the assumptions of axisymmetry and
gyroangle invariance. Hence, only derivatives of the guiding-
center distribution F¯ with respect to the guiding-center in-
variants Ia will remain in Eq. 21. The coefficients
Kgca ,Dgcab and the Jacobian J in the guiding-center Fokker–
Planck operator 21, on the other hand, still depend on the
poloidal angle . We therefore need to orbit average the
guiding-center Fokker–Planck operator 21 according to the
orbit-averaging procedure 51.
The orbit-averaged guiding-center Fokker–Planck opera-
tor is expressed as





JOKgca OF¯ − DgcabO F¯Ib	 ,
54
where the averaged Jacobian JO now becomes the Jacobian
for the orbit-averaged guiding-center Fokker–Planck opera-
tor 54. Orbit-averaged guiding-center Fokker–Planck op-
erator that treat friction and diffusion in three-dimensional
space have been derived previously.16 While these previous
operators retained only the lowest-order terms in magnetic-
field nonuniformity, the orbit-averaged guiding-center
Fokker–Planck operator 54 retains first-order corrections
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as well, which allows a realistic magnetic geometry to be
considered.
The orbit-averaged guiding-center Fokker–Planck opera-
tor is widely used in the physics of magnetized plasmas
earth magnetosphere,4 thermonuclear fusion,17,23 etc. For
practical applications such as studying fast particle dynam-
ics generated by rf waves or a constant electric field24, ana-
lytical expressions often correspond to an oversimplified de-
scription of the problem of interest, and therefore a more
realistic approach requires full numerical calculations.
For computational purposes, the orbit-averaged guiding-
center Fokker–Planck operator 54 is recast in a flux-
conservative form


















JO1 − 02 SL0 , 55
such that the usual two-grid discretization technique may be
applied for the finite-difference method.25 Particle conserva-
tion is therefore naturally satisfied numerically up to second
order in the truncation error. In Eq. 55, SL
¯ describes particle
flux across magnetic flux surfaces, while SL
p and SL
0 account
for momentum and pitch-angle dynamics, respectively. From



























 ¯ 0  /¯/p
− p−11 − 02  /0
F¯ , 56
where the friction coefficients KL




ba may be expressed in terms of guiding-
center friction and diffusion components 22 and 23 ac-


























































The numerical implementation of the orbit-averaged
guiding-center Fokker–Planck operator 55 is described in a
forthcoming paper25 using a novel three-dimensional scheme
with fully implicit time evolution. It is incorporated in the
code LUKE,26 which was initially developed for fast electron
physics, and will therefore extend its range of applicability to
multispecies physics and transport processes.
V. BOUNCE-CENTER FOKKER–PLANCK OPERATOR
The next step in the derivation of a reduced Fokker–
Planck operator is to proceed with the construction of a
bounce-center Fokker–Planck operator
CbcFˆ   Tbc−1CgcTbcFˆ b, 66
where Tbc−1 and Tbc are the push-forward and pull-back op-
erators associated with the bounce-center phase-space
transformation6 and references therein, Fˆ Tbc−1F denotes
the bounce-center distribution which is independent of the
bounce angle 	b, and ¯ b denotes averaging with respect
to 	b. In the bounce-center Fokker–Planck operator 66,
finite-orbit effects will explicitly be taken into account.
To see how these finite-orbit effects might arise in the
bounce-center Fokker–Planck operator 66, we first express
the bounce-center push-forward and pull-back operators as
Tbc expG1 ·d, where G1 ·dG1aa is defined in terms
of the components G1
a of the first-order generating vector
field for the bounce-center transformation and d=b /d
1 denotes its ordering parameter. Next, we expand the
transformed operator,
Jˆ Tbc−1CgcTbcFˆ  = Jˆ e−G1·dCgceG1·dFˆ  , 67
in powers of , where the bounce-center Jacobian Jˆ
is defined in terms of the guiding-center Jacobian J as
Jˆ J−aG1aJ+¯. By keeping terms up to second order
in , and rearranging terms, we obtain
Jˆ + aG1aJˆ  +¯CgcFˆ + G1bFˆ +¯
− aJˆ G1aCgcFˆ + G1bbFˆ +¯ + ¯ , 68
where the first term is simply the original guiding-center
Fokker–Planck operator multiplied by the guiding-center
Jacobian JJˆ +aG1aJˆ +¯ i.e., the first term is an exact
divergence, while the second term is also an exact diver-
gence in bounce-center phase space. The total bounce-center
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Fokker–Planck operator is therefore guaranteed to retain its
phase-space divergence form.
In future work, it will be our purpose to show that finite-
orbit effects will appear in the bounce-center Fokker–Planck










where ˆ denotes the bounce-center position and G1 denotes
the corresponding component of the bounce-angle-dependent
bounce-radius. In the present work, O¯ plays the role
of the bounce-center position ˆ for a trapped-particle orbit
 plays the role of G1
, while the nonlocal bounce-action
Jb canonically conjugate to the bounce angle 	b is repre-
sented by the minimum-B pitch-angle coordinate 0.
VI. SUMMARY
The present work presents the derivation of a general
guiding-center Fokker–Planck equation in axisymmetric
magnetic geometry 38 that allows first-order corrections in
magnetic-field nonuniformity to be retained. The Fokker–
Planck operator 21 is obtained from a guiding-center trans-
formation using the set of invariants ¯ , p ,0. Next, the
orbit-averaging procedure is introduced and an explicit
Fokker–Planck operator 54 is derived in the low-
collisionality limit. This operator is also expressed in a con-
servative form 55 that is best suited for numerical applica-
tion. In the continuation of this paper based on work briefly
outlined in Sec. V, future theoretical work will consider
finite-orbit effects in a different way by deriving a general
bounce-center Fokker–Planck operator using Lie-transform
methods.
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Perturbation analysis of trapped-particle dynamics in axisymmetric dipole
geometry
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The bounce-action-angle coordinates J , for charged particles trapped in an axisymmetric dipole
magnetic field are constructed by perturbation analysis. First, the lowest-order bounce-action-angle
coordinates J0 ,0 are derived for deeply trapped particles in the harmonic-oscillator
approximation. Next, the Lie-transform perturbation method is used to derive higher-order
anharmonic action-angle corrections J=J0+tJ1 , =0+t1, where the dimensionless parameter
tsb /re21 is defined as the ratio of the turning-point distance sb measured from the equator
along a magnetic field line labeled by the equatorial distance re. Explicit expressions with
anharmonic corrections for the canonical parallel coordinates sJ , and pJ , are presented,
which satisfy the canonical identity s , p1. Lastly, analytical expressions for the bounce and drift
frequencies which include anharmonic corrections yield excellent agreement with exact numerical
results. © 2010 American Institute of Physics. 	doi:10.1063/1.3486554

I. INTRODUCTION
The dynamics of magnetically confined charged particles
exhibits three orbital time scales1–3 associated with the fast
gyromotion with short period g, the intermediate bounce
motion with intermediate period b, and the slow drift mo-
tion with long period d around, along, and across magnetic
field lines, respectively. To the lowest order, the fast gyro-
motion involves the circular motion of a charged particle
with mass m and charge q in the plane transverse to a
magnetic field line. The radius of gyration or gyroradius
g=v / g is defined as the ratio of the magnitude of the
particle’s perpendicular velocity v= v and the gyrofre-
quency g=qB /mc. When the gyroradius g is smaller than
the magnetic nonuniformity length scale LB i.e., g /LB
1, the quasiperiodic gyromotion is nearly circular and the
action variable B /g associated with gyromotion is an
adiabatic invariant here mv
2 /2B denotes the magnetic
moment. In this weakly nonuniform limit, we also have the
orbital time-scale separation gbd 	as shown in Eq.
35, for example, in axisymmetric dipole geometry
, which
forms the foundations of guiding-center theory.1–3
A. Guiding-center dynamics
The slower bounce and drift motions of a magnetically





+ B , 1
and the guiding-center phase-space Lagrangian,4
	g =  q
c
A + pbˆ · dX − Hgdt , 2
where A denotes the vector potential generating the magnetic
field B
A, p=mv denotes the guiding-center’s paral-
lel momentum, and the term B plays the role of a spatial
potential in which the guiding-center moves. We note that
the second-order gyromotion action-angle term mc /qdg
has been omitted in the guiding-center phase-space Lagrang-
ian 2 since it plays no dynamical role in the bounce-center
dynamics.
Guiding-center dynamics takes place in a four-
dimensional phase space,4 with the magnetic moment 
treated as an invariant and the gyroangle g treated as an
ignorable angle. The magnetic moment  and the total en-
ergy E= p2 /2m+B are thus constant parameters for a given
guiding-center orbit. By using the parallel spatial coordinate
s along a magnetic field line labeled by the potentials
 ,y1 ,y2, for which B
 at least locally




d + pds + bidyi − Hgdt , 3
where A and bˆ s+biyi have been substituted
into Eq. 2, and the summation over repeated indices is
henceforth implied unless stated otherwise. The nonvanish-
ing covariant components bibˆ ·X /yi guarantee that using
bˆ ·yi0, the magnetic curvature bˆ ·bˆ = bˆ ·biyi is
nonvanishing. In addition, we note that the covariant compo-
nents may also be expressed as bi=−s ·yi / yi2 no sum-
mation, and thus the magnetic coordinates  , ,s are in
general nonorthogonal if at least one component bi is non-
vanishing and we assumed  ·0.
aPresent address: Department of Physics, Saint Michael’s College, Colches-
ter, VT 05439, USA.
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B. Bounce-center dynamics
The lowest-order guiding-center motion3 is periodic on
the s , p-plane 	defined by holding the magnetic labels
 , constant
. The area enclosed by the lowest-order peri-
odic orbit can be used to define the bounce action
J,;E,  1





where the parallel momentum p is a function of the mag-
netic coordinates  , ,s as well as the guiding-center in-
variants E ,,
p,,s;E, = 2m	E − B,,s
 . 5
By the conservation of energy E and the magnetic moment
, a particle following a guiding-center orbit may encounter
a turning point along a field line where p vanishes at a
bounce point s=sb, where s˙00 and a guiding-center be-
comes trapped between two such turning points sb

. The ca-
nonically conjugate bounce angle






is defined so that = at the turning point sb
− and the bounce
frequency b2 /b is defined in terms of the bounce-
period integral,





The bounce period 7 can be used to define the bounce-
motion average ¯ bb−1¯ ds /v. We note that the
bounce-action-angle coordinates defined by Eqs. 4 and 6
are generally not expressed in terms of compact analytical
formulas and can only be solved numerically for general
magnetic geometry.
The bounce-center transformation5,6
za = ,,J, → z¯a = ¯,¯ ,J¯,¯ 8
is a near-identity transformation on the four-dimensional
guiding-center phase space,
z¯a = za + G1
a + ¯ , 9
which is generated by vector fields G1 ,G2 ,¯ where, at the
nth-order, the component Gn
a removes the fast-angle depen-
dence in the dynamical equation for dz¯a /dt. Here, by con-






  dzadt b − dzadt d , 10
where the guiding-center equations of motion dza /dt have
both bounce-angle dependent and independent parts, while
the bounce-angle independent part G1ab is computed at a
higher order.6,7
As a result of the transformation 8, the guiding-center





¯d¯ + J¯d¯ − H¯ bdt . 11
Since the bounce-center transformation 9 is a canonical
transformation, its Jacobian J¯ is equal to the guiding-center
Jacobian J. By using the general relation J¯ J−aJG1a
+¯J, we obtain a general constraint on the first-order
component 10.
We now make a few remarks concerning the bounce-
center transformation 8. First, in order to solve for the com-
ponents G1
a
, the lowest-order transformation s , p→ J ,












which requires explicit expressions for the parallel-dynamic
coordinates s , p as the functions of bounce-action-angle
coordinates J ,. Since these expressions are generally not
known beyond the deeply trapped approximation in which
the bounce motion is represented as a simple-harmonic os-
cillation between turning points, the bounce-center analysis
can only proceed forward on a formal basis beyond the
deeply trapped approximation by taking the canonical iden-
tity 12 as an axiom of bounce-center transformation
theory.5
The motivation for the present work is to explore the
canonical relation s , p→ J , and the associated canoni-
cal identity 12 in a magnetic geometry simple enough to
allow the analysis of bounce motion beyond the deeply
trapped approximation.
C. Organization
The remainder of this paper is organized as follows. In
Sec. II, we investigate the guiding-center dynamics in axi-
symmetric dipole geometry in order to explore, in Sec. III,
the canonical parallel-dynamics relation 12 for trapped par-
ticles. For this purpose, we use the Hamiltonian Lie-
transform perturbation method,5 where the deeply trapped
approximation is represented in terms of a harmonic-
oscillator Hamiltonian, while the anharmonic corrections are
treated as perturbations. Lastly, in Sec. IV, we summarize our
work and discuss its application to more complex magnetic
geometries e.g., axisymmetric tokamak magnetic geometry.
II. GUIDING-CENTER MOTION IN AXISYMMETRIC
DIPOLE GEOMETRY
The guiding-center motion of charged particles in an axi-
symmetric dipole magnetic field8,9 represents an important
paradigm in plasma physics.1 The purpose of the present
section is to introduce the axisymmetric dipole geometry in a
fashion that will allow explicit analytical formulas to be de-
rived in Sec. III.
A. Axisymmetric dipole geometry
For this purpose, we consider a pure-dipole magnetic
field,8,9
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2 cos rˆ + sin ˆ  , 13
where spherical coordinates r , , are used and the con-
stant MBere3 combines the strength of the magnetic field
Be at the equatorial radial distance re at = /2. The
strength of the dipole magnetic field at a point r , in the
“poloidal” plane at fixed toroidal angle  is Br ,
=Bere
3 /r31+3 cos2 , while the parallel unit vector is
bˆ B /B. We note that in the axisymmetric dipole magnetic
geometry 13, the toroidal angle  is an ignorable co-
ordinate.
We can also write the magnetic field 13 in a two-
covariant flux-coordinate representation B=
, where
r ,=ere /rsin2  defines the poloidal flux. Since a
magnetic field line lies on a constant- surface =e, we
find that rre ,=re sin2  draws a single magnetic field line
on the magnetic surface =e. This relation yields the dis-








1 + 3 cos2  − 3cos 
−
3cos 1 + 3 cos2
 , 14
which is positive for  /2 below the equator, negative
for  /2 above the equator, and zero at the equator
= /2. The length Lesre ,−sre ,0 of a magnetic
field line on the constant- surface labeled by re is
Le = re2 + 13ln2 + 3  11/4re. 15
The magnetic field strength on a single line on a constant-
surface labeled by re, on the other hand, is given as
B = Be
1 + 3 cos2 
sin6 
, 16
which implies that all particles are trapped in this pure-dipole
field since B becomes infinite as →0 or .
The parallel unit vector bˆ is expressed in terms of the
coordinates  , ,s as bˆ =s+a ,s, where the cova-
riant components b ,b ,bs are bbˆ ·X /=a ,s,
bbˆ ·X /=0, and bs=1. We note that since









1 + 3 cos2  0, 17
off the equatorial plane  /2. Moreover, the magnetic
curvature bˆ ·bˆ = a /s is purely perpendicular to the
magnetic surface.
B. Guiding-center motion in axisymmetric dipole
geometry
In axisymmetric dipole geometry, the guiding-center
drift equations of motion are
˙ = 0, 18
˙ =
c
q B + v s pa , 19
where Eq. 18 follows from the axisymmetry of the
magnetic-dipole field. A trapped-particle orbit labeled by the
guiding-center invariants  ,E , is characterized by a
pitch-angle coordinate p / p that vanishes at the turning














and hence, for a fixed value of the equatorial pitch-angle
coordinate e, we obtain the turning-point angle be. The
toroidal drift precession angular frequency 19 for a





sin2 1 + cos2 
1 + 3 cos2 2

2 − 1 − e21 + 3 cos2 
sin6   . 21
The guiding-center parallel equations of motion
 s˙
p˙
 =  v
−   B/s  22
immediately imply that the bounce action 4 is exactly con-
served in axisymmetric dipole geometry since
J;E, = 1
2 pds 23
is now explicitly a function of the guiding-center invariants
Jdq /c ,E ,, where Jd denotes the drift action in axi-
symmetric dipole geometry.
C. Bounce-action-angle coordinates
A trapped-particle orbit can be represented in terms of




2 ,e1 + 3 cos2 sin d 24




 1 + 3 cos2 sin 
,e
d, 25
where =sgnp and the bounce frequency b is defined as
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In Eqs. 24–26, the magnitude of the pitch-angle coordi-
nate
,e =1 − 1 − e21 + 3 cos2 
sin6 
27
is a function of the equatorial pitch-angle coordinate e and
vanishes at the bounce points b

.
When the integral in Eq. 26 is computed numerically











1 + 2372e2 +¯ , 28
where the Taylor expansion in Eq. 28 assumes e1
and the bounce frequency of deeply trapped particles with




=  3e2rege . 29
Figure 1 shows the normalized function fe, where the
bounce period 28 is finite at e=1 for marginally trapped
particles, with f1=18Le / 2re1.86. The approximate
expression for fe1+23e2 /72 dashed-dotted line in
Eq. 28 is also shown in Fig. 1.
Next, using Eq. 21, the bounce-averaged drift fre-
quency is obtained from Eq. 21 and is expressed as
d = ˙ eb 
3e
2bre
 1 + cos2 d1 + 3 cos2 3/2

2 sin6  − 1 − e21 + 3 cos2 sin6  − 1 − e21 + 3 cos2  , 30
where the bounce period b is defined in Eq. 28. The drift











1 + 16e2 +¯ , 31





2 =  e2reb 32
and the normalized function ge is shown in Fig. 2, with
g1=3 /2. Figure 2 also shows the approximate expression
ge1+e
2 /6 dashed-dotted line computed directly from
the Taylor expansion of Eq. 30. We note that by using Eq.




q  Bb, 33
where the second term in Eq. 19 vanishes when bounce-













from which we recover Eq. 32 in the deeply trapped limit
where g→1.

















FIG. 1. Plot of the normalized bounce-period function fe as a function of
the equatorial pitch-angle coordinate e solid line. In the deeply trapped
harmonic approximation dashed line, fe is replaced by unity in Eq. 28.
The dashed-dotted line includes the first-order anharmonic correction to be
discussed in Sec. III B.














FIG. 2. Plot of the normalized drift-period function ge as a function of
the equatorial pitch-angle coordinate e solid line. In the deeply trapped
harmonic approximation dashed line, ge is replaced by unity in Eq. 31.
The dashed-dotted line includes the harmonic and anharmonic corrections
discussed in Sec. III B.
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When the equatorial gyroperiod ge2 / ge and the
bounce period 28 are compared to the bounce-averaged
drift period 31, we obtain three well-separated orbital time




 23 fee−1  dge  23 fegee−2
35
for all values of e since 1 f , g2.
Lastly, the bounce period Fig. 1 and the bounce-
averaged drift period Fig. 2 have traditionally been de-
scribed by simple analytical fits to the numerical results8–11
in terms of y=1−e21−e2 /2, as shown in Table I. In
Sec. III, we will use the Lie-transform perturbation method
to derive explicit expressions for these periods in terms of
harmonic deeply trapped Hamiltonian dynamics denoted
by the factor unity in Table I and anharmonic Hamiltonian
corrections associated with e
2.
III. BOUNCE ACTION-ANGLE COORDINATES
FOR DEEPLY TRAPPED PARTICLES
In this section, we investigate the canonical relation
s , p→ J , in axisymmetric dipole geometry. For this pur-
pose, we first consider the lowest-order harmonic trapped-
particle motion in the vicinity of the equator  /2 and
then consider the first-order anharmonic corrections.
We begin by introducing the latitude angle − /2
with  /2 so that the distance along a field line 14
becomes
s = resin  + 12sin3 +¯ = re + 133 +¯ , 36
i.e., in the vicinity of the equator, the dimensionless param-
eter = s /re1 represents a normalized parallel distance
from the equatorial plane. In this approximation, the mag-

















4 + ¯ , 37




 + ¯ . 38




+ Be1 + 922 +¯ , 39
and hence, close to the equator, the guiding-center moves in
the potential 9 /2Be2 of a harmonic oscillator with en-
ergy E−Be. We show below that the term Be acts as the
potential for the bounce-averaged toroidal drift motion.
Deeply trapped particles have turning points located
close to the equator i.e., e1 so that we find b

= /2b, and the equatorial pitch-angle coordinate is
e =
3b
2 1 − 118 b2 +¯ . 40
Figure 3 shows the equatorial pitch-angle e as a function of
the bounce latitude b obtained from Eq. 20, where we
clearly see that, for deeply trapped particles b /2, the
equatorial pitch-angle e depends linearly on b for up to
e0.6.
A. Lowest-order harmonic calculations
We now calculate explicit expressions for the bounce-
angle-action coordinates 24 and 25 in the deeply trapped
approximation. First, in the vicinity of the equator




b2 − 2 + ¯ , 41
where terms of first order in the ordering parameter
TABLE I. Normalized bounce and drift periods.
Taylor expansion Numerical fita
Bounce Fig. 1 fe1+ 23 /72e2=1+0.32e2 1.76−0.76y1+0.38e2
Drift Fig. 2 ge1+ 1 /6e2=1+0.16e2 0.70+0.30y−11+0.15e2
aReference 10.











FIG. 3. Equatorial-pitch coordinate e vs the normalized bounce-latitude
b /. The dashed line represents the linear approximation e3b /2.
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2  1 42
have been omitted beyond the “harmonic-oscillator” ap-














From this expression, we use Eq. 26 to compute the lowest-
order bounce frequency











1 − te22  . 45
When we combine these two expressions, where we hence-
forth use b0b to the lowest order in t the first-order










= E − Be 46
is simply the relative energy as measured from the
minimum-B potential Be. The lowest-order Hamiltonian
therefore reads as
H0 = Be + J0b, 47
and the lowest-order normalized bounce period
bH0 /J0−1=1 is shown in Fig. 1 as a dashed line.
Next, we compute the lowest-order expression for the
















3  − arccos b , 48
and thus we find the lowest-order bounce angle
0 = 2 − arccos/b p  0
arccos/b p  0 .
 49
Lastly, the parallel momentum p and the parallel field-line
coordinate s are expressed to the lowest order in t in terms
of the action-angle coordinates J0 ,0 as
p = − 2mJ0b1/2sin 0  p0J0,0 50
and
s =  2J0
mb
1/2cos 0  s0J0,0 , 51
where we have used the bounce frequency 44 for deeply
trapped particles. Equations 50 and 51 represent the stan-
dard canonical action-angle transformation for a harmonic
oscillator and, thus, the lowest-order transformation











= cos2 0 + sin2 0 = 1,
52
where partial derivatives are evaluated at constant E and e.
We note that deeply trapped particles in axisymmetric toka-
mak geometry12 are also described by the harmonic-
oscillator representations 50 and 51
.
B. First-order anharmonic corrections
We now proceed to obtain the first-order anharmonic
corrections J1 ,1 for the bounce action-angle coordinates
J=J0+tJ1 , =0+t1 through an application of the
Hamiltonian Lie-transform perturbation method.13 By invert-








+ ¯ , 53
which can be inserted in Eq. 37 to obtain







The guiding-center Hamiltonian 1, written as
H = H0J0 + tH1J0,0 , 55
will therefore have a lowest-order expression H0J0 and a
higher-order anharmonic correction H1J0 ,0 that will break
the lowest-order bounce-action invariance J˙0=−tH1 /0
0. We will henceforth omit the contributions of an order
higher than t beyond the harmonic-oscillator dynamics de-
scribed in Sec. III A.
Using the Lie-transform perturbation method, we per-
form a transformation to the new bounce action-angle coor-
dinates J , in order to restore the invariance of the bounce
action, i.e., J˙ =Ot2. Using the lowest-order bounce fre-
quency 44, the expression 54 becomes




2s21 − te2 + t1312 sre
2 ,
where the contribution te
2 comes from the definition of the
magnetic moment =E1−te2 /Be, while the last term
	with 13 /12= 39 /82 /9
 represents the anharmonic cor-
rection in the magnetic field 54.






2s2− e2 + 1312 sre
2 + K1, 56
where K19J0
2 / 4mre















which arises from the first-order correction to the simple-
harmonic bounce frequency 44. Inserting Eqs. 43 and
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22316 + 4112cos 20 − 1348cos 40 , 57
which has bounce-angle independent and dependent parts.
1. Anharmonic bounce action-angle transformation
We extend our description of trapped-particle dynamics
in an axisymmetric dipole magnetic field beyond the
harmonic-oscillator approximation by considering the coor-
dinate transformation Z0= J0 ,0→Z= J ,,
Z = Z0
 + tSˆ1,Z0
0 + ¯ , 58
where the gauge function Sˆ1J0 ,0 is designed to restore the
bounce-angle independence to the bounce-center dynamics
in the anharmonic approximation and  , 0 is defined in Eq.
52. Note that unlike the bounce-center transformation 9,
the magnetic-label flux coordinates  , are frozen, i.e.,
only the parallel motion in phase space is transformed by
Eq. 58.
Using the bounce action-angle transformation 58, we
build a new bounce-angle independent Hamiltonian,
Hˆ J = Hˆ 0J + tHˆ 1J + . . .
= H0J0 + t	H1 − Sˆ1,H00
J0,0 + ¯ . 59
From Eq. 59, we obtain the following relations at zeroth
order,
Hˆ 0 = Be + Jb, 60
and at first order,




where we have divided the first-order Hamiltonian 57 into
a bounce-angle-independent part H1b and a bounce-angle-
dependent part H˜ 1=H1− H1b. Since Hˆ 1 must be bounce-
angle-independent, we have
















2− 41 sin 20 + 138 sin 40 . 63
From Eq. 58, the new expressions for the bounce action-
angle coordinates J ,, which include anharmonic correc-
tions, are therefore
J = J0 + tSˆ1,J00









− 41 cos 20 + 134 cos 40 64
and
 = 0 + tSˆ1,00






241 sin 20 − 138 sin 40 .
65
Equations 64 and 65 can now be easily used to show that
the bounce action-angle transformation 58 is canonical, i.e.,
 ,J0=1+Ot2.
2. Anharmonic bounce action-angle dynamics
The new bounce-angle-independent bounce-center
Hamiltonian now reads as






where the last term denotes the anharmonic correction. The










2 + ¯ =b1 − t2372e2 +¯ ,
67
which is exactly equivalent to the Taylor expansion leading
to Eq. 28 which yields excellent agreement with the nu-
merical result up to about e0.6, as shown in Fig. 1.
In order to prove that the new bounce action 64 with
anharmonic correction is an adiabatic invariant at first
order in t, we calculate J˙ = J ,H0 under the perturbed
Hamiltonian H=H0+tH1,
J˙ = J˙0 + ˙0 tJ026mbre241 sin 20 − 132 sin 40 + ¯
= Ot2 , 68
where we used the lowest-order Hamilton’s equations
˙0=b.
3. Anharmonic canonical condition
Equations 50 and 51 now give the parallel canonical
coordinates s , p with first-order corrections as




J − J0 +
p0
0
 − 0 + ¯
= p0J,  − 2mJb1/2sin  , 69
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J − J0 +
s0
0
 − 0 + ¯
= s0J,   2J
mb
1/2cos  . 70
We therefore retain the harmonic-oscillator expressions for
the parallel coordinates but with an anharmonic Hamiltonian











= sin2  + cos2  + ¯ = 1 + Ot2 , 71
i.e., Eqs. 69 and 70 are canonical up to Ot2.
4. Anharmonic-corrected bounce-averaged drift
frequency
Lastly, we can also obtain the anharmonic corrections to
the bounce-average drift frequency 33 as follows. First,









M4 + ¯ .






21 + t152  sre
2
+¯ , 72
where we have retained the anharmonic first-order correc-
tion. Next, by using the expression 70 for the parallel spa-





2 1 − te
21 + t1518e2 +¯
=d1 − t1 − 1518e2 +¯ =d1 − te26 +¯ ,
73
where we have combined the definition Be=E1−te2 with
the bounce-averaged expression for Eq. 72. Note that Eq.
73 is exactly equivalent to the Taylor expansion leading to
Eq. 31 which yields excellent agreement with the numeri-
cal result up to about e0.6, as shown in Fig. 2.
C. Bounce-center coordinates
The first-order generating vector field for the bounce-
center transformation 8 is calculated using the expressions
for the deeply trapped action-angle coordinates. Equations
10 and 19 are used, with the lowest-order expressions
b




























2 + ¯ .
In the lowest-order deeply trapped approximation, where






sin 2 + ¯ = JdE sin 2 + ¯ , 75
where we used Eq. 38 for a and Eq. 32 for d. Here, we
easily verify that G1
b=0.
Since the flux coordinate  is a guiding-center invariant
in axisymmetric magnetic-dipole geometry 	see Eq. 18
,
we immediately find G1=0. Hence, the bounce-center posi-
tion X¯ is a purely toroidal shift of the bounce-averaged par-
ticle position Xb, expressed as
X¯ = Xb + G1
,J,  X/ . 76
We see that the general bounce-center transformation is
greatly simplified in the axisymmetric dipole geometry and
is consistent with the purely toroidal nature of the magnetic
gradient and curvature drifts in this geometry.
IV. SUMMARY
We now summarize the main results of the present work.
The bounce-center transformation that transforms the
guiding-center phase-space Lagrangian 3 into the bounce-
center phase-space Lagrangian 11 relies on the existence of
expressions for the parallel canonical coordinates sJ , and
pJ , that are required to satisfy the canonical identity 12.
In general magnetic geometry, this canonical identity is taken
as an axiom for the bounce-center transformation5 since the
identity is difficult to prove directly beyond the harmonic-
oscillator approximation. For practical applications in axi-
symmetric tokamak geometry,12 for example, it is a common
practice to use expressions for sJ , and pJ , in the
deeply trapped approximation.
The primary purpose of the present work was, therefore,
to investigate the canonical identity 12 beyond the
harmonic-oscillator approximation in an axisymmetric mag-
netic geometry simple enough to allow explicit analytical
results. The axisymmetric dipole geometry was chosen for its
great simplicity e.g., all confined particles are trapped as
well as its universality in space plasmas8,9 and its applica-
tions in some recent laboratory experiments.14
By using elegant Lie-transform Hamiltonian perturba-
tion methods, we have been able to obtain explicit expres-
sions with harmonic and anharmonic contributions for the
parallel canonical coordinates sJ , and pJ , in axisym-
metric dipole geometry, which satisfy the canonical identity
12. By including anharmonic corrections to the deeply
trapped-particle dynamics, we were also able to obtain ex-
plicit expressions for the bounce frequency 67 and the
bounce-averaged drift frequency 73 that yielded excellent
agreement up to e0.6 with the exact numerical results
shown in Figs. 1 and 2, respectively, as well as standard
numerical fits10 as shown in Table I.
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Future work will focus on the bounce-center transforma-
tion in axisymmetric tokamak geometry15 beyond the deeply
trapped approximation, for which the poloidal flux  is no
longer an invariant, but is replaced with the drift invariant
−B, where = p / mg and B denotes the toroi-
dal covariant component of the tokamak magnetic field.
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A guiding-center Fokker–Planck operator is derived in a coordinate system that is well suited for the
implementation in a numerical code. This differential operator is transformed such that it can
commute with the orbit-averaging operation. Thus, in the low-collisionality approximation, a
three-dimensional Fokker–Planck evolution equation for the orbit-averaged distribution function in
a space of invariants is obtained. This transformation is applied to a collision operator with
nonuniform isotropic field particles. Explicit neoclassical collisional transport diffusion and
convection coefficients are derived, and analytical expressions are obtained in the thin orbit
approximation. To illustrate this formalism and validate our results, the bootstrap current is
analytically calculated in the Lorentz limit. © 2010 American Institute of Physics.
doi:10.1063/1.3519514
I. INTRODUCTION
The Fokker–Planck equation is widely used to describe
various transport processes in magnetized plasmas, such as
collisions,1–4 wave-particle interaction,5–8 and the scattering
of waves.9 A review on the use of the Fokker–Planck equa-
tion in plasma physics has been recently published.10 Using
Lie-transform methods to eliminate the fast gyromotion time
scale, an explicit guiding-center GC Fokker–Planck FP
operator was derived in local GC coordinates X ,E , ,,11
where X is the GC position, E is the GC energy,  is the
magnetic moment, and  is the gyroangle. This operator in-
cludes leading order effects in magnetic field nonuniformity,
which scales such as B /LB1 in typical toroidal fusion
plasmas. Here  is the characteristic Larmor radius of par-
ticles under consideration with mass m and charge Ze and
LB is of the order of the local minor radius r.
Using the conservation of a toroidal canonical momen-
tum, a new GC-FP operator was derived in a recent paper12
in a nonlocal coordinate system, involving three invariants
and a poloidal angle, which is well suited for implementation
in a numerical code. In the present paper, the GC-FP
operator, which is characterized by the collisional time scale
=LB / where  is the mean-free path, is transformed
such that it can commute with the orbit-averaging operation.
Thus, in the low-collisionality approximation 1, a three-
dimensional 3D Fokker–Planck evolution equation for the
orbit-averaged distribution function is obtained in a space of
invariants where the spatial transport due to the drifts of GC
orbits across flux surfaces appears explicitly.
This transformation is applied to the FP collision opera-
tor with a nonuniform isotropic field-particle distribution,
such that neoclassical collisional transport diffusion and con-
vection coefficients are explicitly derived. The thin orbit
width approximation is defined by 	Bq /
1 where 	
is the typical ratio of the orbit width to the minor radius,

=r /R is the local inverse aspect ratio, R is the local major
radius, and q is the safety factor. In this approximation,
the orbit-averaging operation is simplified and analytical ex-
pressions are obtained for the FP diffusion and convection
coefficients.
This formalism is applied to the calculation of the boot-
strap current in the Lorentz limit Z1, where analytical ex-
pressions for the distribution function and toroidal current
are derived. The successful comparison between our results
and the literature1 validates our calculations.
The paper is organized as follows. The GC-FP equation
expressed in our coordinate system is presented in Sec. II.
Using expressions for the corresponding Jacobian and GC
velocity the details can be found in Appendix A, the orbit-
averaging operation is applied in Sec. III and a 3D FP equa-
tion is derived in the low-collisionality approximation. In
Sec. IV, the transformation is explicitly applied to a collision
operator with a nonuniform isotropic field-particle distribu-
tion. In Sec. V, the resulting FP equation is analytically
solved in the Lorentz limit Z1. The bootstrap current is
then calculated using the expressions for flux-surface aver-
aged moments of the distribution function derived in Appen-
dix B for our representation.
II. GUIDING-CENTER FOKKER–PLANCK EQUATION
A. Guiding-center motion
This work assumes a axisymmetric magnetic configura-
tion in the small drift approximation B1. The unperturbed
motion of particles is uniquely characterized by two con-
stants of the guiding-center motion, the energy E and the
toroidal canonical momentum P, and an adiabatic invariant,
the magnetic moment , to which we must associate, for
passing orbits, the sign of the velocity component along the
magnetic field: =signv.
From this parametrization of unperturbed GC orbits, an-aElectronic mail: joan.decker@cea.fr.
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other set of invariants Ia= 	¯ , p ,0 can be derived12 with the
momentum p2mE, the flux-surface label 	¯ −cP /e
=	−B and the pitch-angle coordinate
0	¯ ,E,
 	 1 − B0	¯ /E . for trapped particle orbits




where B0	 is the minimum value of the magnetic field
amplitude B on the flux-surface 	. Here 	=	P / 2
where 	P is the poloidal flux, = p / ZeB, and B is the
toroidal component of the magnetic field in the covariant
representation.
The projection of GC orbits 	˜ in the poloidal plane is
parametrized by the poloidal angle  according to
	 	˜ ,,	¯ ,p,0 = 	¯ + 		,,	¯ ,p,0 , 2
where 	 , ,	¯ , p ,0B. The orbit width is of order
	=	 /	Bq /. Orbits with 	1 are called “thin,” while
orbits with 	1 are called “wide” with an orbit width of
the order of the local minor radius. From the momentum
projection along the magnetic field, pp, is defined the
local pitch-angle coordinate
,,	¯ ,p,0 = 1 − B	˜ ,E
= 1 −	˜ ,1 − 02 , 3
where  , ,	¯ , p ,0B	˜ , /B0	¯ .
One of the significant advantage of this representation
over others13 in the perspective of a numerical implementa-
tion is that the trapped/passing boundary is independent of p.
It is defined by 0
2
=0T
2 	¯  with
0T




where B1	 is the maximum value of the magnetic field
amplitude on the flux-surface 	. Another numerical advan-
tage of 0 over other pitch-angle coordinates is that the cor-
responding space has fixed boundaries −101 inde-
pendent of 	¯ , p.
A spherical momentum-space representation using the
momentum magnitude p and a -like pitch-angle coordinate
reflects the natural symmetry of collisions, which is an iso-
tropic microscopic process. Consequently, the numerical in-
version problem resulting from the discretization of the dif-
ferential FP operator is properly conditioned.
In addition to the numerical advantages, the present set
of coordinates benefits from an easy physical interpretation
in the zero-orbit width limit, where 	¯ →	 is the poloidal flux
divided by 2, which defines the flux-surface containing
the orbit, and 0→1−B0	 /E becomes the value of
= p / p at the location where B is minimum on this flux
surface.
The coordinate system  ,	¯ , p ,0 is illustrated in Fig. 1
where various GC orbits are schematically displayed.
B. Guiding-center Fokker–Planck equation








= CgcF , 5
where F=F , ,	¯ , p ,0 is the GC distribution function,
and the time evolution of F on a slow time scale  is con-
sidered. The poloidal motion is characterized by the super-
position of the free streaming along the field line and the
magnetic drift






where B is the poloidal component of the magnetic field in
the contravariant representation.






JKgc F − Dgc FZ , 7
is expressed as a function of the coordinates Z
=  ,	¯ , p ,0 and the Jacobian J for the 	¯ , , , p ,0 ,
system.
The GC-FP coefficients are related to the particle
momentum-space Fokker–Planck convection vector K and
























FIG. 1. Schematic representation of GC orbits 	=	˜  , ,	¯ , p ,0 for a
given value of 	¯ , p and different values of 0. The flux-surface 	=	¯ is
drawn as a dashed line.
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Kgc





= t · T−1D · g,
where T−1 is the GC transformation, ¯ t denotes the trans-
pose operation,  is the projection vector for the coordinate
, and ¯ g denotes gyroaveraging. The GC projection vec-
tors in 	¯ , p ,0 invariants space were defined as11
 = X + ,Zgc, 9
where  is the gyrovector and ¯ gc denotes the GC Pois-
son bracket. From the GC Poisson bracket expressed in
X ,E , coordinates,11 the GC projection vectors  can be
derived using the chain rule12































20  pmE − B  − 	¯ d ln B0d	¯  + OB2 ,
where  is the gyrofrequency, p is the particle kinetic mo-
mentum, and bˆ B /B.
The GC convection and diffusion coefficients 8, which
















The -dependence can be removed from the guiding-
center Fokker–Planck equation by averaging over the GC
orbits. The orbit-averaging operation is defined in the poloi-
dal plane as







where the incremental length along the orbit O is
dl , ,	¯ , p ,0 and the orbit time is





Note that we can rewrite dl /vgc=d /˙ ,12 such that














which only depends upon the invariants 	¯ , p ,0, we for-






G,	¯ ,p,0 . 17
The Jacobian J and the angular velocity ˙ are evaluated in
Appendix A, which yields Eq. A16
G,	¯ ,p,0 = 1 + O	B . 18
B. Low-collisionality regimes
From now on, we focus on low-collisionality regimes
1 for which the GC-FP equation can be reduced to a 3D
equation involving the motion invariants Ia= 	¯ , p ,0. Con-
sidering a slow time scale  with =O /1, the Fokker–





such that F=F0 ,	¯ , p ,0 is independent of .
Applying the orbit-averaging operation 15 to Eq. 5





















Ib  . 20
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IaJODgcaGG−1Z O + Kgc GG−1Z O.
According to Eq. 21, the distribution evolves on the colli-
sion time scale: =.
C. Thin orbit approximation
The thin orbit approximation is characterized by 	1.
In this case, the corrections of order 	B in Eq. 18 can be
neglected as compared to the corrections of order B in Eq.
12 and thus we can take G=1. The orbit-averaging opera-
tion 15 can be expressed as
 ¯ O = 1JOO d2J¯ , 23




















D. Conservative form of the differential
operator
For computational purposes, the differential part of the
orbit-averaged guiding-center Fokker–Planck operator in Eq.



















JO1 − 02SL0 , 26
where SL




0 represent momentum and pitch-angle



























 	¯ 0  /	¯/p
− p−11 − 02  /0
F0, 27
where the friction coefficients KL




ba may be expressed in terms of guiding-





































































In Eq. 26, 	¯ 0	0	¯  where 	0	
		 ,0	 is defined as the value of 	=RBP at the
poloidal location 0	 where the magnetic field
B	,0	  B0	 , 30
is minimum on the flux-surface 	. Here BP is the poloidal
component of the magnetic field. The term 	¯ 0 is intro-
duced such that SL	
¯
has the dimension of a flux in configura-
tion space. When the flux-conservative form of the differen-
tial operator 26 is numerically implemented using a two-
grid discretization technique with the distribution on the
half-grid,15 it yields a numerical scheme in which the inter-
nal boundary conditions are inherently satisfied.16
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IV. TRANSFORMATION OF AN ISOTROPIC
COLLISION OPERATOR
A. Transformation of FP collision coefficients to GC
coordinates
For an FP operator describing collisions with isotropic
field particles, we have11
K = − p ,
31
D = DtI − ppp2  + Dlppp2 ,
where the convection coefficient  and diffusion coefficients
Dl and Dt are function of p ,x only We can assume they
are function of p ,	 only.. Thus11
T−1K = − p,
32





Z = p,X +  = p,X + n,T ·  ,
DtZ = Dtp,X +  = Dtp,X + n,T · Dt, 33
DlZ = Dlp,X +  = Dlp,X + n,T · Dl,
since the particle energy and GC energy are identical up to
order B. We can assume that Bn,T.
The coefficients Kgc
 and Dgc have been explicitly calcu-
lated in the local GC coordinate system X ,E , , for the
particular case of a uniform field-particle distribution.11 The
results are extended to the case of a nonuniform distribution
in Appendix C. As expected, the transformation to local GC
coordinates yields GC spacial transport coefficients at order
2 and corrections of order  to E , transport.
B. FP collision coefficients in nonlocal coordinates
„ ,¯ ,p ,0…
The transformation to the nonlocal coordinates
 ,	¯ , p ,0 where 	¯ , p ,0 are invariants of the GC motion
will naturally yield neoclassical transport coefficients of or-
der 	. Using the projection vectors 11 for the coordinate
	¯ , p ,0 in Eq. 8 and evaluating the gyroaveraged expres-
sions, we obtain the following coefficients:
Kgcp
Dgc
pp  = − pDl  + O2 , 34
 Kgc0
Dgc
p0 = − pDl  1 − 0
2
2p0




p	¯  = − pDl − 		p 1 +  1 − 222 gc + O2 ,
36






In addition, defining the following diffusion coefficients:
D1 = 2Dl + 1 − 2Dt,





and the following expressions where the effect of magnetic
nonuniformity explicitly appears:
DA = D1 + gc1 − 2D2,
DB = Dt + gcD3, 39
DC = Dt1 − gc ,



























DA + O2 .
The coefficients Kgc
 and Dgc are all of order 
2.
C. Thin orbit width approximation
The coefficients , Dl, and Dt are functions of p ,	. In
the thin orbit approximation characterized by 	1, they
can be developed using 	=	¯ +	 as




Dtp,	 = Dtp,	¯  + 		
Dt
	
p,	¯  , 41




Note that we could expand the coefficients around 	O
rather than 	¯ . It is identical for trapped orbits, but not for
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passing orbits where 	− 	O	 such that the expansion
is more valid. Yet, the choice of expansion around 	¯ has the
numerical advantage of calculating the coefficients and their
derivatives on a fixed two-dimensional grid p ,	¯  rather than
the 3D grid since 	O= 	Op ,0 ,	¯ .
Neglecting terms of order 	
2 and 	, we obtain the
following coefficients, where , D, and D and their deriva-
tives are now function of p ,	¯ 
Kgcp
Dgc
pp  = 1 + 		 	− pDl  + O2,	2 ,	 , 42
 Kgc0
Dgc
p0 = − pDl  1 − 0
2
2p0



























Dt + O2,	2 ,	 . 46
The coefficients Kgc
 and Dgc are all of order 2.
D. Orbit averaging in the thin orbit approximation
In the thin orbit approximation, the orbit-averaged coef-
ficients are given by Eq. 25, which yields
 Kgcp0
Dgc
















¯ 0  = − 		0p  − pDl1 − 02Dt/p0 
+ O2,	2 ,	 , 49
Dgc
	¯	¯ 0









Dt + O2,	2 ,	 , 51









































In the thin orbit width approximation, it is therefore not
necessary to evaluate the particle collision operator coeffi-
cients along each particle orbit for the calculation of orbit-
averaged FP diffusion and convection coefficients 47–51.
Indeed, the GC orbit effects reduce to the calculation of the
orbit-averaging coefficients 52 and radial gradients of par-
ticle collision operator coefficients 41. Note that 	0=0
for trapped particle orbits.
This separation between orbit dynamics and FP coeffi-
cients calculations has important numerical implications as
the bounce coefficients 52 need to be only determined once
for a given equilibrium, while it is not necessary to calculate
the FP coefficients , Dl, and Dt, which involve time-
consuming integrals in the relativistic case, along every GC
orbit.
Finite-orbit width effects can be neglected in the deter-




0† Eq. 52 as they would enter Eqs.
47–51 to order 	
2 or 	. By taking the limit 	˜ →	¯ , the
orbit-averaging operation 23 reduces to12 Eq. A17













 dB /B is the length of a field line over one
poloidal cycle, the sum over  applies to trapped orbits be-















is the normalized orbit time in the zero-orbit width limit.17
By extension, we define the following quantities:
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such that 0,0,0=, 0,0=, and k,l,m	 ,1=1. Here
R0	=R	 ,0 where 0	 is defined in Eq. 30. Using
Eq. 53 and 	= pB / ZeB Eq. 2, since B is a func-
tion of 	 only, we can evaluate the coefficients associated
with the orbit width









	0† = H0 − 0T	¯ 
B
B0







E. Coefficients for the conservative form
of the collision operator
In the thin orbit approximation, the convection and dif-
fusion coefficients 28 and 29 can be explicitly evaluated
for the FP collision operator
 KLp
DL
pp  = 1 + 		0 	− pDl  + O2,	2 ,	 , 58
 KL0
DL

















+ O2,	2 ,	 , 60
DL
	¯	¯
= O2,	2 ,	 , 61
DL






+ O2,	2 ,	 . 62
Note that to leading order we retrieve the usual collision
operator in the zero-orbit width limit
KL
p






V. BOOTSTRAP CURRENT IN THE LORENTZ LIMIT
The formalism presented in this paper can be validated
by calculating the bootstrap current in the Lorentz limit
Z1, an analytical result found in the literature.1,18
A. GC distribution function in the Lorentz limit
In the Lorentz limit Z1, the coefficients of the particle
collision operator 31 reduce to Dt=eip2 /2, while  and Dl
can be neglected. Thus, the orbit-averaged GC-FP operator



















+ O2,	2 ,	 .
In steady state, the FP equation 24 and 26

















 = 0. 66
If we expand F0=F0+	F1 with 	1, we obtain










such that F1=0 in the trapped region where 	0=0.










with = 1−−1O such that Eq. 67 can be formally inte-
grated using Eq. 57 to give







H0 − 0T	¯ I	¯ , 0 , 69








	¯ ,01 − /0
2
. 70
The first-order equation in Z−1 yields F0 as a Maxwellian
with temperature T and density n expressed in the non-
relativistic limit by
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+  p22mT − 32d ln Td	¯ . 72
B. Bootstrap current
The bootstrap current is the flux-surface averaged cur-
rent density obtained in the presence of collisions. It is evalu-
ated here in the large aspect ratio and thin orbit approxima-
tions, with the ordering 
1/2 such that 
 ,	1. Using






















t,	¯ ,p,0 , 73
where 	¯ is a function of 	 , , p ,0. We can expand F0
using 	¯ =	−		 and F0=F0+	F1 so that
F0t,	¯ ,p,0 = F0t,	,p + 	
F1t,	,p,0 − 	F0	 t,	,p,0 .
74
Since F0 /0=0, the contribution of the leading term in
Eq. 74 vanishes in the large aspect ratio approximation for

















+ gt,	,p,0 , 75
where we used dS /d	=1,−1	 / R0B0 and the definitions





gt,	,p,0  F1t,	,p,0 ,
with the following poloidal averaging:











We can evaluate 	O¯ with definitions 55 and 56 such as

















H0 − 0T	I	, 0 .












n	T	d ln nd	 + d ln Td	  . 79
Therefore, the bootstrap current in the Lorentz limit can be
expressed as
Jbt,	 = − 	Ft
eff	Rpn	T	d ln nd	 + d ln Td	  , 80










d002,1,−10 −  1,0
1,−1
H0
− 0T	I	, 0 . 81
C. Particular case of circular concentric flux
surfaces
For circular concentric flux surfaces d	 /dr=RpBP where
BPr is the poloidal field evaluated at R=Rp, and we can
express Eq. 80 as1




d ln ndr + d ln Tdr  . 82









1,0r = 1 + 
1 − 
  1 + 
 ,













Thus, for circular concentric flux surfaces, the effective
trapped fraction becomes
Ft





d00H0 − 0TrIr, 0 , 85


















such that the result from Ref. 1 is retrieved.
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VI. CONCLUSION
In this paper, the general orbit-averaged guiding-center
Fokker–Planck equation 21 is derived in an invariant space
	¯ , p ,0 that is well suited for implementation in a numeri-
cal solver. The FP operator, which contains first-order effects
of magnetic field nonuniformity, is also expressed in a con-
servative form 26 that satisfies internal boundary condi-
tions exactly when using a two-grid numerical discretization
method.15,16 The calculation of orbit-averaged FP diffusion
and convection coefficients is greatly simplified in the thin
orbit approximation 25 where the orbit width is small as
compared to the local minor radius.
The GC-FP diffusion and convection coefficients in
	¯ , p ,0 space are calculated using the projection vectors
11 in the GC transformation 8. This procedure is appli-
cable to any kinetic process that can be expressed as a FP
operator 7, such as collisions, electric field acceleration, rf
heating, or resonant interaction with magnetohydrodynamics
MHD modes.
As a first application, the transformation is explicitly car-
ried out in the present paper for a collision operator with a
nonuniform isotropic field-particle distribution. While the
transformation to local GC coordinates yields local transport
coefficients at order 2, the transformation to the invariant
space 	¯ , p ,0 yields neoclassical collisional transport at or-
der 	 Eqs. 34–40. In the thin orbit approximation ap-
proximation, the orbit-averaging operation is simplified and
analytical expressions 58–62 are obtained for the orbit-
averaged FP diffusion and convection coefficients.
Using the expressions for moments of the distribution
function averaged over a given flux surface, the bootstrap
current is analytically calculated in the Lorentz limit, and
corresponding results found in the literature are retrieved.
This comparison self-consistently validates the orbit-
averaged GC formalism developed in Secs. II and III and the
GC collision operator derived in Sec. IV. In our calculation,
the particle orbits width effect naturally appears in the
	¯ , p ,0 system, which provides an intuitive formalism for
the GC physics.
The orbit-averaged GC-FP operator developed in this pa-
per will be implemented in the numerical code LUKE, which
currently calculates the GC distribution function in the zero-
orbit width limit16 and is used for heating and current drive
calculations. Ultimately, the present formalism could provide
a self-consistent description of neoclassical transport, neo-
classical conductivity, transport induced by rf waves or
MHD modes, etc. in the presence of non-Maxwellian distri-
butions.
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APPENDIX A: DETERMINATION OF THE FUNCTION G
in the thin orbit approximation
1. Calculation of ˙




   B + mv2bˆ · bˆ  + OB . A1
Using the following identities:
bˆ · bˆ = − bˆ   bˆ ,
A2
bˆ  bˆ   bˆ  = bˆ ·  bˆ bˆ −  bˆ ,
it follows that the projection of vB in the poloidal direction
can be expressed as
˙B = vB ·  =
1
mr
ˆ · bˆ  B − mv2
ˆ · bˆ bˆ ·  bˆ  − ˆ ·  bˆ 
+ OB . A3
In the 	¯ , , p , system where v= p /m and = p21
−2 / 2mB, Eq. 6 is explicitly written as
˙ = v
B
B 1 + 	 pZerB	 1 − 22 ˆ · bˆ  BB − 2
ˆ · bˆ bˆ ·  bˆ  − ˆ ·  bˆ  + OB . A4
2. Jacobian for the „¯ , , ,p ,0 ,	… system
The phase space Jacobian of the GC transformation in
the system X ,E , , is given by JX,E,=mB / v where
B = B1 + B mvZeBbˆ ·  bˆ + OB2 . A5
The Jacobian of the 	 , , coordinate system is V	 ,
given by V	 ,= B−1 such that the total Jacobian for the
	 , , ,E , , system is J	,,E,=mB / vB. The Jaco-
bian for the 	 , , , p , , system is determined using the
definitions of p and  Eq. 3
J	,,p, = J	,,E,/
detp/E p//E / 
 , A6
with p /E=m / p, p /=0,  /E=B / 2E2, and











B1 + B pZeBbˆ · 
 bˆ + OB2 . A7
The transformation from 	 , to 	¯ ,0 involves the
following Jacobian:
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J	¯ ,,p,0 = J	,,p,/
det 	¯ /	 	¯ /0/	 0/
 . A8








BB  and 	¯ = − pBZeB .



















































Note that we can rewrite, using axisymmetry
ˆ ·  bˆ = ˆ · BB   + BB 
  + B	B  	




= 1 + 	
p
ZerB
ˆ ·  bˆ , A12
and also































Therefore, Eq. A11 becomes








 1 + 	 pZerB
2ˆ ·  bˆ + 1 − 22 ˆ · bˆ  BB + OB .
A15
Substituting Eqs. A7 and A15 in Eq. A8 and comparing
to Eq. A4, the Jacobian for the 	¯ , , , p ,0 , system
becomes





1 + O	B , A16
where we used ˆ ·bˆ =rB /B. In the zero-orbit width limit,











APPENDIX B: MOMENTS OF THE DISTRIBUTION
FUNCTION
Many useful characteristics of a population of particles,
such as the density, toroidal current density, density of power
dissipated on collisions, cyclotron, or bremsstrahlung emis-
sion, etc. can be obtained from the kinetic description by
calculating moments of the distribution function. This mo-
ments are often locally calculated in space, and take the fol-
lowing form:
t,x = d3pMt,x,pft,x,p , B1
where ft ,x ,p is the particle distribution function and
Mt ,x ,p is an operator acting on f . If the operator M is
gyroindependent, which we assume in this section, the
transformation to GC phase space in an axisymmetric plasma
is straightforward and we can write Mgct ,	 , , p ,
=Mt ,x ,p Ref. 20.
1. Flux-surface averaging
In axisymmetric 	 , , geometry, the flux-surface av-







where dV /d	=2d /B is the incremental volume of a
flux surface. Similarly, using =ˆ /R, the flux-surface av-
eraged flux in the toroidal direction of a vector field

t ,	 , is
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where dS /d	=d / RB is the incremental poloidal sur-
face element.
2. Local expression
Using the Jacobian JX,p,= p2B /B for the p , , sys-













In the low-collisionality regime, we have Ft ,	 , , p ,
=F0t ,	¯ , p ,0 where 	¯ ,0 are functions of 	 , , p ,














F0t,	¯ ,p,0 . B5
















MgcF0t,	¯ ,p,0 , B6
where 	¯ is a function of 	 , , p ,0. In Eq. B6, the limits
of integration for trapped orbits 1 and 2 are the same as in
the orbit-averaging operation 15 since 	=	¯ at the turning
points.
If Mgc is a vector field operator, the flux-surface aver-


















ˆ · MgcF0t,	¯ ,p,0 . B7
3. Expression in the space of invariants
Alternatively, it is also possible to directly express Eq.
B4 in the Z= 	¯ , , p ,0 system
20
Mgct,	, = 22 d	¯dpd0JB	˜ − 	
Mgc0F0t,	¯ ,p,0 , B8
where Mgc0t ,	¯ , , p ,0=Mgct ,	˜ , , p ,. From Eq. B8,




G	˜ − 	Mgc0OF0t,	¯ ,p,0 . B9
Similarly, the flux-surface averaged flux of 
 is the toroidal





GR 	˜ − 	ˆ · Mgc0OF0t,	¯ ,p,0 .
B10
Within the thin orbit width approximation, G=1 in Eqs. B9
and B10.
Practically, both the expressions B6 and B9 can be
used to evaluate flux-surface averaged moments. Numeri-
cally, Eq. B6 involves interpolations to evaluate
Ft ,	 , , p ,=F0t ,	¯ , p ,0, while Eq. B9 requires a
modeling of the delta function 	˜ −	 term by a rectangular
function, a Gaussian, etc. Note that in Eq. B9, the calcula-
tion of the bounce-averaged term only involves GC orbits,
which is also needed to evaluate Eq. 22, and can be done in
parallel with the calculation of the distribution function.
Among useful flux-surface averaged moments of the dis-
tribution function we can mention: the density nt ,	= 1¯,
the parallel toroidal current density J= Zevbˆ , and the
density of power deposited on particles through the evolution
operator C: PC= ECgc.
APPENDIX C: COLLISION OPERATOR IN LOCAL GC
COORDINATES
The FP collision operator can be also calculated in local
GC coordinates for a nonuniform isotropic field-particle dis-
tribution, by introducing the projection vector for the coor-
dinate X ,E , , Ref. 12 in Eq. 8 and evaluating the
gyroaveraged expressions. To order , the momentum-space
GC collision operator coefficients are
Kgc
E




= − 2 − gc + O2 ,
and
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Dgc
EE
= 2EDE + O2 ,
Dgc
E
= DE2 − gc + O2 , C2
Dgc

= 21 − gc2D + Dt
mB + O2 ,
where DEDl /m and D=Dl−Dt / 2mE. The coeffi-
cients involving transport in configuration space are calcu-



















 DE · I + O3 ,
Dgc
X





2 2  D + 1mB  Dt · I







mBI + O3 .




















2 DkB − 2  D − 1mB  Dt · I + O3 ,
with kB= ln B+ mv2 /Bbˆ ·bˆ such that the drift velocity
is vB= B /mbˆkB+OB.
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