Gene selection is an important research topic in pattern recognition and tumor classification. Numerous methods have been proposed, Maximum Margin Criterion (MMC) is one of the famous methods have been proposed to solve the small size samples problem. But, the MMC only considers the global structure of samples. In this article, a novel recursive gene selection criterion named Laplacian Maximum Margin Criterion Recursive Feature Elimination (LMMC-RFE) is proposed to address this issue. The Laplacian within-class scatter matrix and Laplacian between-class scatter matrix can be formulated by the use of LoG weighted matrix to capture the scatter information. The neighboring structure of the withinclass samples is preserving while the samples from different classes are mapped far from each other. The successful application to the Colon dataset, Prostate dataset and Leukemia dataset suggests this proposed method is more efficient and competitive in gene selection.
Introduction
The development of DNA microarray permits scholars to measure the expression levels of thousands of genes simultaneously. These data contain a wealth of information, and also can reflect the physiological state of the current cell. Especially, the number of genes exceeds tens of thousands, whereas the number of samples is in the range of 10-100 [1] . It is not feasible to use the gene expression data to explain the differences between normal and cancerous tissue samples directly. Information gene selection plays an essential role in classification task [2] . Information gene selection intends to select the most discriminative genes from gene expression data, which can be divided into the wrapper methods and the filter methods [3] [4] [5] . The wrapper methods, such as SVM and Genetic algorithm, are based on classifier. The filter methods include Signal to Noise (S2N), Enrichment Scores and Between-categories to Within-category sums of squares (BW), etc. They ignore the correlation between genes and are all supervised [6] . Clustering usually comes from the information of groups of patients with similar clinical records, in such a case, Golub et al. (1999) filtered redundant genes with weighted ballot. Guyon et al. (2002) presented an algorithm, called Recursive Feature Elimination (RFE), which had become one of the leading methods and been widely used. The redundant features were successively eliminated during training of a sequence of SVM classifiers [7] . Meanwhile, the traditional SVM-RFE eliminated one noise gene every turn. To save the computational costs, some studies had shown that several noise genes can be eliminated per time and would not affect the accuracy [8] [9] . Li et al. (2004) proposed a recursive feature selection based on MMC to replace the traditional Fisher criterion [10] . Based on the MMC theory, some improvements have been made. For instance, Qiu et al. (2005) introduced the Nonparametric Maximum Margin Criterion (NMMC) [11] which was applied to the Face Recognition by reconstructing the S b , S w . Niijima et al. (2006) proposed a recursive feature selection method based on Maximum Margin Criterion without constructing the inverse matrix [12] . Lu et al. (2011) proposed a Discriminative Locality Preserving Projections based on Maximum Margin Criterion (DLPP/MMC), which had already been applied in face recognition [13] . In addition, Farcas et al. (2012) proposed a new method used in the background subtraction, called Incremental Maximum Margin Criterion (IMMC) [14] .
In this study, we introduce a recursive gene selection method based on LMMC, which originates from Maximum Margin Criterion and SVM maximum margin [15] [16] . The traditional MMC do not need to construct the inverse matrix and also the SSS problem is alleviated, but it aims to preserve the global structure and ignores the local structures of samples. Based on the previous analysis, a new algorithm (LMMC-RFE) is proposed for the information gene selection. The neighboring structure of the same class is preserved while the data pairs from different classes are mapped far from each other. Firstly, The Bhattacharyya distance is adopted to filter the redundant genes and established the model of LMMC. Then we rank genes and eliminate the last few genes each time with various statistical methods, thereby the top-L genes can be selected as information genes. Finally, the classification performances of three public datasets were tested by K-nearest Neighborhood (KNN) classifier. The results demonstrate that our proposed algorithm works well.
Prior Work
can be represented as each gene, n is the number of the genes, S = {s 1 , s 2 , · · · , s m } is a set of samples, the corresponding gene expression matrix can be represented as V = {v ij |1 ≤ i ≤ m, 1 ≤ j ≤ n}, the matrix V consists of m vectors and m is the number of samples. 
Bhattacharyya Distance
DNA microarray consists of a large number of redundant genes, among which there are a large amount of genes badly affect feature extraction so that it is necessary to reduce the dimensionality of these redundant genes. The Bhattacharyya Feature Score Criterion (BFSC) is adopted to filter redundant genes, namely:
where the mean of class i is µ i , δ i is the variance of class i.
The first formula reflects the contribution of the mean to sample classification; the second formula reflects the contribution of the variance. A larger information coefficient are still obtaining, when the mean of the samples are same. The BF SC(g i ) value reflects the distinguish ability between positive and negative samples. The larger the value of BF SC(g i ) is, the more information the gene has.
Maximum Margin Criterion
The within-class scatter matrix S w , between-class scatter matrix S b and the total scatter matrix S t . Through using the Bhattacharyya distance to filter redundant genes, we can get a pretreat-
is the projection vector. ϕ i s are the optimal discriminative vectors. The MMC is defined as:
The new between-class scatter and within-class scatter S b , S w are defined as:
where C is the total number of classes, p i = N i /N is a prior probability of class i, µ is the total mean and µ i is the mean of class i, S i is the covariance matrix class i.
In the classical Fisher criterion function, the samples can be separated easily when the ratio of the within-class scatter and between-class scatter is maximized. To maximize J(W ), the projection vectors W must be constituted by the largest eigenvectors of S 
Laplacian MMC
The traditional MMC algorithm ignores the locality of samples. A novel improved criterion for discriminating feature extraction and recognition is presented, called Laplacian MMC. We formulate the Laplacian between-class scatter matrix S lb , Laplacian within-class scatter matrix S lw and Laplacian total scatter matrix S lt by using Laplacian of Gaussian (LoG) weighted matrix, since Laplacian of Gaussian is good at boundary detecting in image analysis.
The similarity distance between two samples is defined as:
The constructing of pairwise distance matrix is defined as Dist =
d(x i , x j ) represents certain distance function, δ i donates the standard deviation of the elements in each row of Dist.
Considering the locality of samples, the Laplacian total scatter matrix S lt , the Laplacian withinclass scatter matrix S lw and the Laplacian between-class scatter matrix S lb can be reformulated as follows:
Here, the element of similar matrix H is donated below: 
where
L t , L is the Laplacian matrix.
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The Laplacian MMC is defined as follow:
The optimal projection vectors are the eigenvectors corresponding to the maximal eigenvalue of Eq. (13) . To achieve the highest classification, the optimal projection vector W can be selected as the orthonormal eigenvectors corresponding to the first d largest eigenvalues
Algorithm
Input: gene expression data V
Output: t top rank genes
Repeat the following steps until q = t;
Step 1. Use the Bhattacharyya distance to preprocess the gene expression data;
Step 2. Compute the Laplacian matrix by using Eq. (8)- (12);
Step 3. Compute S lb , S lW of X;
Step 4. Compute the largest eigenvectors W of S lb − S lw ;
Step 5. Eliminate the last C genes with the smallest weight of 
The Experiments

Microarray Datasets
Three studied gene expression microarray datasets have been used to demonstrate the performance of the proposed methods. The descriptions of three public datasets are shown in Table 1 . Most of the genes are irrelevant genes or noisy genes. Fig. 1 displays the information coefficient profile of colon. 819 genes are selected by using the Bhattacharyya distance. Fig. 2 displays the distribution of the scores of selected genes.
From the perspective of pattern recognition, the larger the value of BF SC(g i ) is, the more class information it has, whereas only a small number of genes have a higher coefficient. By setting an appropriate threshold, the redundant genes can be filtered. 
Experiment Result
The datasets are divided into two subsets to testify our proposed algorithm: the training set and testing set. For the colon dataset, the training set included 40 samples (27 tumor and 13 normal) and the testing set included 22 samples (13 tumor and 9 normal) [17] .
To show the performance of the proposed algorithm, the MMC-REF, MMC and SVM-RFE run on the same data and the results are compared with our proposed algorithm. Table 2 lists the classification accuracies across 15 runs for each method and the number of the selected genes for each selection method. The K-nearest Neighborhood (KNN) is used as the classifier due to its good performance and simplicity in pattern recognition with low dimensional features. We set Neighbor number K = 5 and then test on the corresponding testing sets.
From Table 2 , it is obvious that our proposed method achieves the highest classification accuracy with less genes and more competition than other methods.
In this study, we do not address the problem of eliminating the number of genes which yields highest classification accuracy and the computational time of RFE, here we set C = 10. Under the condition of N = 8, the highest accuracy can achieve 93.18%. Compared with MMC-RFE, LMMC-REF which makes full use of the structure information of samples and has a stable classification performance under most cases of sigma (sigma = 0.1 : 0.5 : 15). Compared with SVM-RFE, our algorithm neither needs to adjust the parameters nor be sensitive to the marginal noise, and also it can concentrate on the homogeneous and separate the heterogeneous. As SVM-RFE algorithm aims at finding a common optimal feature subset for a multiple categories and is a multi-objective optimization problem, the gene subset contains a lot of promiscuous genes and cannot be adapted to the multi-classification case. Table 3 lists the 8 genes with the maximum information.
Some of these genes in Table 3 are the same with those obtained in Li (2011) [18] and Kumar (2012) [19] . The result is well accordant with the fact, which proves that this proposed algorithm is effective. Table 4 shows the comparison of the classification performance with Prostate data and Leukemia data. Table 4 shows our proposed method can achieve a higher accuracy and the number of selected genes in this method is smaller than others. Under the condition of N = 9, the classification accuracy of Prostate data is 94.67%. Meanwhile, the Leukemia cancer can achieve 98.08% under the condition of N = 8. Hence, the proposed method is more effective and competitive both in classification accuracy and in dimensionality comparatively.
Conclusion
In pattern recognition, feature extraction techniques are widely used to reduce the dimensionality of datasets and enhance the discriminatory information. In this article, we have presented a recursive feature eliminate method based on Laplacian MMC. The Laplacian within-class scatter matrix, Laplacian between-class scatter matrix and Laplacian total scatter matrix are defined by using the LoG weighted matrix of samples. Compared with MMC-REF, MMC and SVM-RFE, the new method can effectively extract the most discriminatory features and achieves better performance with a smaller number of genes for multi-class datasets. Laplacian MMC has the virtue of MMC and can calculate the discriminant vectors by maximizing the difference between Laplacian within-class scatter and Laplacian between-class scatter. The experiment results show the LMMC-RFE is less sensitive to outliers and noise due to average margin. Thus the new algorithm may be helpful to biomarker discovery from noisy gene expression data.
