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Abstract
Our daily online conversations with friends, family, colleagues, and strangers weave
an intricate network of interactions. From these networked discussions emerge themes
and topics that transcend the scope of any individual conversation. In turn, these
themes direct the discourse of the network and continue to ebb and flow as the in-
teractions between individuals shape the topics themselves. This rich loop between
interpersonal conversations and overarching topics is a wonderful example of a com-
plex system: the themes of a discussion are more than just the sum of its parts.
Some of the most socially relevant topics emerging from these online conversations
are those pertaining to racial justice issues. Since the shooting of Black teenager
Michael Brown by White police officer Darren Wilson in Ferguson, Missouri, the
protest hashtag #BlackLivesMatter has amplified critiques of extrajudicial shootings
of Black Americans. In response to #BlackLivesMatter, other online users have
adopted #AllLivesMatter, a counter-protest hashtag whose content argues that equal
attention should be given to all lives regardless of race. Together these contentious
hashtags each shape clashing narratives that echo previous civil rights battles and
illustrate ongoing racial tension between police officers and Black Americans.
These narratives have taken place on a massive scale with millions of online posts
and articles debating the sentiments of “black lives matter” and “all lives matter.”
Since no one person could possibly read everything written in this debate, comprehen-
sively understanding these conversations and their underlying networks requires us to
leverage tools from data science, machine learning, and natural language processing.
In Chapter 2, we utilize methodology from network science to measure to what ex-
tent #BlackLivesMatter and #AllLivesMatter are “slacktivist” movements, and the
effect this has on the diversity of topics discussed within these hashtags. In Chap-
ter 3, we precisely quantify the ways in which the discourse of #BlackLivesMatter
and #AllLivesMatter diverge through the application of information-theoretic tech-
niques, validating our results at the topic level from Chapter 2. These entropy-based
approaches provide the foundation for powerful automated analysis of textual data,
and we explore more generally how they can be used to construct a human-in-the-
loop topic model in Chapter 4. Our work demonstrates that there is rich potential for
weaving together social science domain knowledge with computational tools in the
study of language, networks, and social movements.
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1.1 Language and Networks as Complex
Systems
Our social spheres form a classic example of a network. The interactions in which
we partake with our friends, colleagues, teachers, and family form a social network
that we visualize as a collection of dots and lines: dots represent people, and lines
connecting these dots represent a relationship between two people. Typically we
instead refer to dots as nodes and lines as edges, and we can imagine embedding a
variety of different information into these networks. For instance, we may wish to
classify student-teacher interactions differently than parent-child interactions or
perhaps we would like prioritize the importance of interactions by counting the
number of them that occur between any two people. We may label nodes of the
network with information about what role that person plays in a network, and we
could even allow the network in its entirety to vary over time. It is quite natural to
want to ask questions about all of these aspects and how they affect the social
network’s structure.
Indeed, sociologists have considered questions about social networks for quite
some time now, but it is only with the uptake of social media that researchers have
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been able to study social networks at massive scales. Online network data has
allowed researchers to study a plethora of fascinating questions, including how
emotional contagion spreads on social media [1], how peer influence affects voter
turnout [2], and how groups respond to crisis events [3, 4]. While, of course, these
online interactions are only a proxy for face-to-face social networks, they provide an
avenue for studying social behavior in a variety of settings.
Language provides one of the primary avenues for which we can carry out our
social interactions. As with networks, the widespread adoption of the internet has
produced a wealth of data to study the nuances and impact of language. This has
launched studies into how to measure the evolution of language over time [5, 6], how
to quantify the sentiment and emotions of large-scale populations [7, 8], and how to
extract topics and themes from books, articles, and social media posts [9]. Network
and textual data coupled together allow us to understand not only what is being
said, but who is saying it and how it is spreading.
These intricate interactions and feedbacks between people and their language
are hallmarks of complex systems. While the definition of a complex system is
notoriously hard to pin down, they often consist of individual parts that interact,
sometimes in an adaptive manner, in such a way that produces emergent
phenomenon that would not arise from any individual alone. Who we choose to
interact and what we say evolves adaptively over time according to the conversations
and interactions that we have had in the past. From these many discussions arise
themes and topics that transcends any individual person or conversation, and these
topics themselves adapt as the underlying conversations continue to change.
2
1.2 Black Lives Matter
Perhaps one of the most socially relevant examples of networks and language
interacting together is that of social and protest movements. Protest movements
have a long history of forcing difficult conversations in order to enact social change,
and the increasing prominence of social media has allowed these conversations to be
shaped in new and complex ways. Indeed, significant attention has been given to
how to quantify the dynamics of such social movements. Recent work has studied
movements such as Occupy Wall Street [10–12], the Arab Spring [13], and large-scale
protests in Egypt and Spain [14,15], and how they evolved with respect to their
causes. The network structures of movements have also been leveraged to answer
questions about how protest networks facilitate information diffusion [16], align with
geospatial networks [17], and impact oﬄine activism [18–20]. Both oﬄine and online
activists have been shown to be crucial to the formation of protest networks [21,22]
and play a critical role in the eventual tipping point of social movements [23,24].
The protest hashtag #BlackLivesMatter has come to represent a major social
movement. The hashtag was started by three women, Alicia Garza, Patrisse Cullors,
and Opal Tometi, following the death of Trayvon Martin, a Black teenager who was
shot and killed by neighborhood watchman George Zimmerman in February
2012 [25]. The hashtag was a “call to action” to address anti-Black racism, but it
was not until November 2014 when White Ferguson police officer Darren Wilson was
not indicted for the shooting of Michael Brown that #BlackLivesMatter saw
widespread use. Since then, the hashtag has been used in combination with other
hashtags, such as #EricGarner, #FreddieGray, and #SandraBland, to highlight the
3
extrajudicial deaths of other Black Americans. #BlackLivesMatter has organized
the conversation surrounding the broader Black Lives Matter movement and activist
organization of the same name. Some have likened Black Lives Matter to the New
Civil Rights movement [26,27], though the founders reject the comparison and
self-describe Black Lives Matter as a “human rights” movement [28].
Researchers have only just begun to study the emergence and structure of
#BlackLivesMatter and its associated movement. To date and to the best of our
knowledge, Freelon et al. have provided the most comprehensive data-driven study
of Black Lives Matter [29]. Their research characterizes the movement through
multiple frames and analyzes how Black Lives Matter has evolved as a movement
both online and oﬄine. Other researchers have given particular attention to the
beginnings of the movement and its relation to the events of Ferguson, Missouri.
Jackson and Welles have shown that the initial uptake of #Ferguson, a hashtag that
precluded widespread use of #BlackLivesMatter, was due to the early efforts of
“citizen journalists” [30], and Bonilla and Rosa argue that these citizens framed the
story of Michael Brown in such a way that facilitated its eventual spreading [31].
Other related work has attempted to characterize the demographics of
#BlackLivesMatter users [32], how #BlackLivesMatter activists effect systematic
political change [33], and how the movement self-documents itself through
Wikipedia [34]. Our work spans a larger time scale than any of the previous works,
covering not only events such as the Ferguson and Baltimore protests, but also the
death of Sandra Bland, the 2015 Grammy Awards, and the shootings in Chapel Hill,
North Carolina and Charleston, South Carolina. Furthermore, our work provides a
comprehensive view of the major topics and events occurring within
4
#BlackLivesMatter during all of these events.
#BlackLivesMatter has found itself contended by a relatively vocal
counter-protest hashtag: #AllLivesMatter. Advocates of #AllLivesMatter affirm
that equal attention should be given to all lives, while #BlackLivesMatter
supporters contend that such a sentiment derails the Black Lives Matter movement.
The counter-hashtag #AllLivesMatter has received less attention in terms of
research, largely being studied from a theoretical angle. The phrase “All Lives
Matter” reflects a “race-neutral” or “color-blind” approach to racial issues [35].
While this sentiment may be “laudable,” it is argued that race-neutral attitudes can
mask power inequalities that result from racial biases [36]. From this perspective,
those who adopt #AllLivesMatter evade the importance of race in the discussion of
Black deaths in police-involved shootings [37,38]. To our knowledge, our work is the
first to engage in a data-driven approach to understanding #AllLivesMatter. This
approach not only allows us to substantiate several broad claims about the use of
#AllLivesMatter, but to also highlight trends in #AllLivesMatter that are absent
from the theoretical discussion of the hashtag.
Together, #BlackLivesMatter and #AllLivesMatter are examples of politically
polarized groups. Such polarization has mostly been studied within the context of
the more traditional political sphere [39–41], although some research has examined
protest polarization of Occupy Wall Street views [42] and secularist versus Islamic
views in Egypt during the Arab Spring [43,44]. Like the aforementioned studies of
social movements, much of the research on political polarization has focused on the
network structure of these polarized groups. In the cases where textual content
analysis has been utilized, researchers have examined trends of various hashtags and
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important terms specified by domain experts [40,41,43,44]. In studying just
hashtag trends and predetermined lists of terms, these analyses have discarded a
significant portion of the textual data. Our work systematically analyzes the
divergence of #BlackLivesMatter and #AllLivesMatter across all words and
hashtags, allowing us to discern important themes that do not otherwise emerge. In





To understand the conversations of #BlackLivesMatter and
#AllLivesMatter, we start with a topic-level view of the hashtags.
Through the construction of a “hashtag topic network,” we find several
consistent themes: #BlackLivesMatter is consistently a central topic of
#AllLivesMatter (though not vice versa), #AllLivesMatter topics
revolve around police lives during time periods in which there were
protests, and #BlackLivesMatter exhibits a far more diverse range of
topics than #BlackLivesMatter. Together these results suggest that the
broad conversations of #BlackLivesMatter were not derailed by
#AllLivesMatter. We then turn to examine how the underlying network
structure of users affects this topic diversity, and in the process quantify
to what extent each hashtag movement is a “slacktivist” movement.
2.1 Data Collection
We collected tweets containing #BlackLivesMatter and #AllLivesMatter
(case-insensitive) from the period August 8th, 2014 to August 31st, 2015 from the
Twitter Gardenhose feed. The Gardenhose represents a 10% random sample of all
public tweets. Our subsample resulted in 767,139 #BlackLivesMatter tweets from
7
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Number of #BlackLivesMatter and #AllLivesMatter Tweets (10% Gardenhose Sample)
#BlackLivesMatter
#AllLivesMatter
Figure 2.1: Time series showing the number of #BlackLivesMatter and #AllLivesMatter
tweets from Twitter’s 10% Gardenhose sample. The plot is annotated with several major
events pertaining to the hashtags. Shaded regions indicate one-week periods where use of
both #BlackLivesMatter and #AllLivesMatter peaked in frequency. These are the periods
we focus on in the present study.
375,620 unique users and 101,498 #AllLivesMatter tweets from 79,753 unique users.
Of these tweets, 23,633 of them contained both hashtags. When performing our
analyses, these tweets appear in each corpus.
Previous work has emphasized the importance of viewing protest movements
through small time scales [29, 30]. In addition, we do not attempt to characterize all
of the narratives that exist within #BlackLivesMatter and #AllLivesMatter.
Therefore, we choose to restrict our analysis to eight one-week periods where there
were simultaneous spikes in #BlackLivesMatter and #AllLivesMatter. These
one-week periods are labeled on Figure 2.1 and are as follows:
1. November 24th, 2014 : the non-indictment of Darren Wilson in the death of
Michael Brown [46].
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2. December 3rd, 2014 : the non-indictment of Daniel Pantaleo in the death of
Eric Garner [47].
3. December 20th, 2014 : the deaths of New York City police officers Wenjian Liu
and Rafael Ramos [48].
4. February 8th, 2015 : the Chapel Hill shooting and the 2015 Grammy
performances by Beyonce and John Legend [49,50].
5. April 4th, 2015 : the death of Walter Scott [51].
6. April 26th, 2015 : the social media peak of protests in Baltimore over the
death of Freddie Gray [52].
7. June 17th, 2015 : the Charleston Church shooting [53].
8. July 21st, 2015 : outrage over the death of Sandra Bland [54].
2.2 Methods
2.2.1 k-Core Decomposition
Of interest to network scientists is the mesoscale structure known as the
core-periphery. If a network has a core-periphery structure, there there is a densely
connected set of nodes to which the remaining peripheral nodes are also connected
to. Such a structure frequently appears in online social networks, as most popular
posts originate from a small set of core users and are shared from the core users by
less central users [22]. Several approaches have been proposed to unmask such a
9
structure in networks, allowing both for a discrete classification of users into the
core and periphery [55,56], and a continuous gradient of users according to their
“coreness” [57,58].
One such way of examining the the core-periphery is through k-cores of a
network [59,60]. A k-core is a maximal subgraph of a network such that every node
in the subgraph is of at least degree k. The coreness of a node in a network is the
number k such that the node is in the k-core, but not the k + 1-core. So, through
examination of the coreness of each node in a network, we may move from nodes at
the periphery of the network to those at the core. Recursively stripping away nodes
from the network from low coreness to high coreness is what we refer to as k-core ed
composition. While this methodology enforces a particularly strict notion of what it
means to be a core node (which we discuss later), execution of the decomposition
grows linearly with the number of nodes in a network [60].
2.2.2 Multiscale Backbone
Reminiscent of finding the core of a network, we may also be interested in finding
the “backbone” of a weighted network. Unlike an uncovered core though, the nodes
and edges contained within the backbone may not necessarily have high centrality,
but instead are representative of the structure of the full network. To extract such a
mesoscale structure, we apply the disparity filter, a method introduced by Serrano
et al. that yields the multiscale backbone of a weighted network [61]. On a
node-by-node basis, the disparity filter compares the distribution of the weighted
edges to a uniform null model. More specifically, given node i of degree k, we first
normalize the node’s weight distribution. We are then interested in edges whose
10
weights deviate significantly from a null assumption that the weights are uniformly
distributed. So, for each neighbor j of node i with normalized edge weight pij, we
calculate the quantity
αij = 1− (k − 1)
∫ pij
0
(1− x)k−2 dx. (2.1)
For a specified significance level α, we say the statistically significant edges with
respect to the uniform null model are those satisfying αij < α. The disparity filter
provides a method for capturing the most significant and representative aspect of a
network while discarding more spurious connections.
2.3 Topic Networks
We wish to understand the broad topics discussed within #BlackLivesMatter and
#AllLivesMatter and how these topics evolve with respect to the underlying user
network. Previous work on political polarization has used hashtags as a proxy for
topics [39, 41,43,62,63] and here we use the same interpretation. However, not all
hashtags assist in understanding the broad topics. For example, #retweet and #lol
are two such hashtags that frequently appear in tweets, but they provide no
evidently relevant information about the events that are being discussed. Thus, we
require a way of uncovering the most important topics and how they connect to one
another.
To find these topics, we first construct hashtag networks for each of
#BlackLivesMatter and #AllLivesMatter, where nodes are hashtags and weighted
































Hashtag Network vs. Significance Level - #BlackLivesMatter

































































Hashtag Network vs. Significance Level - #AllLivesMatter
Figure 2.2: Percent of original hashtag network maintained for #BlackLivesMatter (top)
and #AllLivesMatter (bottom) at each of the periods of interest for varying levels of the
disparity filter significance level. We wish to filter as much of the network as possible, while
avoiding sudden reductions in the number of nodes in the network. Note, when going from
α = 0.03 to α = 0.02, the February 8th #BlackLivesMatter and July 21st #AllLivesMatter
networks fall in size by a factor of approximately one half. Therefore, we restrict to α ≥ 0.03.
network to be the largest connected component of the backbone. For significance
level α < 0.03, the disparity filter begins to force drastic drops in the number of
nodes removed from the original hashtag network, as shown in Figure ??. For this
reason, we analyze the backbones only for 0.03 ≤ α ≤ 0.05.
Example visualizations of the topic networks following the week of the death of
the two NYPD officers are presented in Figures 2.3–2.4. Node sizes are proportional
to the square root of the number of times each hashtag was used, and node colors
are determined by the Louvain structure detection method [64]. The exact
assignments of topics to communities is not critical, but rather they provide a visual
12



























































































































































































Figure 2.3: #BlackLivesMatter topic network for the week following the death of two NYPD
officers. The network is constructed by first constructing a network of co-occurrences of
hashtags and then applying the disparity filter to find the multiscale backbone of the hashtag
network. This particular network is for significance level α = 0.03.
Table 2.1 reports the number of nodes, edges, clustering coefficients, and
percentages of nodes maintained from the full hashtag networks for significance level
α = 0.03. We see that across all time periods of interest, the number of topics in











































Figure 2.4: #AllLivesMatter topic network for the week following the death of two NYPD
officers. The network is constructed by first constructing a network of co-occurrences of
hashtags and then applying the disparity filter to find the multiscale backbone of the hashtag
network. This particular network is for significance level α = 0.03.
clustering of the #BlackLivesMatter topics is less that of #AllLivesMatter almost
always. Thus, not only are there more topics presented in #BlackLivesMatter, but
they are more diverse in their connections. In contrast, the stronger
#AllLivesMatter ties, as measured by their clustering, suggest that the
#AllLivesMatter topics are more tightly connected and revolve around similar
themes. We see the clustering is less within #AllLivesMatter during the week of
Walter Scott’s death, where the topic network has a star-like shape with no triadic
closure across all significance levels. This low clustering is not indicative of diverse
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#BlackLivesMatter Nodes % Original Nodes Edges Clustering
Nov. 24–Nov. 30, 2014 243 7.39% 467 0.0605
Dec. 3–Dec. 9, 2014 339 5.98% 794 0.0691
Dec. 20–Dec. 26, 2014 187 5.96% 391 0.1635
Feb. 8–Feb. 14, 2015 70 4.75% 94 0.1740
Apr. 4–Apr. 10, 2015 80 4.12% 114 0.1019
Apr. 26–May 2, 2015 234 5.54% 471 0.1068
Jun. 17–Jun. 23, 2015 167 6.35% 246 0.0746
Jul. 21–Jul. 27, 2015 216 6.18% 393 0.0914
#AllLivesMatter
Nov. 24–Nov. 30, 2014 26 5.76% 35 0.1209
Dec. 3–Dec. 9, 2014 31 3.92% 49 0.2667
Dec. 20–Dec. 26, 2014 41 3.95% 70 0.2910
Feb. 8–Feb. 14, 2015 18 3.50% 23 0.1894
Apr. 4–Apr. 10, 2015 7 1.88% 6 0.0000
Apr. 26–May 2, 2015 38 4.12% 62 0.1868
Jun. 17–Jun. 23, 2015 22 4.56% 28 0.3571
Jul. 21–Jul. 27, 2015 33 4.26% 44 0.1209
Table 2.1: Summary statistics for topic networks created from the full hashtag networks
using the disparity filter at the significance level α = 0.03.
conversation, as the central node #BlackLivesMatter connects several disparate
topics. As we will show, the discussion within #AllLivesMatter was dominated by a
retweet not pertaining to the death of Walter Scott, the event of that time period.
Note, these conclusions also hold for the topic networks at significance levels
α = 0.04 and α = 0.05.
In order to extract the most central topics of #BlackLivesMatter and
#AllLivesMatter during each time period, we compare the results of three centrality
measures, betweenness centrality, random walk closeness centrality, and PageRank
on the topic networks at significance level α = 0.03. Through inspection of the
rankings of each list, we find the relative rankings of the most central topics in
#BlackLivesMatter and #AllLivesMatter are robust to the centrality measure used.
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Table 2.2 shows the rankings according to random walk centrality.
We see that for both #BlackLivesMatter and #AllLivesMatter, the top
identified topics are indicative of the relative events occurring in each time period.
In #BlackLivesMatter for instance, #ferguson and #mikebrown are top topics after
the non-indictment of Darren Wilson, #walterscott is a top topic after the death of
Walter Scott, and #sandrabland and #sayhername are a top topics during the time
period following the death of Sandra Bland. However, these major topics rank
differently in both #BlackLivesMatter and #AllLivesMatter. For instance, while
#mikebrown, #ericgarner, #icantbreathe, #freddiegray, #baltimore, and
#sandrabland all consistently rank higher in #BlackLivesMatter than in
#AllLivesMatter.
The most prominent discussion of non-Black lives in the topic networks of
#AllLivesMatter is discussion of police lives. We see that in #AllLivesMatter,
#nypd, #policelivesmatter, and #bluelivesmatter are ranked higher as topics in
#AllLivesMatter than in #BlackLivesMatter during December 20th and April 26th
periods, similar to what we found in the JSD word shifts. On the other hand,
hashtags depicting strong anti-police sentiment such as #killercops, #policestate,
and #fuckthepolice appear almost exclusively in #BlackLivesMatter and are absent
from #AllLivesMatter. The alignment of #AllLivesMatter with police lives
coincides with a broader alignment with the conservative sphere of Twitter that is
apparent through the topic networks. In several periods for #AllLivesMatter, #tcot
is a central topic, as well as #pjnet (Patriots Journal Network), #wakeupamerica,
and #defundplannedparenthood. The hashtag #tcot also appears in several of the
#BlackLivesMatter periods as well. This is to be expected, as Freelon et al. found
16
#BlackLivesMatter #AllLivesMatter
Top Hashtags Betweenness Top Hashtags Betweenness



















































































































































































































































































































Table 2.2: The top 10 hashtags in the topic networks as determined by random walk cen-
trality for each time period. Some #AllLivesMatter topic networks have less than 10 top
nodes due to the relatively small size of the networks.
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that a portion of #BlackLivesMatter tweets were hijacked by the conservative
sphere of Twitter [29].
However, the hijacking of #BlackLivesMatter and content injection of
conservative views is a much smaller component of the #BlackLivesMatter topics as
compared to the respective hijacking of the #AllLivesMatter topics. As evidenced
both by the network statistics and the network visualizations themselves, the
#BlackLivesMatter topic networks show that the conversations are diverse and
multifaceted while the #AllLivesMatter networks show conversations that are more
limited in scope. Furthermore, #BlackLivesMatter is consistently a more central
topic within the #AllLivesMatter networks than #AllLivesMatter is within the
#BlackLivesMatter networks. Thus, hijacking is more prevalent within
#AllLivesMatter, while #BlackLivesMatter users are able to maintain diverse
conversations and delegate hijacking to only a portion of the discourse.
2.4 Slacktivist Reach
We turn now to understanding the relationship between the network of topics and
the underlying network of users. Given that we have qualitatively seen that the
#BlackLivesMatter topic networks are more diverse than the #AllLivesMatter topic
networks (a fact that we further substantiate in Chapter 3), we are especially
interested in how the topology of Twitter users may affect the topology of topics. In
particular, the extent to which each Lives Matter hashtag consists of “slacktivists”
may affect the diversity of topics.
“Slacktivism,” short for “slacker activism,” is a term describing people who
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interact with social movements through limited online support, usually in the form
of sharing or liking political posts or petitions. Generally, the term has taken on a
negative connotation [65,66], and there are scholars that have suggested that
on-the-ground activism has been replaced by slacktivism, making it more difficult
for activists to implement political change [21]. However, while it is unclear what
portion of slacktivist efforts reach their goals, there is little evidence to suggest that
slacktivism has negatively impacted oﬄine activism [21,67]. Furthermore, Barbera
et al. demonstrated that the sheer volume of slacktivists help disseminate the
message of core movement members [22].
We follow the methodology of Barbera et al. in understanding how periphery
slacktivist users affect the reach and topics of a social movement [22]. We start by
constructing a retweet network for each of #BlackLivesMatter and #AllLivesMatter
during the month of December 2014, the time period in which both Daniel Pantaleo
was not indicted for the death of Eric Garner, and two New York City Police officers
were shot. We also construct retweet networks for #PoliceLivesMatter and
#BlueLivesMatter which spiked upon the death of the NYPD officers. In these
retweet networks, we form a directed edge from one user to another if that user
retweeted the second user. This network gives us a proxy for the portrait of
conversations and interactions that occurred over this time period.
In this retweet network, we measure the reach of each user, where a user’s reach
is the number of retweets they received (their in-degree) over the total number of
users in the network. Note, in calculating the reach for each user in the network, we
double count some users. While this may seem problematic in terms of measuring
each user’s individual reach, we take the view that a user often needs to be exposed
19



























Figure 2.5: Percentage of reach remaining versus the number of cores removed. Both #Al-
lLivesMatter and #BlueLivesMatter drop drastically in terms of reach and expire with less
cores removed than #BlackLivesMatter. This suggests that the reach of their messages was
primarily driven by one-off, slacktivist users. On the other hand #BlackLivesMatter and
even #PoliceLivesMatter exhibit more stable cores that dissemintate mesages.
to a message multiple times before engaging with the message [22,68].
With this metric in hand, we perform a k-core decomposition of the retweet
network and measure the percentage of remaining reach as a function of the number
of cores removed from the network. For this decomposition, we take a user’s degree
to be the sum of their in-degree and out-degree. Thus, we measure how the reach of
each hashtag’s message changes as we strip away the network from the periphery to
the core. This reach decomposition is depicted in Figure 2.5.
We see that the reach of both #AllLivesMatter and #BlueLivesMatter drops
drastically with the removal of the first few cores, suggesting that the majority of
the reach of these hashtags comes from one-off, slacktivist users. The reach of
#BlackLivesMatter drops more steadily with the removal of each core, settling in at
a dense core that accounts for approximately 30% of the total reach. So,
#BlackLivesMatter has proportionally less periphery users than the other Lives
20





































Figure 2.6: Percentage of hashtag topic network nodes remaining versus the number of cores
removed.
Matter hashtags. We see also that #PoliceLivesMatter declines faster than
#BlackLivesMatter in terms of reach, but does not extinguish nearly as fast as its
two counterpart hashtags. So, #PoliceLivesMatter had more engaged users than
both #AllLivesMatter and #PoliceLivesMatter.
We are interested not just in the reach of these hashtags but also the diversity
of their topics and conversations and how those relate to any slacktivist topology.
To study this, we consider the full hashtag topic network (not just the backbone of
the topic network extracted using the disparity filter). As we decompose the retweet
network, we also decompose the hashtag network, removing the nodes of the
hashtag network as all of their corresponding users are removed from the retweet
network. We measure how the density of hashtags and their connections vary as a
function of the number of cores removed in Figures 2.6 and 2.7.
As in the reach networks, the #AllLivesMatter and #BlueLivesMatter hashtag
topic networks decompose quickly as the retweet network is decomposed. This fits
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Figure 2.7: Percentage of hashtag topic network edges remaining versus the number of edges
removed.
with our qualitative results about topic diversity from Section 2.3 and matches our
later findings in Chapter 3. With #BlackLivesMatter, the hashtag topic network
decomposes steadily, honing in on a small subset of topics as we reach the core of
the social movement. The #PoliceLivesMatter network collapses onto its core topics
more quickly than #BlackLivesMatter. Interestingly, in terms of topics, we see that
#BlackLivesMatter lives between two extremes. It does not decompose quickly due
to lack of support, but its core topics are supported by a denser subset of users,
whereas 37% of the #PoliceLivesMatter topics are initiated by a single user. Since
such a large portion of the #PoliceLivesMatter topics have a single user as their
source, this suggests further investigation of these topic networks and their
decomposition should examine what portion of hashtag users are social bots [69].
Furthermore, the k-core analysis leaves something to be desired in terms of
methodology. In particular, since the method is based strictly on degree, and the
limits on degree are affected the different sizes of the networks themselves, it is
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difficult to truly compare these networks on a single scale. Further investigation of
the topic topology of slacktivist networks should be careful to use core-periphery
methods that are robust to the size of the network [56–58], focusing more on
recovering a “true” core-periphery structure rather than the ad-hoc approach




Having taken a topic-level view of #BlackLivesMatter and
#AllLivesMatter, we turn to quantifying how they diverge at the word
level. This is undertaken through the use of entropy-based measures
that provide an interpretable avenue towards understanding what words
drive the divergence between the two hashtags. Our word-level analysis
verifies several of the results at the topic level, and allows us to uncover
significant hijacking of #AllLivesMatter by #BlackLivesMatter users.
Mention of such hijacking within #AllLivesMatter has been previously
unreported in theoretical discussion of the hashtag. In addition, our tools
allow us to more precisely quantify to what extent #BlackLivesMatter
conversations are more diverse than #AllLivesMatter conversations.
3.1 Methods
3.1.1 Entropy and Diversity
Our divergence analysis relies on tools from information theory, so we describe these
methods here and frame them in the context of the corpus. We later build upon
these tools in Chapter 4 to develop a novel topic model. Given a text with n unique
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pi log2 pi. (3.1)
Because Shannon’s entropy describes the unpredictability of a body of text, we say
that a text with higher Shannon’s entropy is less predictable than a text with lower
Shannon’s entropy. It can then be useful to think of Shannon’s entropy as a
measure of diversity, where high entropy (unpredictability) implies high diversity. In
this case, we refer to Shannon’s entropy as the Shannon index.
Of the diversity indices, only the Shannon index gives equal weight to both
common and rare events [70]. For this reason, we employ the Shannon index in our
study of textual diversity. In addition, even for a fixed diversity index, care must be
taken in comparing diversity measures to one another [70]. For example, suppose we
have a text with n equally-likely words. The Shannon index of a text with 2n
equally-likely words is not twice that of the first text, even though we would expect
the second text to be twice as diverse. In order to make linear comparisons of
diversity between texts, we convert the Shannon index to an effective diversity. The
effective diversity D of a text T with respect to the Shannon index is given by




i=1 pi log2 pi
)
. (3.2)
The expression in Eq. 3.2 is also known as the perplexity of the text. The effective
diversity gives the number of words D that would be needed to construct a text T ′
where each word has an equal probability of occurrence, and T and T ′ have the
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same entropy, i.e. H(T ) = H(T ′). Unlike the raw Shannon index, the effective
diversity doubles in the situation of comparing texts with n and 2n equally-likely
words, and, in general, allows us to correctly make statements about the ratio of
diversity between two texts.
3.1.2 Jensen-Shannon Divergence
The Kullback-Leibler divergence builds upon the notion of entropy to assess the
differences between two texts. Given two texts P and Q with a total of n unique








where pi and qi are the probabilities of seeing word i in P and Q respectively.
However, if there is a single word that appears in one text but not the other, this
divergence will be infinitely large. Because such a situation is not unlikely in the
context of Twitter, we instead leverage the Jensen-Shannon divergence (JSD) [71], a
smoothed version of the Kullback-Leibler divergence:
DJS(P ||Q) = pi1DKL(P ||M) + pi2DKL(Q||M). (3.4)
Here, M is the mixed distribution M = pi1P + pi2Q where pi1 and pi2 are weights
proportional to the sizes of P and Q such that pi1 + pi2 = 1. The Jensen-Shannon
divergence has been previously used in textual analyses that range from the study of
language evolution [6, 72] to the clustering of millions of documents [73].
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The JSD has the useful property of being bounded between 0 and 1. When
entropy is measured in bits (i.e. when logarithm base 2 is used), the JSD is 0 when
the texts have exactly the same word distribution, and is 1 when neither text has a
single word in common. Furthermore, by the linearity of the JSD we can extract the
contribution of an individual word to the overall divergence. The contribution of
word i to the JSD is given by
DJS,i(P ||Q) = −mi log2mi + pi1pi log2 pi + pi2qi log2 qi, (3.5)
where mi is the probability of seeing word i in M . The contribution from word i is 0
if and only if pi = qi. Therefore, if the contribution is nonzero, we can label the
contribution to the divergence from word i as coming from text P or Q by
determining which of pi or qi is larger.
3.2 Word-Level Divergence
For each of the eight time periods, the collections of #BlackLivesMatter and
#AllLivesMatter tweets are each represented as bags of words where user handles,
links, punctuation, stop words, the retweet indicator “RT,” and the two hashtags
themselves are removed. We then calculate the Jensen-Shannon divergence between
these two groups of text, and rank words by percent contribution to the total
divergence. We present the results of applying the JSD to each of the weeks of
interest in Figures 3.1–3.8.
All contributions on the JSD word shifts are positive, where a bar to the left
indicates the word was more common in #AllLivesMatter and a bar to the right
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indicates the word was more common in #BlackLivesMatter. The bars of the JSD
word shift are also shaded according to the diversity of language surrounding each
word. For each word w, we consider all tweets containing w in the given hashtag.
From these tweets, we calculate the Shannon index of the underlying word
distribution with the word w and hashtag removed. A high Shannon index indicates
a high diversity of words which, in the context of Twitter, implies that the word w
was used in a variety of different tweets. On the other hand, a low Shannon index
indicates that the word w originates from a few popular retweets. We emphasize
that here we are using the Shannon index not to compare diversities between words,
but to simply determine if a word was used diversely or not. By using Figure 3.5 as
a baseline (a period where #AllLivesMatter was dominated by one retweet), we
determine a rule of thumb that a word is not used diversely if its Shannon index is
less than approximately 3 bits.
By inspection of Figure 3.1, we find that #ferguson and #fergusondecision,
both hashtags relevant to the non-indictment of Darren Wilson for the death of
Michael Brown, contribute to the divergence of #BlackLivesMatter from
#AllLivesMatter. Similarly, in Figure 3.6 #freddiegray emerges as a divergent
hashtag during the Baltimore protests due to #BlackLivesMatter. In each of these
periods, #BlackLivesMatter diverges from #AllLivesMatter by talking
proportionally more about the relevant deaths of Black Americans. Similar
divergences appear in the other periods as well, as evidenced by the appearance of
#ericgarner, #walterscott, and #sandrabland in Figures 3.2–3.5, and 3.8.
During important protest periods, the conversation within #AllLivesMatter
diversifies itself around the lives of law enforcement officers. As shown in Figure 3.6,
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November 24, 2014 to November 30, 2014
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#AllLivesMatter                              #BlackLivesMatter
Figure 3.1: Jensen-Shannon divergence
word shift for the week following the non-
indictment of Darren Wilson in the death
of Michael Brown.
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December 03, 2014 to December 09, 2014
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Figure 3.2: Jensen-Shannon divergence
word shift for the week following the
non-indictment of Daniel Pantaleo in the
death of Eric Garner.
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December 20, 2014 to December 26, 2014
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Figure 3.3: Jensen-Shannon divergence
word shift for the week following the
deaths of New York City police officers
Wenjian Liu and Rafael Ramos.
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February 08, 2015 to February 14, 2015
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Figure 3.4: Jensen-Shannon divergence
word shift for the week following the 2015
Grammy Awards and the Chapel Hill
shooting.
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April 04, 2015 to April 10, 2015
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Figure 3.5: Jensen-Shannon divergence
word shift for the week following the death
of Walter Scott.
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April 26, 2015 to May 02, 2015
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#AllLivesMatter                              #BlackLivesMatter
Figure 3.6: Jensen-Shannon divergence
word shift for the week encapsulating the
peak of the Baltimore protests surround-
ing the death of Freddie Gray.
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June 17, 2015 to June 23, 2015
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#AllLivesMatter                              #BlackLivesMatter
Figure 3.7: Jensen-Shannon divergence
word shift for the week following the
Charleston Church shooting.
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July 21, 2015 to July 27, 2015
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#AllLivesMatter                              #BlackLivesMatter
Figure 3.8: Jensen-Shannon divergence
word shift for the week encapsulating the
outrage over the death of Sandra Bland.
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during the Baltimore protests in which #baltimoreuprising and #baltimore were
used significantly in #BlackLivesMatter, users of #AllLivesMatter responded with
diverse usage of #policelivesmatter and #bluelivesmatter. Similarly, Figure 3.3
shows that upon the death of the two NYPD officers, words such as “officers,”
“ramos,” “liu,” and “prayers” appeared in a variety of #AllLivesMatter tweets. In
addition, pro-law enforcement hashtags such as #policelivesmatter, #nypd,
#nypdlivesmatter, and #bluelivesmatter all contribute to the divergence of
#AllLivesMatter from #BlackLivesMatter. Such divergence comes at the same time
that the hashtags #moa and #blackxmas and words “protest,” “mall,” and
“america” were prevalent in #BlackLivesMatter due to Christmas protests,
specifically at the Mall of America in Bloomington, Minnesota. So, in the midst of
political protests by Black Lives Matter advocates, we see a law-enforcement-aligned
response from #AllLivesMatter.
Although the notions of “Black Lives Matter” and “Police Lives Matter” are
not necessarily mutually exclusive [38], we see that the conversations within
#AllLivesMatter often frame Black protesters versus law enforcement with an“us
versus them” mentality. This framing echoes the ways in which media outlets have
historically framed the tension between Black protesters and law
enforcement [74–76], where police officers and protesters are seen as “enemy
combatants” [37] and such movements appear to “jeopardize law enforcement
lives” [38]. So, by facilitating this opposition, #AllLivesMatter becomes the center
of upholding historically contentious views in the midst of what some consider the
New Civil Rights Movement.
During the period following the non-indictment of Darren Wilson, there are
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some words, such as “oppression,” “structural,” and “brutality,” that seem to
suggest engagement from #AllLivesMatter with the issues being discussed within
#BlackLivesMatter, such as structural racism and police brutality. Since the
diversities of these words are low, we can inspect popular retweets containing these
words to understand how they were used. Doing so, we find that the words actually
emerge in #AllLivesMatter due to hijacking [45], the adoption of a hashtag to mock
or criticize it. That is, these words appear not because of discussion of structural
oppression and police brutality by #AllLivesMatter advocates, but because
#BlackLivesMatter supporters are specifically critiquing the fact such discussions
are not occurring within #AllLivesMatter. (We have chosen to not provide direct
references to these tweets so as to protect the identity of the original tweeter.)
Similarly, a “3-panel comic” strip criticizing the notion of “All Lives Matter”
circulated through #AllLivesMatter following the death of Eric Garner (Figure 3.2),
and after the Chapel Hill and Charleston Church shootings, #BlackLivesMatter
proponents leveraged #AllLivesMatter to question why believers of the phrase were
not more vocal (Figures 3.4 and 3.7). We note that we are able to pick up on these
instances of hijacking by inspecting words with high divergence, but low diversity
(meaning the divergence comes almost entirely from the few retweets containing the
word). This hijacking drives a significant portion of the divergence of
#AllLivesMatter from #BlackLivesMatter in many of these periods.
As shown with the topic networks, we also uncovered hijacking of
#BlackLivesMatter by #AllLivesMatter advocates. Such hijacking of
#BlackLivesMatter is similar to the content injection described by Conover et
al. [39], where one group adopts the hashtag of politically opposed group in order to
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inject their ideological beliefs. Content injection of this type has also between found
in the work of Egyptian political polarization [43]. However, a significant portion
#AllLivesMatter hijacking by #BlackLivesMatter supporters is not simple content
injection. Rather, advocates of #BlackLivesMatter often use #AllLivesMatter to
directly interrogate the stance of “All Lives Matter” and the worldview implied by
that phrase. Furthermore, as seen by the topic networks and word shifts, such
discussions have largely been regulated to #AllLivesMatter, allowing
#BlackLivesMatter to exhibit diverse conversations about a variety of topics.
Although past research has expressed concern that #AllLivesMatter would derail
from the movement started by #BlackLivesMatter [35,37,38,77], our data-driven
approach has allowed us to uncover that #BlackLivesMatter has countered
#AllLivesMatter content injection. Our findings suggest that a protest movement
can maintain its conversational momentum by forcing opposing opinions to be a
central part of a counter-protest’s discussions, rather than its own.
Finally, although we have found that the divergences between
#BlackLivesMatter and #AllLivesMatter result partially from proportionally higher
discussion of Black deaths in #BlackLivesMatter, it is important to note that
#AllLivesMatter is not completely devoid of discussion about these deaths. For
instance, #ripericgarner is prominent within #AllLivesMatter following the death
of Eric Garner, #iamame (“I am African Methodist Episcopal”) contributes more to
#AllLivesMatter following the Charleston Church shooting, and the names of
several Black Americans appear in the #AllLivesMatter topic networks. However,
many of these signs of solidarity are associated with low diversity. In light of this, it
is also important to note that there is a lack of discussion of other deaths within
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#AllLivesMatter. That is, in examining several of the main periods where
#AllLivesMatter spikes, only the Chapel Hill shooting period shows discussion of
non-Black deaths.
3.3 Conversational Diversity
Having quantified both the word-level divergences and the large-scale topic
networks, we now measure the informational diversity of #BlackLivesMatter and
#AllLivesMatter more precisely. We do this through two approaches. First, we
measure “lexical diversity,” the diversity of words other than hashtags. Second, we
measure the hashtag diversity. We measure these diversities using the effective
diversity described in Eqn. 3.2 in Section 3.1.1. Furthermore, to account for the
different volume of #BlackLivesMatter and #AllLivesMatter tweets, we break the
time scale down into months and subsample 2000 tweets from each hashtag 1000
times, calculating the effective diversities each time. The results are shown in
Figure 3.9.
The lexical diversity of #BlackLivesMatter is larger than #AllLivesMatter in
eight of the ten months with an average lexical diversity that is 5% more than that
of #AllLivesMatter. Interestingly, the two cases where #AllLivesMatter has higher
lexical diversity are in the two periods when there were large non-police-involved
shootings of people of color and #AllLivesMatter was used as a hashtag of
solidarity. However, the more striking differences are in terms of hashtag diversity.
On average, the hashtag diversity of #BlackLivesMatter is six times that of
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Figure 3.9: To control for how volume affects the effective diversity of #BlackLivesMatter
and #AllLivesMatter, we break the time scale down into months and subsample 2000 tweets
from each hashtag 1000 times. The plot shows notched box plots depicting the distributions of
these subsamples for effective lexical and hashtag diversity. The notches are small on all the
boxes, indicating that the mean diversities are significantly different at the 95% confidence
level across all time periods.
expansive #BlackLivesMatter topic networks and tightly clustered, less diverse
#AllLivesMatter topic networks.
The low hashtag diversity of #AllLivesMatter is relatively constant. One could
imagine that the lack of diversity in the topics of #AllLivesMatter is a result of a
focused conversation that does not deviate from its main message. However, as we
have demonstrated through the JSD word shifts and topic networks, the
conversation of #AllLivesMatter does change and evolve with respect to the
different time periods. We see mentions of the major deaths and events of these
periods within #AllLivesMatter, even if they do not rank as highly in terms of topic
centrality. So, even though both protest hashtags have overlap on many of the
major topics, the diversity of topics found within #BlackLivesMatter far exceeds
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that of #AllLivesMatter, even when accounting for volume.
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Chapter 4
Topic Modeling with Minimal Do-
main Knowledge
Topic models seek to construct groups of semantically coherent words
that represent themes of a set of documents. For example, topic
modeling has been used to explore the themes of fiction novels over time,
as well as aspects of climate change discourse on social media. Typically,
popular approaches to topic modeling invoke the use of probabilistic
generative models, such as Latent Dirichlet Allocation (LDA). While
such models have enjoyed widespread use and proven fruitful, specifying
these models or generalizing them to incorporate human input requires
detailed and often unrealistic assumptions about the data generating
process. We leverage an information-theoretic framework to introduce a
new approach to topic modeling via Correlation Explanation (CorEx),
which maximally explains textual relationships while bypassing typical
topic modeling assumptions. Within this framework, we devise a flexible
methodology for incorporating word-level domain knowledge into CorEx
by introducing anchor words in a manner reminiscent of the information
bottleneck. Augmenting CorEx with anchor words allows the topic
model to be guided with minimal human intervention towards topics
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that do not naturally emerge. Furthermore, we show that these new
topics are often highly coherent and act as better predictors in document
classification.
4.1 Methods
4.1.1 Correlation Explanation (CorEx)
Correlation Explanation (CorEx) is an information-theoretic approach to topic
modeling, bypassing the traditional generative model assumed by Latent Dirichlet
Allocation. Here, we largely adopt the notation used by Ver Steeg and Galstyan in
their original presentation of the model [78] to frame CorEx as a topic model. Let
X be a discrete random variable that takes on a finite number of values.
Furthermore, if we have n such random variables, let XG denote a subcollection of
them, where G ⊆ {1, . . . , n}. The entropy of X is written as H(X) and the mutual
information of two random variables X1 and X2 is given by
I(X1 : X2) = H(X1) +H(X2)−H(X1, X2).
The total correlation, or multivariate mutual information, of a group of random













We see that Eqn. 4.1 does not quantify “correlation” in the modern sense of the
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word, and so it can be helpful to conceptualize total correlation as a measure of
total dependence. Indeed, Eqn. 4.2 shows that total correlation can be expressed
using the Kullback-Leibler Divergence and, therefore, it is zero if and only if the
joint distribution of XG factorizes, or, in other words, there is no dependence
between the random variables.
The total correlation can be written when conditioning on another random
variable Y , TC(XG | Y ) = ∑i∈GH(Xi | Y )−H(XG | Y ). So, we can consider the
reduction in the total correlation when conditioning on Y .




I(Xi : Y )− I(XG : Y ) (4.4)
This measures how much Y explains the dependencies in XG. The quantity
expressed in Eqn. 4.3 acts as a lower bound of TC(XG) [79], as readily verified by
noting that TC(XG) and TC(XG|Y ) are always non-negative. Also note, the joint
distribution of XG factorizes conditional on Y if and only if T (XG | Y ) = 0. If this
is the case, then TC(XG;Y ) is maximized.
In the context of topic modeling, XG represents a group of words and Y
represents a topic. Since we are always interested in grouping multiple sets of words
into multiple topics, we will denote the latent topics as Y1, . . . Ym and their
corresponding groups of words as XGj for j = 1, . . . ,m respectively. The CorEx
topic model seeks to maximally explain the dependencies of words in documents
through latent topics by maximizing TC(X;Y1, . . . , Ym). Instead, we maximize the
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following lower bound on this expression:
max




This optimization is subject to the constraint that the groups, Gj, do not overlap
and the conditional distribution is normalized. The solution to this objective can be
efficiently approximated, despite the search occurring over an exponentially large
probability space [78].
The latent factors, Yj, are optimized to be informative about dependencies in
the data and do not require generative modeling assumptions. Note that the
discovered factors, Y , can be used as inputs to construct new latent factors, Z, and
so on leading to a hierarchy of topics. Although this extension is quite natural, we
focus our analysis on the first level of topic representations for easier interpretation
and evaluation.
4.1.2 Anchoring and the Information Bottleneck
The information bottleneck formulates a trade-off between compressing data X into
a representation Y , and preserving the information in X that is relevant to Z
(typically labels in a supervised learning task) [80, 81]. More formally, the
information bottleneck is expressed as
max
p(y|x)
βI(Z : Y )− I(X : Y ), (4.6)
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where β is a parameter controlling the trade-off between compressing X and
preserving information about Z.
To see the connection with CorEx, we rewrite the objective of Eqn. 4.5 using
Eqn. 4.4 as follows,
max








I(XGj : Yj). (4.7)
by following the derivation of Ver Steeg and Galstyan [78] and introducing indicator









αi,jI(Xi : Yj)− I(X : Yj)
)
(4.8)
Note that the constraint on non-overlapping groups now becomes a constraint on α.
Comparing the objective to Eqn. 4.6, we see that we have exactly the same
compression term for each latent factor, I(X : Yj), but the relevance variables now
correspond to Z ≡ Xi. Inspired by the success of the bottleneck, we suggest that if
we want to learn representations that are more relevant to specific keywords, we can
simply anchor a word Xi to topic Yj, by constraining our optimization so that
αi,j = βi,j, where βi,j ≥ 1 controls the anchor strength. Otherwise, the updates on α
remain the same as in Ver Steeg and Galstyan’s original presentation [78]. This
schema is a natural extension of the CorEx objective and it is flexible, allowing for
multiple words to be anchored to one topic, for one word to be anchored to multiple
topics, or for any combination of these anchoring strategies. Furthermore, it




With respect to integrating domain knowledge into topic models, we have drawn
inspiration from Arora et al., who used anchor words in the context of non-negative
matrix factorization [82]. Using an assumption of separability, these anchor words
act as high precision markers of particular topics and, thus, help discern the topics
from one another. Although the original algorithm proposed by Arora et. al and
subsequent improvements to the algorithm find these anchor words
automatically [83,84], recent adaptations allow manual insertion of anchor words
and other metadata [85,86]. Our work is similar to the latter, where we treat anchor
words as fuzzy logic markers and embed them into the topic model in a
semi-supervised fashion. In this sense, our work is closest to Halpern et al., who
have also made use of domain expertise and semi-supervised anchored words in
devising topic models [87,88].
There is an adjacent line of work that has focused on incorporating word-level
information into LDA-based models. Andrezejewski and Zhu have presented two
flavors of such models. One allows specification of Must-Link and Cannot-Link
relationships between words that help partition otherwise muddled topics [89]. The
other model makes use of “z-labels,” words that are known to pertain to a specific
topics and that are restricted to appearing in some subset of all the possible
topics [90]. Similarly, Jagarlamudi et. al proposed SeededLDA, a model that seeds
words into given topics and guides, but does not force, these topics towards these
integrated words [91]. While we also seek to guide our model towards topics
containing user-provided words, our model naturally extends to incorporating such
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information, while the LDA-based models require involved and careful construction
of new assumptions. Thus, our framework is more lightweight and flexible than
LDA-based models.
Mathematically, CorEx topic models most closely resemble topic models based
on latent tree reconstruction [92]. In Chen et. al.’s analysis, their own latent tree
approach and CorEx both report significantly better perplexity than hierarchical
topic models based on the hierarchical Dirichlet process and the Chinese restaurant
process. CorEx has also been investigated as a way to find “surprising”
documents [93].
4.3 Data and Evaluation
Our first data set consists of 504,000 humanitarian assistance and disaster relief
(HA/DR) articles collected from ReliefWeb, an HA/DR news article aggregator
sponsored by the United Nations. Of these articles, about 111,000 of them are in
English and contain a label indicating at least one of 21 disaster types, such as
Flood, Earthquake, or Wild Fire. To mitigate overwhelming label imbalances, we
both restrict the documents to those with one label, and randomly subsample 2000
articles from each of the largest disaster type labels. This leaves us with a corpus of
18,943 articles.
These articles are accompanied by an HA/DR lexicon of approximately 34,000
words and phrases. The lexicon was curated by first gathering seed terms from
HA/DR domain experts and CrisisLex, resulting in approximately 40-60 terms per
disaster type. This term list was then expanded through the use of several word2vec
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models per each set of seeds words, and then filtered by removing names, places,
non-ASCII characters, terms with fewer than three characters, and words deemed
too “semantically distant” from the seeds words by the word2vec models. Finally,
the extracted terms were audited using CrowdFlower, where users rated the
relevance of the terms on a Likert scale. Low relevance terms were dropped from the
lexicon. Of these terms 11,891 appear in the HA/DR articles.
Our second set of data consists of deidentified clinical discharge summaries
from the Informatics for Integrating Biology and the Bedside (i2b2) 2008 Obesity
Challenge. These summaries are labeled by clinical experts with conditions
frequently associated with obesity, such as Coronary Artery Disease, Depression,
and Obstructive Sleep Apnea. For these documents, we leverage a text pipeline that
extracts common medical terms and phrases [94,95]. There are 4,114 such terms
that appear in the i2b2 clinical health notes. For both sets of data, we use their
respective lexicons to parse the documents.
It is well-known that traditional methods for evaluating topic models, such as
perplexity and held-out log-likelihood do not necessarily correlate with human
evaluation of semantic topic quality [96]. Therefore, we measure the semantic
quality of the topic models using Mimno et. al’s UMass automatic topic coherence
score [97]. This measure has been shown to correlate well with human evaluation of
topic coherence. Suppose there are n topics, and that the k most probable words of






D(wti , wtj) + 1
D(wtj)
(4.9)
where D(wti) is the number of documents in which word wi appears, and D(wti , wtj)
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is the number of documents in which wi and wj appear together.
Second, in the case of the disaster relief documents, we make use of the
HA/DR lexicon word labels to report the purity of the topic word lists, the highest
fractional count of the word labels. For example, given a topic list with k words, the
purity of a list with words all of the same label is 1, while that of a list with words
all different labels is 1/k. Since the HA/DR lexicon labels are the result of expert
knowledge and crowd-sourcing, the purity provides us with a measure of semantic
topic consistency similar to word intrusion tests [96,98].
Finally, we evaluate the models in terms of document classification, where the
feature set of each document is its topic distribution. The classification is carried
out using multiclass logistic regression as implemented by the Scikit-Learn
library [99], where one binary regression is trained for each label and the label with
the highest probability of appearing is selected. While more sophisticated machine
learning algorithms may produce better predictive scores, their complex frameworks
have the potential to obfuscate differences between topic models. We also leverage
the interpretability of logistic regression in our analysis of anchored CorEx. We
perform all document classification tasks using a 60/40 split for training and testing.
4.4 Comparison to Latent Dirichlet Al-
location
CorEx takes binarized documents as input for its topic model, so we compare it to
LDA giving LDA two different inputs: binarized document-word counts and
standard document-word counts. In doing these comparisons, we use the Gensim
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implementation of LDA [100]. The results of comparing CorEx to LDA as a


































































Figure 4.1: Baseline comparison of CorEx to LDA with respect to document classification
and topic quality on disaster relief articles and clinical health notes as the number of topics
vary. Points are the average of 30 runs of a topic model. Confidence intervals are plotted
but are so small that they are not distinguishable. CorEx uses binarized documents, so we
compare CorEx to LDA with binarized input and standard count input.
On the disaster relief articles, we see that CorEx is competitive with LDA in
terms of document classification, and even outperforms LDA in terms of document
classification on the clinical health notes. This is despite the fact that CorEx
leverages only binary word counts, and LDA uses regular count data. So, with less
information than LDA, CorEx produces topics that are as good as or better than
the topics produced by LDA when used for document classification.
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Inspecting the last two rows of Figure 4.1, we find that LDA performs better
than CorEx in terms of topic coherence, while CorEx performs better than LDA in
terms of topic purity. While this appears to yield seemingly conflicting information
about the semantic quality of these topic models, it is important to acknowledge
that the UMass topic coherence measures assumes that the topic words are the most
probable words per each topic. CorEx does not output the most probable words,
but rather the words of highest mutual information with the topic. This provides a
possible explanation for why CorEx does not perform as well as LDA in terms of
coherence, but significantly outperforms in terms of purity. Although topic
coherence correlates well with human evaluation of semantic quality, it appears
important to apply the measure only within models and not across models if the
topic words are ordered according to different criteria.
4.5 Effect of Anchor Words
In analyzing anchored CorEx, we wish to systematically test the effect of anchor
words given the domain-specific lexicons. To do so, we follow the approach used by
Jagarlamudi et. al: for each label in a data set, we find the words that have the
highest mutual information, or information gain, with the label [91]. For word w
and label L, this is computed as
I(L : w) = H(L)−H(L | w), (4.10)
where for each document of label L we consider if the word w appears or not.


















































































































Figure 4.2: Effect of anchoring words to a single topic for one document label at a time
as a function of the anchoring parameter β. Light gray lines indicate the trajectory of the
metric for a given disaster or disease label. Thick red lines indicate the pointwise average
across all labels for fixed value of β.
knowledge injection, we devise the following experiment: first, we determine the top
five anchor words for each document label using the methodology described in
Section 4.3. Second, for each document label, we run an anchored CorEx topic
model with that label’s anchor words anchored to exactly one topic. We compare
this anchored topic model to an unsupervised CorEx topic model using the same
random seeds, thus creating a matched pair where the only difference is the
treatment of anchor words. Finally, this matched pairs process is repeated 30 times,
yielding a distribution for each metric over each label.
We use 50 topics when modeling the ReliefWeb articles and 30 topics when
modeling the i2b2 clinical health notes. These values were chosen by observing
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diminishing returns to the total correlation explained by additional topics. In
Figure 4.2 we show how the results of this experiment vary as a function of the
anchoring parameter β for each disaster and disease type in the two data sets. We
examine a more detailed cross section of these results in Fig 4.3, where we set β = 5
for the clinical health notes and set β = 10 for the disaster relief articles.
A priori we do not know that anchoring will cause the anchor words to appear
at the top of topics. So, we first measure how the topic overlap, the proportion of
the top ten mutual information words that appear within the top ten words of the
topics, changes before and after anchoring. From Figure 4.2 we see that as β
increases, more of these relevant words consistently appear within the topics. For
the disaster relief articles, many disaster types see about two more words
introduced, while in the clinical health notes the overlap increases by up to four
words. Analyzing the cross section in Figure 4.3, we see many of these gains come
from disaster and disease types that appeared less in the topics pre-anchoring.
Thus, we can sway the topic model towards less dominant themes through
anchoring. Document labels that were already well represented are those where the
topic overlap changes the least.
Next, we examine whether these anchored topics are more coherent topics. To
do so, we compare the coherence of the anchored topic with that of the most
predictive topic pre-anchoring, the topic with the largest corresponding coefficient in
magnitude of the logistic regression, when the anchored topic itself is most
predictive. From Figure 4.2, we see these results have more variance, but largely the
anchored topics are more coherent. In some cases, the coherence is 1.5 to 2 times
that of pre-anchoring. Furthermore, by Figure 4.3, we find that the anchored topics
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Figure 4.3: Cross-section results of the anchoring metrics from fixing β = 5 for the clinical
health notes, and β = 10 for the disaster relief articles. Disaster and disease types are
sorted by frequency, with the most frequent document labels appearing at the top. Error
bars indicate 95% confidence intervals. The color bars provide baselines for each metric:
topic overlap pre-anchoring, proportion of topic model runs where the anchored topic was
the most predictive topic, and F1 score pre-anchoring.
are, indeed, often the most predictive topics for each document label. Similar to
topic overlap, the labels that see the least improvement are those that appear the
most and are already well-represented in the topic model.
Finally, we find that the anchored, more coherent topics can lead to modest
gains in document classification. For the disaster relief articles, Figure 4.2 shows
that there are mixed results in terms of F1 score improvement, with some disaster
types performing consistently better, and others performing consistently worse. The
results are more consistent for the clinical health notes, where there is an average
increase of about 0.1 in the F1 score, and some disease types see an increase of up to
0.3 in F1. Given that we are only anchoring 5 words to the topic model, these are
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significant gains in predictive power.
Unlike the gains in topic overlap and coherence, the F1 score increases do not
simply correlate with which document labels appeared most frequently. For
example, we see in Figure 4.3 that Tropical Cyclone exhibits the largest increase in
predictive performance, even though it is also one of the most frequently appearing
document labels. Similarly, some of the major gains in F1 for the disease types, and
major losses in F1 for the disaster types, do not come from the most or least
frequent document labels. Thus, if using anchored CorEx for document
classification, it is important to examine how the anchoring affects prediction for
individual document labels.
We hypothesize that the results of topic overlap, topic coherence, and F1 score
are more muted and have higher variance on the disaster relief articles because there
is higher lexical overlap between disaster types than the disease types in the clinical
health notes. For example, documents discussing Floods and Flash Foods share
many common themes, as do documents discussing Landslides and Mudslides. So
again, we emphasize that in applying anchored CorEx, the user should pay
attention to how the topics change with the introduction of anchoring, and that the
user should experiment with different values of the anchoring parameter β to see




In this work we have systematically characterized the discussions and divergences of
#BlackLivesMatter and #AllLivesMatter. Our results find that #BlackLivesMatter
has not been derailed by #AllLivesMatter, and has instead exhibited diverse
conversations with attention to #AllLivesMatter only occupying a portion of the
space of topics. Indeed, much discussion about #AllLivesMatter has been regulated
to the hashtag #AllLivesMatter itself, as it experiences significant hijacking by
pro-#BlackLivesMatter users. This hijacking drives a significant portion of the
linguistic divergence of #BlackLivesMatter from #AllLivesMatter, and was
previously not acknowledged in theoretical discussions of #AllLivesMatter. While
we have verified that #AllLivesMatter upholds color-blind attitudes that facilitate
support of police lives versus black lives, we have also demonstrated that it is
important to think of the hashtag as a venue for discussion that exhibits complex
social dynamics (as in the case of hijacking).
We were able to uncover these divergences through the application of
information-theoretic methods. Moving beyond the discussion of online social
movements, we are able to more generally leverage entropy, mutual information, and
total correlation to develop a new approach topic modeling. Furthermore, this
approach to topic modeling has the potential to allow domain experts to inject their
knowledge into the topic model, guiding it towards useful text summarizations. As
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we have shown, the new topics that emerge from domain knowledge injection are
often more coherent and predictive than topics that otherwise dominate the topic
model. This information-theoretic approach to topic modeling opens up new
avenues towards understanding massive textual data sets without the limitations of
classical generative model techniques.
As we noted, there is a strong potential for further understanding the
relationship between online social network topology and the topics that are
discussed. Although it is difficult to understand to what extent “slacktivists” affect
the success of an online social movement, it is far more tractable to try and
understand how they affect the online discussions that revolve around an online
social movement. Understanding such influence could be uncovered by intertwining
the social network with a topic model, such as CorEx, and leveraging other
model-free methods to understand a casual relationship between users and topics.
Furthermore, it would be beneficial to study online social movements using
other natural language processing tools. Perhaps the most obvious would be to
apply multi-dimensional sentiment analysis to understand the motifs in emotions
that occur immediately before online outrage turns into oﬄine action. Creating a
taxonomy of such emotional arcs would help understand social movements and the
conditions that cause them to transition to oﬄine action. It may also help sort out
relatively robust social movements such as #BlackLivesMatter from more
slacktivist-heavy ones such as #AllLivesMatter.
In conducting further studies it is important to remember that networks encode
relationships often given by textual data. It is crucial to leverage this textual data
to gain insight into the dynamics of social networks, and not discard it after simply
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building a network. Our research provides a tantalizing glimpse at what further
research intertwining networks and text may look like, and how it can uncover social
patterns in these complex systems.
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