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Abstract—We present a distributionally robust optimization
(DRO) approach for the transmission expansion planning
problem, considering both long- and short-term uncertainties
on the system demand and renewable generation. On the long-
term level, as it is customary in industry applications, the deep
uncertainties arising from social and economic transformations,
political and environmental issues, and technology disruptions
are addressed by long-term scenarios devised by experts.
The system planner is then allowed to consider exogenous
long-term scenarios containing partial information about the
random parameters, namely, the average and the support
set. For each constructed long-term scenario, a conditional
ambiguity set is used to model the incomplete knowledge
about the probability distribution of the uncertain parameters
in the short-term. Consequently, the mathematical problem
is formulated as a DRO model with multiple conditional
ambiguity sets. The resulting infinite-dimensional problem is
recast as an exact, although very large, finite-deterministic mixed-
integer linear programming problem. To circumvent scalability
issues, we propose a new enhanced-column-and-constraint-
generation (ECCG) decomposition approach with an additional
Dantzig–Wolfe procedure. In comparison to existing methods,
ECCG leads to a better representation of the recourse function
and, consequently, tighter bounds. Numerical experiments based
on the benchmark IEEE 118-bus system are reported to
corroborate the effectiveness of the method.
Index Terms—Ambiguity aversion, deep uncertainty,
distributionally robust optimization, multi-scale uncertainty,
renewable generation, stochastic optimization, transmission
expansion planning.
NOMENCLATURE
This section lists the main notation used in this work.
Additional symbols are explained in the text or are
interpretable in the context using the following general rules.
The symbols with superscript “(j)” denote variables, sets
or results corresponding to the j-th iteration of the solution
method. The symbols with superscript “k” denote variables,
parameters, and results associated with the k-th extreme
point (or scenario) of a given support set. The symbols with
subscript “ω” refer to variables, parameters or sets related to
the long-term scenario ω. The symbols with subscript “t” refer
to variables, functions or sets related to the t-th block of hour.
A. Sets and Indexes
Ξ,Ξω Support set of the random vector and
conditional support set of the random vector
under the long-term scenario ω.
Ω Set of long-term scenarios.Dω Conditional ambiguity set under the long-term
scenario ω.Eω Set of the extreme points of Ξω .
Kω Set of indexes of the extreme points of Ξω .
Pω Set of probability measures conditioned to the
long-term scenario ω.S,Sω Sample space, and subset of the sample space
associated with the long-term scenario ω.
S,Sω Appropriated sigma-algebras for S and Sω ,
respectively.T Set of block of hours t.X Set of feasible investment plans.
B. Functions
ξ˜ Measurable function (or random vector)
modeling the uncertainty in the net demand.
ξ˜t Subvector of ξ˜ related to block of hour t.
ξ˜(s) Realization of ξ˜ for scenario s.
g(x,ξ, ω) Minimum-cost dispatch function for investment
x, realization ξ, and long-term scenario ω.
HDR(x, ω) Distributionally robust recourse function for
investment x, under the long-term scenario ω.
HDR(x, ω) Upper bound function for HDR(x, ω).
HDR(x, ω) Lower bound function for HDR(x, ω).
C. Constants and Parameters
, ε Tolerance for the inner and the main loop (in
monetary and percentage units, respectively).
λ
(−)
ω , λ
(+)
ω Vectors of imbalance costs for the long-term
scenario ω.
µ
ω
,µω Lower and upper bounds for the expected value
of ξ˜ for the long-term scenario ω.
ρω Probability or multi-objective weight of the
long-term scenario ω.
ξ Generic point of Ξ.
ξkω k-th extreme point of Ξω .
ξ∗ω Extreme point of Ξω associated with the
maximum reduced cost of HDR(x, ω).
A Line-bus incidence matrix.
bω Vector of right-hand-side parameters of the
operative model.
Bω Spatial decoupling matrix for ξ under the long-
term scenario ω.
Bt,ω Submatrix of Bω for the block of hour t.
C Matrix with big-constants used in disjunctive
constraints of the operative model.
cinv Vector of investment costs for the candidate
lines.
cω Vector of generation costs for the thermal
generators under the long-term scenario ω.
c∗ω Maximum reduced cost for the problem related
to HDR(x, ω).
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2e Vector of ones with appropriate dimensions.
F Diagonal matrix with the maximum capacity for
the entries related to the candidate lines and
zeros for the existing lines.
f Vector with the maximum capacity for existing
lines and zeros for candidate lines.
G Thermal generator-bus incidence matrix.
hω Vector with objective function coefficients of the
compact operative model.
L Maximum number of inner loop iterations.
LB(j) Lower bound of the main loop at iteration j.
M Maximum number of scenarios added to the
master problem per iteration of the algorithm.
qω Vector of generation limits for the thermal units
under the long-term scenario ω.
rdwω , r
up
ω Vectors of ramp-down and ramp-up limits for
the thermal units between two consecutive
blocks of hours under the long-term scenario
ω.
S Angle-to-flow matrix.
Wω,Tω Recourse matrix and technology matrix for the
long-term scenario ω.
UB(j) Upper bound of the main loop at iteration j.
z∗DR Optimal value for the distributionally robust
transmission expansion planning problem.
D. Decision Variables or Vectors
α0ω Dual variable associated with the sum-one
probability constraint.
αω,αω Dual vectors associated with the lower and
upper limits, respectively, for the expected value
of ξ˜ under long-term scenario ω.
θt Vector of phase angles in block of hour t.
φ
(−)
t , φ
(+)
t Power imbalance vectors in block of hour t.
pit Vector of dual variables of the compact version
of the minimum-cost dispatch model.
ft Vector of power flows in block of hour t.
pk Probability of the extreme point k.
qt Vector of thermal generation in block of hour t.
x Vector of investment decisions.
y Vector of variables of the compact version of
the minimum-cost operational function.
I. INTRODUCTION
THE transmission expansion planning (TEP) problem isgenerally related to strategic policies, as the outcome
of a transmission plan extends far beyond providing a
simple least-cost connection between the generation and
loads. For example, it may directly or indirectly shape the
economic development for the covered regions, or even
facilitate policies for fostering innovation in various generation
technologies. Concerning electrical aspects, the system
reliability, operational flexibility, reserves deliverability, and
long-run adaptability [1] are key concepts that are significantly
affected by the selected transmission capacity updates.
Under the uncertainty side, planners have been dealing
with several deep uncertainties arising from social and
economic transformations, political and environmental issues,
and technology disruptions, among others. In this context, the
definition of coherent future scenarios is a necessary step for
defining the TEP [2].
Practical TEP applications generally rely on demand growth
and renewable integration scenarios, which are projected
based on different hypothesis about long-term drivers drawn
by experts and stakeholders. Such projections, hereinafter,
also called long-term scenarios or trends, are conditional
expectations, generally provided by econometric models with
many explanatory variables representing long-term drivers.
Future values for such drivers are derived with base on a set
of beliefs and hypothesis (priors) drawing consistent narratives
of the economic, political, technological and environmental
scenario [2]. Notwithstanding, in practice, system planners
want to consider multiple long-term trends [3], [4].
A. Motivation and literature review
Despite the ability to consider many long-term profiles for
the unknown parameters, the traditional deterministic “what-
if” approach may not be sufficient for addressing all layers
of uncertainty in modern power systems. For example, the
large increase in renewable generation (RG) has introduced
new levels of intermittency and unpredictability to electrical
systems. These new aspects have motivated a change in
numerous paradigms for short-term operation as well as for the
planning of transmission networks (see [5], [6] and references
therein).
In this sense, we need to consider both the long- and
short-term effects of the uncertainty. For instance, a long-term
scenario with high integration of wind-related sources would
exhibit significant more short-term variability than another
where a reduced expansion of the wind power technology takes
place. Therefore, the representation of multi-scale uncertainty
in TEP models has been playing a relevant role in the recent
literature across the various approaches used to address the
TEP problem (stochastic, robust, and distributionally robust).
We refer the interest reader to [6], [4], [7], [8], and [9] for
further details.
The most popular framework for decision-making under
uncertainty is the stochastic optimization (SO) approach,
which considers scenarios drawn from predefined probability
distribution functions (PDFs) [3], [10]. However, the PDFs of
short-term uncertainties are considered difficult to estimate,
specially in long-term studies, where the system structure and
market may experience deep changes. This fact has motivated
the the recent literature on adaptive robust optimization (ARO)
applied to TEP. In ARO-TEP problems, uncertainties are, in
general, represented by polyhedral uncertainty sets relying on
a few assumptions about the uncertainty factors (see [11] and
[5]). As a consequence, the solution to the ARO-TEP problem
focuses on achieving the best performance in the worst-case
scenario at the expense of other scenarios.
It is worth mentioning that while part of the recent literature
on ARO have considered probability agnostic models (see
[11], [5], and [4]), relevant efforts have been made to account
for the information extracted from data to devise more
realistic descriptions of the short-term uncertainty. We refer
the interested reader to [12], [13], and [14] for applications
3in short-term operational models and to [9] for a hybrid-
robust-and-stochastic approach applied to the TEP problem.
Nevertheless, in long-term TEP applications, the use of
scenario-based approaches relying on current data may be
questionable, as the structure of the uncertainties in the target
period may significantly differ from that found on data [3].
As an alternative to both SO and ARO approaches, the
the distributionally robust optimization (DRO) framework,
first introduced in [15], has been developed within a broad
mathematical and operations research context since 2010 (see
[16]–[18] and references therein). It is based on the worst-
case expected cost instead of the worst-case cost scenario.
Therefore, the DRO framework produces ambiguity-averse
models; that is, models that are robust against predefined sets
of probability distributions, the so-called ambiguity sets.
More recently, DRO approaches have been applied to model
uncertainty in power system problems such as congestion
line management [19], economic dispatch [20], security-
constrained optimal power flow [21], risk-based optimal power
flow with dynamic line rating [22], investment decisions
in wind farms [23], and unit commitment (UC) [24]–[26].
Regarding the application of DRO to TEP (DRO-TEP)
problem, to the best of the authors’ knowledge only a
few works have been published so far. While a data-driven
ambiguity set was applied in [27] to account for the estimation
uncertainty of empirical probability distributions, the network
security was addressed in [28]. Both previously reported
works used as solution methodology the traditional column-
and-constraint-generation (CCG) technique, developed in [29]
to tackle optimization problems originated from ARO-based
models. Hence, to further develop the DRO approach applied
to the TEP problem, new tailored uncertainty models and
solution methods are needed.
B. Contributions
In this work, we extend the ideas and developments of
[7] and present a new DRO-TEP model. We consider the
fact that the true PDF of the uncertain parameters are
difficult to estimate, but according to industry practices, partial
information regarding the long-term conditional-expected
values of random parameters are provided by experts [2]–
[4]. In this setting, we propose a multi-scale uncertainty
model that is consistent with industry needs. This approach
allows for the consideration of exogenous long-term scenarios
characterizing conditional expected values and ranges for the
net demand. As per industries practices, such scenarios rely on
projections for the long-term demand growth and integration
of new renewable generation capacity. In addition to that,
the proposed approach does not require the full specification
of the conditional probability distributions for the short-term
uncertainties associated with each long-term scenario.
In order to couple long- and short-term uncertainty
descriptions within our model, we propose an extension of
the traditional DRO framework to simultaneously consider
multiple ambiguity sets. We introduce this extension via
conditional distributions, giving rise to the concept of
conditional ambiguity sets. Therefore, current industry
practices, involving the definition of long-term scenarios
based on studies conducted by experts, are accommodated
within our newly proposed multi-conditional ambiguity set
parametrization for the DRO-TEP model1.
On the methodological side, DRO models with ambiguity
sets defined by the support and the mean have been solved
by decomposition techniques based on outer approximation
methods, such Benders’ cuts, and/or inner approximation
methods, such as the CCG algorithm [29]. The CCG algorithm
is a decomposition technique that relies on an iterative process
that alternates between a master problem, a relaxed version
of the problem’s extensive formulation with many (possibly
infinitely many) constraints, and an oracle subproblem. Each
constraint of the master problem relates to one possible
realization (scenario) of the uncertainty parameter. The oracle
subproblem is a search procedure that finds the most violated
constraint (or its equivalent scenario) for a given first-stage
trial solution determined by the master problem. Under
the ARO framework, the first-stage solution along with the
determination of a single scenario by the oracle subproblem
are sufficient to define at each iteration the worst-case value
for the recourse function, which in power system problems
generally models the system’s redispatch or corrective actions.
However, in the DRO framework, the worst-case recourse
function is not completely determined by a single scenario, as
it deals with worst-case expected values. As a consequence,
the CCG algorithm provides loose bounds for the recourse
function of DRO problems. Under this circumstance, many
iterations of the master problem, which is the bottleneck in
proposed TEP model, may be required.
In order to circumvent this limitation of the CCG method,
in this paper, we propose a novel enhanced column-and-
constraint-generation (ECCG) algorithm which introduces an
inner loop to the regular CCG technique. This inner loop
is based on a Dantzig-Wolfe procedure (DWP) that adds
information collected from more than one scenario to the
master problem at each iteration of the method. As a result, the
proposed ECCG algorithm provides a better representation of
the recourse function, thereby leading to tighter lower bounds
and an accelerated convergence rate. Finally, a new Dantzig-
Wolfe-like upper bound with first moment constraints is also
developed in this work.
In summary, the contributions of this work are twofold:● a new multi-scale distributionally robust model for TEP
based on the concept of multiple conditional ambiguity
sets, which is a novelty in the literature of DRO, and
suitable to the current industry practices.● An enhanced column-and-constraint-generation algorithm
that provides better approximations of the distributionally
robust recourse function and tighter bounds for the
problem.
C. Paper Organization
The rest of the paper is organized as follows. In Section
II, the multi-scale uncertainty modeling is described and
1Interestingly, recent advances in robust optimization went through the same
direction, where the Stochastic Robust Optimization model proposed in [12]
and the Extended Robust Model presented in [13] proposed extensions to the
robust optimization framework to consider multiple uncertainty sets.
4formalized. The proposed DRO-TEP model is formulated
in Section III. The solution methodology (ECCG algorithm)
is presented in Section IV. The case study and numerical
experiments are reported in Section V. Finally, conclusions
are addressed in Section VI.
II. UNCERTAINTY MODELING
The proposed approach recognizes the need for a multi-
scale representation of the uncertainties affecting the DRO-
TEP problem. In the next subsection (II-A) we provide an
illustrative example based on a qualitative description of the
proposed uncertainty representation and in subsection II-B a
formalization of the proposed approach is presented.
A. Qualitative description of the uncertain parameters
In this work, the load and RG uncertainty are decomposed
into: 1) a long-term component, which unfolds along
many years and represents the uncertainty on the expected
demand growth and long-term renewable integration driven by
economic, technological, political, and environmental aspects;
and 2) a short-term component, which is characterized by the
conditional variability of the net demand (demand minus RG)
fluctuations on an hourly scale.
In general, governmental institutions or private consulting
companies derive a set of few long-term scenarios2 with
different structural hypothesis for explanatory variables
characterizing the economic, political, technological, and
environmental factors. Based on the projections of these
variables, several econometric studies are conducted to
estimate the expected demand growth and renewable
integration levels that are subsequently used in TEP
applications (see [4] for further details).
Fig. 1. Uncertainty components of the net demand (demand minus renewable
generation).
For example, as illustrated in Fig. 1, experts may shape
a plausible future scenario based on a future disruption in
solar technology, and the cost reduction of batteries and
power electronic equipment. In this case, high penetration of
distributed generation is expected, and therefore, a reduced
2Scenario analysis is largely used in several real power systems such as
WECC, Chile, ERCOT, California Independent System Operator, UK National
Grid (see [4] and [2]).
expected system net demand (expected demand growth minus
expected RG) is estimated. However, the resulting short-term
net load probability distribution may change significantly if a
high economic development scenario with a lower distributed
generation integration takes place. Thus, to allow the decision
maker to use typical outcomes of long-term scenario studies, in
this work a long-term scenario is characterized by two types
of ranges: ranges for the expected value of the conditional-
probability distributions, and ranges for the possible outcomes
of uncertainty factors (conditional support sets).
Finally, the short-term component of the uncertainty
model is characterized by multiple conditional ambiguity sets
(set of conditional probability distributions), each of which
connecting with the long-term scenario information by means
of the conditional expected value and range of the conditional
support. This setting allows decision makers to explicitly
recognize the lack of complete information regarding the
true underlying processes driving short-term load and RG
uncertainty while considering the partial information from
long-term studies conducted by experts.
Fig. 1 illustrates an example of the total net demand for
two long-term scenarios. Note that each long-term scenario
determines a given support set and range for the expected
value of the net load probability distribution. The set of
probability functions induced by the conditional ambiguity
sets are presented for each of the two depicted long-term
scenarios. It should be noted that, although the investment
decision should be made under the uncertainty of the two
uncertainty components (circle on the root node of Fig. 1),
real-time operative dispatch decisions are made under far more
precise knowledge; that is, following observation of the two
components (dots representing a realization of one of the
probability distributions in Fig. 1). It is important to highlight
that the expected cost changes significantly from one long-
term scenario to another. Therefore, it is important to consider
conditional information.
B. Probabilistic description of the uncertain parameters
For the sake of simplicity, the only uncertainty source
considered is net demand. It is represented by the vector
of random factors ξ˜ ∶ S → Ξ, with image set, or support
set, Ξ ⊂ Rd defining all possible net-demand extractions
profiles. We consider a measurable space (S,S), where S is
the appropriate sigma-algebra of the sample space S , whose
elements represent all possible states of the nature. Within
this setting, ξ˜ is a measurable function on (S,S) that maps
the points from the sample space, S , onto Ξ. The outcomes or
realizations of ξ˜ are represented by ξ˜(s) or, in short, ξ ∈ Ξ,
wherever convenient.
To consider in the probabilistic model the idea of long-
term scenarios devised by experts, we consider Ω as the set
of indices for the long-term scenarios, and we assume the
existence of a partition, {Sω}ω∈Ω, of the sample space S ,
i.e., ∪ω∈ΩSω = S and Sω ∩ Sω′ = ∅. Thus, the connection
between the information provided by experts and the
probabilistic framework is given by the input of 1) conditional-
expected value ranges, {[µ
ω
,µω]}ω∈Ω, 2) conditional-support
5sets, {Ξω}ω∈Ω, and 3) probabilities {ρω = P (Sω)}ω∈Ω.
Alternatively, {ρω}ω∈Ω can also be defined as weights to
generate Pareto-optimal solutions, thereby addressing long-
term uncertainty by means of a multi-objective framework.
Finally, conditional supports are the images of each part of
the sample space, i.e., Ξω = ξ˜(Sω), and are such that the
unconditional support set is recovered by their union, i.e.,∪ω∈ΩΞω = Ξ.
Based on the conditional support and expected value ranges
for ξ˜, we define the conditional ambiguity sets {Dω}ω∈Ω. To
do that we assume that for each long-term scenario ω, there is
a restricted (conditional) measurable space (Sω ⊂ S,Sω ⊂ S).
The conditional ambiguity set Dω is then defined as the set
of all conditional-probability measures (restricted to Sω) that
induce a conditional-expected value for ξ˜ within the specified
range, i.e.,Dω = {P ∈ Pω ∶ µω ≤ EP [ξ˜ ∣Sω] ≤ µω}. (1)
In (1), Pω represents the set of all probability measures in
the measurable space (Sω,Sω), and EP [ξ˜ ∣Sω] represents
the conditional expected value of ξ˜ under a given
probability measure P . For notation purposes, we denote by
EP [g(ξ˜) ∣Sω] ∶= ∫Sω g(ξ)dP the conditional expectation of a
given generic function g(ξ˜) with regard to a measure P ∈ Dω
on (Sω,Sω).
For didactic purposes, in Fig. 1, we consider two possible
long-term scenarios, namely Ω = {H,D}, where ω = H
and ω = D, representing “High economic growth” and
“Disruptive RG technology”, respectively. In this case, the
probabilities associated with each long-term scenario, ρH
and ρD, as well as the conditional-expected value ranges,[µ
H
,µH] and [µD,µD], and conditional supports for the
short-term component of the net load, ΞH and ΞD, are inputs
of the model, which can be defined according to experts
views or multi-objective preferences. Short-term scenarios
characterizing the worst-case expected costs for each long-
term scenario are endogenously addressed by the solution
methodology.
III. MATHEMATICAL TEP MODEL
TEP decisions (investments in candidate lines) are
represented by the binary vector x. The set X defines the
feasible investment plans. On the operational side, the cost
of operating the system under a given investment plan x,
net demand realization ξ˜(s), and long-term scenario ω is
represented by the minimum-cost dispatch function function
g(x, ξ˜(s), ω). Thus, in cases where the network planner
assumes full knowledge regarding the probability measure
affecting the uncertain parameter ξ˜, i.e., under the assumption
that P (⋅∣Sω) is the true conditional probability measure for
each ω ∈ Ω, the classical two-stage stochastic TEP approach is
generally addressed by variants of the following optimization
problem:
min
x∈X {c⊺invx + ∑ω∈ΩρωEP [g(x, ξ˜, ω)∣Sω]}. (2)
Typically, the compact formulation for the operational-cost
function is given by
g(x,ξ, ω) = min
y≥0 {h⊺ωy∣Wωy ≥ bω +Bωξ −Tωx}, (3)
whose right-hand-side is affected by an affine transformation
of both investment and uncertainty vectors. Hence, g(x,ξ, ω)
is a convex function on x and ξ.
Note that the decision vector y stacks all the variables
of the operational problem (3). The objective function of
(3) considers operational and imbalance costs through vector
hω , while the vectorial inequality comprises all operational
constraints through matrices Wω,Bω,Tω and vector bω . In
the next subsection (III-A) we expand the compact formulation
(3) and present the detailed short-term operational model used
in this work. In Subsection III-B we introduce the proposed
DRO model and in Subsection III-C we derive its finite
reformulation.
A. Short-term operation model description
The operational model is used to compute the dispatch cost
under a given investment plan x ∈ X and observed net load
vector ξ ∈ Ξω , which can accommodate different components
(sub-vectors), ξt, per block of hour. Hence, the compact
formulation presented in (3) can be expanded as follows:
g(x,ξ, ω)= min
q,f ,θ
φ
(−)
t ,φ
(+)
t ≥0
∑
t∈T (c⊺ωqt + λ(−)⊺ω φ(−)t + λ(+)⊺ω φ(+)t ) (4)
s.t.:
Gqt +Aft = Bt,ωξt − φ(−)t + φ(+)t , ∀t ∈ T (5)∣ft − Sθt∣ ≤C(e − x), ∀t ∈ T (6)−Fx − f ≤ ft ≤ f +Fx, ∀t ∈ T (7)−rdwω ≤ qt − qt−1 ≤ rupω , ∀t ∈ T (8)
0 ≤ qt ≤ qω, ∀t ∈ T . (9)
As it is customary in the literature of the field, we use
the standard optimal dc power flow model (see [5] and
[28]). The objective function (4) accounts for the generation
and imbalance costs for all blocks of hours. Constraint (5)
addresses the nodal power balance for all buses. Bt,ω allocates
the components of ξt (the realization of the uncertainty
factors) to the buses of the system for each block of
hours t and long-term scenario ω. Constraints (6) addresses
the Kirchhoff’s Voltage Law (KVL) through disjunctive
constraints, where the matrix C plays an auxiliary role. This
matrix has as many rows as the total number of lines (existing
and candidates) and as many columns as the number of
candidate lines. The rows associated with the existing lines
are composed of zeros, enforcing the KVL constraints. Each
row representing a candidate line is composed of zeros and
one nonzero term. Specifically, a big constant is assigned to
the i-th column of the row representing the candidate line
i. Thus, the KVL constraints are not enforced for the lines
that are not selected. The inequalities in (7) account for the
transmission capacities of both existing and candidate lines.
The expressions (8)–(9) represent the generation ramping
limits and the maximum generation capacity respectively. Due
to the imbalance terms in (5), problem (4)–(9) always admits
a feasible solution.
6B. Distributionally robust TEP model
In order to address the lack of information regarding the true
conditional probability measure P (⋅∣Sω), an ambiguity averse
preference functional is adopted based on the distributionally
robust approach [30]. With this approach, the recourse function
of each long-term scenario ω is redefined to characterize the
ambiguity averseness through metrics. In order to achieve
this, the worst-case conditional expected cost among all
expectations induced by the probability measures in Dω is
used to define the following distributionally robust recourse
function:
HDR(x, ω) = sup
P ∈Dω EP [g(x, ξ˜, ω)∣Sω]. (10)
Accordingly, the DRO-TEP can be defined as an extension of
(2) considering the uncertainty model proposed in section II,
as follows:
z∗DR = min
x∈X {c⊺invx + ∑ω∈ΩρωHDR(x,ω)}. (11)
The sup problem in (10) is the classical problem of
moments [31], which can be expressed as the following semi-
infinite (with an infinite number of variables – columns) linear
optimization problem:
HDR(x, ω) = sup
P ∈Pω∫Sω g(x, ξ˜, ω)dP (12)
s.t.: ∫Sω dP = 1 ∶ α0ω (13)
µ
ω
≤∫Sω ξ˜dP ≤ µω ∶ αω, αω. (14)
C. Finite equivalent distributionally robust TEP model
By strong duality [32], problem (12)–(14) admits the
following semi-infinite (with an infinite number of constraints
– rows) dual formulation:
HDR(x, ω) = min
α0,α,α
{α0ω +µ⊺ωαω −µ⊺ωαω} (15)
s.t.: α0ω + (αω −αω)⊺ ξ˜(s) ≥ g(x, ξ˜(s), ω), ∀s ∈ Sω. (16)
The infinite set of linear constraints (16) can be recast
as a single nonlinear (worst-case) constraint, α0ω ≥
sups∈Sω{g(x, ξ˜(s), ω) − (αω −αω)⊺ ξ˜(s)}; as if it is valid
for the sup in s, it is also valid for all s [33]. As the right-
hand-side of (18) is the sup of convex functions on ξ˜(s),
and the set of all possibles ξ˜(s) is a polyhedral set (Ξω),
the supremum is always achieved on scenarios whose image
belong to the set of extreme points3 of Ξω , hereinafter referred
to as Eω = {ξkω}k∈Kω . Consequently, if we enforce constraint
(16) only for the extreme points, Eω , the same feasible region
for α0,α,α is found. Thus, problem (15)–(16) admits the
following finite equivalent formulation:
HDR(x, ω) = min
α0,α,α
{α0ω +µ⊺ωαω −µ⊺ωαω} (17)
s.t.: α0ω + (αω −αω)⊺ ξkω ≥ g(x,ξkω, ω), ∀k ∈Kω, (18)
which constitutes a finite dual equivalent formulation for the
distributionally robust recourse function defined in (12)–(14).
3This is a standard result from convex analysis – the maximum of convex
functions within a polyhedral set is achieved on one of the vertexes [32].
The dual equivalent model (17)-(18) allows us to derive a
primal finite equivalent formulation for the recourse function
(12)–(14), namely,
HDR(x, ω) = max
pk
∑
k∈Kω g(x,ξkω, ω)pk (19)
s.t.: ∑
k∈Kω p
k = 1 (20)
µ
ω
≤ ∑
k∈Kω ξ
k
ω p
k ≤ µω, (21)
and shows us that the candidates for worst-case distributions
in Dω are indeed discrete. It is worth mentioning that the
linear program defined in (19)–(21), albeit finite, contains a
combinatorial number of variables, each of which associated
with a vertex of the support set Ξω .
Aiming to achieve a finite equivalent formulation for the
distributionally robust TEP model (11), it should be noted that
problem (17)–(18) relies on the optimal value of problem (4)–
(9) for each x and the scenarios in Eω . For the convenience of
the solution methodology explained in the following section,
we can replace the minimum-cost dispatch function value
g(x,ξkω, ω) in (18) with the objective function of (3), namely
h⊺ωykω , evaluated on a generic feasible operative point, ykω . In
order to obtain an equivalent model, the operative variables
ykω and feasibility constraints (9) for scenario ξ
k
ω must be
included in the new formulation. This substitution results in
the following equivalent extended dual formulation for the
recourse function:
HDR(x, ω) = min
α0,α,α
{α0ω +µ⊺ωαω −µ⊺ωαω} (22)
s.t.: α0ω + (αω −αω)⊺ ξkω ≥ h⊺ωykω, ∀k ∈Kω (23)
Wωy
k
ω ≥ bω +Bωξkω −Tωx,∀k ∈Kω. (24)
It can be observed that the resulting set of constraints in
(23)–(24) is equivalent to (18) (in the sense of producing
the same optimal value for problem (17)–(18)), because i) by
optimality, h⊺ykω is bounded from below by g(x,ξkω, ω); and
ii) every point that is feasible for (18) is also feasible for the
new set of constraints. Thus, (11) can be recast as the following
equivalent MILP model:
z∗DR= min
x,ykω,α0ω,
αω,αω
c⊺invx + ∑
ω∈Ωρω [α0ω +µ⊺ωαω −µ⊺ωαω] (25)
s.t.: x ∈ X (26)
h⊺ωykω ≤ α0ω + (αω −αω)⊺ ξkω,∀ω ∈ Ω, k ∈Kω (27)
Wωy
k
ω ≥ bω +Bωξkω −Tωx,∀ω ∈ Ω, k ∈Kω. (28)
Model (25)–(28) is an equivalent finite scenario-based MILP
formulation for the DRO-TEP problem (11). Furthermore, note
that the ARO approach is a particular case of the proposed
DRO-TEP (25)–(28). The ARO formulation (see [26] and [17])
can be achieved by disregarding the moment information; that
is, dropping the final two terms (involving αω and αω) of
expressions (25) and (27). Under such an assumption, the
expected value bounds are equivalent to the whole support
set. Thus, regardless of degenerate cases, the worst-case
probability measure is such that 100% of the probability mass
is assigned to the worst-case short-term scenario.
7IV. SOLUTION METHODOLOGY
In this section we present an ECCG algorithm to solve
the proposed DRO-TEP (25)–(28). First, in section IV.A, we
present an overview of the algorithm and a flowchart depicting
its main steps. In this subsection we highlight the similarities
and distinctive features in comparison to existing methods.
Then, in section IV.B, we present a detailed description of the
proposed ECCG algorithm.
A. Overview of the ECCG algorithm
We approach the problem similarly to that in [20], [26],
[34]. Our ECCG also alternates between a master problem and
a subproblem. In each iteration j, the master delivers a lower
bound for z∗DR and a trial solution, namely, (LB(j),x(j)).
These information are obtained by means of a relaxed version
of (25)–(28) considering only a small subset of constraints
K
(j)
ω ⊂ Kω , each of which associated with a subset of
scenarios (vertexes of Ξω) in E(j)ω ⊂ Eω . Then, an oracle
subproblem, identifies new scenarios that, when added to
the master problem, cut off the incumbent solution x(j) and
produce a tighter approximation of the recourse function.
Notwithstanding the aforementioned similarities, our
column-and-constrain-generation method differs from all
previously reported studies on DRO. In those works, only
one scenario per iteration is determined by the oracle
subproblem to be included in the master problem (see [29]
and [26]), thereby producing loose approximations of the DRO
recourse function HDR. In our proposed ECCG algorithm, the
procedure used to evaluate the recourse function adds up to
M out of L candidate scenarios found within an inner loop of
each iteration. In the inner loop until n = L (inner) iterations
of the DWP are performed, where a constrained version of
the recourse problem (19)–(21) (considering only scenarios inE(j)ω ) is alternated with the oracle subproblem.
While the constrained recourse problem determines a lower
(suboptimal) approximation for the true recourse function, the
oracle subproblem finds a new short-term scenario ξ∗ω with the
maximum reduced-cost, c∗ω . Thus, the inner DWP converges
when the maximum reduced cost is below  or L (inner)
iterations are performed. Because the master problem is the
bottleneck of the algorithm, we allow selecting only the best
M ≤ L scenarios found in the current DWP inner loop, i.e.,
the best M scenarios within the difference set E(j)ω /E(j−1)ω .
Best scenarios are selected according to a merit order based
on the probability weights found at the last iteration of the
inner loop. Finally, the results of the inner loop also allow us
to deliver a Dantzig-Wolfe-like upper bound for the optimal
solution with which we test the convergence of the method.
For the sake of clarity, a flowchart for the proposed ECCG
algorithm is depicted in Fig. 2, where the steps of the algorithm
are indicated therein.
B. Detailed description of the ECCG algorithm
The proposed ECCG algorithm is detailed as follows:
1) Initialization: In order to ensure the existence of a
probability measure capable of producing an expected value
within [µ
ω
,µω] in the first step of the ECCG algorithm, the
Fig. 2. Flowchart of the proposed ECCG algorith.
set of scenarios E(j)ω is initialized at j ← 0 with a dummy
scenario ξ0ω ← (µω +µω)/2; that is, E(0)ω ← {ξ0ω}.
2) ECCG main loop (assessing LB(j) and x(j)): For each
iteration j of the main loop, the master problem solution
provides a trial solution x(j) and its optimal objective value
at lower bound LB(j). The master problem is expressed as
follows: (LB(j),x(j))←
min
x,ykω,α0ω,
αω,αω
c⊺invx + ∑
ω∈Ωρω [α0ω +µ⊺ωαω −µ⊺ωαω] (29)
s.t.: x ∈ X (30)
α0ω + (αω −αω)⊺ ξkω ≥ h⊺ωykω,∀ω ∈ Ω, k ∈K(j)ω (31)
Wωy
k
ω ≥ bω +Bωξkω −Tωx,∀ω ∈ Ω, k ∈K(j)ω . (32)
Where K(j)ω = {0,1, ..., ∣E(j)ω ∣} is the set of indexes that
enumerates the set of scenarios E(j)ω = {ξ0ω,ξ1ω, ...,ξ∣E(j)ω ∣ω }.
In order to determine a tight upper bound UB(j), we need
to assess the true value of the recourse function for all ω ∈ Ω
at x(j); that is, {HDR(x(j), ω)}ω∈Ω. To do that, we need to
solve problem (19)–(21) or its dual, (17)–(18), considering
the entire set of exponentially many extreme points Eω as
8scenarios, which would lead to an intractable problem. Thus,
we propose an inner loop based on the DWP to address the
tractability issue associated with the assessment of the recourse
function. Before starting the inner loop, counter n is initialized
with n← 1.
3) Dantzig–Wolfe Procedure inner loop (updating E(j)ω ):
We propose the use of a DWP to determine a tight
approximation for the recourse function and upper bound.
The DWP is applied to the following constrained version of
recourse problem (19)–(21):
HDR(x(j), ω) = max
pk
∑
k∈K(j)ω g(x(j),ξkω, ω)pk (33)
s.t.: ∑
k∈K(j)ω p
k = 1 ∶ α(j)0ω (34)
µ
ω
≤ ∑
k∈K(j)ω ξ
k
ω p
k ≤ µω ∶ α(j)ω ,α(j)ω .(35)
It should be noted that HDR(x(j), ω) constitutes a local lower
bound for the recourse function of each ω ∈ Ω. The DWP
aims to determine new columns for (33)–(35) with a positive
reduced cost [35]. Thus, we construct our oracle to identify a
scenario ξ∗ω ∈ Ξω with the highest reduced cost, c∗ω; that is,(c∗ω,ξ∗ω)← max
ξ∈Ξω{g(x(j),ξ, ω) − α(j)0ω − (α(j)ω −α(j)ω )⊺ ξ}. (36)
Not surprisingly, the optimal scenarios identified by problem
(36) will be extreme points of the polyhedral support set Ξω ,
as this problem is a maximization of a convex function within
a polyhedral set [35]. This fact also corroborates the result
derived in section III-C that allows us to ignore all non-
extreme points in problem (12)–(14) to achieve the equivalent
formulation (19)–(21). To solve problem (36), we replace
function g(x(j),ξ, ω) with the dual objective function of
problem (3), as it provides a tight upper bound under dual
feasibility, resulting in the following bilinear mixed integer
program:
max
ξ∈Ξω
pi
(bω +Bωξ −Tωx(j))⊺pi − α(j)0ω − (α(j)ω −α(j)ω )⊺ ξ (37)
s.t.: W⊺ωpi ≤ hω; pi ≥ 0. (38)
In (37)–(38), pi represents the dual vector associated with the
compact operative model constraints (3). Moreover, because
we know that ξ∗ω belongs to the set of extreme points Eω
of a box-like support set Ξω , each component ξ[i] of the
decision vector ξ values, in the optimal solution, are either
the upper (ξ[i]) or lower (ξ[i]) limit of the support. Hence,
an auxiliary binary variable u[i] ∈ {0,1} can be used to
express each component in the optimal solution as follows:
ξ[i] = u[i]ξ[i] + (1 − u[i])ξ[i]. Under this transformation,
the bilinear products ξ⊺pi can be easily linearized by standard
linearization procedures4 as done in [4], [5], and [20].
4) Convergence of inner Dantzig–Wolfe loop: As opposed
4The linearization procedure requires the consideration of bounds for the
components of the dual vector pi associated with constraint (5). These bounds
are set based on an iterative process that scales its initial value whenever one
of the bounds are met. The initial value is set to the maximum imbalance
cost. In our numerical results, we observed no particular numerical problem.
to [20], [26], [34], which finds only one scenario that violates
expression (18) for the incumbent solution (x(j),α(j)ω ,α(j)ω ),
in our ECCG approach, the DWP identifies up to L
candidate scenarios. Such scenarios improve, from bellow,
the approximation of the recourse function given by the
constrained recourse problem (33)–(35). Thus, in each
iteration of the DWP inner loop, the optimal short-term
scenarios ξ∗ω , identified for each ω ∈ Ω, updates the set of
extreme points, i.e., E(j)ω ← E(j)ω ∪ {ξ∗ω}.
If the inner loop counter n is equal to L or the DWP
tolerance level is achieved, i.e., c∗ω ≤ , we go to step 4 to
check the convergence of the main loop. Otherwise, if the the
inner loop convergence is not achieved, we go back to step
3 with the inner loop counter updated, i.e., n← n + 1.
5) Convergence test for the main loop (assessing UB(j)):
After converging the DWP inner loop of all ω ∈ Ω, we can
calculate the upper bound for the ECCG procedure at iteration
j according to UB(j) = c⊺invx(j) + ∑ω∈Ω ρωHDR(x(j), ω),
where HDR(x(j), ω) = HDR(x(j), ω) + c∗ω . The Theorem
1, presented in the next Section IV-C, supports the proposed
upper bound.
If 1−LB(j)/UB(j) ≤ ε, the ECCG algorithm stops and we
return the x(j) as the ε-optimal solution. Otherwise, we sort
all of the newly added scenarios in the previous inner loop
iteration and retain only the M ≤ L with the highest product
g(x(j),ξkω, ω)pk∗ to be considered in the master problem of
the next iteration5. This operation is represented in Fig. 2
by E(j)ω ← bestM(E(j)ω /E(j−1)ω ), where E(−1)ω = ∅. Then, we
initialize the set of extreme points for the next iteration j + 1
with E(j+1)ω ← E(j)ω , update the iteration counter j ← j +1 and
go back to step 2. It is important to highlight that for all cases
where M = L, the proposed ECCG algorithm provides lower
bounds that are greater than or equal to the one obtained by
the CCG. This is because the CCG algorithm is a particular
case of the ECCG where M = L = 1.
C. Dantzig-Wolfe-Like Upper Bound for the DRO model (11)
Theorem 1 (ECCG algorithm upper bound)
1) UB(j) = c⊺invx(j) +∑ω∈Ω ρωHDR(x(j), ω) is an upper
bound for the DRO problem (11), i.e., z∗DR ≤ c⊺invx(j) +∑ω∈Ω ρωHDR(x(j), ω).
2) UB(j) is tight for x(j) when  = 0 and L = +∞, i.e.,
UB(j) = c⊺invx(j) +HDR(x(j), ω) if the DWP converges
with zero gap.
The proof of Theorem 1 is better presented using the result
of Proposition 1: For each ω ∈ Ω and trial solution x(j),
HDR(x(j), ω) = HDR(x(j), ω) + c∗ω is a local upper bound
for the recourse function HDR(x(j), ω), i.e., HDR(x(j), ω) ≥
HDR(x(j), ω) for all ω ∈ Ω and x(j).
5This is done because the master problem is the bottleneck of the algorithm.
Therefore, it is important to take into consideration the tradeoff between the
better representation of the recourse function in the master problem (and
consequent improvement of the lower bound) and the computational burden
that the additional scenario brings.
9Proof of Proposition 1. Note that, for each ω, owing to
optimality of problem (36),
g(x(j),ξ, ω) − α(j)0ω − (α(j)ω −α(j)ω )⊺ ξ ≤ c∗ω, ∀ξ ∈ Ξω.
As the former inequality holds for each ξ, it also holds on
average for all probability measures in Dω; that is, ∀P ∈ Dω ,
∫Sω g(x(j),ξ, ω)dP − α(j)0ω − (α(j)ω −α(j)ω )⊺ ∫Sω ξdP ≤ c∗ω.
This implies the following inequalities:
HDR(x(j), ω) ≤ c∗ω + α(j)0ω + (α(j)ω −α(j)ω )⊺ ∫Sω ξdP≤ c∗ω + α(j)0ω +α(j)⊺ω µω −α(j)⊺ω µω.
We complete the proof of Proposition 1 noting that, by strong
duality (applied to problem (33)–(35)), the right-hand-side of
the final inequality precisely meets our local upper bound.
Therefore,
HDR(x(j), ω) ≤ c∗ω + α(j)0ω +α(j)⊺ω µω −α(j)⊺ω µω=HDR(x(j), ω) + c∗ω. ◻
Proof of Theorem 1. Point 1) is addressed based on the result
of Proposition 1. Based on this result, we know that∑
ω∈ΩρωHDR(x(j), ω) ≤ ∑ω∈ΩρωHDR(x(j), ω),
as ρω ≥ 0 for all ω ∈ Ω. Hence, as x(j) might not be the
optimal solution, x∗,
z∗DR = c⊺invx∗ + ∑
ω∈ΩρωHDR(x∗, ω)≤ c⊺invx(j) + ∑
ω∈ΩρωHDR(x(j), ω) = UB(j).
To prove point 2), we just need to note that if the DWP
converges with  = 0, the solution of problem (33)–(35) meets
the solution of (19)–(21) and c∗ω = 0. Thus, HDR(x(j), ω) =
HDR(x(j), ω) and the expression of the upper bound meets
that in point 2). ◻
V. COMPUTATIONAL TESTS
This section reports the results from two computational
experiments. In the first, section V-A, the solutions of
the DRO-TEP model are compared with the solutions of
benchmark models, namely ARO-TEP and deterministic TEP
(D-TEP), in terms of costs and reliability. In the second
experiment, section V-B, we compared the computational
capabilities of the proposed ECCG algorithm with both the
CCG algorithm (applied in [20], [26], [34]) and the full-
problem approach used in [7], for different uncertainty vector
dimensions.
The computational experiments are based on a modified
version of the IEEE 118-bus system, which encompasses 118
buses, 91 loads, 54 generators, 154 existing lines and 32
candidates for transmission expansion. Without any loss of
generality, we assume that the net demand (ξ˜) is the only
uncertainty source. In the case tests, ξ˜ = [ξ˜1, ξ˜2, . . . , ξ˜d] is
modeled as the daily net load, composed of d blocks of
hours, within a static TEP study. The uncertain net demand is
decoupled into nodal demands by submatrix Bt, as per (5). As
described in section II, ξ˜ is defined in terms of long- and short-
term uncertainty components. For expository purposes, the
case studies involve two long-term scenarios, ω1 and ω2. For
the sake of reproducibility, detailed data for the test systems
can be downloaded from [36]. Tests were run using Gurobi
7.0.2 under JuMP (Julia 0.5) on a Xeon E5-2680 processor at
2.5 GHz and 128 GB of RAM.
A. Model comparison
The proposed DRO-TEP model was assessed against the
benchmarks ARO-TEP and D-TEP, which can be viewed as
a particularization of the DRO-TEP model. While the former
can be obtained by disregarding the moment information, the
latter is achieved by collapsing both the support set (Ξω)
and the moment range to a singleton, herein defined as the
central point (µ
ω
+ µω)/2. Thus, the specification for both
benchmark models was performed by adapting the ambiguity
set information to a particular case. In this study, the daily net
demand was divided into six blocks of 4 hours (d = 6) and
the tolerance parameter  (expressed in monetary units) was
set to 0.00$.
The DRO-TEP model was evaluated for three different
combinations of ρω1 and ρω2 , each of which labeled in Table
I as DRO(ρω1 ,ρω2 ). Hence, DRO(100,0) stands for the DRO-
TEP model using ρω1 = 100% and ρω2 = 0%, DRO(0,100) is
associated with ρω1 = 0% and ρω2 = 100%, and DRO(50,50)
with ρω1 = ρω2 = 50%. Both the ARO-TEP and D-TEP models
were evaluated for the case ρω1 = ρω2 = 50% only and labeled
as ARO and DET, respectively, for the sake of conciseness.
The main outcome of the case study are summarized in
Table I. Column 1 identifies the model used in each line of
the table. Columns 2 to 4 present the optimization results,
namely, number of invested lines (column 2), investment costs
(column 3), and in-sample total costs (column 4) – including
the investment, operational, and imbalance costs. Therefore,
columns 2 to 4 are classified as in-sample results. Finally, the
rest of the columns present the out-of-sample cost assessments
under different distributions for the same first-stage solutions
found by each model.
Regarding in-sample results, the solution of the DRO(100,0)
is more expensive in terms of investment and total costs
than that provided by the DRO(0,100) (row 2), implied by
a more challenging long-term scenario ω1. The DRO(50,50)
(row 3) required eight new lines at an investment cost of
$122,265. It can be noted that the invested lines for the
latter case are not the aggregation of the invested lines for
the DRO models considering a single long-term scenario (the
costs for rows 1 and 2 sum to $143,491 and not $122,265).
This is, the solution for the DRO(50,50), which considers
both long-term scenarios ω1 and ω2, is not the union of the
optimal solutions for each long-term scenario individually.
Interestingly, the solution for the most conservative model,
namely, the adjustable robust optimization (ARO) model, is
that which encompasses the investments of both DRO(100,0)
and DRO(0,100). The solution for the deterministic model
(DET) (row 5), which solely relies on long-term averages
(completely disregarding short-term variability), is the least
expensive in terms of the in-sample metric. Note also that
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TABLE I
TEP PROBLEMS SOLUTIONS AND OUT-OF-SAMPLE ASSESSMENT
TEP solutions Out-of-sample simulations
Low-variance distributions High-variance distributions
New
lines
Normal distribution Beta distribution Normal distribution Beta distribution
Cost[104$] Cost[104$] RI[%] Cost[104$] RI[%] Cost[104$] RI[%] Cost[104$] RI[%]
Model
Inv. Total ω1 ω2 ω1 ω2 ω1 ω2 ω1 ω2
DRO(100,0) 6 11.3 60.3 48 52 2.5 47 50 0.0 50 55 10.6 48 54 6.0
DRO(0,100) 2 3.0 43.6 49 42 19.0 44 41 3.9 57 42 32.7 55 42 33.9
DRO(50,50) 8 12.2 58.0 49 50 0.4 48 50 0.0 51 50 4.0 49 50 0.1
ARO 8 14.3 160.0 51 52 0.3 50 52 0.0 52 53 3.5 51 52 0.0
DET - - 37.6 46 41 19.0 41 39 3.9 54 44 32.7 52 43 33.9
the solution of the deterministic model does not invest in
any candidate line. Nevertheless, in-sample results are not
comparable among different metrics as each of which assume
a different probability distribution in the optimization metric.
To compare the performance of the different models, we need
to run an out-of-sample evaluation.
Regarding the out-of-sample results, each solution presented
in Table I was also evaluated under two variants of the
Normal and Beta distributions for describing the net demand
ξ˜. For the sake of simplicity, we assumed independence
among the marginal distributions [ξ˜1, . . . , ξ˜t, . . . , ξ˜d] of ξ˜.
Four out-of-sample experiments were performed: two for low-
variance distributions, and two for high-variance distributions.
As low-variance marginal distributions for ξ˜t, we used: i)
a Normal distribution such that the probability of the event[ξ˜t ∈ Ξtw ∣Sω] is equal to 99%, where Ξtw is the projection
of Ξw for each hour t; and ii) a symmetrical Beta distribution
defined in Ξtw, with parameter 7.5. As high-variance marginal
distributions for ξ˜t we used: i) a Normal distribution such that
the probability of the event [ξ˜t ∈ Ξtw ∣Sω] is equal to 95%;
and ii) a symmetrical Beta distribution defined in Ξtw, with
parameter 1.5.
Each of the four experiments accounted for 10,000 samples
of the short-term net demand; that is, 5,000 simulated days
for each ω ∈ Ω. In these experiments, for each individual
simulated scenario, we used (4)–(9) to compute the operational
and imbalance costs. The results are displayed in the columns
5–20 of Table I (Out-of-Sample simulations). For each tested
out-of-sample PDF, we present the expected total cost for ω1
and ω2 consisting of the investment cost plus the average
operational and imbalance cost. We also present the reliability
index (RI) expressed as a frequency of occurrence. The RI
is a proxy for the loss of load probability defined as the
maximum among all RIω . We define RIω as the conditional
probability of experiencing load shedding greater than 0.5%
of the system nominal demand within a given operative
day, for the long-term scenario ω. Despite the fact that the
total cost already incorporates a term related to the dispatch
infeasibility (imbalance costs), the RI provides a valuable
statistical information regarding the reliability of the solutions
before the knowledge of the long-term scenario.
The solutions provided by DRO(100,0) and DRO(0,100)
performed effectively, in terms of cost for the single long-term
scenarios ω1 and ω2, respectively. The performance for the
other long-term scenario resulted in high total cost, particularly
for the high-variance distributions, where high frequency of
load shedding was also observed. This result is expected and
consistent with the objective of each model. On the other hand,
DRO(50,50) achieved a balanced cost outcome for both long-
term scenarios and low values for the RI among all tested
distributions. It is worth mentioning that its solution dominates
that provided by the ARO model in terms of cost, while
achieving very similar reliability levels, even for high-variance
distributions.
The solution for the deterministic model, DET, generally
performed effectively in terms of expected cost for the low-
variance distributions. The cost for this model under high-
variance distributions however resulted in high costs for the
long-term scenario ω1. The only case where the deterministic
model presented a competitive performance was under the
low-variance Beta distribution. Nevertheless, for all other
distributions, prohibitive values, higher than or equal to 19%,
for the reliability index represent unaffordable risk levels
preventing the consideration of this model as an alternative
for practical applications. And this is mainly because such a
model does not invest in new lines. Thus, its solution relies on
very expensive operational costs and poor reliability indices
when facing adverse realizations of the net demand. As a
consequence, from the point of view of an agent making the
investment decision before knowing the true distribution, the
solution of the deterministic model is simply not acceptable.
Moreover, it is interesting to note that the RI for the
deterministic model and DRO(0,100), which invests in two
lines solely to address the adversities of the long-term scenario
ω2, are the same. This happens because the RI value for
these two solutions are based on the operational reliability
of scenario ω1. Note that the costs for the long-term scenario
ω1 only differ from the investment cost of the DRO(0,100)
solution, which corroborates that the operation under these
two solutions are similar.
Note that comparing in-sample and out-of-sample costs
within each line of Table I, it is possible to see that all DRO-
based solutions exhibited better performances in the out-of-
sample distributions, as the DRO approach is a pessimistic
(ambiguity-averse) approach. Conversely, this is not true for
the deterministic solution. The decision maker using such a
model would face high regrets as the in-sample metric can be
considered as an optimistic view of the future. Additionally,
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as the RI index is a proxy of the right-side tail of the cost
distributions, the out-of-sample results of the deterministic
model are consistent with the risk and return concept, where
a lower expected value generally comes together with heavy
tails representing high-cost extreme events. In this sense,
the DRO(50,50) model is effective in finding investment
decisions featuring a consistent balance between expected cost
and reliability for all distributions. Note that the ARO also
consistently presents low reliability indices among all models
(as expected). However, it is dominated by the DRO(50,50) in
terms of expected cost.
B. Computational performance comparison
In this section, we report on the performance of the
proposed ECCG algorithm compared with that of the CCG
algorithm and with that of the full-vertex approach (FVA) [7].
The latter is presented in section III-B as problem (25)–(28).
As detailed in section IV, the ECCG algorithm is
parameterized in terms of L (maximum iterations of the
Dantzig–Wolfe loop), , and M . It is important to mention
that many other tests beyond those reported in this paper were
performed to select the studies that reveal relevant insights.
Within all tested cases, larger values of L produced low impact
as the best M scenarios selected were the same in most of the
times. The relevant parameter for which the ECCG algorithm
has shown to be sensitive to was M . Hence, we performed
a sensitivity analysis on the value of M , varying its value
from 1 to 5 and, for the sake of brevity and due to space
limitations, L = 20,  = 0.10$, and ε = 1.0% were kept
fixed for all instances of ECCG. Finally, note that the classical
CCG algorithm is a particular case of the ECCG algorithm for
M = L = 1. Thus, Table II displays the computing times and
number of iterations for instances comprising 4 to 12 blocks
of hours (d = 4 to 12) for two long-term scenarios. For quick
reference, the instances of ECCG are denoted by ECCG(M ).
The Gurobi optimality gap was defined as 0.5% for the master
problem (except for FVA in which Gurobi optimality gap was
set to 1%).
The FVA is only practical for low-dimensional uncertainty
vectors. The CCG algorithm performance also appears to
be limited to low values of d, mainly because it produces
upper bounds that are not tight, thereby requiring additional
iterations to approximate HDR(x, ω). It can be observed
that the performance of the ECCG algorithm dominated the
others in these instances; particularly for higher values of
d. Optimal results were achieved for higher values of M
that required fewer iterations of the master problem. We did
not used parallelization schemes across long-term scenarios
or warm-started procedures that could accelerate the ECCG
algorithm. Other possibilities for improvement rely on the
study of other metrics to rank the best M scenarios and to
withdraw unnecessary scenarios form the master after certain
iterations.
Table III extend the results presented in Table II for the case
of 8 blocks (d = 8) and shows each iteration of both CCG and
ECCG methods. Columns 3-5 provide the computing times for
the master problem, the subproblems, and the whole iteration.
Column 5-7 presents, respectively, the processing times of a
TABLE II
COMPARATIVE CPU TIMES (S) AND NUMBER OF ITERATIONS
Method
Uncertainty Vector Dimension
4 5 8 12
t. Iter. t. Iter. t. Iter. t. Iter.
(s) (s) (s) (s)
FVA 170 - 1,825 - T - T -
CCG 289 9 625 10 8,168 15 T T
ECCG(1) 111 5 195 5 1,264 6 14,510 11
ECCG(2) 75 3 119 3 957 4 12,247 7
ECCG(3) 87 3 158 3 809 3 8,503 5
ECCG(4) 56 2 90 2 1,168 3 6,776 4
ECCG(5) 62 2 98 2 549 2 4,083 3
T - Time limit of 18 hours exceeded without convergence.
given iteration, the cumulative time, and the gap of the ECCG
algorithm. Columns 3-4 decompose the iteration time between
the master and DWP inner loop. Columns 8-9 displays the
number of inner loop iterations for long-term scenarios ω1
and ω2.
TABLE III
DETAILED ITERATION DATA FOR d=8
Time GAP Inner iter.
(s) (%) (#)Method Iter.
Master Inner. Iter. Accum. ω1 ω2
1 13 7 20 20 85.1 1 1
2 28 9 38 57 57.2 1 1
3 47 9 55 113 56.1 1 1
4 99 9 107 220 55.0 1 1
5 142 11 153 373 45.8 1 1
6 148 12 160 533 45.3 1 1
7 244 11 255 788 44.8 1 1
8 365 13 378 1,166 40.0 1 1
9 343 12 355 1,521 40.0 1 1
10 473 11 484 2,005 39.8 1 1
11 760 13 773 2,778 35.4 1 1
12 711 14 725 3,503 10.0 1 1
13 1,319 18 1,337 4,839 7.4 1 1
14 1,671 17 1,688 6,527 1.4 1 1
CCG
15 1,623 18 1,641 8,168 0.7 1 1
1 13 81 95 95 60.8 16 20
2 23 124 147 242 47.8 19 20
3 60 128 188 430 41.3 19 20
4 110 134 244 674 1.6 14 18
5 147 119 266 940 1.0 13 14
ECCG(1)
6 226 97 324 1,264 0.8 12 8
1 13 82 95 95 60.8 16 20
2 48 142 190 286 33.6 20 20
3 169 134 303 589 10.4 18 17ECCG(2)
4 289 78 368 957 0.6 5 12
1 14 83 96 96 60.8 16 20
2 101 118 218 314 16.2 14 20ECCG(3)
3 386 109 495 809 0.7 10 14
1 14 83 97 97 60.8 16 20
2 151 153 303 400 3.9 14 20ECCG(4)
3 685 82 768 1,168 0.2 9 7
1 14 82 96 96 60.8 16 20ECCG(5) 2 321 132 453 549 0.7 14 17
It is interesting to note that the time to solve the master
problem grows across the iterations with a much higher rate
than the time to solve the subproblems for all methods.
Therefore, it is clear from Table III that the master problem
is the bottleneck of the algorithm. This is the reason for
the improved performance of ECCG over the other methods.
The improved bounds developed based on the DWP avoid
further iterations of the main loop. Additionally, each scenario
included in the master produces much tighter cuts, thereby
generating better trial solutions. This gain can be estimated
12
by comparing the GAP estimated after the first iteration of the
CCG, 85.1%, with the GAP evaluated after the first iteration
of ECCG(1), 60.8%. As the first stage solution is the same for
the two methods at the first-iteration, the difference is solely
due to the better approximation.
VI. CONCLUSIONS
In this work we have proposed a multi-scale distributionally
robust transmission expansion planning model. On the
modeling side, we have introduced the concept of multiple
conditional ambiguity sets to account for the information of
long-term studies conducted by experts in current industry
practices. Due to intractability issues associated with DRO-
TEP models, an enhanced-column-and-constraint-generation
algorithm, providing better approximations of the recourse
function and tighter bounds, was devised and tested. Results
for the IEEE 118-bus system have shown that, in comparison
to existing methods, the proposed DRO-TEP model is effective
in producing a consistent tradeoff between cost and reliability
in out-of-sample tests. As for the computational aspects, the
proposed ECCG algorithm has significantly outperformed the
CCG algorithm. Notwithstanding, the proposed methodology
is not exhaustively analyzed in this work. The development
of new metrics to select the best M scenarios for the master
problem and/or procedures to drop old cuts and are interesting
research themes that were not covered in this work.
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