Abstract. We show that, in contrast to the real analytic case, quasianalytic ultradifferentiability can never be tested in lower dimensions. Our results are based on a construction due to Jaffe.
Introduction
In a recent paper [5] Bochnak and Kucharz proved that a function on a compact real analytic manifold is real analytic if and only if its restriction to every closed real analytic submanifold of dimension two is real analytic. A local version of this theorem can be found in [6] . It is natural to ask if a similar statements holds in quasianalytic classes of smooth functions C which are strictly bigger than the real analytic class, but share the property of analytic continuation:
Is a function defined on a C-manifold of class C provided that all its restrictions to C-submanifolds of lower dimension are of class C? We will show in this paper that the answer to this question is negative for all standard quasianalytic ultradifferentiable classes defined by growth estimates for the iterated derivatives, even if we already know that the function is smooth. We shall always assume that the classes C are stable under composition and admit an inverse function theorem, consequently, manifolds of class C are well-defined.
This article is partly motivated by the development of the convenient setting for ultradifferentiable function classes in [13, 14, 15] which provides an (ultra)differential calculus for mappings between infinite dimensional locally convex spaces with a mild completeness property. Typically, the convenient calculus is based on Osgood-Hartogs type theorems which describe objects by "restrictions" to certain better understood test objects (cf. [20] ). While many non-quasianalytic classes can be tested along non-quasianalytic curves in the same class [13] , the analogous statement is false for quasianalytic classes even if the function in question is smooth. This was shown by Jaffe [10] for quasianalytic Denjoy-Carleman classes of Roumieu type. In [15] we overcame this problem by testing along all Banach plots in the class (i.e. mappings defined in arbitrary Banach spaces) which raised the question if there is a subclass of plots sufficient for recognizing the class.
The results of this paper show that in finite dimensions quasianalytic C-plots with lower dimensional domain are never enough for testing C-regularity (even if smoothness is already known). In particular, restrictions to C-submanifolds of lower dimensions cannot recognize C-regularity. Actually, we will prove more: For any n ≥ 2, any regular quasianalytic class C, and any positive sequence 
The following Beurling version is an easy consequence; E (M) -plots are defined in analogy to E {M} -plots.
Theorem 2. Let M = (M k ) be a quasianalytic regular weight sequence. For any n ≥ 2 and any positive sequence
The proofs can be found in Section 2.
Remark. The theorems also show that non-quasianalytic ultradifferentiability cannot be tested on lower dimensional quasianalytic plots: Suppose that L is a nonquasianalytic regular weight sequence, M ≤ L is a quasianalytic regular weight sequence, and N is an arbitrary positive sequence. By Theorem 1 there is a
1.2. Braun-Meise-Taylor classes. Another way to define ultradifferentiable classes which goes back to Beurling [2] and Björck [4] and was generalized by Braun, Meise, and Taylor [7] is to use weight functions instead of weight sequences. By a weight function we mean a continuous increasing function
log t = o(ω(t)) as t → ∞, and (4) ϕ(t) := ω(e t ) is convex.
Consider the Young conjugate ϕ * (t) := sup s≥0 st − ϕ(s) , for t > 0, of ϕ. For compact K ⊆ U and ρ > 0 consider the seminorm
and the ultradifferentiable classes of Roumieu type
and of Beurling type
The classes E {ω} and E (ω) are in general not representable by any Denjoy-Carleman class, but they are representable (algebraically and topologically) by unions and intersections of Denjoy-Carleman classes defined by 1-parameter families of positive sequences associated with ω [17]. The classes E {ω} and E (ω) are quasianalytic if and only if
If σ is another weight sequence then E {ω} ⊆ E {σ} and
For details see e.g. [17] . Thus ω and σ are called
We will assume that the weight function ω satisfies ω(t) = o(t) as t → ∞ which is equivalent to the strict inclusion
If ω is equivalent to a concave weight function, then the classes E {ω} and E (ω) are stable under composition and admit a version of the inverse function theorem (and conversely, see [16, Theorem 11] ). They are always stable by derivation.
We shall prove in Section 2:
Theorem 3. Let ω be a quasianalytic concave weight function such that ω(t) = o(t) as t → ∞. For any n ≥ 2 and any positive sequence
Theorem 4. Let ω be a quasianalytic concave weight function such that ω(t) = o(t) as t → ∞. For any n ≥ 2 and any positive sequence
E {ω} -and E (ω) -plots are defined in analogy to E {M} -plots.
1.3. New quasianalytic classes. Let us turn the conditions of the theorems into a definition. Let M = (M k ) be any quasianalytic regular weight sequence and let ω be any quasianalytic concave weight function with ω(t) = o(t) as t → ∞. In the following ⋆ stands for either {M }, (M ), {ω}, or (ω). LetĀ 2. Proofs 2.1. Proof of Theorem 1. The proof is based on a construction due to Jaffe [10] .
Lemma 5 ([10, Proposition 5.2])
. Let M be a regular weight sequence. For any integer n ≥ 2 there exists a function f ∈ E {M} (R n ) with the following properties: there is a constant B = B(n) such that for all compact K ⊆ R n and all
for all x ∈ K \ {0}, and for all k ≥ 1 and i = 1, . . . , n
Here |K| := sup x∈K |x|.
It is not hard to see that the fact that M is logarithmically convex, or equivalently, m k := M k+1 /M k is increasing, implies that
This can be used to see that
Composing f with the squared Euclidean norm in R n gives a function with the properties in the lemma. For details see [10] . 
Without loss of generality we may assume that the sequence M 1/k k is strictly increasing [10, Lemma 4.3]. We define a sequence of points a k in A by fixing the n-th coordinate of
where c ℓ ≥ M ℓ are constants to be determined below. Notice that each M (ℓ) is a regular weight sequence equivalent to M . By Lemma 5, for each ℓ ∈ N ≥1 there is a function f ℓ ∈ E {M (ℓ) } (R n ) = E {M} (R n ) such that for all compact K ⊆ R n and all α ∈ N n we have (for a := 1 + sup ℓ |a ℓ | )
where B = B(n), and for all k ≥ 1
Define
It is easy to check that f is C ∞ on R n and of class E {M} on R n \ {0}.
Then there exists ρ > 0 such that f Proof. For x ∈ K and |α| ≥ 1,
By (1) and the definition of M (ℓ) , the second sum is bounded by B |α| (|K|+a) |α| |α|!. For the first sum we have, by (2),
A similar estimate holds for
Lemma 7. The constants c ℓ ≥ M ℓ can be chosen such that for all k ≥ 1 (2) and (3) give
The sum on the right-hand side is bounded by a constant (depending on k) since the sequence M 1/k k is strictly increasing and hence inf ℓ =k |a k − a ℓ | > 0. The assertion follows easily.
As a consequence of Lemma 7 f cannot be of class E {N } in any neighborhood of the origin. Otherwise there were constants C, ρ > 0 such that, for large k,
which leads to a contradiction as M
. This will follow from Lemma 6 and the next lemma. Without loss of generality we may assume that V is a neighborhood of 0 ∈ R m .
Proof. We may assume that no component p j vanishes identically; otherwise the assertion is clear. Suppose that p(0) = 0. Then there exists a compact neighborhood L of 0 such that dist(0, K) =: ǫ > 0, where K = p(L). For sufficiently small t > 0 we have
Assume that p(0) = 0 and that p j (x) = x αj u j (x) for j = 1, . . . , n, where x = (x 1 , . . . , x m ), all u j are units and the set of exponents {α 1 , . . . , α n } is totally ordered. Since m < n there exist two distinct numbers i, j ∈ {1, . . . , n} such that α i ≤ α j and, for all k = 1, . . . , m, α i,k = 0 implies α j,k = 0. Indeed the smallest exponent cannot vanish (since p(0) = 0) and hence the number of its zero components must be ≤ m − 1. The only way to fail the assertion is that consecutive exponents have less zero components, but since n > m this is not possible. Consequently, there is a positive integer d such that for small x
This clearly implies (4).
The general situation can be reduced to this special cases by the desingularization theorem [3, Theorem 5 .12] using [3, Lemma 7.7] in order to get the exponents totally ordered. Here we apply the desingularization theorem to the quasianalytic class C = k∈N E {M +k } , where M +k is the regular weight sequence defined by M +k j := M j+k , which has all required properties. This is necessary since the class E {M} might not be closed under differentiation.
Remark 9. For later reference we note that Lemma 8 holds for all lower dimensional C-plots, where C is any quasianalytic class of smooth functions which contains the restrictions of polynomials, is stable by composition, differentiation, division by coordinates, and admits an inverse function theorem; cf. [3] .
This ends the proof of Theorem 1 in view of the Faá di Bruno formula and the fact that logarithmic convexity of 
The next lemma is inspired by [12, Lemma 6 ].
Lemma 10. There is a quasianalytic regular weight sequence L such that
Proof. Choose a positive sequence x p which is strictly decreasing to 0. For every p ≥ 1 we know that (M Choose a strictly increasing sequence j p of positive integers such that C p ≤ 2 jp for all p. Consider the sequence L defined by L j := 1 if j < j 1 and
First, for j p ≤ j < j p+1 , 1/k → 0 for all x > 0, we have an inclusion of classes E {L} ⊆ E (ω) . Since ω is concave, the class E (ω) is stable under composition, whence f • p is of class E (ω) . The proof of Theorem 4 is complete.
