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Earth is a crowded place; studies estimate between 2 and 12 million species exist on earth, 
with new organisms being formally described every day. This biodiversity is a result of organisms 
being forced to cohabitate in innately competitive environments; proximity and nutrient limitation 
require organisms to interact. Current modeling techniques neglect many of these phenomena, 
considering cells as separate entities, homogeneous populations, or static members of a population. 
Biological data conflict with these models: organisms are highly dynamic even in the most ideal 
growth scenarios. Moreover, they operate multilaterally, optimizing many responses to their 
environments, needs, and other cells, reflecting multiobjective biological strategies for which there 
is no current elegant mathematical explanation. Expanding these computational techniques to 
better capture biology will help reduce the solution space of experimentation, widen research 
focuses, characterize existing ecosystems, and apply better predictions. 
This work addresses some of the fundamental shortcomings of current metabolic modeling 
techniques while characterizing a crucial diazotrophic cyanobacterium, Trichodesmium 
erythraeum. It uses genome-scale modeling approaches to characterize a unique metabolism at the 
center of the carbon, nitrogen, and phosphorus biogeochemical cycles. It ties these models to 
experimentation, both personally conducted and from literature, anchoring the findings to 
biological reality and determining the needs of the field. It progresses to generate a MultIscale 
MultiObjective Systems Analysis (MIMOSA) framework that allows cells to self-govern within 
the context of a community and environment, creating emergent cell behavior and better 
illustrating the dynamic procedures of individual cells. Finally, it employs these models to 
interrogate the unique nitrogen fixation capabilities of T. erythraeum, presenting hypotheses on its 
productivity as it integrates carbon fixation, a circadian cycle, and microaerobia to operate 
efficiently. The work is a step toward distilling actionable information from a plethora of resources 
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1.1 Carving Out a Niche 
The world is changing, driven both prospectively and retrospectively by human behavior: 
increasing demands are morphing future agricultural landscapes while existing industries are 
transforming ecosystems. Although we have the hubristic belief that we are arbiters of our own 
destiny, humans are susceptible to the new world they create. Climate change is having massive 
impacts on ecological outcomes, but it is difficult to determine the extent of the damage and how 
it might affect biology further in the future. It is also accelerating: as humans require more 
industrial products and become denser, the results of these consequences compound. Specifically, 
it is estimated that the global nitrogen cycle could become permanently destabilized by 2050 (11-
13) and climate change factors such as ocean acidification might be accelerating damage to 
nitrogen fixing systems (14). It is critical that we understand the long-term implications of these 
changes to solidify our collective future in the world. However, the extreme complexity and size 
of the biological landscape makes it nearly impossible to approach; there is simply too much signal 
and noise to really fathom the whole system to better respond and live within it using typical 
biological research and experimentation. Organisms are barely understood by themselves, not to 
mention the complexity of their associations in nature. Therefore, an effort to unify the multitudes 
of datasets and extend computational approaches to parse them while preserving their accuracy 
and precision is crucial for moving forward. 
Trichodesmium. erythraeum, as Chapter 3 will describe in further detail, is at the center of 
the carbon, nitrogen, and phosphorus biogeochemical cycles. Its sheer ubiquity in the world’s 
oceans mean that it has integrated with nearly every marine habitat on earth, fixing CO2 and N2 in 
a unique way and creating enormous caches of reactive nitrogen within its community. Its 
existence as a basic mutualist, with two cell types dividing labor between fixing carbon and 
nitrogen, makes it an intriguing entry into community modeling. Its substantial history of research 
and ongoing studies related to its unique metabolism and responses to climate change make it a 
model for computation and for future biology (15, 16). This work seeks to justify its use as a model 
organism and interpret actionable biological information from it. 
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1.2 A General Comment on Computers in Biology 
Teaching biology is the most difficult subject I have taught: unlike chemistry, math, or 
even writing, there does not seem to be a unifying, procedural philosophy for teaching biology to 
someone who does not know it. Any place we start teaching seems accompanied by caveats and 
clarifications. Take, for example, the Central Dogma. We can demonstrate that DNA is transcribed 
into RNA is translated into proteins, but, then again, what is DNA? What do proteins do? Then 
again, there is the whole issue of ribozymes, making the elegant linear development of cell 
functions less of a physical explanation and more of a rule of thumb. This is just looking at the 
most basic microbiological aspects without approaching population ecology, protein kinetics, 
metabolic networks, anatomy, cell division, biomechanics, or the millions of other ways biology 
carves out something like a niche in this dynamic earth. It is all to say: where do we start? And 
how do we make sense of this weird road once we are on it? 
I think of teaching as communicating knowledge in a sensible, actionable way to someone 
who does not yet have access to it. In a way, research is the same endeavor. Except, instead of 
another human communicating the information to a student, the authority in the context of research 
is the existing physical phenomena and the research is the student. Biology presents the same 
problems, then, to researchers as it does to teachers. That is not to say that it is inherently more 
difficult than other vocations, just that it presents a specific obstacle: biological observations – 
whether they are useful or not – are available but making sense of those observations is another 
struggle entirely. In fact, as Chapter 2 will argue, the ability to generate multitudes of data quickly 
and cheaply is hardly any obstacle at all; instead, the issue is finding unifying patterns and 
actionable information within forests of data. Of course, we will always have our shotgun, trial-
and-error approaches where we find some subset of the data, focus on it, and try to squeeze out 
something useful, sometimes developing something truly revolutionary like Sanger sequencing or 
CRISPR or PCR through exceptional human intuition. And there is always a chance that nature 
will intervene with mold on our petri dish, as it did with penicillin. But, we have all these data, 
what are we waiting for? 
This is where computational biology is poised to help: instead of waiting for human 
intuition or happenstance to just show up, we can employ it consistently and at large scale with 
analytical techniques. The role of it is not to replace experimentation and observation, but to 
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supplement it through digestion. Using these approaches, we can reduce solution spaces to 
manageable sizes, discard obvious infeasible experiments, and adjust expected outcomes. More 
than this, there is consistency in approach that enables procedure, facilitating the development and 
understanding of scientific approaches, tackling biology’s core confounding element. 
1.3 Genome-Scale Metabolic Network Models 
At the core of biology is the genome: it represents the blueprint of the cell and ostensibly 
a full catalog of phenotypic outcomes that are possible for the organism it represents. Genomes 
also are the most biological property resistant to change. While transcripts are created and 
destroyed, proteins turnover, and metabolism cycles to achieve cellular objectives, the genome 
remains mostly intransigent, providing a more comprehensive view of the cell without the local 
biases of environment, time, or researcher, if you can make sense of it. Unfortunately, deriving 
information from the intricacy and size of a genome, even for a simple organism, is difficult. 
However, in the last 20 years, science has developed a method for creating integrated maps of 
metabolic phenotypes from genome-level data, improving the accessibility of this crucial dataset. 
The first genome-scale metabolic network was constructed in 1999 for Haemophilus 
influenzae (17) after it was the first organism to be fully sequenced in 1995 (18). Since then, 
genome-scale metabolic networks (abbreviated commonly to GSMs for Genome-Scale Metabolic 
models, GEMs for GEnome-scale Metabolic models, or GENREs for GEome-scale Network 
REconstructions) have proliferated to describe everything from model organisms like Escherichia 
coli and Saccharomyces cerevisiae, to parts and wholes of human metabolism, to cyanobacteria, 
to plants, and laboratory animals like mus musculus in the BiGG database alone (19). These models 
are becoming common to the point where forming an exhaustive list of them is nearly impossible, 
especially with the advent of computational techniques to streamline genome annotation (20-23). 
These studies are resulting in a diverse cache of approachable representations of relevant 
organisms. 
GEMs are useful for holistically investigating the integrated and complex processes that 
govern cellular metabolism. Oberhardt et al. described five primary objectives in generating a 
GEM over using more typical kinetic or yield models: contextualization, solution-space reduction 
for metabolic engineering, hypothesis-driven discovery, probing intraspecies relationship, and 
pattern discovery through network analysis (24). While preliminary models focused on smaller 
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organisms or metabolic pathways, recent techniques have been extended to use in systems 
medicine and other biotechnological applications (25). These have resulted in more targeted 
applications for GEMs, and Gu et al. adds that they are now being used for strain development for 
commodity chemicals, drug targeting in pathogens, enzyme prediction, pan-reactome analysis, 
intercellular interactions, and investigating human disease (26). GEMs are therefore highly 
customizable, extensible, and reusable for multiple applications. More than that, they are an 
effective way at depicting the complex and intricate genome relationships that form phenotypes, 
approaching an essential difficulty in biological resource. 
1.3 The Obstacles in Genome-Scale Metabolic Modeling 
Although GEMs bridge a significant gulf between data and information, they are not 
without problems. First, genome annotations are imperfect, and even the most fully curated 
genomes are regularly updated when new experimental evidence or other innovations improve our 
ability to assign gene function. Most metabolic models are based on enzyme conservation between 
their sequences and other more validated enzyme functional predictions and thus rely on statistical 
similarity between possible annotations and real annotations without direct evidence of their own 
function. GEMs often require manual attention and supporting experiments to appropriately 
characterize the biology they are meant to represent. This is time consuming, expensive, and 
requires both computational and biological aptitudes beyond the layperson. Second, GEMs are 
focused on representing the metabolic landscape of a cell and are often used to model homogenous, 
average, single-species populations. They fail to consider intercellular interactions, environmental 
reactions (including how cultures can change their environments), and emergent behavior to form 
specific niches within communities. Therefore, any present predictions center on explicit model 
constraints, undervaluing the extensiveness of the evolved cellular apparatus and tending towards 
regurgitating their initial conditions. Third, GEMs are more representations of data than they are 
actionable information. Reconstructions remain mere reflections of data, demonstrating a litany of 
possible pathways that cells can use to interact with their environments.  The ideal scenario is to 
create a model that effectively predicts biological outcomes with more detail, cost-effectiveness, 
speed, and control than lent by experimental approaches, specifically with respect to defining 
possible phenotypes, characterizing cellular responses to perturbation, and visualizing internal 
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phenomena at high resolution. Progress toward more effective modeling solutions in more 
complicated hosts is contingent on addressing these three obstacles. 
1.4 Research Objectives and Organization 
This research seeks to tackle all three major obstacles in increasing priority. It begins by 
evaluating experimental approaches to whole-scale data acquisition then progresses to selection of 
a ubiquitous, filamentous marine cyanobacterium that is a suitable model organism for metabolic 
modeling because of its metabolic properties, cellular similarity between cell types, and 
importance to the nitrogen, phosphorus, and carbon cycles (16). It presents a manually curated 
genome-scale metabolic model, extends it through computational techniques to describe a 
community, examines the effects of diverse conditions on metabolism, and concludes with an 
interrogation of the effects of the community on metabolic distribution in general. The overall 
outcome of this research is a three-step approach to applying computational models to biological 
systems, resulting in a biologically validated, integrative, and actionable modeling framework. 
The research extends each computational innovation directly to investigating carbon and 
nitrogen cycling in T. erythraeum. It evaluates how photosynthesis and nitrogen fixation function 
concurrently in two distinct cell types and they form a cooperative community. It establishes a 
diversifiable context in which cells can cooperate better by creating nuanced phenotypes within a 
filament. It examines the physical phenomena that govern behavior and how organisms respond at 
both individual and community levels opportunistically to diffusion gradients and light periods. 
Finally, it presents a preliminary natural metabolic circadian rhythm, using computational methods 
linked to biological experimentation to justify the existence of multiphasic growth even during 
routine, exponential, nutrient replete conditions. 
• Chapter 2 evaluates the status of experimental methods and expectations of their outcomes to 
determine the field’s informational requirements and difficulties in laboratory research that can 
be overcome with computational methods in a model organism, Chlamydomonas reinhardtii. 
• Chapter 3 presents the model organism of choice, Trichodesmium erythraeum, and illustrates 
its significance to the world and the behavior that enable its success as a nitrogen and carbon 
fixer. 
6 
• Chapter 4 creates an original genome-scale reconstruction of T. erythraeum metabolism for 
both cell types and applies flux balance analysis, flux variability analysis, and dynamic flux 
balance analysis to elucidate the general mechanism of cooperation between the cell types. 
• Chapter 5 develops a novel multiscale, multiobjective agent-based framework to integrate 
physical, community, and temporal phenomena to deconvolute cellular behavior at both an 
individual level and at a population level. Its construction allows emergent behavior that 
describe cell diversification and environment utilization. 
• Chapter 6 extends the modeling framework to different growth scenarios to predict how 
changing nitrogen regimes combined with photosynthetic-nitrogenase oxygen interactions 
affect cellular development and analyzes the utility of a natural circadian rhythm in routine 
growth. 
• Chapter 7 summarizes the findings of the thesis and presents ongoing research to improve the 
modeling apparatus and employ it in useful contexts beyond light period growth. It also 
introduces four ongoing subjects of research: computational improvements, biomass 
decoupling, how integration within a community and environment explain more extensive 
metabolic use, and addition of phosphorus metabolism into the model. 
• Chapter 8 argues for future directions using this methodology to extend its use into more 
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2.1 The use of systems biology data in model development  
The enormous diversity of organisms precludes both selection of a single representative 
species as well as investigation of every species. To remedy this, researchers typically approach 
model organisms, or organisms that represent many processes of interest common to other species. 
From this angle and using the substantial number of tools available to the model organism, 
researchers have a foothold in approaching the new organism of interest. This chapter represents 
a similar approach, but instead of using experimental approaches to predict other biological 
behavior, it attempts to assess the state of experimental data in the model photosynthetic organism 
Chlamydomonas reinhardtii to act as a template for computational design. C. reinhardtii, in 
particular, displays interesting metabolic motifs and redistributions based on growth condition, an 
attribute that the computational modeling paradigm approaches in T. erythraeum. Therefore, we 
are employing a model organism to represent ideal computational outputs suitable for metabolic 
investigation in T. erythraeum. 
2.2 Abstract 
In response to demands for sustainable domestic fuel sources, research into biofuels has 
become increasingly important. Many challenges face biofuels in their effort to replace petroleum 
fuels, but rational strain engineering of algae and photosynthetic organisms offers a great deal of 
promise. For decades, mutations and stress responses in photosynthetic microbiota were seen to 
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result in production of exciting high-energy fuel molecules, giving hope but minor capability for 
design. However, ‘-omics’ techniques for visualizing entire cell processing has clarified 
biosynthesis and regulatory networks. Investigation into the promising production behaviors of the 
model organism C. reinhardtii and its mutants with these powerful techniques has improved 
predictability and understanding of the diverse, complex interactions within photosynthetic 
organisms. This new equipment has created an exciting new frontier for high-throughput, 
predictable engineering of photosynthetically produced carbon-neutral biofuels. 
2.3 Introduction 
For long term sustainability, there is a pressing need to develop renewable sources of fuels 
which are efficient and compatible with current infrastructure. There are a number of alternative 
energy sources including wind, solar and hydroelectric which can be used to replace our 
dependence on fossil fuels for electricity; however, the ability to convert these energy sources to 
a form easily used for transportation is neither straightforward nor energy efficient. Biomass 
derived biofuels are particularly well-suited to displace some (or all) of our dependency on fossil 
fuels for the transportation sector because metabolites in the cell, such as starch or lipids, can easily 
be converted into fuels using current technologies. Advances in molecular biology and synthetic 
biology have allowed researchers to redesign metabolism and tailor-make molecules for fuel 
production (27-32). Most currently available biofuels are produced in E. coli or yeast using starch 
or cellulosic sugars as feedstocks. Another alternative, which has the potential to be carbon neutral, 
is the production of biofuels from photosynthetic microorganisms. Microalgae naturally 
accumulate lipids and starch or produce hydrogen when certain nutrients are depleted in the media 
(33-38), making them particularly attractive as sources of biofuels. The exact mechanisms that 
control the accumulation or production of these important fuel precursors are still being 
investigated but great strides have been made to understand these mechanisms using ‘-omics’ 
technologies.  
With advances in analytical technologies, it is now possible to collect large amounts of 
data to characterize both model and non-model organisms. These data sets are coined ‘-omics’; 
meant to imply “quantification of a whole” (39), ‘-omics’ are divided into observing cellular 
behavior at different levels of regulation: predominantly at the genomic (DNA), transcriptomic 
(RNA), proteomic (protein/enzyme), and metabolomic (metabolism) levels. By comparing data 
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sets from different growth conditions, environmental stimuli, or genetic backgrounds, a more 
complete picture of how the cell responds to different stimuli can be gained. Since little is known 
about the genes and regulatory mechanisms which control the pathways involved in fuel-relevant 
molecule production, ‘-omics’ analyses are needed. In the discussion that follows, we will describe 
how ‘-omics’ technologies have enabled advances in the understanding of biofuel production in 
algae, particularly Chlamydomonas reinhardtii.  
2.4 Chlamydomonas reinhardtii as a Model Organism 
Chlamydomonas reinhardtii, a soil-dwelling, unicellular green alga, has served as a model 
organism since its discovery and isolation 70 years ago. C. reinhardtii is particularly interesting 
because it can function photoautotrophically, mixotrophically, or heterotrophically on acetate 
while maintaining its photosynthetic apparatus (40, 41). Its flexible metabolism is complemented 
by a complex structure reminiscent of higher order plants: it has multiple mitochondria, a 
chloroplast, flagella (42), and a cell wall of extension-like hydroxyproline-rich glycoproteins (43). 
There is also an emerging toolbox of molecular techniques for genetic manipulation of C. 
reinhardtii and libraries of knock-out mutants are available (44). The availability of knock out 
libraries enables further research into gene/function relationships. One of the most significant 
mutants to be isolated is the cell wall-less mutation as it demonstrates higher permeability to 
exogenous DNA (45) and is therefore more genetically tractable. Likewise, knowing the genes 
participating in cell walls and vacuolization can help C. reinhardtii model organism acclimation 
to hyperosmotic environments. C. reinhardtii has also been studied to understand flagella 
dysfunction in complex eukaryotes, especially for heritable disease research in cilia and other 
filamentous structures (46-49). C. reinhardtii can thus be used to model structural elements to 
determine mechanical and chemical stress responses in simpler, more controlled situations. 
While understanding of the cellular machinery is crucial to strain design, deconvolution of 
metabolism has been possibly the largest goal in rational biosynthetic design. C. reinhardtii has 
been at the forefront of this research not only because it has metabolic flexibility, but because its 
metabolic flexibility is relatively well understood. As such, subjecting C. reinhardtii to nutrient 
stress has been a consistent tactic for investigation: nutrient deplete phenotypes and phenotype 
rescues are used as controls for conclusive, rigorous experimentation. Conclusions can be drawn 
from these experiments by using knowledge and connecting it to observed phenotypes; for 
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example, removing copper – a cofactor in plastocyanin (50) – resulted in a remodeling of the 
photosynthetic apparatus and identification of the Crd1 gene product as a response to oxygen 
deficiency (51). Carbon dioxide, sulfur deprivation, and other nutrient studies have demonstrated 
observable metabolic remodeling through starch accumulation, hydrogen accumulation, and 
various transcriptional changes, respectively (52-57). These stresses are now being studied at 
molecular levels to draw even deeper conclusions about stress response. 
C. reinhardtii may not be the optimal organism for large-scale production of biofuels, but 
its research has been extremely valuable to the field as a whole (58). In a lot of ways, the diversity 
of mutants and biological characterization afforded by the community has outpaced the 
sophistication of characterization techniques. As ‘-omics’ analytical methods become more 
powerful, the links between phenotypes and genes can be further unveiled, resulting in concise, 
predictable genetic targets for strain and bioprocess design. Not only that, but the burgeoning 
molecular toolbox (59), including high-fidelity transgene expression (60), gene regulation 
manipulation through riboswitches (61), inducible promoters (60, 62), and chloroplast 
manipulation (63), can improve the experimental power in C. reinhardtii. Overall, the move 
towards carbon neutral fuels has been aided by C. reinhardtii and its degree of characterization, 
and further analysis into the precise molecular mechanisms is becoming available.  
2.5 ‘-Omics’ Approaches 
2.5.1 Genomics and Transcriptomics 
Knowledge of the DNA and RNA sequences within a cell provides a picture of the cells 
capabilities and gene expression under different conditions. Genomics and transcriptomics can, 
then, be used to determine conserved behaviors across organisms, to infer transcript functions, or 
to determine gene function from phenotypes. Since genomics is the analysis of the whole 
information reservoir for an organism, it establishes the boundaries of the cellular landscape. 
Transcriptomics augments this analysis by cooperatively restricting the landscape through finding 
which parts of the genome are expressed and by elucidating complex gene interactions. By varying 
conditions, both changes and constancy in transcript levels can provide insight into regulatory 
pathways and the mechanisms by which fitness is maintained. Understanding this passage of 
information aids in determining and assessing the viability of genetic targets while establishing 
the boundaries of the cellular landscape. 
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The similar structures for information storage in DNA and RNA correspond to similar 
methods of determining base pair order. Replacing classical Sanger sequencing (64), the most 
common methods begin with shotgun which require DNA or RNA to be cut or sheared randomly 
into smaller fragments. From there, classic methods like the chain termination method or Maxam-
Gilbert sequencing are used to determine the sequence of individual fragments for DNA (65, 66). 
Exciting advances in high-throughput, cost-controlled sequencing have resulted in next-generation 
sequencing methods like single-molecule real-time sequencing (67), ion semiconductor (68), 
pyrosequencing (69), Applied Biosystems’ SOLiD Sequencing (70), 454 Life Science 
pyrosequencing (71), and sequencing by synthesis (Illumina) (72). The main drawback of these 
methods is the high capital investment (73) but the cost to sequence DNA continues to fall rapidly 
(https://www.genome.gov/sequencingcosts). Sequencing of RNA (RNA-seq) is more challenging 
due to the nature of RNA: rapidly changing and easily degraded. Current methods allow for cheap, 
single, and simultaneous library generation reactions (74) and improved coverage of RNA 
functionality through separating different types of RNA (by size exclusion or similar routines) and 
consequent sequencing (75). Direct RNA Sequencing (without conversion to cDNA), is 
hypothetically less error-prone but is still in its infancy due to the instability of RNA (76). Once 
the sequence of these small DNA or RNA sequences is known, computational methods need to be 
used to assemble sequences into longer pieces. Manual annotation of sequenced genomes is not 
possible given how quickly genomes can be sequenced today. Therefore, computational tools have 
been created which are capable of predicting gene structure and function, such as AUGUSTUS 
(now u10) (77). Genome browsers are available for a number of photosynthetic organisms through 
the Phytozome Genome Browser (78), which allows searching genomes for genes and supports 
further annotation efforts. A large amount of Chlamydomonas reinhardtii transcriptome data from 
various experiments is also available on the UCSC genome browser (https://genome.ucsc.edu/); 
this gives excellent snapshots of how transcript abundance varies in any given condition.  
Base pairs sequences on their own offer little insight into cell behavior; additional 
computation is used to find patterns between genomic and transcriptomic data. While earlier 
studies were conducted slowly by referencing primary literature, software tools (21, 79-81) in 
combination with genome and transcriptome databases (82-85) have significantly streamlined the 
process. Most tools operate by automatically patching (if necessary) and correlating sequences of 
highly conserved genetic regions. This allows examination of the actual regions expressed in the 
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genome and can be used to determine the structure of genes and possibly their function based on 
conserved sequences. These sequences can also be correlated across related strains to construct 
phylogenetic trees (86).  
2.5.2 Proteomics 
Proteomic analysis is conducted with the same shotgun approach as the previous two 
methods but with a different mean of quantifying the fragments. Similarly to genomics and 
transcriptomics, proteomics begins with deconstruction into peptides via proteolytic digesting. 
Once done, chromatography, electrophoresis, or similar separations tactics are used to separate 
proteins. Tandem mass spectrometry, Matrix-Assisted Laser Desorption/Ionization (MALDI) with 
time-of-flight (TOF) spectrometry, or Gas Chromatography/Mass Spectrometry are used to 
determine the peptide “fingerprints” (87). The peptide fragments can be sequenced using this 
method and analyzed by comparison to databases to identify concentrations and functions of the 
associated proteins. One drawback of this method is that degenerate peptides are indistinguishable 
with this technique (88).  Computational and manual techniques can be used to link proteins to 
transcriptomics and genomics. This can be useful for several reasons: it identifies cell functions, 
protein conservation, and helps determine regulatory networks. In the first result, it builds on 
previous data from transcriptomics and genomics with either computational correlation (89) or 
more easily measured protein interactions. Furthermore, proteomics can be used in comparison to 
mutants or other organisms to determine conserved active sites and the effects of mutation (90). 
Lastly, by determining which RNAs are translated into proteins, regulatory networks and RNAs 
can start to be decoded. Proteomics can build on other ‘-omics’ analyses to determine further 
cellular behavior and parse the inner mechanisms contributing to it. 
2.5.3 Metabolomics 
Metabolomics, which measures the presence and/or concentration of metabolites within 
the cell, is the ‘-omics’ method which is closest to measuring the phenotype of the cell.  
Metabolomics shows both conditional responses and the functional mechanisms in the cell which 
are not directly evident – simply implied – from protein concentrations and transcript levels. 
Methods in these studies are much different from those encountered in either of the other three ‘-
omics’: instead of defragmenting and sensing individual compounds, metabolites are quantified in 
the cell using gas chromatography/mass spectrometry (GC/MS), liquid chromatography/mass 
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spectrometry (LC/MS) or nuclear magnetic resonance (NMR) (91). Knowledge of the intracellular 
metabolite concentrations can be used for metabolic modeling efforts, such as metabolic flux 
analysis (MFA) (92-94), as well. As with the other ‘-omics’ technologies, metabolomics can be 
used as a comparative tool to gain a better understanding of how the cell functions at all levels 
control (DNA, RNA, protein and metabolism). 
2.6 Understanding Biofuel Production Using -Omics Analysis 
C. reinhardtii has played a significant role in cataloguing cellular machinery and stress 
responses in photosynthetic organisms, but molecular characterization of these processes has 
lagged behind observable phenomena. A symptom of this stress is the accumulation of energy 
storage and/or potential fuel molecules. ‘-Omics’ approaches have revolutionized the field by 
offering insight into these complex cellular processes and giving researchers targets for further 
engineering efforts to maximize production.  
2.6.1 Production of High Energy Carbon Storage Molecules  
Several studies have illustrated that C. reinhardtii accumulates carbon storage molecules 
(starch and triacylglycerols (TAGs)) during periods of macronutrient (sulfur, nitrogen, and 
phosphorus) (35, 95-99) or micronutrient (zinc, copper, and iron) (100) limitations. It has also been 
reported that by removing the ability to store starch, cells accumulate much higher levels of TAGs 
(101-103). Unfortunately, one undesirable side effect of nutrient depletion is reduced production 
of biomass (104). In addition to micro- and macronutrient conditions, exposing C. reinhardtii cells 
to heat shock also induces increased lipid accumulation (105). These nutrient limitations and 
environmental stresses used to induce TAG accumulation result in global changes within the cell 
which can be measured by evaluating changes in gene expression, protein concentrations and 
metabolite abundance. Information gathered from ‘-omics’ studies in C. reinhardtii when exposed 
to unfavorable environmental conditions can be used to understand the regulatory mechanisms of 
lipid production in C. reinhardtii. This in turn can be used to direct genome editing of other algal 
species more amenable to genetic manipulation or possessing traits more desirable for large scale 




Figure 2.1. Reported changes in transcript abundance in biosynthetic pathways of 
triacylglycerols in Chlamydomonas reinhardtii. Transcripts corresponding to enzymes involved 
in triacylglycerol (TAG) synthesis have varying transcript levels when starved of nitrogen, sulfur, 
or phosphorous. In general, phosphorous starvation had little influence on TAG transcript levels, 
while sulfur starvation caused transcripts for MCT, ACCase, GPAT, and the subunits of FAS to 
decrease. Nitrogen starvation caused transcript levels in the plastid to decrease (ACCase, MCT 
and FAS), while PDAT and diacylglycerol acyltransferase DGAT transcripts increased. The sta6 
mutant does not produce starch due to inactivation of the starch synthesis pathway indicated by 
. G3P: glycerol-3-phosphate; DAG: diacylglycerol; TAG: triacylglycerol; ACCase: acetyl-CoA 
carboxylase; MCT: malonyl acyl carrier protein transferase; FAS: fatty acid synthase; GPAT: 
glycerol-3-phosphate acyltransferase; LPAT: lysophosphatidic acid; PDAT: phospholipid 
diacylglycerol acyltransferase; DGAT: diacylglycerol acyltransferase; -N: nitrogen deplete; -S: 
sulfur deplete; -P: phosphorous deplete; WT: CC-4532; cw15: CC-4349; sta6: CC-4348;  : 1-
log(fold change) transcript increase;  : 1-log(fold change) transcript decrease;  : no transcript 
change. –N data from Schmollinger et al. (106); –P and –S data from González et al. (107). 
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2.6.2 Nitrogen Starvation 
‘-Omics’ data of C. reinhardtii cells grown under nitrogen deplete conditions provide a 
fundamental understanding of the regulatory mechanics that induce TAG accumulation during 
stress conditions. Cells starved of nitrogen can no longer synthesize new nucleic acids or proteins 
and therefore they are forced to slow (or cease) growth; however, to take advantage of ample 
carbon supply they divert their metabolism into storage of carbon as lipids and starches. Blocking 
the assimilation of starches for energy storage forces C. reinhardtii to accumulate more lipids. 
Strains of C. reinhardtii have been developed that carry an insertional deletion of either the sta1 
or sta6 gene encoding the large and small subunit of ADP-glucose pyrophosphorylase, 
respectively. Wang et al. showed that when the sta6 mutant of C. reinhardtii is deprived of nitrogen 
for 48 hours, the number of cytoplasmic oil bodies increased 30-fold, while the oil body content 
in the wild type only increased 15-fold under the same conditions (101). Several transcriptomic, 
proteomic, and metabolomics studies exist for this condition in both wild type as well as the 
starchless mutant. Information gathered at each level may be used congruently to shed light on the 
regulatory mechanism for lipid accumulation without hindering overall biomass production. 
2.6.3 Overall Metabolism 
Nitrogen limitation or deprivation drastically alters the overall metabolism of all C. 
reinhardtii strains as the cells are forced to reduce their nitrogen to carbon ratio, reduced 
photosynthetic activity, and increase respiration to acclimate to the reduced nitrogen conditions 
(106). To determine the underlying causes of this fundamental response to nitrogen deprivation, 
Schmollinger et al. measured the ‘-omics’ of three C. reinhardtii strains: CC-4348 (starchless sta6 
mutant), CC-4349 (cell wall-less, starch producing cw15, and CC-4532 (wild type). Each strain 
had different transcriptomes; however, amongst all three strains 27% of the total transcripts were 
shared. As expected, cw15 and sta6 shared 35% of the transcripts measured. Unsurprisingly, all 
three strains increase transcripts for nitrogen transportation and assimilation; the proteins 
translated by the increased transcripts were also found to have increased concentrations. 
Additionally, proteins with low nitrogen content also increased in abundance during nitrogen 
starvation, while those of high nitrogen content decreased (106). This coincides with observations 
made by Miller et al.: up-regulation of genes involved in nitrogen metabolism, uptake, or 
consumption; down-regulation of protein biosynthesis genes due to decreased availability of amino 
16 
acids; and down-regulation of photosynthetic genes to regulate the metabolic state of the cell (97). 
Consistent with transcriptomic predictions, Wase et al. found that the abundance of proteins 
involved in nitrogen and amino acid metabolism, oxidative phosphorylation, as well as 
glycolysis/gluconeogenesis were increased, while the abundance of proteins involved with protein 
synthesis and photosynthesis decreased in nitrogen starved cells. Of those 
glycolysis/gluconeogenesis enzymes with increased abundance, pyruvate carboxylase, citrate 
synthase, and ATP-citrate lyase may assist lipid synthesis by providing acetyl-CoA. Interestingly, 
of the 18 metabolites observed whose levels changed, amino acids phenylalanine, tryptophan, and 
aspartic acid as well as the amino acid degradation product putrescine were among those whose 
abundance decreased, possibly to serve as nitrogen sources for other metabolic needs (108). This 
mechanism of adaptation is responsible for the reduced biomass and cell arrest observed in cells 
starved of nitrogen. Thus, the regulatory mechanism by which these genes interact with those 
involved with lipid synthesis should be further investigated to identify specific genes that can be 
changed without causing cell death. 
Photosynthetic activity is also reduced in nitrogen starved cells, which limits their growth 
and ability to fix carbon.   Enzymes and pigments required for photosynthesis have relatively high 
nitrogen content, thus, under nitrogen deplete conditions, the C. reinhardtii cells are limited in 
how many of these proteins they can produce (109). This limitation reduces the need to produce 
chloroplast ribosomes to synthesize these photosynthetic proteins and is apparent by the reduced 
chloroplast ribosome transcript levels (~75% reduction) observed by Schmollinger et al.  
Transcripts associated with chlorophyll degradation however remain constant after N-deprivation, 
therefore cells preferentially maintain chlorophyll despite the high nitrogen content (110). 
Additionally, transcripts for the Calvin-Benson cycle were reduced 2-8 fold as well as a 20% 
decrease in the corresponding proteins (106). From this, we see that cells subjected to nitrogen 
starvation are severely hampered in their ability to grow normally and re-organize their metabolism 
to maintain growth as much as possible.  
2.6.4 TAG Synthesis 
Of great interest to biofuel production are the ‘-omics’ data associated with TAG 
biosynthesis. Contrary to phenotypic results (TAG accumulation), most transcripts involved in 
TAG synthesis remain stable, and if anything, decrease; however, some of the reduced transcript 
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levels returned to similar levels during nitrogen replete conditions. The exceptions to this trend 
were transcripts for the genes encoding two acyl-CoA dependent diacylglycerol acyltransferases 
DGAT1 and DGTT1 and two glycerol-3-phosphate dehydrogenase isozymes (GPD2 and GPD4) 
whose transcript levels showed significant increase (90.5, 45.3 and 9.2 fold respectively) (106). 
Boyle et al. also identified the transcripts of DGAT1 and DGTT1 as being highly up-regulated (6.5 
and 30 fold change respectively) in wild type C. reinhardtii after exposure to nitrogen deplete 
conditions for 48 hours. Transcripts for the gene PDAT1 encoding another acyltransferase, 
phosphatidylcholine dependent acyltransferase (PDAT) were also reported to increase (2.8 fold) 
in nitrogen deplete conditions (111). In the sta6 mutant, the diacylglycerol acyltransferases, 
DGTT2, was reported by Blaby et al. to have ~2 times the number of transcripts than cw15 during 
nitrogen deplete conditions. Of additional interest, transcript levels for the major lipid droplet 
protein gene (MLDP1) were also ~2 times higher in st6 than in cw15 (109). The major lipid droplet 
protein (MLDP) is an important structural protein found in lipid bodies. Repression of MLDP1 in 
C. reinhardtii using RNA interference has been shown to cause lipid bodies to increase in size, but 
not in TAG content (35). Although few major changes in TAG transcripts were observed in the 
aforementioned studies, TAG accumulation still occurs. Thus, proteomic studies are necessary to 
determine the amount of protein actually resulting from these transcripts. 
Protein abundance levels of most enzymes involved with lipid synthesis either remained 
the same or decreased, indicating different levels of regulation involved with lipid synthesis. Of 
those enzymes involved with lipid synthesis whose associated transcript levels increased identified 
above (106, 109, 111), Wase et al. were unable to identify any corresponding change in protein 
abundance. Indeed, only the following proteins associated with lipid synthesis were found have 
increased abundance during nitrogen starvation: long-chain acyl-CoA synthetase, plastid lipid 
associated protein (PAP), and triglyceride lipases (108). Similar results were observed by 
Schmollinger et al. in addition to the reduced abundance of the acetyl-CoA carboxylase (ACCase) 
subunits (106). Of great interest is the decreased abundance of the AMP-activated protein kinase 
(AMPK) under nitrogen deplete conditions also observed by Wase et al. This kinase, responsible 
for inhibiting ACCase, could cause the observed TAG accumulation despite the reduced 
abundance of ACCase subunits (108). Such discrepancies between the transcript and protein 
abundance levels indicate that lipid synthesis is possibly regulated by variations in enzyme kinetics 
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at the protein level caused by substrate deviations at the metabolite level and/or post-translational 
modifications of those enzymes to promote lipid storage under nitrogen deplete conditions. 
2.6.5 Other Macronutrient Conditions: Phosphorus and Sulfur 
It has been shown that phosphorous and sulfur deplete conditions result in similar genetic 
regulatory results. According to Mosely, et al., C. reinhardtii cells respond similarly when they 
are exposed to phosphorous deplete or sulfur deplete conditions. Interestingly, when cells 
acclimated to phosphorous deplete conditions are exposed to sulfur deplete conditions, the cellular 
responses associated with sulfur deficiency become inhibited. Thus, the regulatory responses 
involved in sulfur deplete, phosphorous deplete, and possibly other nutrient deplete conditions are 
intimately dependent on one another (112). Additional sulfur-deplete studies indicate that the 
accumulation of lipids is a result of the conversion of phospholipids in the membranes into neutral 
lipids. Sugimoto et al. showed that when C. reinhardtii cells are starved of sulfur, they degrade 
almost 85% of the sulfoquinovovosyl diacylglycerol (SQDG) present in their chloroplast 
membranes to reallocate the sulfur to increase the sulfur content in proteins (113). Further studies 
from the same group indicate that the degradation of SQDG is coupled to the synthesis of 
phosphatidylglycerol, another acidic lipid present in chloroplasts; however, the increase in 
phosphatidylglycerol synthesis is most likely due to the SQDG-loss, not the sulfur deplete 
conditions (114). This insight indicates an opportunity to modify SQDG content in the membranes 
via gene deletion of those enzymes involved with SQDG synthesis to induce phosphatidylglycerol 
synthesis. 
In addition to nitrogen response analyses, Schmollinger et al. also compared transcript 
levels of C. reinhardtii under nitrogen deplete conditions with those transcript levels measured by 
González-Ballester et al. during phosphorus and sulfur deprivation (106, 107). Despite similar 
physiological responses between sulfur and phosphorous deplete conditions, the transcriptome of 
C. reinhardtii in phosphorous deplete conditions experienced fewer changes than the 
transcriptome of sulfur deprived cells. This observation is intriguing as phosphorous and sulfur 
deplete conditions exhibit a similar response as discussed above. FA synthesis transcripts varied 
amongst the conditions as illustrated in Figure 2.2. The only consistent changes were found for 
malonyl acyl carrier protein transferase (MCT) genes and DGAT, which decreased and increased 
respectively in all macronutrient deplete conditions. Again, this discrepancy between varied 
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transcript data and the resulting TAG accumulation over all of the macronutrient deplete conditions 
illustrates the need for further investigation of the regulatory mechanisms involved in lipid 
production during nutrient deplete conditions by gathering more information on these conditions 
at the proteomic and metabolomic levels. 
 
 
Figure 2.2. Transcript fold changes of genes associated with enzymes involved in 
triacylglycerol synthesis of Chlamydomonas reinhardtii subjected to macronutrient 
deprivation. In general, most transcripts remain either unchanged or decrease when starved of 
nitrogen (-N), sulfur (-S), or phosphorus (-P). The response to nitrogen limitation is highly 
dependent on strain. In the wild type (WT CC-4532), most of the transcripts of triacylglycerol 
(TAG) synthesis (ACCase, MCT, FAS, and GPAT) decrease at almost 2 fold, while in  cw15 (CC-
4349) and sta6 (CC-4348), transcript levels of TAG synthesis did not vary as greatly. All 
conditions and strains resulted in an increase of DGAT transcript levels. ACCase: acetyl-CoA 
carboxylase; MCT: malonyl acyl carrier protein transferase; FAS: fatty acid synthase; GPAT: 
glycerol-3-phosphate acyltransferase; LPAT: lysophosphatidic acid; PDAT: phospholipid 
diacylglycerol acyltransferase; DGAT: diacylglycerol acyltransferase. –N data from Schmollinger 
et al. (106); –P and –S data from González et al. (107). 
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2.6.6 Heat Stress 
Proteomic and metabolomic information from C. reinhardtii under heat stress (HS) 
conditions provides additional insight to lipid accumulation. Hemme et al. performed a large-scale 
proteomic and metabolomic analysis of cells before HS, during various times at 42°C for 24 hours, 
and during the 8 hour recovery after HS conditions (105). Although transcript levels were not 
analyzed, many predictions can be made about how cells accumulate lipids when heat stressed 
from the protein and metabolite variations observed. Like other stress conditions, C. reinhardtii 
experiences a restructuring of their central metabolism during and after HS that specifically 
induces cell arrest. Proteins critical to the Calvin-Benson cycle as well as those involved in  
gluconeogenesis and the TCA/glyoxylate cycle decreased, and their respective metabolites had a 
sharper decrease indicating reduced enzyme activity (105). This decline in metabolic function 
illustrates that the cells undergo severe cell arrest, which may contribute to lipid accumulation. 
Similar to macronutrient deficient conditions, little variation in abundance was observed for de 
novo FA synthesis proteins during and after HS. Membrane lipid metabolism proteins did have a 
marked increase during HS and were reduced during recovery thus allowing the cells to restructure 
their membranes during and after HS. Specifically, polyunsaturated lipids decrease as they are 
replaced by saturated lipids and saturated diacylglycerol trimethyl homoserine (DGTS) 
accumulates during heat shock. As saturated FAs replace their unsaturated counterparts, the 
unsaturated FAs accumulate as DAGs and TAGs. With the accumulation of lipids, starch levels 
also decrease during HS (105). This carbon source preference indicates that the starch is possibly 
being degraded to form glycerol and acetyl-CoA to synthesize the saturated FAs used in the 
membrane. By shifting the ratio of saturated to unsaturated FAs in the membrane in response to 
temperature fluctuations, the cells are able to regulate the viscosity of the membrane keeping 
membrane bound proteins, especially those of photosynthesis, functional in a process known as 
“homeoviscous adaptation” (115). During recovery, the polyunsaturated FAs of TAGs in the oil 
bodies are exchanged with the saturated FAs in the lipid membrane. It is important to note that 
saturated FAs can only be produced from de novo biosynthesis in the chloroplast, while 
unsaturated FAs can be produced by de novo biosynthesis or by desaturases (105). Because 
saturated FAs are most likely replacing unsaturated FAs in the lipids, these unsaturated FAs 
accumulate in the form of TAGs creating oil bodies as HS inhibits cell division. This FA exchange 
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could be manipulated in conjunction with FA pathway modifications to optimize the yield of 
unsaturated TAGs. 
2.7 Biohydrogen Production 
Industrial hydrogen production occurs via steam reforming of small hydrocarbons and 
carbon monoxide, providing a potentially more efficient fuel source through use of low-energy 
molecules with a water. However, as indicated by the requirement for hydrocarbons and steam, 
this is not a carbon neutral process; in fact, it has been shown to have even more of a net negative 
impact than fossil fuels (116). Biological sources of hydrogen offer an advantage: the hydrogenase 
enzyme functions cooperatively with photosynthesis to convert protons into hydrogen gas as an 
electron sink instead of oxygen. ‘-Omics’ has demonstrated that stress conditions affecting the 
photosynthetic apparatus cause activation of the hydrogenase enzyme. In particular, acclimation 
to sulfur deplete and anoxic environments result in hydrogen gas being formed to compensate for 
cellular overprotonation and electron evolution. Since these environments are suboptimal for C. 
reinhardtii, a corresponding loss of cellular fitness is observed. Analysis of these phenomena is 
crucial to eliminating the stress-induced cellular inefficiencies while maintaining the desired 
increase of biohydrogen. 
2.7.1 Anoxic Conditions 
Anoxic conditions in photosynthetic organisms result in the more hydrogenase enzyme to 
provide an electron sink and resist overprotonation of the thylakoid space. Transcriptome level 
studies support this, showing an increase in the concentration of HYD1 and HYD2 transcripts – 
coding for hydrogenase enzymes  (117). Knockout studies indicate that absence of hydrogenase 
genes in anoxia display a diversion of resources to relieving oxidative stress via other pathways 
such as succinate production (118) which can potentially provide targets for maintenance of 
cellular fitness during anoxia (Figure 2.3). 
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Figure 2.3. Photosynthetic response to anoxia in light replete conditions to induce hydrogen 
formation and maintain photosynthesis. Biohydrogen in Chlamydomonas reinhardtii is 
generated via photosynthetic diversion of electrons into hydrogen protons. Sulfur deplete 
conditions reduce function of the photopigments as repair and protein synthesis are stunted. 
Oxygen deplete conditions upregulate hydrogenase related transcripts to ensure function of the 
hydrogenase enzyme and limit accumulation of protons. Orange arrows indicate molecular flow; 
black arrows indicate electron flow; black structures are electron transporters; white structures are 
photosynthetic macrostructures; orange structures are bound proteins. Yellow boxes are conditions 
leading to biohydrogen generation. 
 
In dark anaerobiosis, responses to the electron sink void are further exacerbated by the 
requirement to mitigate toxic byproduct formation while still providing cellular energy. These 
result from the inability to fully oxidize carbon substrates to CO2, diverting glycolysis toward 2-
carbon molecules (acetate and ethanol) and toward hydrogen from pyruvate. The transcriptomic 
and metabolomic studies display an increase in transcripts encoding proteins associated with 
fermentation as well as increases in ethanol and hydrogen production (117). This fermentative 
behavior is coupled with a slight remodeling of carbon metabolism to remove bottlenecks and 
conserve energy. Notably, the Calvin Cycle is subject to slowing due to accumulation of cycle 
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intermediates and electron dense molecules in anoxia while upregulating pentose phosphate 
transcripts in order to adjust. Meanwhile, glyoxylate-related enzymes are synthesized to aid in 
conversion from acetyl-CoA – resulting from lipid catabolism – to organic acids (117). Isocitrate 
lyase (ICL) is one enzyme which bypasses α-ketoglutarate, a key precursor for chlorophyll 
biosynthesis, and has been implicated in cell progression towards senescence (119). Reducing 
activity of this enzyme may aid in reducing senescent activity while retaining increased cellular 
growth rates. Glyoxylate related enzymes could also be downregulated to retain lipids, which 
represent much more valuable commodities than sugars and organic acids. Fermentation pathways 
upregulate important metabolites while providing insight into maintenance routines that can be 
exploited to maintain high growth rates (Figure 2.4). 
Not only do energy metabolism cycles change, transcripts and proteins associated with 
amino acid synthesis show an accumulation of serine and isocitrate amino acids in conjunction 
with an upregulation of genes encoding enzymes associated with the glycine decarboxylase 
system. Proteomics imply that, by induction of glycolytic enzymes, intracellular nitrogen 
reorganization occurs via amino acid degradation as opposed to traditional methods of assimilation 
(119). This determines that lower protein synthesis is present in these conditions and likewise a 
remission of cellular fitness. Adjustment of these pathways to more efficiently retain nitrogen may 
help in maintaining cellular fitness within biohydrogen production endeavors. 
2.7.2 Sulfur Deplete Conditions 
Sulfur depletion in C. reinhardtii and other photosynthetic organisms has been indicated 
to decrease photosystem II (PSII) activity and increase in hydrogenase activity in a similar way to 
light anoxia. It does this by halting the methionine repair system that responds to photo-damage in 
C. reinhardtii, causing the photosynthetic apparatus to remodel, protein synthesis to slow, and 
intracellular scavenging activities to gain more importance. These cellular diversions cause 
significant remodeling of PSII proteins and reapportioning of metabolites through different carbon 
pathways in nearly identical ways to those observed in anoxia (120). The 2-DE coupled MALDI-
TOF and MALDI-TOF/TOF-MS and 2-D gel maps displayed proteome and transcriptome changes 
including an overall decrease in PS related transcripts except LCHBM9 and declined proclivity 
carbon-fixation. Meanwhile, metabolomic surveys determine that acetate is increased with 




Figure 2.4. Dark anaerobiosis to induce hydrogen and lipid accumulation in C. reinhardtii to 
maintain energy generation and reduce overprotonation. Biohydrogen accumulates via 
fermentation in anoxic/dark environments. The lack of oxygen cooperatively ceases function of 
the electron transport chain while halting inhibition of hydrogenase enzymes. Hydrogen is reduced 
to diatomic gas for lack of oxygen as an electron sink. Green enzymes are expressed in the 
chloroplasts, orange in the mitochondria, blue in the cytoplasm, black in both chloroplast and 
mitochondria, and gray is undetermined. Orange arrows indicate metabolite flow, black arrows 
indicate electron flow, green arrows indicate exported metabolites, and large gray arrows indicate 
summary reactions. The orange structure is the mitochondrion, the green circle is the cell, and the 
yellow box is the exterior conditions.
that photosynthesis repair is no longer a feasible activity for energy harvesting and cell 
biosynthesis except for the proteins related to photoprotection and singlet oxygen reduction (122). 
Protein repair operations, especially methionine dependent repair proteins, indicate a lower level 
of synthesis and the increase of chaperone proteins indicates more care taken to synthesize the 
required proteins for photosynthesis (123). These deficits cause oxygen to become unavailable for 
assimilation, so many events that occur during anoxia are consistent with sulfur deplete conditions 
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(38). Stress-response proteins show a high-fold increase in activity and an upregulation in 
transcripts like LHCSR2 and contribute to the formation of hydrogen. However, sulfur-depletion 
induces a strong suppression of glyoxylate proteins and a heightened level of succinate synthesis 
which aids in continuation of energy cycles and protein synthesis (38). Returning the cell to higher 
levels of protein synthesis and balancing redox stress may help create more valuable hydrogen 
producing processes. 
2.8 Conclusion 
‘-Omics’ provide a platform on which to build genetic re-design strategies by identifying 
key points of regulation in response to stressful conditions. These regulatory targets can be 
identified at the genomic level (knockout, promoter variation, etc.), the transcript level (promoter 
binding sites), or at the proteomic level (protein engineering). ‘-Omics’ can then affirm these 
targets at the metabolomics level. Although directed genetic manipulation of C. reinhardtii is 
difficult to achieve, the insights provided by ‘-omics’ can be used to predict the regulatory 
responses of other more genetically tractable algae. Combining these multi-level regulatory targets 
could pave the way towards creation of an optimized algal strain able to grow in operational and 
maximize flux through biofuel pathways. 
There are still shortcomings in knowledge and execution of these systems. For example, 
these ‘-omics’ techniques are primarily diagnostic: they provide the means to determine enzymatic 
regulation and cellular tactics for maintaining homeostasis. Moreover, there have not been 
forward-genetic studies that seek to improve cellular performance in response to these 
mechanisms. That is to say, studies need to be done on how genetic modification for chlorophyll 
upregulation in concert with limiting oxygen might affect cellular dynamics and biohydrogen 
formation. In this regard, the knowledge that has been accumulated needs to be put to the test by 
inducing feasible cellular modifications. Computational methods are also helping spur this field 
forward but still have a lot of room for development. Current techniques hinge on the conservation 
of proteins between species but rely on regression between similar DNA or peptide sequences. 
Predictive modeling of structural motifs could go a long way toward use of computational 
genomics as viable discovery platforms. DNA, RNA, and protein reconstitution in sequencing can 
be improved to augment throughput and accuracy of those studies. Other concerns involve 
studying these organisms in scaled-up environments. It has been demonstrated consistently that 
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behaviors change in industrial size processes and this is a major concern; since these ‘-omics’ 
studies are only performed in a lab-controlled environment, steps have to be taken to ensure 
application to industry. For this reason, nutrient fluctuations, combinations of stressful conditions, 
and larger population studies should be conducted to understand how microalgae respond to scale-
up. 
Fortunately, ‘-omics’ approaches have shown a wide variety of applications and are 
appealing especially as the technological prowess of the field progresses. Even though there are 
shortcomings in the discoveries to this point, ‘-omics’ for biofuel production in C. reinhardtii has 
given an incredible amount of targets for microbial development. Since the hardest part of creative 
discovery is asking the right questions, it can be considered that ‘-omics’ in C. reinhardtii is a 
major victory for the industry as a whole. 
2.9 List of Abbreviations 
2.9.1 Enzymes 
ACK1: Non-specific protein-tyrosine kinase, E.C. 2.7.10.2 
ACK2: (Acetyl-CoA carboxylase) kinase 2, E.C. 2.7.11.27 
ADH1: Alcohol dehydrogenase 1/Formaldehyde dehydrogenase (FDH1), E.C. 1.1.1.1 
ADH2: Alcohol dehydrogenase (NADP+), E.C. 1.1.1.2 
ADH3: Alcohol dehydrogenase Isoform, E.C. 1.1.1.1 
HYD1: Ferredoxin hydrogenase, E.C. 1.12.7.2 
HYD2: Ferredoxin hydrogenase Isoform, E.C. 1.12.7.2 
ICL: Isocitrate lyase, E.C. 4.1.3.1 
LDH: Lactate dehydrogenase, E.C. 1.1.1.27 
PAT1: Phosphate acetyltransferase, E.C. 2.3.1.8 
PAT2: Phosphate acetyltransferase Isoform, E.C. 2.3.1.8 
PDC3: Pyruvate decarboxylase, E.C. 4.1.1.1 
PDH: Pyruvate dehydrogenase, E.C. 1.2.1.51 
PFL1: Formate C-acetyltransferase, E.C. 2.3.1.54 
 
2.9.2 Transcripts 
LHCBM9: Light Harvesting Complex Chlorophyll a-b binding protein 
LHCSR2: Light Harvesting Complex stress-related 2 
 
2.9.3 Molecules 
FDox: Ferredoxin (oxidized) 
FDred: Ferredoxin (reduced) 
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PFR1ox: Pyruvate ferredoxin (oxidized) 
PFR1red: Pyruvate ferredoxin (reduced) 
 
2.9.4 Structures and Proteins 
Cytb6: Cytochrome b6 (small subunit of cytochrome b6f complex) 
cytf: Cytochrome f (large subunit of cytochrome b6f complex) 
Fd: Ferredoxin 
FNR: Ferredoxin – NADP(+) reductase 
LHC: Light Harvesting Complex 
NDH: Plastidial NAD(P)H dehydrogenase complex 
P680: Chlorophyll a P680 (680 nm) 
P700: Chlorophyll a P700 (700 nm) 
Pc: Plastocyanin 
PQ(H)2: Plastoquinone (reduced)  
PSI: Photosystem I 
PSII: Photosystem II 
PQ0: Plastoquinone (oxidized) 
 
2.8.5 Miscellaneous 
2-DE: 2-Dimensional Gel Electrophoresis 
GC/MS: Gas Chromatography/Mass Spectroscopy 
LC/MS: Liquid Chromatography/Mass Spectroscopy 
MALDI: Matrix-Assisted Laser Desorption/Ionization  
NMR: Nuclear Magnetic Resonance 
MFA: Metabolite Flux Analysis 





TRICHODESMIUM ERYTHRAEUM: AN ORGANISM POISED FOR CHANGE 
Joseph J. Gardner1 and Nanette R. Boyle1 
3.1 Abstract 
Oceanic biogeochemistry is complex and dynamic with major implications on the viability 
of all life as 99% of earth’s habitable space within the ocean. A lot of attention has been paid to 
the ocean as a major carbon sink since it absorbs 30% of all released CO2, but the full effects of 
changing climates on carbon, nitrogen, phosphorus, and metal cofactor cycling are difficult to 
understand. Trichodesmium erythraeum, a diazotrophic, filamentous marine cyanobacterium, is a 
keystone in carbon and nitrogen marine biogeochemical cycles. Recent evidence indicates that it 
is also significant to both phosphorus and iron cycling as well, implying its essentiality to at least 
four major macronutrient cycles. Its function as a model distributor of these compounds, plus a 
growing wealth of studies on how nutrient limitations affect the organism, demonstrate that it is a 
capable model for the convoluted responses of biology to earth’s changing climate. This review 
explores the metabolic processes that enable T. erythraeum’s unique centrality to multiple 
macronutrient processes, the division of labor over space and time that improves its robustness, 
the community interactions that promote metabolic potential, and the sometimes unexpected 
consequences of environmental shifts currently happening in the ocean.  
3.2 Changing Ocean 
Marine environments are dynamic and crowded, teeming with multitudes of interacting 
species and affected by the changing global climate. These species form multitudes of relationships 
to capture limited, rapidly diffusing resources and maximize energy acquisition. Life in the ocean 
is further complicated by phenomena that are impacting ecosystems in profound ways and causing 
fragile relationships to be permanently changed such as: industrial chemical buildup, carbon 
emissions, temperature rise, acidification, nutrient limitation, and eutrophication. While some 
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organisms are being negatively impacted by changing ocean chemistry, others are finding new 
ways to thrive in these new contexts. These imbalances are exacerbating current issues and 
dominant monoculture populations are outcompeting other species for light and supply-limited 
resources like phosphorus or reduced carbon and nitrogen, fundamentally reorganizing the marine 
environment on which many species, including humans, rely.  
A major symptom of changing ocean chemistry is the destabilization of ecosystems 
through physical and chemical phenomena. Of specific interest are imbalances in macronutrient 
cycles including carbon, nitrogen, and phosphorus, as they impact all of biology. Carbon’s role in 
the changing climate has been comprehensively studied, including its role as the major biomass 
source as well as participation in acidification (124) and warming (125). Rising carbon dioxide 
concentrations in the atmosphere directly impacts the ocean because the ocean serves as a carbon 
sink, having absorbed  approximately 30% of the CO2 emitted since the beginning of the Industrial 
Revolution (126). However, nutrient cycles are linked and therefore changes in the carbon cycle 
have significant impacts on other nutrient cycles. Current estimates suggest that the nitrogen cycle 
will be unsustainable by 2050 (11) while new resources of phosphorus will be up to 40-60% mined 
by 2100 (127) due to population growth and consumer preferences. Moreover, 80% of African 
countries already have scarce nitrogen resources (128), there is a social cost of nitrogen from 
industrial processes as it cascades through other industries (129), and inefficient application of 
nitrogenous compounds to agriculture has resulted in major environmental consequences (130). 
Phosphonate, meanwhile, is less metabolically accessible as a compound – reduced or otherwise 
– and where it does exist, it can be in toxic compounds like glyphosate (131) and cause major 
eutrophication events (132). These three major macronutrient cycles are essential to marine 
ecosystem function and effective reactions to these changes are tantamount to securing future 
industrial and agricultural scenarios. 
3.3 A Burgeoning Model Organism 
Trichodesmium erythraeum is a well-studied, ubiquitous, and essential marine bacterium. 
It was observed in the Red Sea and named by Ehrenberg in 1830(133) and surface ocean blooms 
have been seen in nearly every ocean from about 20° S to 20° N (134). T. erythraeum has long 
been studied as a significant source for N2 fixation. The genus is exceptionally productive: it is 
responsible for fixing an estimated 60-100 Tg N y-1 (15, 16, 134-137) of the total  marine N2 
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fixation estimate of 110-190 Tg N y-1 (138). Considering that estimates for total global nitrogen 
fixation are around 413 Tg N y-1, of which 210 Tg N y-1 are anthropogenic (12), the Trichodesmium 
genus is responsible for anywhere from ~14 to 25% of all annual global nitrogen fixation. Large-
scale distribution and involvement of T. erythraeum in marine holobionts displays its unique 
productivity and its "imperialist" ability to acquire new genetic motifs and adapt to changing 
environments. 
Locally, T. erythraeum is composed of two major cell types, photoautotrophs (carbon-
fixing) and diazotrophs (nitrogen-fixing). These two cell types are virtually indistinguishable 
structurally, excepting metabolic and some storage compound differences, with 10 μm cubic 
structures arranged in filaments of highly variable lengths. Photoautotrophs are on the ends of 
these filaments while diazotrophs are in the center, unless cells are dividing. Trichodesmium 
filaments allow for free transfer of nutrients between cells and increase the access of individual 
cells to nutrients through their community with localization of cell types providing more efficient 
nutrient gradients (15, 16, 139). This enables cells to concentrate their efforts on gross retrieval of 
useful compounds and create internal gradients between cells to modulate metabolic processes 
using cumulative intercellular interactions (140-142). This explains why Trichodesmium maintains 
similarly structured cells with plastic metabolic phenotypes whose major physiological innovation 
is the use of buoyancy to modulate nutrient acquisition within the water column and light 
acquisition near the surface of the ocean. In fact, they can occupy depths up to 150 m while 
maintaining nitrogen fixation up to 100 m (143), increasing their access to lower caches of 
phosphorus, nitrogen, carbon, and other elements. T. erythraeum is consistently found in conserved 
holobionts (144) even despite widespread distribution, demonstrating a utility for its capacity to 
release high amounts of fixed nitrogen (145-147) despite the cost of its fixation. The homogeneity 
of cell structure and governance through metabolism uniquely equip T. erythraeum as a model 
organism for photosynthesis, community interaction, and metabolic control of cell conditions. 
Previous reviews by Bergman et al. (16) and Capone et al. (15) have done exceptional jobs 
detailing the speciation, nitrogen fixation capabilities, physiology, general metabolism, and 
environmental impact of T. erythraeum. However, substantial findings with respect to nitrogen 
fixation, colony development, sociality, responses to stress, and phosphorus acquisition have come 
to light with major implications on local and global systems. It is now accepted that T. erythraeum 
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plays a crucial role in the carbon, nitrogen, and phosphorus cycles, and does so through substantial 
intra- and interspecies interactivity. These aspects, combined with an uncommon set of genetic 
traits, make T. erythraeum a global case study in photosynthetic productivity and microorganismal 
social behavior. 
3.4 A Continuously Evolving Organism 
Trichodesmium erythraeum was, until recently, the only species within the Trichodesmium 
genus to have its genome sequenced. Since then, Trichodesmium theibautii H9-4 (148) has been 
partially sequenced as well as the metagenomes of associated microbial communities (149-151). 
As reported in Bergman et al. (16), the T. erythraeum genome is both expanding and flexible: T. 
erythraeum already has one of the largest known cyanobacterial genomes at 7.75 Mbp and 
maintains a substantial 40% non-coding fraction with only 63.8% of genome coding for proteins, 
20-25% less than typical cyanobacteria (148). The genome of Trichodesmiumwas analyzed by 
Walworth et al. (148). They found that Trichodesmium’s non-coding region is enriched in 
transposases and repeat sequences but has a relatively similar intergenic architecture to its 
unicellular relatives Prochlorococcus and Synechococcus. This implies that some of the same 
regulatory mechanisms persist in Trichodesmium, reinforced by the notion that there are conserved 
RNA secondary sequences predicted between these organisms.. Overall, the authors attributed the 
overall genome’s inflation over its cousins was due to low effective population size, transposition 
of selfish DNA, and high-fidelity replication during division. It has also been determined that T. 
erythraeum exhibits polyploidy, similar to many cyanobacteria, but a rare trait in marine 
environments in general (152). With up to 100 copies of some genomes in situ and greater than 
600 copies in laboratory grown cultures, T. erythraeum is diverting significant resources, 
specifically nitrogen and phosphorus, to genetic material. The authors theorize that this improves 
phenotypic plasticity by allowing the organism to select different genetic copies and adapt. The 
dynamic oceanic environment incentivizes T. erythraeum to expend extra resources on possible 
future adaptations despite the perception that this strategy is metabolically inefficient. 
Not only does Trichodesmium have a significantly large genome: a recent study reports 
that T. erythraeum is one of a few organisms with a dynamically expanding genome, incorporating 
gene duplications (in-paralogs) and maintaining pseudogenes or other inactive sequences (153). 
These behaviors provide evidence that T. erythraeum is taking the opposite approach to 
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“streamlining” its genome for better economy of materials, instead choosing to acquire new 
genetic tools to adapt to environmental conditions. Several significant genetic motifs have been 
hypothesized to be products of horizontal gene transfer (HGT) including genes coding for 
community-securing triglyceride biosynthesis (154) or the promiscuous C-P lyase gene that has 
fundamentally transformed the way that T. erythraeum interacts with phosphorus by metabolizing 
phosphonates (155). These genetic acquisitions are supplemented by a nimble genome, allowing 
T. erythraeum to adapt to environments like high CO2 concentrations. T. erythraeum was cultured 
in both normal (380 ppm) and high CO2 (750 ppm) environments for 4.5 years (156). T. 
erythraeum adapted to the higher carbon environment by incorporating short-term metabolic 
responses into long-term genetic changes. Adaptations in regulatory mechanisms, including sigma 
factors, and intracellular signaling, photosystems, energy metabolism, and carbon/nitrogen storage 
displayed the largest changes. Surprisingly, all high CO2 adapted cell lines outperformed their 
ancestors in ancestral conditions, implying that T. erythraeum’s gamble on a plastic, diverse, and 
adaptable genome is a good one. Potential mechanisms for T. erythraeum’s effective, permanent 
improvement are plasticity through HGT or other gene artifacts like transposons and diversity 
generating retroelements (DGRs). These latter motifs dynamize the genome: transposons can 
move throughout the genome to effect different regulatory mechanisms or change gene expression 
targets. DGRs are genetic motifs that allow rapid evolution of specific genetic loci via an error-
prone reverse transcriptase (157) which would be consistent for T. erythraeum’s tendency to 
maintain consistent but adaptive genetic elements. It appears that, instead of attempting to maintain 
fitness in a specific area, T. erythraeum employs a winning strategy of functional diversification 
to exploit several niches at once through an opportunistic and flexible genome. 
3.5 Metabolic Segregation Mechanisms 
The major method with which T. erythraeum competes in the ocean is through acquisition 
and coordination of a diverse set of metabolic mechanisms. This allows this organism to 
photosynthetically exploit the presence of CO2 and N2 in the atmosphere. Furthermore, T. 
erythraeum exploits a market inefficiency through the relatively rare capacity to catabolize and 
anabolize C-P bonds within phosphonate molecules. This effectively creates a local surplus of 
phosphorus for T. erythraeum’s own use. However, these pathways all require substantial energy 
to maintain and sometimes interfere with each other as is the case in photosynthetic evolution of 
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oxygen which poisons nitrogenase. Therefore, T. erythraeum uses specific metabolic mechanisms 
to mitigate negative byproduct formation, a natural circadian rhythm to coordinate colony 
development and metabolic cycling, and interactive N-C-P cycling to minimize energy loss. 
Together, these support a widening range of metabolic functions while minimizing coincidental 
interference. 
3.5.1 Unique Approaches to Nitrogen Sequestration 
Photosynthetic diazotrophy is a necessary but difficult process. Light is a reliable way to 
provide energy for the expensive nitrogenase catalyzed reaction which requires 16 ATP and 8 
reduced ferredoxins to split one diatomic nitrogen molecule into two ammonium molecules. 
However, that is not the most difficult part of the procedure: nitrogenase is irreversibly inhibited 
by diatomic oxygen because of its structural similarities to diatomic nitrogen. Because of the much 
more immense cost of building nitrogenase infrastructure, protecting nitrogenase is a priority for 
diazotrophs. Unfortunately, Photosystem II (PSII), which is crucial for efficient photosynthesis, is 
responsible for splitting water to release electrons and diatomic oxygen, leading to locally aerobic 
environments around PSII. Many photosynthetic diazotrophs have responded by establishing local 
anaerobia around nitrogenase either spatially or temporally. Anabaena, for example, creates 
specialized cells called heterocysts with cyanophycin-based polar plugs, no PSII, and a different 
cellular structure from its photoautotrophic counterparts. This keeps oxygen from ever entering 
the diazotrophic cells and fully divides labor (158-160). Cyanothece, on the other hand, will 
temporally segregate the two processes: it will fix carbon during the day, evolving multitudes of 
oxygen, before creating a glycolytically driven anaerobia at night to keep nitrogenase from being 
inhibited (142, 161). Both of these mechanisms have shown to be effective in fixing nitrogen and 
carbon to drive cell growth, but neither are as globally prevalent and productive as Trichodesmium. 
Unlike other diazotrophic cyanobacteria, T. erythraeum demonstrates the capability to 
simultaneously fix nitrogen and carbon during the day in cells with identical cellular structure 
(162-165). T. erythraeum uses metabolic approaches, coupled with a light period circadian rhythm 
to perform both functions concurrently, with carbon fixation peaking early in the day and nitrogen 
fixation peaking midday (163, 166). As a corollary process, oxygen accumulation is highest in 
morning and nights and lowest midday (163). This implies that light is at least partially responsible 
for the energy demand of nitrogenase because of a functioning Photosystem I and a partially 
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functioning Photosystem II in nitrogen fixing cells. Studies suggest that T. erythraeum 
supplements these cells with glycolytic material and then divert metabolism through oxygen 
consumptive pathways like the TCA Cycle and Mehler’s reactions (140, 142). Not only do cells 
use carbon fixation as a means of protecting nitrogenase through glycolysis, they also employ 
nitrogen as a means of physiological protection. A major consideration of any microorganism in 
high saline environments like the ocean is the ability to maintain osmotic equilibrium with its 
surroundings. T. erythraeum contains none of the more common genes for solute synthesis to 
maintain this equilibrium, instead using its capability to synthesize a nitrogenous molecule, 
specifically N, N, N-trimethylated homoserine (homoserine betaine), as its main osmotic solute 
(167). This allows T. erythraeum a relatively wide range of growth in saline environments (the 
authors were able to achieve growth between 30 and 43 ppt salinity) while using a compound that 
is consistently bioavailable because of the same nitrogen fixation drives cell growth. Consistent 
use of both nitrogen and carbon fixation are cooperative and physiologically supportive with 
relatively minimal costs when compared to full-scale cell specialization. 
T. erythraeum’s relative plasticity may seem more inefficient than other cell types, but it 
really represents a tremendous opportunity:  as alternative nitrogen or carbon sources become 
available, T. erythraeum can reformat cells to be photoautotrophic by down-regulating nitrogenase 
and up-regulating PSII/RuBisCO or vice versa (168). Indeed, both structures have been counter-
intuitively found to have function in diazotrophic cells (1, 141, 168), meaning that cells are 
maintaining either only a short-term anaerobic environment or are functioning effectively with a 
microaerobic one, contrary to previous reports that PSII is fully shut down (164). RuBisCO 
enzymes in T. erythraeum are furthermore characterized by low CO2 affinity, suggesting that they 
could participate in oxygen consumption when it becomes excessive (169-171).(1) Cells may be 
able to remain more physiologically consistent throughout growth instead of completely 
refurnishing their cell every day. Moreover, using light as the major energy source for both 
processes may allow the organism to divide tasks: it could apportion a certain length of time for 
nitrogen and carbon acquisition near the surface of the ocean before sinking to acquire minerals, 
cofactors, and phosphorus lower in the water column (15). This, too, allows the cell to function 
similarly at different latitudes where light may be different, potentially explaining T. erythraeum’s 
global ubiquity and relative genetic homogeneity even at wildly different geographic locations. T. 
erythraeum's metabolic toolbox ensures its survival by enabling adaptability via multifunctional 
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carbon and nitrogen fixation infrastructure and require less specialization than its diazotrophic 
counterparts.  
3.5.2 Circadian and Diurnal Regulations of Metabolism 
T. erythraeum’s function during dark cycles is more enigmatic. For organisms that fix 
nitrogen at night there is clear logic for the utility of darkness in fixing reactive nitrogen without 
interference from Photosystem II related oxygen evolution (161). However, T. erythraeum 
performs no clear metabolic acquisition processes at night: it expresses little to no nitrogenase 
activity and like other photosynthetic organisms shuts off carbon fixation at night (163, 166). T. 
erythraeum must perform some essential function during the night period outside of metabolic 
acquisition of carbon or nitrogen. One possibility, suggested by the relatively wide range of depths 
that T. erythraeum can occupy, is that T. erythraeum uses dark periods to acquire phosphorus and 
metal cofactors (172) and has modified its metabolism to “dive” for resources during the night. T. 
erythraeum uses the night cycle to prepare the population for material acquisition during the day 
by coordinating filament development, cell division, and partial differentiation of cells. This 
appears to be corroborated by the increased cell division rates at night as well as the higher 
incidence of diazotroph-like cells and nitrogenase immediately before morning (16, 166). This 
would be advantageous because it minimizes the likeliness of developing diazotrophs being 
exposed oxygen. This is reinforced by dark respiration’s consumption of carbon substrates at a 
five times higher rate than the theoretical stoichiometric minimum required for maintaining cell 
metabolism and biomass, suggesting that carbon cycling for oxygen consumption is a crucial night 
time activity (142). Cells are also able to divert resources to biomass accumulation, effectively 
dividing major species development goals between day (metabolite acquisition) and night 
(physiological development and community organization). This temporal division of tasks may 
imply the uncommon role of the circadian rhythm in T. erythraeum development including how 
social interactions between cells requires it. A model for Circadian development of T. erythraeum 
in situ is depicted in Figure 3.1, proposing an extension to the cellular development model from 




Figure 3.1. Metabolite Acquisition and Filament Development in Circadian Regulated 
Cultures. White (left) is light period with development occurring downward, black (right) is the 
dark period with development occurring downward. Green cells are photoautotrophs and blue cells 
are diazotrophs. Large colored arrows correspond to developing cells (green for diazotroph, blue 
for photoautotroph). Black arrows correspond to intercellular and uptake fluxes with dotted arrows 
being dissolved gases, solid arrows being main metabolites, and solid line with diamond arrow 
being ammonium. Length of arrow qualitatively relates to amount of substance entering or exiting 
cell. Cells demonstrate three activities in the day time: preliminary cell distribution of metabolites 
for growth and development (internal arrows, green cell origin arrows with full heads are glycogen 
to diazotrophs, split-head arrows with blue origins are cyanophycin to photoautotrophs) with minor 
acquisition of gases and metabolites (external arrows going in) in few select cells coupled with 
release of byproducts (diamond, dotted arrows going out); large-scale metabolic acquisition of 
gases in developed metabolite producing cells with persistent glycogen and cyanophycin gradients 
inside and only terminal cell growth (large green arrows); homogenous storage and build-up of 
larger cyanophycin and glycogen chains as cells reach high mass. At night, cells operate in three 
major phases: they split to expose a new diazocyte region along with a fully-grown internal cell, 
grow outward (disproportionately feeding the exposed diazotrophs or photoautotrophs), and 
rebalance cellular frequency in the filament to prepare for the light period. 
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3.5.3 Interactivity of Metabolic Cycles 
Carbon, nitrogen, and phosphorus cycling with organisms are often considered separately 
in metabolic processes. T. erythraeum is a case study on how coupled these processes really are 
and how this organism adapts to support holistic macronutrient acquisition via each of its 
individual pathways. The clearest example of this is the influence of carbon availability on nitrogen 
fixation rates. Studies reveal that higher CO2 concentrations in the ocean increase nitrogen fixation 
rates (173) likely because more energy can be diverted to nitrogen fixation instead of to the carbon 
concentrating mechanism (CCM) (174). Furthermore, enhanced availability of carbon compounds 
can result in better segregation of oxygen by allowing photoautotrophs to export carbon 
compounds to diazotrophic cells, allowing those cells to upregulate light-dependent oxygen 
consumption (like Mehler’s reactions (140)) and use glycolysis to supply reductive energy for 
nitrogenase (140). This cooperation is reciprocal in nature as well. Improved supply of nitrogen 
through more reduced forms such as NO3-, NO2-, and NH4+ improve gross photosynthesis in T. 
erythraeum populations. This is also a multilateral response; most obviously, these more 
energetically dense compounds reduce the energetic burden of providing reactive nitrogen to the 
cells, allowing this energy to be repurposed for carbon fixation. Supply of reduced nitrogen 
compounds also measured an increase in oxygen uptake and photosynthetic efficiency, implying 
that more carbon is available and renewing the positive feedback for carbon fixation and nitrogen 
fixation. Higher growth rates also result, indicating that more available nitrogen can improve 
protein and other nitrogenous biomass constituent production (141). Modeling using dynamic Flux 
Balance Analysis establishes that the coordination of cell types is mainly stoichiometrically 
mediated with colonies devoting biomass to cell types based on metabolic requirements (3) and 
not based on regulatory mechanisms. Beyond metabolic improvements, carbon and nitrogen 
fixation work together to stabilize communities. Nitrogen and carbon polymeric release also seems 
to play a major role in bloom formation and collapse during stress (175). Transparent exopolymeric 
particles (TEPs) are released during bloom collapse, most commonly when cells are iron stressed, 
and may aid in creating an expansive biofilm to protect essential Trichodesmium cells from 
complete annihilation (176). The cooperative impacts of carbon increases on T. erythraeum 
nitrogen fixation, growth, and community development display both the capability of the species 
and possible future impacts due to increasing CO2. Figure 3.2 visualizes central carbon metabolism 
that forms the backbone for both phosphonate and nitrogen metabolism. 
38 
 
Figure 3.2. Central Carbon Metabolism in T. erythraeum with Integrated Nitrogen and 
Phosphorus Pathways. Central Carbon Metabolism forms the main structure of metabolism but 
phosphonate metabolism interacts with glycolysis and the pentose phosphate pathway; arginine 
metabolism interacts with amino acid metabolism, biomass constituent biosynthesis, metabolite 
production, and the TCA Cycle; and nitrogen fixation interacts heavily with the TCA Cycle 
through 𝜶-ketoglutarate and amino acid cycling. Black arrows are well-vetted reactions and blue 
arrows are indirect connections to outside pathways. Abbreviations: 3PG: 3-phosphoglycerate, 
6PG: 6-phospho-D-gluconate, 6PGDL: 6-phosph-D-glucono-1,5-lactone, AcCoA: Acetyl-CoA, 
AKG: α-ketoglutarate/2-oxoglutarate, ALA: L-alanine, βG6P: β-glucose-6-phosphate, 
CIT: Citrate, DHAP: Dihydroxyacetone phosphate, E4P: Erythrose-4-phosphate, F6P: Fructose-
6-phosphate, F1,6BP: Fructose 1,6-bisphosphate, FUM: Fumarate,  G6P: Glucose-6-phosphate, 
GAP: Glyceraldehyde 3-phosphate, GLX: Glyoxylate, GLY: Glycine, ICT: Isocitrate, 
MAL: Malate, OAA: Oxaloacetate, PEP: Phosphoenolpyruvate, PYR: Pyruvate, R5P: Ribose-5-
phosphate, Ru5P: Ribulose-5-phosphate, RuBP: Ribulose 1,5-bisphosphate, S17P: Sedoheptulose 
1,7-bisphosphate, S7P: Sedoheptulose 7-phosphate, SUCC: Succinate, SUCSAL: Succinic 
semialdehyde, X5P: Xylulose 5-phosphate. 
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Metabolic pathway analysis corroborates these interactive biogeochemical effects. A key 
facet of T. erythraeum metabolism is nitrogen metabolism promiscuity, specifically in relation to 
arginine catabolism. The main nitrogen storage metabolite for T. erythraeum is cyanophycin, a 
polymer of aspartates and arginines, consistent with another model filamentous photosynthetic 
diazotroph, Anabaena (158, 160, 177). Using previously established genetic tools, studies have 
illustrated that cyanophycinase, an enzyme that breaks arginine-aspartate bonds in cyanophycin, 
is crucial for overall filament health by supplying non-nitrogen fixing cells with the cyanophycin 
precursor 𝛽-aspartyl arginine (158). This amino acid dimer therefore forms the headwater of a set 
of crucial metabolic pathways to catabolize aspartate and arginine into central metabolic models 
and liberate reactive nitrogen for other purposes. Indeed, bioinformatic analysis has found a litany 
of pathways that catabolize arginine, the most nitrogenous amino acid with three amino groups, to 
terminal products of glutamate, succinic semialdehyde, and pyrroline 5-carboxylate (178). These 
products represent a nitrogen carrier/amino acid, TCA Cycle intermediate, and an amino acid 
precursor. Notably, succinic semialdehyde is a step in the enigmatic TCA Cycle deviation unique 
to cyanobacteria (179) and may explain this metabolic artifact. Aspartate, on the other hand, serves 
as a precursor to several amino acids (L-arginine, L-asparagine, L-alanine, L-glutamate, L-
glutamine) and can be catabolized to 𝛼-ketoglutarate, an essential component of the TCA Cycle. 
Not only that, but there are a variety of pathways to achieve arginine degradation, suggesting that 
arginine catabolism is necessary and can function for several different purposes or in several 
different conditions. Among these pathways are reactions intended for recycling amino acids, 
liberating nitrogen, liberating carbon, and liberating energy. There is even a pathway noted for 
consuming oxygen with arginine to form superoxides, potentially another mechanism to consume 
oxygen preferentially and consistent with reports of superoxides in Trichodesmium cultures (178, 
180, 181). Nitrogen metabolism functions both as a method for delivering amino acids to non-
diazotrophic cells, liberating nitrogen, and supplying later central carbon metabolism, indicating 
the role of nitrogen metabolism in carbon metabolism. Figure 3.3 demonstrates the main 
assimilation and metabolism strategies in T. erythraeum metabolism. 
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Figure 3.3. Main Nitrogen Metabolism Components in T. erythraeum. Nitrogen fixation (top) 
and arginine catabolism (bottom) form the two main mechanisms of nitrogen assimilation for 
diazotrophs and photoautotrophs, respectively. Black arrows are well-vetted reactions, green-
dashed arrows are highly probable reactions, orange-dash-dot arrows are likely reactions, and red-
dotted-arrows are potential reactions. Abbreviations: 4AB: 4-aminobutanoate, 4ABAL: 4-
aminobutanal, AGM: Agmatine, AKG: α-ketoglutarate/2-oxoglutarate, ARG: L-arginine, CITR: 
Citrulline, CPTR: N-carbamoyl putrescine, Fx-: Reduced Ferredoxin, FX+: Oxidized Ferredoxin, 
GBUT: 4-Guanidinobutyrate, GLN: Glutamine, GLU: Glutamate, GLUGSAL: L-glutamate 5-
semialdehyde, KARG: Ketoarginine, ORN: L-ornithine, P5C: 1-pyrroline 5-carboxylate, Pi: 
Inorganic phosphate, PTRC: Putrescine, SUCSAL: Succinic semialdehyde, TCA: Tricarboxylic 
acid cycle 
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T. erythraeum forms an intricate relationship with phosphorus even if it is not fixed from 
the atmosphere. The most notable component of this integrative effect is T. erythraeum’s 
metabolism of phosphonates, organophosphates, and polyphosphate polymers (182-184). 
Phosphonates are a commonly found class of compounds that are uncommonly metabolized: 
studies estimate that up to 25% of ultrafiltered dissolved organic phosphorus (DOP) (185) and 
23% of particulate phosphorus (186) contain the phosphonate C-P bond with some marine 
invertebrates containing up to 50% (187, 188) and Trichodesmium blooms containing 10% 
phosphonates (189). This molecule is complicated because of the presence of a C-P bond as 
opposed to the phosphatidic R-O-P bond which is commonly metabolized. The C-P bond requires 
the presence of a C-P lyase to break the carbon-phosphorus bond. The genome of T. erythraeum 
has been reported to encode the gene with predicted C-P lyase (PhnL) activity (183). Not only 
does T. erythraeum have the capacity to metabolize these compounds, but it has been reported to 
have the ability to synthesize them as well through an unknown mechanism (189). The result of 
this is that T. erythraeum can grow on a wide variety of phosphorus compounds, including both 
phosphates like glucose 6-phosphate (G6P), inorganic phosphate (Pi), and adenosine 
monophosphate (AMP) as well as phosphonates like methylphosphonate (MPn), ethylphosphonate 
(EPn), and 2-aminoethylphosphonate (2-AEP) (182, 183). This signifies both a promiscuous 
phosphorus metabolism suite and a variety of phosphorus uptake mechanisms. The takeaways are 
twofold: first, T. erythraeum concentrates a significant amount of energy on phosphorus 
acquisition and second, T. erythraeum can augment its carbon and nitrogen supplies through 
organophosphates and phosphonates. 2-AEP specifically, which is likely a precursor compound 
manufactured within T. erythraeum, contains both an amino group and an organic backbone. This 
could represent an intermediate storage compound for carbon, nitrogen, and phosphorus, while 
providing a molecule which can be “hidden” from use from other organisms because of the relative 
low ubiquity of phosphonate metabolizing organisms in marine environments. This also reflects a 
strategy of T. erythraeum to locally cycle phosphorus, acquiring it when it is available and then 
bolstering the local concentration through its unique metabolism. Furthermore, phosphorus and 
nitrogen can be interchangeable in some phospholipids based on the availability of phosphorus. 
This flexible N: P ratio ensures that T. erythraeum maintains consistent function since it is highly 
likely that it will always have access to nitrogen (190). Since phosphorus affects carbon 
metabolism, it transitively affects nitrogen metabolism as well. The specific impacts of phosphorus 
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acquisition and storage through these mechanisms in relation to carbon and nitrogen fixation has 
not been comprehensively studied at the metabolic level, but initial investigations suggest that 
carbon interacts directly with phosphorus acquisition. Figure 3.4 displays the extensive 
mechanisms of phosphonate and other C-P bonded organophosphorus molecule metabolism in T. 
erythraeum. 
3.6 Community Development and Social Behavior 
T. erythraeum forms a simple, effective bicellular community in laboratory environments, 
dividing two energy intensive tasks between cell types consistent with population needs. Cells 
organize into filaments of varying length, commonly modeled as 100 cells filament-1 (191) but 
recent studies have measured a geometric mean of 13.2 ± 2.3 cells filament-1 with a massive range 
of 1.2 - 685 cells filament-1 (192). A lot of this variation can be attributed to oceanic forces as 
currents or external species may interrupt filament lengthening. However, in laboratory cultures, 
variations have consistently occurred with certain condition variations, like longer filaments in 
lower light (163), shorter filaments in iron deprivation (193), and shorter filaments in higher CO2 
(173), suggesting that filament length is one mechanism cells use to adapt to environmental 
changes. These filaments can either aggregate into communities or remain free-floating in situ 
(16). The cause for aggregation is somewhat enigmatic; there is the putative benefit of having a 
larger local community storage depot and the capability to isolate cells from invasive or 
competitive organisms. T. erythraeum must also contend with oxygenation of its local environment 
since higher oxygen could lead to nitrogenase poisoning and loss of nitrogen fixation. Ironically, 
investigations indicate that nitrogen fixation is lower in the centers of these colonies. Using oxygen 
sensors in free-floating filaments and colonies, both spatial and diurnal variability of O2 was 
measured. Free-floating filaments maintained higher local oxygen concentrations, as expected, but 
colonies – though suboxic – displayed lower nitrogen fixation rates. The authors conclude that 
filaments are sufficiently able to generate locally anoxic environments near nitrogenase without a 
functioning colony (194). Furthermore, it might imply that colonies limit biomass growth, instead 
spending energy to respond to environmental stresses, of which there are many in the open ocean. 
This second hypothesis is reinforced by the evidence that some nutrient limited environments 
induce more sociality between filaments. Both iron and phosphorus limited cultures caused 




Figure 3.4. Phosphonate Metabolism in T. erythraeum. Black arrows are well-vetted reactions, 
green-dashed arrows are highly probable reactions, orange-dash-dot arrows are likely reactions, 
and red-dotted-arrows are potential reactions. Abbreviations: AKG: α-ketoglutarate/2-
oxoglutarate, ALA: L-alanine, Pi: Inorganic phosphate, PPi: Inorganic diphosphate, 
PYR: Pyruvate, SAM: S-adenosyl methionine, SUCC: Succinate 
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10-48 h after depletion and phosphorus colonies forming 5-7 days after depletion (195). The 
authors determined that stronger inter-trichome forces were present in these cases, as well. 
Colonies, much like filament formation, tend to be responses to nutrient limitation, allowing cells 
to recycle iron and phosphorus at the cost of lower growth. 
Recent studies have found an extensive holobiont commonly associated with T. 
erythraeum. T. erythraeum is a charitable organism with a long established tendency to leak 
reactive nitrogen to neighboring species as a natural side-effect of growth, but it was not clear what 
it received in return (145, 147). In fact, studies comparing the fates isotopic nitrogen in surrounding 
populations when produced by T. erythraeum and two other common photosynthetic marine 
diazotrophs, Crocosphaera watsonii and Cyanothece sp. This study found that nitrogen fixed by 
T. erythraeum was found at highest concentrations in surrounding non-diazotrophic species than 
either of the other two nitrogen fixers . While C. watsonii was nearly as effective at disseminating 
diazotroph-derived nitrogen (DDN), T. erythraeum nitrogen release was higher by a small margin, 
primarily through ammonium release. Meanwhile, Cyanothece sp. was least effective in 
disseminating DDN to local populations (196). T. erythraeum therefore strategically releases fixed 
nitrogen to local communities, possibly in exchange for phosphorus, iron, and protection and to 
effect a rapid, local nitrogen cycle (197). Recent studies have predicted the microbiome in situ 
(149) and found that epibionts (organisms dwelling on the surface of other organisms) are 
consistent pieces of the Trichodesmium community including pathogenic bacteria like 
Flavobacteria, Vibrio, and Gammaproteobacteria; productive bacteria like Sphingobacteriia 
(sphingolipids), Pseudoalteromonas (biofilms), and Rhodobacteracaeae 
(chemoorganotrophs/photoheterotrophs); and several mesozooplankton species (144, 198). 
Mesozooplankton likely graze on cyanobacteria (199) as a significant nitrogen source, moving it 
up the food chain. However, the former two classes associate with T. erythraeum to improve its 
metabolic potential by up to 10 times. This finding, and a model of functional diversification via 
the holobiont based on clustered orthologous genes, demonstrates an extensive augmentation of 
metabolic ability (200). These findings also corroborate the notion of cofactor and vitamin supply 
in exchange for nitrogen from T. erythraeum. Not only this, but there is direct coordination of gene 
expression between T. erythraeum and its community over diurnal cycles using metatranscriptome 
sequencing (201). The holobiont also reinforces the strategy of T. erythraeum to divide tasks and 
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functionally diversify to increase fitness in a variety of settings, a strategy it employs within its 
filaments, within aggregates, and among its co-dwelling organisms. 
3.7 T. erythraeum in Future Oceans 
The ocean is already rapidly changing as it experiences increased carbon availability, 
increasing marine temperatures, and the presence of industrial runoff(132, 202). Each of these 
variables has specific implications on ocean biology in general, whether in terms of coral bleaching 
through acidification and warming or promotion of growth through surface eutrophication. The 
study of these outcomes is crucial to human success in combatting or adapting to a new ocean 
ecosystem: identification of the possible outcomes and the variables contributing to their 
realization is essential to treating them in any meaningful way. T. erythraeum is at a unique 
crossroads: it is a keystone nitrogen fixer, a carbon fixer, highly participative in phosphorus 
cycling, globally distributed, and social, making it a multifaceted model for how marine processes 
evolve with ocean chemistry. Scientists have therefore studied T. erythraeum in possible future 
ocean chemistries to determine the effect on its biology and the stability of marine nutrient cycles. 
These are augmented by observations of in situ populations already experiencing some of these 
changes either in catastrophes (extreme sewage spilloffs) or in temperature variable zones (1, 203). 
This all provides insight into biology’s capacity to resist and possibly reverse parts of marine 
change while discovering unintuitive consequences on major biogeochemical cycles. Figure 3.5 
illustrates the expansive ways that T. erythraeum metabolism can be affected by future ocean 
changes. 
Investigations into T. erythraeum responses to expected ocean changes are already being 
tested.  Studies have investigated pCO2 changes over both short and long terms, relative quantities 
of acidic carbon species, temperature, nutrient deprivation, and nutrient excess and are being 
extended to the interactivity of the metabolic and physiological processes that allow T. erythraeum 
to be so effective in dynamic marine environments (174, 204-206). Overall, the prevalent theory 
is that T. erythraeum and other photosynthetic, surface dwelling organisms are exceptionally 
equipped for ocean chemistry changes: carbon dioxide, the most fundamental compound, is rising. 
This is aided by higher ocean temperatures and levels, creating theoretically larger ocean regions 
for warm-dwelling bacteria. This region is further expanded by the notion that higher pCO2 can 




Figure 3.5. Mechanisms of Metabolic Interaction with Ocean Chemistry. Green outlined cell 
(left) is photoautotroph, blue outlined cell (right) is diazotroph. Black lines and shapes are 
metabolic processes with abbreviations: RPPP: Reductive Pentose Phosphate Pathway; Gly/Glc: 
Glycolysis/Gluconeogenesis; N/AA: Nucleotide/Amino Acid Synthesis; TCA: Tricarboxylic Acid 
Cycle; ETC: Electron Transport Chain. Gray boxes are crucial enzymes with abbreviations: PEP 
CX: Phosphoenolpyruvate carboxylase; APA: Alkaline Phosphatase; C-P lyase: Carbon-
Phosphorus lyase. Blue boxes indicate large cellular structures with abbreviations: PSI: 
Photosystem I; PSII: Photosystem II; N: Nitrogenase. PSI is connected to a cartoon version of ATP 
synthase. Red dashed lines are regulatory with those terminating in an arrow being positive 
regulators and those ending in a line (|) are inhibitors. Blue dotted lines are uptake, export, and 
consumption of substrates. Abbreviations are Pn: Phosphonate; PP: Polyphosphate; Pi: inorganic 
phosphate; h𝜈: light; T: Temperature; SOx: Superoxide. An up arrow preceding or down arrow 
succeeding a note implies increases or decreases in that variable quantity (since pH/T are not 
directly substantial). 
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of the ocean (1, 146, 207). Even so, pCO2 increases do not directly lead to improved carbon 
fixation rates as much as they bolster other growth-related processes like nitrogen fixation (1, 6, 
142, 173, 174, 206). Long-term acclimation studies to suggest that T. erythraeum can acclimate, 
but simple higher access to carbon does little to improve its current fitness in the short and median 
terms (156). This opaque relationship to carbon increases in marine environments illustrates that 
T. erythraeum is already maximizing several processes beyond carbon acquisition and that 
allowing more access to carbon can help alleviate other burdens but not directly improve current 
production. While T. erythraeum may not display immediate productivity improvements related 
to higher carbon access, it is likely that the ocean’s continued change will ultimately reward T. 
erythraeum. 
Increasing access to carbon may not be the only boon for T. erythraeum from the changing 
environment:  access to nitrogen and phosphorus may also be improving. Though previous 
observations of blooms have been rare in comparison to free T. erythraeum colonies (134), 
industrial runoff, particularly nitrogen and phosphorus, induce massive blooms, allowing surface 
organisms to dominate ecosystems and permanently modify the ecosystems for their gain. This all 
follows in T. erythraeum experimentation: for the most part, each of these variables support T. 
erythraeum growth, photosynthesis, and nitrogen fixation. When a high nitrogen, phosphorus, and 
dissolved organic carbon (DOC) sewage outburst occurred in the Southeastern Mediterranean Sea, 
a rapid and massive Trichodesmium bloom appeared, characterized by exceptionally high C:P 
ratios and relatively low N:P ratios (203). This implies that Trichodesmium relies on non-carbon 
nutrients to fix carbon and are particularly limited by phosphorus, but nitrogen is also useful to 
assimilate. Industrial processes with excess fertilize coupled with destabilizing influences like 
more extreme weather events (208) could mean that agricultural nitrogen ends up in the ocean, 
reinforcing Trichodesmium growth and establishing even more rapid nitrogen rates, accelerating 
the process of surface bloom dominance. This is contingent on nutrient availability and all signs 
point to steady depletion of elements like phosphorus and iron  (209-214), making it more likely 
that Trichodesmium forms more rapid blooms and collapses than transporting nutrients outwardly 
(175). These major blooms in these regions may allow T. erythraeum to establish a colony and 
create conditions best suited for it through a profitable local community and substantial fixation, 
stretching short eutrophication events to longer term dominant populations. 
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Even with the industrial agricultural causing eutrophication in marine environments, 
nutrients are becoming more concentrated on land and more limited in oceans (11, 13, 127, 215). 
The most salient impact is nutrient deprivation where major biogeochemical cycles – like the 
nitrogen cycle – can be destabilized by a lack of access to other major cycles, like phosphorus and 
iron. While eutrophication is a phenomenon that can potentially deliver massive blooms, these 
events are concentrated to small areas and rarely spread, instead causing local domination that 
could further concentrate these nutrients (203, 216-218). Studies argue that T. erythraeum is 
unusually well equipped to resist both phosphorus and iron depletion, specifically through 
microcycling phosphorus, replacing phosphorus or iron with other compounds in proteins, and 
through an exceptionally diverse set of harvesting genes (10, 184, 219-221). T. erythraeum is also 
a case study in how marine sociality can reduce depletion burdens on communities through cycling 
and leveraging external genetic traits to divide labor and minimize resource allocation. T. 
erythraeum can thus achieve higher nitrogen fixation and growth rates in deplete cases to offset 
nutrient loss. However, nutrient deprivation ultimately limits fitness, illustrating that there is a 
tangible threshold where nutrient deprivation can be cataclysmic. Global warming shows potential 
to alleviate some of these stresses: investigations find that optimum growth in iron deplete 
conditions is 5 degrees Celsius higher than in replete conditions. Furthermore, the cellular iron 
content decreases as temperature rises, concurrent with up to a 470% increase in N2 fixed per mole 
of iron (222). It is not exactly clear what is causing these massive improvements, but this 
substantial improvement and decreasing reliance on an essential, limited nutrient could improve 
T. erythraeum’s fitness in the face of deplete environments and potentially allow it to respond 
more favorably to pCO2 increases. Nutrient depletion has ramifications for nitrogen fixation as 
well: T. erythraeum preferentially harvests organic nitrogen compounds to de novo fixation in high 
CO2, Fe/P co-limited environments, limiting potential sources of nitrogen in the changing ocean 
(190). Fortunately, T. erythraeum metabolizes many sources of iron, including non-soluble 
versions (213, 214). It is expected that T. erythraeum extends its domain to colder, deeper 
environments, improving its access to new niches and nutrients. The increasing size of T. 
erythraeum’s habitat, coupled with T. erythraeum’s substantial means of accessing phosphorus 
through sinking or alternative metabolic pathways, proves that this organism is uniquely positioned 
to resist major nutrient depletion, but nutrient limitation poses major risks for photosynthesis and 
de novo nitrogen production. 
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Outside of nutrient access, marine chemical changes are destabilizing large ecosystems, 
including the Great Barrier Reef and other slowly adapting species that rely on chemical processes 
like calcification (202, 223). T. erythraeum still relies on its local community to improve its 
metabolic potential and, because ecosystems are becoming destabilized, that may pose a more 
significant risk for T. erythraeum than previously thought (200). Major ecosystems, like the Great 
Barrier Reef, are being destroyed. T. erythraeum is a primary producer of reactive nitrogen for 
many of these communities and likely receives something in return; destabilization of these 
relationships may permeate into greater biogeochemical cycles. Therefore, not only do single 
species need to be investigated, but the overall effects of chemistry on the holobiont also must be 
understood. Another negative connotation of changing ecosystems is ocean acidification. T. 
erythraeum has no meaningful way to counteract the proton imbalances around ATP synthase and 
the electron transport chain (224) and could ultimately reduce nitrogen production in oceans by an 
estimated 27% by the end of the century (14). This reduces its capability to conduct photosynthesis 
and reduce nitrogen and may disrupt contributions to the local community. This is also a problem 
endemic to many photosynthetic organisms meaning that acidification in T. erythraeum may 
reduce total oceanic photosynthesis. Current ocean trajectories may catastrophically limit 
photosynthetic activity and destabilize both nitrogen and carbon biogeochemical cycles.  
3.8 Conclusions 
T. erythraeum is an effective model organism for population-level outcomes in ecosystem 
chemical disruption, photosynthesis, diazotrophy, social organisms, and biological adaptabilities. 
10% of the world’s population depends on fisheries for their income and 4.3 billion people rely on 
fish for 15% of their protein intake, demonstrating the direct and substantial reliance of humans 
on the oceans (225). There are even more indirect effects: the ocean is a major carbon sink and 
source for de novo reactive nitrogen and organic molecules (226). It is also the sink for fertilizers, 
pesticides, and other industrial or agricultural chemicals (131, 227, 228). It is obvious that, to 
protect tangible food supplies as well as less tangible major biogeochemical cycles, humans need 
to understand how these comprehensive changes in marine chemistry are affecting local 
populations. Trichodesmium serves as a capable object for study, allowing investigation of 
widespread effects, like ocean acidification and carbon absorption, as well as local adaptations that 
might ultimately aid in mitigating these changes. It is a keystone of three major biogeochemical 
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cycles – carbon, nitrogen, and phosphorus – and can illustrate the stability of these processes in 
response to changing environmental chemistry. This can include illuminating whether de novo 
production of carbon and nitrogen will be aided or limited in future conditions, which observations 
suggest is not as straightforward as originally thought, and thresholds for organismal depletion of 
major, supply-limited nutrients. This organism permits investigation into how communities form 
to stabilize and react to depletion or chemical changes, an opaque and dynamic process involving 
tens to tens of thousands of organisms. Finally, it is a useful organism for interrogating the 
robustness of individual cell processes and physiology in response to depletion events, sudden 
repletion events, and environmental changes. It demonstrates how marine organisms can bloom 
massively to in response to nutrient outbursts, shedding light on whether this is a positive event 
(i.e., the organisms “clean” the environment) or a negative one (where the organisms create local 
dominance, squeeze out other species, and release toxic substrates to the local community). 
Together, in vivo, in silico, and in situ studies can connect human interaction with global processes 
through T. erythraeum. 
T. erythraeum is not only a model organism for large, global processes, but presents some 
genetic motifs that are immediately useful. Most significantly, its ability to metabolize multiple 
phosphorus sources can be crucial for remediation. A major side-effect of industrial agriculture is 
runoff, including of compounds like glyphosate into community-adjacent waters like the Great 
Lakes, leading to community destabilization or toxic blooms (229). T. erythraeum has the 
fundamental processes, and the aptitude, to digest phosphonate compounds, potentially serving as 
a template for biological approaches to industrial remediation (182, 183). Moreover, it has the 
tendency to release some deleterious compounds as a side-effect of metabolism, including 
greenhouse gases (182) and superoxides (181), demonstrating that photosynthetic organisms may 
not counteract global warming as intuitively as theorized. Lastly, it may provide insight into 
organismal community design for effective eutrophication or better light-driven fixation to create 
more efficient, less externally affecting agricultural processes. Community organization and 
coordination is a major new frontier in bioengineering, and a bicellular, simple community like T. 
erythraeum will be a useful gateway to production. 
Even with these discoveries, a lot is left to be understood about T. erythraeum and its genus 
in total. Nighttime activities of T. erythraeum, which cannot live without at least some darkness, 
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need to be understood so that the Circadian Rhythm can be fully mapped (6, 230). This could 
provide insight not only into Trichodesmium but could also improve the grasp of industrial 
processes involving photosynthetic organisms since the most feasible versions use natural sunlight 
as a light source. If organisms can be designed to be productive like Trichodesmium during both 
day and night, thereby dividing labor between different time points, the industry could profit. 
Communities are an essential part of T. erythraeum’s productivity in culture and investigations 
have just begun to elucidate the common allies and their functions in culture. Further testing is 
required to understand each organism’s role, its abundance, its significance, and the effects of its 
replacement to understand both how communities react to ocean chemistry as well as provide 
insight into community design. More studies related to long-term conditional changes, including 
nutrient deprivation, salinity, and pH, are required to establish a threshold for adaptation and 
mechanisms by which T. erythraeum can overcome these changes. Current data suggest that T. 
erythraeum can resist these changes, but it would be useful to know how it might fundamentally 
overcome these changes as a highly adaptable organism. Finally, development of a genetic toolbox 
to fundamentally probe its extensive and transient genome would prove wonders into designing 
fundamentally productive platforms like it as well as discovering even more of its unique 
metabolic motifs. Regardless, T. erythraeum is a key to unlocking the mysteries of photosynthesis 
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4.1 Abstract 
4.1.1 Background 
Computational, genome-based predictions of organism phenotypes has enhanced the 
ability to investigate the biological phenomena that help organisms survive and respond to their 
environments. In this study, we have created the first genome-scale metabolic network 
reconstruction of the nitrogen fixing cyanobacterium T. erythraeum and used genome-scale 
modeling approaches to investigate carbon and nitrogen fluxes as well as growth and equilibrium 
population composition. 
4.1.2 Results 
We created a genome-scale reconstruction of T. erythraeum with 971 reactions, 986 
metabolites, and 647 unique genes. We then used data from previous studies as well as our own 
laboratory data to establish a biomass equation and two distinct submodels that correspond to the 
two cell types formed by T. erythraeum. We then use flux balance analysis and flux variability 
analysis to generate predictions for how metabolism is distributed to account for the unique 
productivity of T. erythraeum. Finally, we used in situ data to constrain the model, infer time 
dependent population compositions and metabolite production using dynamic Flux Balance 
                                                 





Analysis. We find that our model predicts equilibrium compositions similar to laboratory 
measurements, approximately 15.5% diazotrophs for our model versus 10-20% diazotrophs 
reported in literature. We also found that equilibrium was the most efficient mode of growth and 
that equilibrium was stoichiometrically mediated. Moreover, the model predicts that nitrogen 
leakage is an essential condition of optimality for T. erythraeum; cells leak approximately 29.4% 
total fixed nitrogen when growing at the optimal growth rate, which agrees with values observed 
in situ. 
4.1.3 Conclusion 
The genome-metabolic network reconstruction allows us to use constraints based modeling 
approaches to predict growth and optimal cellular composition in T. erythraeum colonies. Our 
predictions match both in situ and laboratory data, indicating that stoichiometry of metabolic 
reactions plays a large role in the differentiation and composition of different cell types. In order 
to realize the full potential of the model, advance modeling techniques which account for 
interactions between colonies, the environment and surrounding species need to be developed. 
4.2 Background 
Nitrogen serves a critical role in the metabolism of all organisms. As a key component in 
nucleic acids and proteins, it is required for healthy growth and it is often one of the most limiting 
nutrients for optimal yield. Human intervention via the Haber-Bosch process for the production of 
ammonia has greatly shifted the global nitrogen cycle, however many ecosystems still rely heavily 
on biological nitrogen fixation. One such ecosystem is in the open ocean, which is a nutrient-
limited environment and organisms that thrive here have evolved to thrive in deplete conditions. 
Trichodesmium is a genus of filamentous diazotrophic (nitrogen fixing) cyanobacteria that not only 
flourishes in this environment but provides bio-available nitrogen for surrounding species. 
Trichodesmium is responsible for fixing roughly 100 TgNy-1 of nitrogen  annually (42 % of global 
N fixation) (135) and has been reported to ‘leak’ 30-50% of the nitrogen it fixes (147). The genus 
is ubiquitous in marine environments; it is found in environments as diverse as the Mediterranean 
Sea (217), the Pacific Ocean (216, 231, 232), and the Great Barrier Reef where it has implications 
not only as a source of nitrogen, but also as a center for eutrophication (233). It dwells primarily 
near the surface (139) and can swell to occupy acres of the ocean or sea. Despite its prominence 
in the global nitrogen cycle, most research efforts have focused on in situ sampling and therefore 
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little has been done to model and or predict the effect of different environmental factors on the 
growth and nitrogen fixation rates in Trichodesmium.  
Trichodesmium is a colonial cyanobacteria which grows in multicellular filaments called 
trichomes, each containing about 130 cells (234). Trichodesmium is a non-heterocystous 
cyanobacterium which means it does not employ specialized cells (heterocysts) for nitrogen 
fixation. Instead, nitrogen fixation and photosynthesis can occur within the same cell. Most non-
hetrocystous cyanobacteria separate oxygen producing photosynthesis from nitrogenase by using 
temporal separation; they fix nitrogen at night when the cellular metabolism is in respiration mode 
(consuming carbohydrates stored during the day by photosynthesis). Trichodesmium is unique in 
its mechanism to fix nitrogen, it fixes nitrogen during the day while simultaneously fixing carbon 
via photosynthesis. Respiration rates in Trichodesmium are reported to be higher than other 
cyanobacteria, which ensures a micro- or anaerobic environment and thus minimizes the potential 
poisoning of nitrogenase by oxygen (15, 164). Nitrogenase is only expressed in a subset (10-20%) 
of cells consecutively arranged in the middle of the trichome. These diazotrophic cells only express 
photosystem I because photosystem II produces oxygen (164, 165, 235-237). Current 
characterization of Trichodesmium is limited predominantly to population level observations due 
to its genetic intractability and difficulty to culture. While several laboratory studies investigating 
the complex genome (148, 218, 238), transcriptome (157, 230), and proteome (239) have been 
published, most relate to populations level or sparse in situ studies in diverse, non-ideal growth 
conditions. A handful of other recent studies report on the morphology/structure of the cells (139, 
162, 164, 166) and how cells respond to iron, nickel, and other nutrient stresses (183, 212, 220, 
240). Despite the availability of these studies, they are limited in scope and do not provide a 
complete picture of Trichodesmium on a cellular scale. The long doubling time (57-98 h), low 
growth density (~100mg/L) (9, 205, 212, 241), and lack of genetic tools have limited laboratory 
based research on Trichodesmium, especially compared to other diazotrophic cyanobacteria such 
as Anabaena and Cyanothece.  
This work presents the first genome-scale reconstruction of a colony forming diazotrophic 
cyanobacterium, T. erythraeum, a leader in marine nitrogen fixation. It models biological 
optimization of metabolic exchange and biomass creation through Flux Balance Analysis (FBA) 
and Flux Variability Analysis (FVA) (8) to predict the different metabolic behaviors of the two 
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cell types formed by T. erythraeum, nitrogen fixing cells and photoautotrophic cells, constrained 
by laboratory or published data/observations. The models described in this work illustrate how T. 
erythraeum divides labor between two cells stoichiometrically and applies the first step towards a 
multi-objective framework of these bilaterally operating cells. These results are extended to 
understand overall population compositions and metabolite production rates to visualize what role 
metabolite passage plays in formation of these complex colonies via dynamic Flux Balance 
Analysis (dFBA) (242) and a population co-optimization algorithm. This model lays the 
foundation for future colonial cyanobacteria characterization and integration with in situ and 
transcriptomic data for T. erythraeum. 
4.3 Results 
4.3.1 Biomass Composition and Growth Rates 
Cells were grown in YBC-II medium in ambient air (79% N2) or supplemented with either 
100 𝜇mol KNO3 as a nitrogen source. Growth was monitored by measuring total chlorophyll 
content (see Figure 4.1A). These data were then used to calculate the growth rate and doubling 
time assuming exponential growth (Table 4.1). 
 
Table 4.1. Growth rates and doubling times of T. erythraeum. Reported error is with 3 biological 




Growth Rate (d-1) Doubling Time 
(h) 
Ambient Air 0.0108 ± 5.14 × 10-4 64.4 ± 5.10 
KNO3 0.0120 ± 5.65 × 10-4 58.1 ± 2.86 
 
 
The biomass composition of T. erythraeum was measured in order to formulate an accurate 
biomass formation equation. The composition of cells grown on both ambient air and nitrate were 
measured (see  
Table 4.2) Figure 4.1 as described in the methods section.  The “soluble pool” is a 
collection of soluble metabolites that are well conserved between organisms for survival and 
includes small sugars, energy carrying molecules, and other small molecules. To accurately 
represent proteins and lipids, the amino acid and fatty acid composition of cells were measured as 
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well (see Tables A.1 and A.2). We attempted to grow cells on ammonium because we hypothesized 
that this would remove the necessity of diazotroph formation and enable all the cells in the 
trichome to be carbon-fixing. This would allow biomass measurement of photoautotrophs directly; 
however, growth on ammonium in the laboratory was not possible as seems to be consistent with 
some other cyanobacteria. Therefore, we used the composition of cells grown on N2 as the average 
biomass composition for all subsequent modeling efforts.  
  
 
Figure 4.1. Growth curves and biomass compositions of T. erythraeum. Cells were grown with 
either ambient air (circles/left and blue) or potassium nitrate (triangles/right and dark cyan) as the 
nitrogen source in YBCII medium and growth was monitored by measuring total chlorophyll a 
content. A) Growth curves of cells in different nitrogen sources and computational growth. Error 
bars represent standard deviation from 3 biological replicates.  B) Biomass composition of T. 
erythraeum. The major elements of biomass were measured directly from cultures grown on 
diatomic nitrogen (ambient air) or potassium nitrate. Error bars represent standard error from 6 
biological replicates. 
 
4.3.2 Network Reconstruction and Manual Curation  
Reconstructing a complete genome-scale metabolic network from a genomic sequence 
required several iterations. The first draft of the network was created using an automated genome-
scale model algorithm, the SEED RAST (21) and contained 956 reactions. Automated metabolic 
network reconstructions rely on homology to well characterized and annotated model organisms 
such as E. coli or S. cerevisiae. Therefore, the unique metabolic pathways for photosynthesis and 
nitrogen fixation were not accounted for in the initial draft. The initial automated draft had several 
closer inspection of the reactions revealed that several were predicted by the SEED algorithm but  
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Table 4.2. Biomass composition of T. erythraeum. The biomass equation is the molar 
concentration of the metabolite predicted by the computational molar mass and uses the values 
from the ambient air (N2) grown cultures. The “Soluble Pool” is a collection of soluble metabolites 
that are more or less conserved between organisms for survival (including small sugars, energy 
carrying molecules, etc.) *Subset of protein measurement. **Subset of lipid measurement. 
Metabolite Mass Fraction (g/g DW) Biomass Coefficient (mmol/g DW) 
N2 KNO3 N2 KNO3 
Protein 0.289 0.438 2.12×10-4 2.66×10-4 
Phycoerythrin
* 
1.54×10-2 3.67×10-2 2.64×10-2 4.46×10-4 
Cyanophycin* 3.80×10-2 9.33×10-2 6.96×10-2 4.31×10-2 
Carbohydrate 0.265 0.351 4.59×10-1 5.33×10-1 
RNA 9.18×10-2 6.51×10-2 2.88×10-3 2.46×10-3 
DNA 4.28×10-2 2.40×10-2 1.39×10-3 1.09×10-3 
Lipids 0.1370 7.40×10-2 3.89×10-3 3.00×10-3 
Phycocyanin*
* 
2.60×10-2 3.67×10-2 4.45×10-2 5.37×10-2 
Chlorophyll** 8.91×10-3 0.424×10-3 9.99×10-3 7.37×10-3 
Soluble Pool 2.86×10-2 2.86×10-2 3.79×10-2 3.79×10-2 
Total 0.914 1.04 -  
 
 
gaps and missing reactions, therefore several iterations of manual curation were necessary to fill 
in missing reactions and infer the presence of reactions that were not predicted based on homology 
to model organisms. First, we focused on closing the balance on reactions associated with biomass 
and cellular energy pathways (light harvesting, ATP cycling, and Redox reactions); this was done 
by referencing  metabolic pathway databases such as BioCyc (83) and KEGG (20). We then 
compared our draft network to genome scale reconstructions of other related organisms, including 
Cyanothece ATCC 51142 (243), Synechocystis sp. PCC 6803 (244), Synechococcus sp. PCC 7002 
(245), Arabidopsis thaliana (246), Phaeodactylum tricornutum (247), and Chlamydomonas 
reinhardtii (248, 249). Through comparison, we added more photosynthesis-specific metabolic 
reactions which were predicted to be present in the genome based on BLAST results. Finally, 
transport reactions included in the model were selected based on proteomic data or diffusion (CO2, 
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H2O, N2, etc.) (148).  Manual curation efforts built the model out to a maximum of 1035 reactions; 
had no significant homology to the T. erythraeum genome and were non-essential, therefore they 
were removed. The current draft of the genome-scale metabolic model (Files A.1 and A.2) for T. 
erythraeum contains 971 reactions: 1 biomass formation equation (based on experimental data), 9 
macromolecule synthesis and condensation reactions, 27 exchange reactions, 38 transport 
reactions (validated by proteomics data), and 907 metabolic reactions. These reactions involve 647 
unique genes and 986 metabolites. Despite our manual curation efforts, the model still has 215 
dead end reactions: 113 are involved in lipid, amino acid, or pyrimidine/purine metabolism and 
are bypassed by summary reactions (see File A.3). Manual curation of the model led us to identify 
9 genes which are present in the genome based on homology but not annotated, 5 genes encoding 
enzymes with related functions we assume to be promiscuous and 1 gene which is required for the 
production of biomass but was not present in the genome based on homology (see 4.3).  
4.3.3 Flux Balance Analysis 
A T. erythraeum trichome is made up of cells with two distinct metabolic modes: 
photoautotrophic and diazotrophic.  Each cell type was modeled separately and thus required a 
different set of constraints to define the cell type. The specific constraints applied to each cell type 
based on literature and experimental data are provided in the methods section (Table 4.). Growth 
associated ATP demand is assumed to be identical to Cyanothece sp. ATCC 51142 (243): 544 
mmol ATP (g DW h)-1. Maintenance energy, represented by the reaction EN_ATP: ATP + H2O  
→ ADP + H+ + Pi was adjusted until the predicted growth rate matched published experimental 
growth rates (0.0146 h-1) (9). Maintenance energy demands were found to be:  64.3 mmol ATP 
(g DW h)-1 for photoautotrophs and 67.2 mmol ATP (g DW h)-1 for diazotrophs. We hypothesize 
that this number is significantly higher than heterotrophic bacteria for two reasons: (i) maintaining 
a micro-aerobic or anaerobic environment in the cells for nitrogenase is energetically demanding 
and (ii) we do not constrain the photon absorption beyond the amount provided to the cells in the 
laboratory despite knowledge that cells aren’t 100% efficient at light harvesting. The COBRA 
toolbox (250) was used to evaluate the biomass yields  for each cell type separately subject to 




Table 4.3. Unannotated metabolic reactions in the T. erythraeum genome included in the model based on homology to related 
organisms and/or to close gaps for biomass formation. 





















L-aspartase 4.3.1.1 Tery_1328 Fumarase Nitrosococ-cus 
oceani 
L-arogenate:   
2-oxoglutarate 
aminotransferase 







































































3.6.1.1 Tery_1519 Inorganic diphosphatase 
Dihydroneopterin PPPi 
dephosphorylase 














3.1.4.17 Many 3’-5’-Nucleotide 
phosphodiesterase: 
NMP 










Table 4.4. Predicted yields and selected fluxes for T. erythraeum. Biomass and exchange 
differences between the two cell types are a result of different sources of energy. The carbon mass 
percent (45.8 %) is identical for both cell types because the same biomass formation equation was 
used (based on growth on N2).  
Cell Type Carbon Uptake 
(moles C/  
g DW) 







(g DW/mole N) 
Diazotroph 0.0572 0.204 17.5 55.3 
Photoautotroph 0.0643 -0.0996 15.6 156 
 
 
Flux maps were generated in order to visualize carbon trafficking within the cell for both 
cell types (illustrated in Figure 4.2 with data in File A.4) subject to the constraints specified in 
Table 4.4. As expected, the model for a photoautotrophic cell exhibited high flux through the non-
oxidative pentose phosphate pathway and gluconeogenesis. Moreover, the highest recorded flux 
is through ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO), the enzyme responsible 
for carbon fixation. The TCA and glyoxylate cycles are partially inactive; the majority of energy 
is produced through lower glycolysis or photosynthesis and the TCA Cycle’s main utility is in 
precursor biosynthesis. The diazotroph, on the other hand, has higher flux in the pathways 
associated with respiration: the oxidative pentose phosphate pathway and TCA cycle in particular 
displayed substantial activity. The glyoxylate shunt also has high flux, indicating crucial 
differences in how metabolism is regulated in the different cell types. 
Another utility of a FBA model is the ability to predict essential genes. We performed an 
in silico gene knockout analysis and identified 275 genes as essential in phototrophic cells and 253 
in diazotrophic cells (see red-coded genes in File A.5: Genes Tab). Essential genes are frequently 
linked to biomass relevant compound synthesis (like pigments and amino acids), carbon and/or 
nitrogen fixation, or glycolysis. Genes and reactions which decrease growth rate but were not lethal 
were frequently linked to central carbon processing. These gene knockout results are corroborated 
by reaction analysis, where reactions are removed from the model instead of genes; this analysis 
found 370 reactions essential in a photoautotroph and 363 in a diazotroph (see red-coded reactions 
in File A.5: Reactions Tab). Most reactions overlapped, but 6 carbon fixation reactions and 3 
gluconeogenesis reactions were unique to essentiality in photoautotrophs while ammonium output 
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Figure 4.2. Predicted central metabolic fluxes for (A) diazotrophic and (B) photoautotrophic 
cells of T. erythraeum. Flux balance analysis was used to predict fluxes for both metabolic modes 
in a trichome of T. erythraeum. The thickness of the arrows depicts the amount of flux through the 
reaction normalized to the uptake of the carbon source. Dotted gray lines are available unused 
pathways. Diazotrophic cells have high flux through respiratory pathways, this protects 
nitrogenase from oxygen. As expected, photoautotrophic cells have high fluxes in the Calvin 
Benson Basham Cycle, which is the carbon fixing pathway. Abbreviations for metabolites are 
provided in abbreviations section. A full catalog of fluxes can be found in File A.4. 
 
and 2 nitrogen fixation reactions were unique to diazotrophs. Unfortunately, T. erythraeum has not 
been reported to be genetically tractable and therefore it is not possible to experimentally validate 
these results.  
4.3.4 Flux Variability Analysis (FVA) 
Flux balance analysis uses optimization techniques to predict fluxes in the cell, but most 
(if not all) genome-scale models are underdetermined so there exists the possibility of multiple 
flux distributions that lead to the same solution (in our case biomass/growth rate). To evaluate the 
flexibility in our model, we performed flux variability analysis (FVA) to estimate how much 
variability a particular reaction can tolerate and still give the same solution. Enzymes, selected 
from important pathways and by comparing different metabolic distributions in the diazotrophic 
and photoautotrophic FBA, are shown in Figure 4.3 and a table of bounds provided as Table A.7. 
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Overall, photoautotrophic cells display tighter metabolic regulation and have required flux through 
every major pathway except for nitrogen fixation. In comparison, the diazotrophic model displays 
high variability through these central pathways with the exception of nitrogenase function. For the 
photoautotrophic model, two genes exhibit fully nonzero flux: phosphoglycerate kinase (PGK) 
and ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO). Otherwise, two genes, D-
fructose-1,6-bisphosphate D-glyceraldehyde 3-phosphate lyase (FPAL) in upper glycolysis, and 
sedoheptulose-7-phosphate: D-glyceraldehyde-3-phosphate (TAGSFE) in the pentose phosphate 
pathway exhibit wide ranges with TAGSFE possibly functioning in both directions while the same 
optimum is achieved. The complete tricarboxylic acid (TCA) cycle is invariably nonfunctional for 
energy metabolism in optimization of the photoautotrophs (ACCOASYN, MDH, ICLY, and ICIT) 
and only functions for precursor biosynthesis. Diazotrophs ultimately demonstrate more variability 
due to their energy source as more redundancy exists in carbon oxidation than in photosynthesis: 
all reactions can accommodate zero flux except nitrogen fixation. FPAL and TAGSFE both show 
reversibility (same as photoautotroph with respect to TAGSFE). Although there are similar 
patterns in the different cell types, energy metabolism is significantly different.  
4.3.5 Dynamic Flux Balance Analysis  
Dynamic Flux Balance Analysis (dFBA) was conducted to predict how well the model 
performed when compared to laboratory experiments using the same data to constraint the model 
as reported earlier (see Table 4.6). No additional constraints on diatomic nitrogen or carbon 
dioxide uptake were applied except for the demand from the other cell type We used the dFBA 
model to test a number of different growth conditions and hypotheses. First, to predict the 
equilibrium trichome composition, the model was run with an inoculum of equal parts 
photoautotrophic and diazotrophic cells. Once equilibrium was determined, initial concentrations 
of each cell type were calculated from experimental data and the simulation was re-run to validate 
that the most efficient growth and metabolite production occurred at this equilibrium.  The 
resulting colony fractions to which the cells invariably converged were found to be 0.15:0.85 
diazotrophs:photoautotrophs, similar to experimental evidence (164). To understand how the 
initial inoculum effects the lag phase of the cells, we ran simulations for a number of different 
inoculums. Given that the algorithm requires a sequential progression of metabolism (with the 




Figure 4.3. Allowable variation in flux for central metabolic reactions. Bars visualize the flux 
variability through important pathways. Blue/lined bars are diazotrophic fluxes and green/solid 
bars are photoautotrophic fluxes. High variability implies adaptable responses while low 
variability implies a narrow essentiality for biomass and energy generation. Greater variability was 
displayed between cell types in similar pathways including glycolysis (FPAL, PYRK, PGK), the 
Calvin Cycle (TAGSFE, RuBisCO) and nitrogen processing (GLNSYN) while smaller variability 
was through the TCA cycle (ACCOASYN, MDH, ICIT) and the glyoxylate shunt (ICLY). Non-
zero fluxes were found for the photoautotroph in PGK and RuBisCO while reversibility was found 
in both cell types for FPAL and TAGSFE. Greater variabilities through carbon processing were 
due to redundancies in cellular processing, while less variability or non-zero variability was found 
in non-redundant pathways like carbon and nitrogen fixation. Abbreviations are found under 




time steps was built in where the cells could borrow substrates from an arbitrary cache in their 
environment so that they could grow initially. However, if a population is unable to produce 
metabolites or biomass after those three consecutive time steps, the cells were assumed to be 
unviable and were terminated. How the growth rate evolves over time to reach the experimental 
value (0.0146 h-1) is shown in Figure 4.4. The expected growth rate is obtained rapidly for near-
equilibrium starting populations (15:85, 20:80) and more slowly for populations far from  
 
 
Figure 4.4. Growth rate evolution at different initial compositions. The growth rate between 
time points, taken by measuring biomass generated by dFBA at ti = t and tf = t + 5, was plotted 
versus time. Each line represents a different initial composition as listed on the graph (15:85 
corresponds to 0.1 diazotroph:0.9 photoautotroph, etc.). All other conditions were held equal, and 
carbon uptake and nitrogen fixation were adapted from physiological data over 400 hour intervals. 
The gray line represents the initial composition being set to the equilibrium composition. Growth 
was unachievable at initial compositions of 0:100 and 100:0. 
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equilibrium (90:10). Populations of 0:100 and 100:0 were nonviable. More detailed figures of how 
the model predicts composition changes when far from equilibrium is shown in Figure 4.5 with 
initial equality of cell types. Cells appear to have three distinct growth phases, the first where they 
are adjusting their ratios to move closer toward equilibrium (lag phase) while not able to leak 
metabolites. When the cells are near equilibrium (at ~0.22 diazotroph: 0.78 photoautotroph), they 
are able to grow exponentially, but are unable to leak ammonium consistent with their exponential 
growth (Figure 4.5C). When they finally reach equilibrium, growth and ammonium leakage is 
exponential, indicating most efficient growth. In the dFBA model, photoautotrophic cells are 
unable to grow without diazotrophic cells and vice versa; however, if the models are optimized 
assuming nutrient unlimited environments (unrestricted availability of glycogen or ammonium), 
the photoautotroph can grow at a rate of 0.0182 h-1 and the diazotroph can grow at a maximum 
rate of 0.0188 h-1. From these results, the equilibrium found in nature and this study represents the 
best-case growth scenario for T. erythraeum; this growth appears to be stoichiometrically and 
metabolically motivated instead of regulated through other means.
This experiment generated several important parameters to compare against literature. 
Intercellular metabolite production, cell fraction, and percent released of total fixed nitrogen were 
all predicted using dFBA. The model was run for 1000 iterations with different inoculum 
compositions to investigate the effect of initial compositions of population development. The 
generated values for an ideal population (beginning with equilibrium concentrations of each cell 
type) are summarized in Table 4.4. The model over predicts nitrogenase flux (0.490 mol N2 (g DW 
h)-1 for the model versus 0.132 mol N2 (g DW h)-1 for published measurements but is similar  to 
literature values for carbon dioxide exchange (0.922 mol CO2 (g DW h)-1 for the model versus 
0.927 mol CO2 (g DW h)-1 for laboratory results) (251). The model resulted in a total biomass of 
13.8 mg/L when simulated at equilibrium starting composition, compared to the 10-40 mg/L found 
in our laboratory experiments. Variability in growth occurred as illustrated in Figure 4.6: growth 
rates peaked at 0.0146 h-1 for growth rate as expected due to constraints (47.5 h for doubling time) 
at initial cell fractions of 0.15 diazotrophs: 0.85 photoautotrophs). Initial diazotroph concentrations 
at zero resulted in no growth while photoautotroph dominated inoculums had the minimum 
nonzero values of 2.80×10-4 h-1. Fixed nitrogen release rate distributions and growth rate 
distributions through all iterations are illustrated in Figure 4.7A and Figure 4.7B respectively. 
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Figure 4.5. Computational population rates for T. erythraeum. Dotted blue lines indicate 
diazotroph or fixed nitrogen, green lines indicate photoautotroph or glycogen. A) Fraction of 
population for each cell type. Three phases of growth are present: linear redistribution of cells to 
create enough photoautotrophs, steady preferential allocation to photoautotrophs to drive biomass 
generation, and achievement of equilibrium. Equilibrium is 0.1544 diazotroph and 0.8456 
photoautotroph. B) Growth rates of each cell type. Biomass is modeled using a batch reactor model 
with growth rate determined by FBA using the genome-scale reconstruction and time steps of 1 h. 
C) Medium concentration for metabolites. These indicate the metabolite accumulation in the 
medium as determined by the amount of metabolite produced by each cell type less the metabolite 
consumed plus the amount of metabolite already existing in solution. D) Total growth rate of 
population. This is the total growth rate and is plotted with experimental growth rates in Figure 
4.1. It is calculated by adding the two biomasses in B together. 
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Finally, dFBA was conducted to investigate the effect of different nitrogen sources on the growth 
rate of T. erythraeum. All other constraints on the mode were held constant and the resulting 
growth curves are given in Figure 4.8. As expected, growth rates increase with increasing levels 
of nitrogen reduction and carbon in the nitrogen source. Unfortunately, growth on nitrogen sources 
other than N2 or NO3 have proven to be problematic and there is no evidence of T. erythraeum’s 
ability to utilize other nitrogen sources.  
 
 
Figure 4.8. Predicted in silico growth rates on different nitrogen and nitrogen/carbon 
sources. Each line represents an excess of a compound. The slowest rate is given by ambient 
nitrogen which is the same set of values used for the computational curve. The accompanying table 
relays growth rates and nitrogens or carbons in the source. 
 
4.4 Discussion 
In this work, we present a genome-scale metabolic network reconstruction of T. 
erythraeum which has been experimentally validated and used to predict growth under a variety 




4.4.1 Experimental Data 
An important aspect of any metabolic model is to collect experimental data to aid in the 
development of the model (biomass equation) and for validation (metabolic production and 
cellular equilibrium). Major biomass constituents were measured experimentally with direction 
from literature to define the scope of the biomass constituents (such as inclusion of biliproteins 
and cyanophycin (139, 166)). It should be noted that T. erythraeum differs from other nitrogen 
fixing organisms and cyanobacteria. Species like Cyanothece and Anabaena either temporally 
regulate nitrogen fixation using circadian rhythms or through spatial segregation by forming 
special cells called heterocysts. T. erythraeum, while it does exhibit some circadian regulation 
(252), can fix nitrogen at all times, day or night. It does form two cell types, but the only evidence 
of different structures is indicated by accumulation of starches (166). Cyanophycin granules exist, 
but are distributed throughout the cells, indicating that they are nitrogen storage compounds rather 
than structural devices. After assessing the literature-based behavior of T. erythraeum and its 
differences from other bacteria, biomass was evaluated when grown on nitrogen or nitrate. The 
existence of two separate cell types (diazotrophic and photoautotrophic) within a trichome implies 
a locally nitrogen limited and nitrogen replete environment. We sought to mimic these effects. As 
expected, the nitrogen provided to the cell culture has a significant impact on biomass composition, 
and cells partition their carbon in different ways depending on availability of reduced nitrogen. 
Since the reduction of diatomic nitrogen to ammonia requires a large amount of energy (16 ATP), 
it is likely that the cells activate their nitrogen sparing mechanisms in order to limit the amount of 
nitrogen needed for growth. This is evident in the ratio between carbohydrates and lipids (Figure 
4.1A), which is significantly lower – only 54% – in cells grown on diatomic nitrogen compared to 
those grown on nitrate. This is similar to reports of algae which accumulate lipids in response to 
nitrogen starvation (33, 34, 253-256). Here, we assume that growth on diatomic nitrogen causes 
the cells to act like nitrogen is limiting. Cells grown on nitrate have an increased protein content, 
again highlighting that the cell is no longer acting as if nitrogen is limiting. This increase in protein 
is also commensurate with an increase in the major photosynthetic pigment-protein complex 
phycoerythrin. Cultures grown on diatomic nitrogen convert their fixed nitrogen to higher 
quantities of cyanophycin, a molecule used for nitrogen storage. Meanwhile, this study also sought 
to characterize the laboratory growth rate of T. erythraeum grown on different sources of nitrogen. 
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Table 4.5. Productivities of T. erythraeum according to literature, laboratory experiments, and the dFBA model. NE corresponds 
to exported nitrogen in the form of ammonium. 











(mmol N (g DW h)-1-) 
CO2 Uptake (mmol 
CO2 (g DW h)-1) 
Literature 0.1:0.9 – 0.2:0.8 (164) 0.0146 (9) 47.5 (9) 7.7 (145) – 
52 (162) 
0.132 [29] 0.927 [29] 
Boyle Lab N/A 0.0108 ± 
8.53×10-4 64.4 ± 5.10 N/A N/A N/A 
dFBA 
Model 
0.1544: 0.8456 0.0146 47.5 39.7% 0.490 0.922 
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Figure 4.6. Growth rate at different initial compositions. The average growth rate dependent 
on different relative values of diazotroph to photoautotrophic cells. 1000 iterations were generated 
with random values of initial biomass for each cell type. The initial fraction was calculated using 
the ratio of these two randomly generated numbers and dFBA was run for 400 hours to simulate 
population development over that time period. Where growth rate was zero over three or more 
time steps (1 h each) or the cells were unable to manufacture their own nutrients, cell death was 
assumed and occurred at zero for initial fraction of diazotroph. Optimal growth was found at 
0.1544 and suboptimal non-zero growth was found with diazotroph dominated initial populations. 




Figure 4.7. Nitrogen and biomass production based on variable initial cell concentrations. 
1000 iterations were run with randomly generated initial biomasses of each cell type and run for 
400 h to simulate laboratory measured behavior. A) Fraction of fixed nitrogen released calculated 
by the average amount of fixed nitrogen accumulated in the medium of a Batch Reactor model 
divided by the average fixation rate over the time period. Values are clustered between 25% and 
45% except for non-growth cases where no nitrogen was released because death was assumed. B) 
Growth Rate over all iterations. Non-growth cases resulted in zero, but otherwise a bimodal 
distribution existed. This can be coupled with the 0.1544:0.8456 diazotroph: photoautotroph ratio 




Unfortunately, T. erythraeum showed a reticence to grow on ammonium in the laboratory and has 
no evidence of a putative transporters for amino acids, commensurate with heuristic knowledge of 
other cyanobacteria, which limited this experimentation. Even so, growth rates are similar to 
previous laboratory measurements (0.0108 h-1 for the Boyle Lab and 0.0146 h-1 from (9)) but are 
dissimilar to in situ studies with values measured as low as 1.46×10-4 h-1 in the North Atlantic 
(162). This is not surprising, it is well known that the open ocean is extremely nutrient deplete and 
thus a challenging growth environment. Also, our measurements of growth on different nitrogen 
sources do not indicate a statistically significant disparity in growth rate based on nitrogen source 
despite significant changes in cellular composition. As such, the data implies that nitrogen 
availability is not the major limiting factor in cellular growth. This is supported by literature which 
demonstrates that T. erythraeum is much more efficient in higher CO2 concentrations (173). This 
means that the major effect of nitrogen source is on cellular composition and implies that carbon 
fixation is the growth limiting function of T. erythraeum. 
4.4.2 Metabolic Network Reconstruction  
Equipped with a high-level biological understanding of the organism, a genome scale 
reconstruction was built using the annotated genome, enzyme databases, models of related 
organisms, and the laboratory biomass measurements. The first draft of the genome-scale 
metabolic network for T. erythraeum was created using the SEED RAST algorithm (21) followed 
by manual curation. Manual curation was conducted by adding all possible reactions predicted by 
databases, similar organisms, and gaps based on data in primary literature and publicly available 
databases (257). This was pruned to the current model (986 metabolites, 647 unique genes and 971 
reactions) by vetting each reaction through BLAST and essentiality. These numbers are 
comparable to metabolic network reconstructions of similar organisms (Table A.3).  Reactions 
relating to central metabolism, including carbon fixation, glycolysis, the TCA cycle, 
photosynthesis and the pentose phosphate pathway, are conserved between T. erythraeum and the 
other cyanobacteria listed in Table A.3. Biomass equations were based on the Cyanothece ATCC 
51142 model (243) for lipid and protein formation. The reactions were mass balanced to predict 
molar masses, and the biomass measurements were interpreted using these computational 
predictions. Finally, closure was obtained through proteomic assessment of transport reactions in 
conjunction with the metabolic network and biomass equations. Overall, the manually curated 
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model of T. erythraeum is a strong summary of the majority of metabolic processes and relates 
well to previous models. 
One of the more challenging aspects of building a metabolic network of a non-model 
organism is the lack of (or completeness of) genome annotation. However, in performing a 
genome-scale reconstruction, shortcomings in annotation can be identified. In order to achieve 
closure, 16 reactions were added that are not linked directly to a gene in the T. erythraeum genome 
by assuming enzyme promiscuity, hypothetical protein function, or a lack of evidence for its 
existence. To validate or refute the presence of these genes in the genome, we did extensive 
BLAST analysis with related organisms with more complete annotations (other cyanobacteria, E. 
coli and A. thaliana). We identified 5 genes encoding enzymes which had evidence of the desired 
function but were annotated differently (Table 4.3); we assumed these enzymes to be promiscuous 
and perform the necessary functions to fill gaps in the network. These assumptions were possible 
because the genes are often found to have redundant or generic function (the promiscuous genes 
include phosphatases and transaminases). We identified an additional 10 genes which were 
previously unannotated but are predicted to be present in the T. erythraeum based on homology to 
related organisms (Table 4.3). Most of these genes encode enzymes associated with the glyoxylate 
cycle, aminotransferases, and amino acid metabolism. Again, some of these enzymes have 
traditionally exhibited generic behavior (like transaminases), but other enzymes were unannotated 
due to their single-function synthetic purposes (like amino acid synthesis). Interestingly, enzymes 
associated with the glyoxylate cycle show the most similarity with ammonium oxidizing bacteria. 
The aminotransferases and amino acid metabolism enzymes, which generate some of the carbon 
molecules that participate in the glyoxylate cycle, show most similarity to other colony forming 
cyanobacteria like Leptolyngbya and Nostoc. This indicates that nitrogen metabolism may have 
impacts on peripheral carbon metabolism that merits future investigation. Finally, one enzyme 
which was necessary for the model to produce biomass, (R)-pantoate: NADP+ 2-oxidoreductase 
(E.C. 1.1.1.169), was not found to be present in the genome. This implies that T. erythraeum may 
have evolved an alternative pathway which has not yet been identified, or that the synthetic route 
for (R)-pantoate has significant structural differences. Main pathways included in the model along 
with the several of the newly annotated enzymes are presented in Figure 4.9. Confidence levels in 
the model reflect the strength of prediction of the enzymes, with ones referring to the enzymes 
discussed above.  
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4.4.3 Predicting Central Metabolic Fluxes  
With a vetted series of metabolic interactions, the model was used to study whole-cell behavior 
for both diazotrophs and photoautotrophs separately using flux balance analysis (FBA). The two 
cell types share the same genome but have distinct metabolisms based on differences in regulation 
due to cellular differentiation: diazotrophic cells provide biologically available nitrogen for the 
community and photoautotrophic cells provide a reduced carbon source, in the form of glycogen, 
to the diazotrophs. To model metabolic fluxes for each type of cell, we developed two sets of strict 
constraints (see Table 4.4) to reflect the laboratory constraints measured by literature (9). We fit 
the predicted growth rate from the model by changing maintenance energy and used metabolite 
production (of the metabolites exchanged between cells) as the objective equation to ensure 
satisfaction of both objectives. As expected, flux distributions were specific to cell type. Carbon 
fixation is central to photoautotrophic function and is evident by high flux through the Calving 
Benson Bassham cycle. For diazotrophs, the absence of Photosystem II requires a functional TCA 
cycle for production of cellular energy. Interestingly, the oxidative pentose phosphate pathway 
was preferred over glycolysis, likely due to minimizing carbon oxidation and/or redox balancing. 
This same phenomenon explains the activation of the glyoxylate shunt which has evolved to 
conserve carbon (258-261). The flux maps envision crucial, but expected, differences in 
metabolism between cell types that are similar to previous findings. 
Gene and reaction essentiality were also performed using the same constraints and agree 
well with flux balance analysis (see File A.5) and gene essentiality in related organisms. Essential 
genes include carbon fixation, biomass synthesis, and central metabolism (gluconeogenesis and 
lower glycolysis) for photoautotrophs and nitrogen fixation, biomass synthesis, and carbon 
oxidative cycles for diazotrophic cells. Most notably, ammonium export is required for biomass 
production in diazotrophs, predicting that ammonium leakage is necessary for redox/energy 
balancing in these cells. These findings correlated with previous studies which find that 
photosynthetic pigments and certain amino acid pathways are essential (249) while some carbon 
metabolism like the later parts of the TCA cycle are dispensable in cyanobacteria (262). The model 
is effective, then, in in silico predictions of essential and conserved metabolic motifs. 
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Figure 4.9. Genome scale reconstruction and filled pathways. The green cell is the 
photoautotroph, the blue cell is the diazotroph. Red arrows indicate missing pathways; appended 
genes indicate BLAST derived genes. Zoomed out sections are pathways that were completed. 
Omissions are summarized in Table 4.3 and describe amino acid metabolism and secondary carbon 
metabolism as the majority of gap-filled reactions. Only 1.1.1.169 (top zoom-out) had no 







The flux maps we present here represent only a single possible solution due to the 
underdetermined system used for optimization. To assess the bounds and possible adaptations of 
the model, FVA was conducted and visualized for important pathways (Figure 4.3). The 
photoautotrophic cells showed much tighter bounds for central metabolic processes than their 
diazotrophic counterparts, likely because their metabolites (glycogen) require roughly 64 ATP/mol 
as opposed to ammonium which requires 8 ATP/mol (16/mol N2) plus additional maintenance 
energy. Consistent with gene essentiality and intuition, Ribulose-1,5-bisphosphate 
carboxylase/oxygenase (RuBisCO) requires a non-zero flux to maintain optimal behavior. 
Phosphoglycerate kinase (PGK) – which is in lower glycolysis/gluconeogenesis – is a less intuitive 
non-zero reaction, but the reaction represents an important step in both optimal carbon oxidation 
and reduction. For both cell types, D-fructose-1,6-bisphosphate D-glyceraldehyde 3-phosphate 
lyase (FPAL) and sedoheptulose-7-phosphate: D-glyceraldehyde-3-phosphate (TAGSFE), which 
correspond to reactions in upper glycolysis and the non-oxidative pentose phosphate pathway, 
show high variability; TAGSFE can even function reversibly while maintaining optimality. 
Otherwise, the photoautotrophic cells have zero or near-zero flux for all TCA_Cycle enzymes 
(acetyl-coA synthase: ACCOASYN, malate dehydrogenase: MDH, isocitrate lyase: ICLY, and 
bifunctional aconitate hydratase 2/2-methylisocitrate dehydratase: ICIT) because of a lack of 
electron donors available for carbon oxidation. Glutamine synthase (GLNSYN) displays a small 
flux for ammonium metabolism and incorporation while PEP carboxylase (PCX) can 
accommodate flux using its role as an alternative to RuBisCO for single-carbon incorporation. In 
the diazotrophic cells, pyruvate kinase (PYRK) and glutamine synthase (GLNSYN) exhibit high 
flux capacities due to their substrates being precursors for many essential metabolites in the cell 
and the energetic latitude given by the reduced carbon supply, but are irreversible. TCA cycle has 
intermediate flux capacity because the reactions in it represent best-case processing for carbon 
oxidation, while the glyoxylate shunt (isocitrate lyase, or ICLY) is used for carbon conservation 
(258-261). Diazotrophic metabolism only has one significant deviation: the flux through the 
nitrogenase enzyme is invariable. These data are similar to findings for other photoautotrophic and 





4.4.4 Modeling Equilibrium Colony Composition 
Simulations to this point showed the metabolic differences between the cell types, but had 
not accommodated their function as a community. For this reason, dynamic FBA (dFBA) was used 
to expand the study to simulate how gene-predicted metabolism causes higher order community 
behaviors. Previous studies have used dFBA for similar applications, including diauxic growth in 
E. coli and the competition between Rhodoferax and Geobacter (242, 265, 266), but this study 
presents the idea of dynamic allocation of cells based on metabolite production to simulate need-
based differentiation. Since all cells are defined by the same genome, differentiate based on the 
needs of the community and are invested in the viability of surrounding cells, there is a third level 
of interaction within these communities. To model this, diazotrophs and photoautotrophs were 
treated like separate, symbiotic, interdependent populations that could achieve perfect diffusion of 
substrate. Then, based on the deficiency of one metabolite, cells would be allocated from the 
deficiency generating cell (the consumer) in proportion to the shortage to correct it. If there was 
only metabolite surplus, all excess cells from the diazotroph would be allocated towards 
photoautotrophic production which was implied to drive biomass growth. This was run with both 
this and the opposite assumption (that all excess would be allocated to the diazotroph) with 
identical results, meaning that this assumption was an artifact of the algorithm rather than a pivotal 
administration. Importantly, this algorithm requires the photoautotrophs to act by generating 
biomass and enough glycogen for the prior generation plus a predictive amount based on growth 
rate before the diazotroph reacts and creates ammonium. Therefore, the model can inappropriately 
fail since metabolites are not being simultaneously synthesized. The model was “seeded” with 
initial ammonium and glycogen substrates that served to prevent this from affecting the model 
with a “grace period” of three time steps to allow the model to correct the initial “loan” from the 
environment. Once the algorithm was developed, it was used to interrogate population efficiency 
by determining equilibrium compositions of cells, predicting metabolite excretion fluxes, and to 
predict the effect of changing environments on the cell (especially for conditions that are not 
possible experimentally). The laboratory-imposed constraints used for FBA were converted to 
relaxed, optimal constraints to reflect the lower growth rates measured in our lab. When optimized 
independently, assuming replete nutrients for each cell type, both cells grow much faster than in 
limited, co-dependent conditions (0.0182 h-1 for photoautotrophs and 0.0188 h-1 for diazotrophs 
versus 0.0146 h-1 for the population). This is logical: when nutrients are limited overall growth is 
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limited. Another observation is that photoautotrophic growth is slower even ideal conditions, 
reinforcing the hypothesis that biomass generation is limited more by carbon than nitrogen.  
To determine equilibrium behavior by the community and how well the model could 
predict the behaviors we observed, we conducted dFBA using this algorithm over 360 hours with 
several different starting conditions. First, a 50:50 starter culture was used to model both how a 
colony might achieve equilibrium through cellular differentiation and the resulting equilibrium. In 
order to achieve efficiency, three phases govern cell response to metabolite deficiencies as 
illustrated by Figure 4.5. First, photoautotrophs are generated to correct for carbon deficiency over 
the first 120 hours (steeper slopes in Figure 4.5A and linear slopes in Figures 4.5A and D) and 
without excretion of metabolites (Figure 4.5C). Meanwhile, the diazotrophs are tasked with 
producing enough fixed nitrogen to support the community, but all biomass generation is diverted 
towards photoautotrophs because the “seed” carbon or nitrogen is rapidly depleted. In the second 
phase from hours 120 to 250, where the cells are near but not at equilibrium, the cells redistribute 
more slowly as the community is able to support itself without reaching a deficiency while 
producing some metabolites (Figure 4.5C). Finally, after about 250 hours, equilibrium is reached 
where more photoautotrophs will deplete the environment of fixed nitrogen and fewer will reduce 
biomass generation. This is also the stage where metabolite production is most rapid, and 
ammonium and glycogen are exchanged between cells and the environment exponentially Figure 
4.5 These results are encouraging because they justify our observation that the model converges 
to an equilibrium regardless of initial composition, and the equilibrium falls within experimental 
and in situ levels. 
Convergence toward equilibrium was investigated further by incrementally changing 
initial biomass ratios and plotting growth rate versus time. Rapid convergence by an inoculum of 
15:85 diazotroph:photoautotroph is expected and promotes this as ideal behavior by cellular 
populations (Figure 4.4). The convergence by other inoculums reinforces the idea of an 
equilibrium composition and shows the inefficiency of other starting populations. Finally, since 
the model assumes no diffusional limitation and similarly structured cells, this convergence to an 
equilibrium demonstrates that metabolic interactions play a large role in community regulation of 
T. erythraeum. We repeated this analysis 1000 times to see how the composition of the inoculum 
affected equilibrium composition of the cells (Figure 4.6). In agreement with the single simulation 
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results from above, starting with compositions that were not close to equilibrium resulted in 
suboptimal growth (for excess diazotrophs) or no growth (for excess photoautotrophs). “Death” 
(defined as a growth rate of zero for three time steps or more), was strictly contained within the 
initial phase of growth when the inoculum was 0:100 or 100:0. This is because either nitrogen 
generation or glycogen generation is too low to support the population before efficient biomass 
production is achieved and the cells do not have enough exogenous resources to correct this. The 
equilibrium composition and nitrogen release fraction are both close to observed data: a starter 
culture closer to the cell composition measured in the ocean (10-20% diazotrophic cells and 80-
90% photoautotrophic cells (164, 165, 235-237)) grows nearest the constrained growth rate, while 
compositions further from that equilibrium result in depressed rates. The full distribution of 
possible growth rates can be seen in Figure 4.7B and illustrates a bimodal distribution. The 
separation between the two peaks can be explained by the extent of domination by either cell type. 
When diazotrophs dominate, suboptimal growth occurs; when photoautotrophs dominate, the cells 
operate optimally or die due to deficient nitrogen production. Figure 4.7A depicts the range of 
nitrogen release rates dependent on initial inoculum and display a fairly narrow range. In non-
death situations, it is consistent within 25% and 45% of total fixed nitrogen, well within the 
literature recorded values of 7.7% (145) to 52% (162). Across all growth rates, nitrogen leakage 
is 29.4% of total fixed nitrogen, but for optimal growth rates (
𝜇𝜇𝑚𝑎𝑥 ≥ 0.9), nitrogen leakage is 
37.5%. Again, nitrogen leakage appears essential to efficiency in biomass generation as evidenced 
both by observation and simulation. The repetition of the simulation show that an equilibrium 
composition similar to observation was invariable and is mediated by metabolism while nitrogen 
is a required side-effect of this optimal growth. 
The model was also used to simulate growth conditions that have not been possible to 
perform in the laboratory. To date, T. erythraeum has not been reported to grow on more reduced 
nitrogen sources; however, we are able to predict how growth on these other N sources using our 
model (Figure 4.8). With increasingly more reduced nitrogen sources and higher carbon content 
(N2 > NH4+ > Urea > Glutamate > Glutamine), the growth rate increases from 0.0146 h-1 to 0.0262 
h-1 with the exception of urea, which has the second lowest growth rate (0.0151 h-1) due to its 
requirement of ATP consuming active transport and a byproduct of moderately useful CO2. In the 
Boyle laboratory, T. erythraeum only grows on N2 or nitrate and this general trend is also seen in 
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other laboratory data.  T. erythraeum, therefore, lives in a very narrow optimum between two 
important objectives: carbon and nitrogen fixation. The availability of carbon (or lack thereof) 
particularly limits growth. In reality, light also has an important role in growth rate because a few 
centimeters below the surface of the ocean light becomes severely limited. Diffusion, predation, 
colony shape, and other influential factors can also limit the cell’s ability to grow optimally. Even 
so, biomass generation predictions correlate well between with laboratory data and predicted 
equilibrium compositions of cells are close to observed values. In order to more effectively 
leverage this model for colony modeling more sophisticated methods should be used, however, 
the model has already enabled genome discovery and investigation into the metabolic regulation 
of this unique and significant cyanobacterium. 
4.5 Conclusions 
A genome-scale metabolic network reconstruction was performed for the filamentous 
diazotrophic cyanobacterium, T. erythraeum. This organism has a prominent role in the global 
nitrogen cycle; it is responsible for 42% of the annual biological nitrogen fixation and secretes 
between 7.7% (145) and 52% (162) of the nitrogen it fixes into the ocean, providing an important 
source of bio-available nitrogen to other organisms. This model was then subjected to constraints-
based modeling, such as FBA, FVA and dFBA to investigate the effect of changing environmental 
conditions and initial cell composition on equilibrium cell compositions and to predict inter- and 
intra-cellular fluxes. Our simulations indicate that cells exhibit traditional metabolic diversions to 
conserve carbon in nitrogen-fixing cells (diazotrophs) and to conserve energy in carbon fixing 
cells (photoautotrophs). From simulations with unconstrained carbon/nitrogen uptake, it appears 
that photoautotrophs have a lower optimal growth rate than diazotrophs; however, in nature, these 
conditions would never exist. Diazotrophs rely on photoautotrophs for their required carbon and 
cannot grow in their absence. The model predicts an optimal growth rate for a trichome made up 
of 15.4% diaztroph, this agrees well with published reports of 10-20% (164, 165, 235-237). Thus, 
the model is capable of accurately predicting the required cellular compositions for optimal 
growth, implying that the composition of cells within a trichome is largely determined by 
stoichiometry. The success of this and other correlations between our model and laboratory and in 
situ measurements infers that the hypothesis that metabolites are the main influence for cell 
differentiation for T. erythraeum is correct. 
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The genome-scale metabolic network reconstruction and subsequent model simulations lay 
the foundation for further interrogation of the metabolism of T. erythraeum. This globally 
significant diazotroph plays an integral role in the ocean, providing a much-needed nitrogen source 
in a very deplete environment. The modeling techniques we have employed above perform well 
in terms of predicting the growth of a trichome in an ideal environment; but to fully capture the 
role of T. erythraeum in the ocean, more advanced modeling techniques must be developed. In its 
native environment, T. erythraeum interacts with many other species and therefore multiscale 
models which can capture not only the interaction of the cells with their environment but 
interactions between cells (identical and other species) must be developed. These types of multi-
scale models may also prove useful in modeling and predicting the effect of rising temperatures 
and carbon dioxide levels in the atmosphere.  
4.6 Methods 
4.6.1 Cell Cultivation 
Trichodesmium erythraeum IMS101 cells were acquired from the Bigelow Laboratory for 
Ocean Sciences (East Boothbay, ME, USA). They were grown in an New Brunswick (Hamburg, 
Germany) Innova 44R incubator at 24 °C with 80 μE/m2/s with 12h light/12h dark cycles. Cells 
were grown in artificial seawater YBC-II medium (252) at pH 8.15-8.20. Where specified, KNO3 
was added to final concentration of 100 µM. All chemicals were obtained from Sigma-Aldrich (St. 
Louis, MO). Growth rate was monitored by measuring chlorophyll absorbance (267) from 50 mL 
of culture every two days. 
4.6.2 Biomass Composition  
Total biomass mass was determined by dry weight analysis, cells were filtered with a 
Whatman 0.22 𝜇m cellulose-nitrate filter and dried in an oven overnight. More extensive biomass 
quantitation protocols can be found in Appendix D. 
4.6.2.1 Protein Quantitation 
Total protein was quantified using the Pierce BCA Protein Assay Kit (Waltham, MS, 
USA). Cyanophycin and phycoerythrin are both protein-based compounds, so to avoid double 
counting, their mass fractions were subtracted from the total protein content. Proteins were 
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hydrolyzed, derivatized and analyzed on an Agilent 5973 Mass Detector with an Agilent 6890N 
Network GC System on an HP-5 column to determine the amino acid composition following the 
method by Antoniewicz et al. (268).  
4.6.2.2 Carbohydrate Quantitation 
Carbohydrates were measured colorimetrically using the anthrone method (269) against 
glycogen as a standard. 
4.6.2.3 Cyanophycin Quantitation 
Cyanophycin is a primary nitrogen storage molecule for diazotrophs and is polymerized 
arginine and aspartamine in a 1:1 ratio (177). Cyanophycin was extracted by disrupting 740 𝜇L of 
250 mL cells concentrated to 2 mL via filtration and rinsing with TE buffer with 2.70 mg/mL 
lysozyme overnight at 37 °C, centrifuging at 16,100 x G for 5 minutes, and resuspending the pellet 
in 1 mL of 0.01 M HCl (in which cyanophycin is soluble) for 2 hours. The extraction was repeated 
on the pellet, the supernatant fractions were combined, and cyanophycin was quantified 
colorimetrically using the Sakaguchi reaction (270). 
4.6.2.4 Phycoerythrin Quantitation 
Phycoerythrin is a protein-pigment complex that is abundant in T. erythraeum and absorbs 
light for photosynthesis. It is soluble in neutral and slightly basic environments and the supernatant 
resulting from disruption of 740 𝜇L of cells concentrated from 250 mL to 2 mL via 2.70 mg/mL 
lysozyme was collected and measured spectrophotometrically at 455 nm, 565 nm, and 592 nm, 
and quantitated using the equation [𝑅 − 𝑃𝐸] = 0.12 × [(𝐴565 − 𝐴592) − 0.20 × (𝐴455 − 𝐴592)] 
(271). 
4.6.2.5 Lipid Quantitation 
Lipids were extracted using the Bligh and Dyer method (272). Chlorophyll a and 
phycocyanin are both lipids, so their masses were subtracted from the total lipid to avoid double 
counting. 
Total lipids were assumed to be made up of the four major subclasses: SQDGs, MGDGs, 
DGDGs, and PGPs (273). Fatty acid composition was determined via GC/MS to determine the 
relative carbon length that constituted lipids in total. The carbon length ratios (C18:C16:C14, etc.) 
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was assumed to be the same distribution for every lipid subclass. Otherwise, lipid pathways were 
consistent with the methods described in the Cyanothece ATCC51422 model (243) and the relative 
amounts of lipid subclasses (SQDG:MGDG:DGDG:PGP) were assumed to be consistent with 
Cyanothece. 
Fatty acid methyl esters (FAMEs) were analyzed using GC/MS methods previously 
described for Synechococcus sp. PCC7002 (103). 
4.6.2.6 Chlorophyll A Quantitation 
The only chlorophyll pigment T. erythraeum contains is chlorophyll a, which was extracted 
using an 80% acetone/20% methanol solvent according to Harris (267). First, 250 mL cells were 
filtered using a 0.45 𝜇m glass fiber filter and were then washed with 2 mL solvent to yield a 2 mL 
green solution. The resulting liquid was centrifuged at 4 °C at 13,100 x G for 10 minutes and the 
1 mL of the supernatant was diluted to 2 mL and assayed spectrophotometrically through 
measurement at 646.6 nm, 663.6 nm, and 750 nm, and using the equation: [𝐶ℎ𝑙𝐴] =[0.01776(𝐴646.6 − 𝐴750) + 0.00734(𝐴663.6 − 𝐴750)]. 
4.6.2.7 Phycocyanin Quantitation 
2.70 mg/mL lysozyme was used to disrupt 740 𝜇L cells concentrated from 250 mL to 2 
mL via filtration overnight and phycocyanin was measured in the resulting medium according to 
established techniques (274, 275). 
4.6.2.8 DNA and RNA Quantitation 
DNA and RNA were extracted using MoBio UltraClean Microbial Isolation Kits 
(Carlsbad, CA, USA) with 50 mL cells concentrated to 2 mL, of which 740 𝜇L was disrupted using 
2.70 mg/mL lysozyme overnight at 37 °C/proteinase K for 2 hours at 55 °C instead of bead 
disruption. The concentration of DNA and RNA were assessed spectrophotometrically using 1 cm 
path-length extinction coefficients (276).  
4.6.3 Genome Scale Metabolic Network Reconstruction 
The genome scale network reconstruction was based on the publically available genome 
sequence (85) and an automated annotation program (21). This first draft was manually curated 
using primary literature (179, 277), enzyme/metabolic databases (20, 83, 278, 279), and 
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comparison to similar organisms (243, 245, 264, 280). Reactions were considered reversible unless 
indicated by a database, an annotation in a similar organism, or significant thermodynamic 
infeasibility to be otherwise. For conserved or metabolically necessary reactions that were not 
contained in a database, NCBI’s BLAST with an acceptable e-score of 1e-6 (281) algorithm was 
used and compared to related genera like Leptolyngbya, Anabaena, Synechococcus, and 
Cyanothece to identify unannotated genes. Where these organisms failed to predict genome 
similarity, proteins displaying the function as the unannotated, or insufficiently annotated, reaction 
were BLASTed against all available organisms. This resulted in similarities to the organisms in 
Table 4.3, and included Nitrosococcus oceani, Pleurocapsa sp. PCC 7327, Zymomonas mobilis 
subsp. NRRL B-12526, Amborella trichopoda, Dehalococcoides mccartyi VS, Nostoc sp. PCC 
7524, and Candidatus Nitrosophaera gargensis. Photosynthesis was modeled similarly to other 
cyanobacterial genome scale reconstructions (243, 245, 264, 280) by converting the complex 
protein interactions to a series of redox reactions with photons as an initial substrate and 
subsequent reduction reactions being passed to energy carriers and ATP synthase. Gene-protein-
reaction associations were assumed using sequence data in conjunction with existing models and 
protein structures to predict conditionality of their assignments (e.g., if a reaction required a protein 
complex, the GPRs were assigned an and operator; redundant genes were assigned an or operator). 
These were done with consultation of KEGG (20), BioCyc (83), BRENDA (278), and CyanoBase 
(279). Finally, transport reactions included in the model were validated based on proteomic data 
or diffusion (CO2, H2O, N2, etc.) (148).  Manual curation efforts built the model out to 1035 
reactions; closer inspection of the reactions revealed that several were predicted by the SEED 
algorithm but had no significant homology to the T. erythraeum genome and were non-essential, 
therefore they were removed. Irreversibility was assumed where databases indicated significant 
energetic unfavorability (such as in redox reactions) or where other models demonstrated 
consistent unidirectionality. Reactions were finally elementally and charge balanced using built-
in COBRA functionality in conjunction with the PubChem Database (282). Small molecules with 
known properties like pyruvate were used to build out into summary biomass reactions and predict 
summary macromolecule and biomass constitution. Confidence intervals were added to the model 
to reflect the source of the reported gene linking: fours were assigned to the transport reactions 
because of their proteomic data, twos were assigned to all reactions with significant sequence 
similarity to known protein reactions, and ones were assigned to all gap-filling reactions or 
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reactions with insignificant similarity. The model was assessed using built-in COBRA 
functionality to determine Type III Reactions by closing all exchange reactions and evaluating the 
flux variability of the internal reactions. This resulted in no variability, meaning that futile cycles 
were eliminated (283). 
4.6.4 Model Simulations 
4.6.4.1 Defining Constraints 
The genome scale metabolic network was used to predict fluxes using FBA (284). The 
constraints applied to the model were determined from experimental data or laboratory or in situ 
data found in literature (9, 162). Two different sets of constraints were used in order to model the 
different cell types: diazotrophic and photoautotrophic. Diazotrophic involved Photosystem II 
deactivation (168), nitrogenase activation, and carbon/nitrogen sources available for uptake. 
Photoautotrophic cells uptake CO2 and ammonium while exporting glycogen, diatomic oxygen, 
and diatomic nitrogen. Available nutrients, trace metals, and ions which are allowed to be used for 
growth were restricted according to the YBC-II medium formulation. Table 4.6 details the 
differences in constraints for each modeled cell type. An upper limit for photon uptake was set to 
80 μEinsteins because this represents the total light provided to the cells in the laboratory. Then, 
biomass related ATP was set to values similar to Cyanothece sp. ATCC 51142, another 
photosynthetic diazotroph (243), at 544 mmol ATP (g DW h)-1 and maintenance related ATP was 
set so that the growth rate matched literature derived physiological data (9). The model was 
constrained by the growth rate provided by literature using dFBA to define biomass maintenance 
energy constraints (251) and then concurrently constraining nitrogenase and carbon dioxide uptake 
rates from the same study. The maintenance flux for photoautotrophs was determined to be 64.3 
mmol (g DW h)-1 and 67.2 mmol (g DW h)-1 for diazotrophs by matching the growth rate in the 
dFBA model to the growth rate measured in literature. This is significantly higher than other 
reported values, but is justified by the lack of substantial light restrictions. It is assumed that light 
uptake restrictions and maintenance ATP are both contained within this constraint. All other 







Table 4.6. Constraints for each cell type in model simulations for FBA and FVA. 
Parameter Diazotroph Photoautotroph 
Carbon Uptake  
(mmol C (g DW)-1 h-1) 
0.927 (glycogen) (251) 0.927 (CO2) (251)  
Nitrogen Uptake  
(mmol N (g DW)-1 h-1) 
Unlimited (N2) Unlimited (NH4+) 
Nitrogenase Flux  
(mmol (g DW)-1 h-1) 
0.132 0 
Maintenance Energy  
(mmol ATP (g DW)-1 h-1) 
64.3 67.2 ℎ𝜈𝑃𝑆𝐼 80 80 − ℎ𝜈𝑃𝑆𝐼𝐼 ℎ𝜈𝑃𝑆𝐼𝐼 0 80 − ℎ𝜈𝑃𝑆𝐼 
Growth Rate  
(h-1) 
0.0146 (251) 0.0146 (251) 
Metabolite Output NH4+ Glycogen 
Objective Function  Maximize biomass Maximize biomass 
 
 
4.6.4.2 Problem Formulation for FVA and FBA 
FBA and FVA were conducted using COBRA toolbox functions (250). The optimization 
problem was constructed around the steady-state assumption with objectives of biomass generation 
subject to different cell type constraints specified by Table 4.6. Table 4.7 shows the abbreviations 
and notations for equations. 
The cell-specific uptake and export rules as well as the seawater constraints generated a 
suite of constraints of the form (where DZ means diazotroph, PA means photoautotroph, and M 
means macroscopic): 
 
Table 4.7. Variables and notations used in simulations. 
Variables Identifiers Sets Indices 𝛼: allocation 
coefficient 
‘: uncorrected value 𝒞: consumers 𝛾: consumer of 
glycogen/consumer 
cell in allocation 
C: concentration 0: initial 𝒫: producers c: producer of 
glycogen 















 𝜇: consumer of 
ammonium 𝜇: growth rate chIL: nitrogenase  n: producer of 
ammonium 𝜈: flux cons: consumer  𝜋: producer cell in 
allocation 
N: number of steps 𝛿: differentiation 
pool 
  𝜎: portion control 
for allocation 
DZ: diazotroph   
S: stoichiometric 
matrix 
f: final   
t: time m: metabolite   
X: biomass n: step   𝑌𝑁→𝐸𝑛𝑣: fraction of 
nitrogen released to 
the environment 
PA: photoautotroph   
 prod: producer   
 PSI/II: Photosystem 
I/II 
  
 T: total   
 
The cell-specific uptake and export rules as well as the seawater constraints generated a 
suite of constraints of the form: −1000 ≤  𝑣𝑠𝑖 ≤  0 ∀𝑠 ∈ 𝒮, ∀𝑖    (4.1) 
Diazotroph Cell Bounds: −1000 ≤ 𝑣𝑛𝐷𝑍 ≤ 0 ∀𝑛 ∈ {𝑁2, 𝐺𝑙𝑦𝑐𝑜𝑔𝑒𝑛, 𝑂2} 0 ≤ 𝑣𝜇𝐷𝑍 ≤ 1000 ∀𝜇 ∈ {𝑁𝐻4+, 𝐶𝑂2} 𝑣𝑃𝑆𝐼𝐼𝐷𝑍 = 0 𝑣𝑐ℎ𝐼𝐿𝐷𝑍 = 0.206               (4.2) 
Photoautotroph Cell Bounds: −1000 ≤ 𝑣𝑁𝐻4+𝑃𝐴 ≤ 0 
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0 ≤ 𝑣𝑐PA ≤ 1000 ∀𝑐 ∈ {𝑁2, 𝐺𝑙𝑦𝑐𝑜𝑔𝑒𝑛} 0 ≤ 𝑣𝑃𝑆𝐼𝐼𝑃𝐴 ≤ 1000 𝜈𝐶𝑂2𝑃𝐴 = −0.927 𝑣𝑐ℎ𝐼𝐿𝑃𝐴 = 0           (4.3) 
It should be noted that seawater ingredients are assumed to be replete in this model. 
Steady state was assumed to make the model solvable: 𝑺 ∙ 𝒗 = 0           (4.4) 
Essentially, this means that mass is conserved and all inputs exit either through the biomass 
equation or through export. The second major assumption was that the only outputs would be 
biomass, glycogen, or ammonium; energy or mass balancing mechanisms, such as through organic 
acid spilling, were assumed to be negligible because of efficient, exponential growth conditions.  
Gene deletions, reaction deletions, and dead-end reaction analysis were run using these 
constraints. These problem formulations were solved using the COBRA toolbox (250) in 
conjunction with the Gurobi (Houston, TX, USA) solver in MatLab (Natick, MS, USA).  
4.6.4.3 Dynamic FBA (dFBA) 
dFBA was executed with the aid of the Dynamic Multispecies Metabolic Modeling 
(DyMMM) framework as a template (266). Both this model and the DyMMM model built on 
traditional dFBA which estimates solutions to the time-dependent equations governing population 
growth and substrate utilization. This is done using FBA methods to determine interactive fluxes 
(exchange, biomass, and objective reaction fluxes) from a genome scale. Metabolites were 
assumed to perfectly diffuse since the relevant study was assumed to center around metabolism 
and differentiation of cells in response to shortage. The growth rate is also sufficiently slow as to 
reduce the effects of transport versus diffusion phenomena in ideal, exponential conditions. To 
model the differentiation between cell types, dFBA allowed a portion of a period’s growth rate to 
be proportionally allocated to the underproducing cell. If there was no metabolite deficiency in a 
period, excess growth of all cells was allocated to photoautotrophic cells. Otherwise, the carbon 
dioxide uptake, nitrogen uptake, and metabolite export rates were constrained only by the 
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requirements of the population (therefore eliminating the strict carbon dioxide and nitrogenase 
constraints). Only the biomass maintenance energy was constrained to match laboratory growth 
rates with initial ideal (equilibrium) concentrations of cells at biomass similar to initial biomass 
measured in laboratory studies. These maintenance fluxes became 64.3 mmol ATP (g DW)-1 h-1 
for the photoautotroph and 67.2 mmol ATP (g DW)-1 h-1 for the diazotroph.  max {𝐶𝐺𝑙𝑦𝑐𝑜𝑔𝑒𝑛𝑖 ,𝑡,𝜇𝑖,𝑣𝐶𝑂2𝑃𝐴 ,𝑣𝑚𝐷𝑍,𝑓𝐷𝑍(𝜇𝑃𝐴 𝑎𝑛𝑑 𝑣𝑁𝐻4+𝐷𝑍 )} 
s.t [CGlycogenPA ]t ≥ [|CGlycogenDZ |]t−1  
vGlycogenDZ ≤ 16 vCO2PAfDZ           (4.5) 
For the purpose of this program, the final constraint is estimated (knowing that 𝜇 and ∆𝑡 
are non-negative) by: 
[𝐶𝐺𝑙𝑦𝑃𝐴 ]𝑡 = (𝜇𝐷𝑍∆𝑡 + 1)[|𝐶𝐺𝑙𝑦𝑐𝑜𝑔𝑒𝑛𝐷𝑍 |]𝑡−1 [𝑋𝑓𝐷𝑍𝑋𝑓𝑃𝐴]𝑡−1   (4.6) 
The dFBA model was built assuming Batch Reactor behavior which has the design 
equation: 
𝑑𝑋𝑑𝑡 = 𝜇𝑋          (4.7) 
Assuming constant growth rate: 𝑋𝑓′ = 𝑋0𝑒𝜇∆𝑡            (4.8) ∆𝑋′ = 𝑋′𝑓 − 𝑋0     (4.9) 
Cells were allocated to a pool of differentiated cells from the preliminary ∆𝑋′, meaning 
that a cell can only lose as much biomass as it gains in a period. The amount of cells was 
determined according to the substrate shortage in a period. 
𝐶𝑐𝑜𝑛𝑠,𝑚𝑇 = ∑(∆𝑋𝛾 ∙ 𝑣𝑚𝛾 ∙ 𝑋′𝑓𝛾 ∙ ∆𝑡)𝛾  ∀𝛾 ∈ 𝒞𝑚 
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𝐶𝑝𝑟𝑜𝑑,𝑚𝑇 = ∑(∆𝑋𝜋 ∙ 𝑣𝑚𝜋 ∙ 𝑋′𝑓𝜋 ∙ ∆𝑡)𝜋 ∀𝜋 ∈ 𝒫𝑚 
𝜎𝛾 = 𝐶𝑐𝑜𝑛𝑠,𝑚𝛾𝐶𝑐𝑜𝑛𝑠,𝑚𝑇 = 𝑋′𝑓𝛾 ∙ ∆𝑡 ∙ |𝑣𝑚𝛾 |∑ (∆𝑋𝛾 ∙ 𝑣𝑚𝛾 ∙ 𝑋′𝑓𝛾 ∙ ∆𝑡)𝛾 ∀𝛾 ∈ 𝒞𝑚 
𝜎𝜋 = 𝐶𝑐𝑜𝑛𝑠,𝑚𝜋𝐶𝑐𝑜𝑛𝑠,𝑚𝑇 = 𝑋′𝑓𝜋 ∙ ∆𝑡 ∙ |𝑣𝑚𝜋 |∑ (∆𝑋𝜋 ∙ 𝑣𝑚𝜋 ∙ 𝑋′𝑓𝜋 ∙ ∆𝑡)𝛾 ∀𝜋 ∈ 𝒫𝑚 
𝛼 = 𝑆𝑝𝑟𝑜𝑑,𝑚𝑇 +𝑆𝑐𝑜𝑛𝑠,𝑚𝑇𝑆𝑐𝑜𝑛𝑠,𝑚𝑇        (4.10) 
The differentiated cell pool, 𝑋𝛿, was determined by applying the allocation coefficient to 
the productive cells according to their relative production coefficient: 𝑋𝛿 = ∑ (𝛼 ∙ 𝜎𝛾 ∙ ∆𝛾 𝑋′𝛾) ∀𝛾 ∈ 𝒞𝑚    (4.11) 𝑋𝑓𝛾 = ∆𝑋′𝛾 + 𝜎𝛾 ∙ 𝑋𝛿 + 𝑋0𝛾 ∀𝛾 ∈ 𝒞𝑚    (4.12) 
And cells are “dealt” according to those same coefficients for consumers: 𝑋𝑓𝜋 = ∆𝑋𝜋 + 𝜎𝜋 ∙ 𝑋𝛿 + 𝑋0𝜋 ∀𝜋 ∈ 𝒫𝑚    (4.13) 
Adjusted values are calculated for final concentrations and, during the next iteration, the 
new initial values are the final values from the previous iteration. This ends at a defined maximum 
time (400 h) and cell fractions are calculated as a function of biomass of cell type i divided by total 
biomass. Convergence was assessed using randomized initial compositions, assuming the same 
total initial biomass amount, and comparing the incremental growth rate, or biomass generation at 
each time step, as it changed over the time period. Incremental growth rate (𝜇𝑡), total growth rate 
(𝜇𝑇), and fixed nitrogen yield (𝑌𝑁→𝐸𝑛𝑣) were calculated by: 
𝜇𝑡 = ln ( ∑ 𝑋𝑡𝑖𝑖∑ 𝑋𝑡−1𝑖𝑖 )1  
𝜇𝑇 = ln(∑ 𝑋𝑓𝑖𝑖∑ 𝑋0𝑖𝑖 )∆𝑡           (4.14) 
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𝑌𝑁→𝐸𝑛𝑣 = ∆𝐶𝑁𝐻4+𝐶𝑁𝐻4+,𝑝𝑟𝑜𝑑              (4.15) 
Since multiple steady states exist for population composition, growth rate, and substrate 
release rate, randomized initial cell concentrations (both in terms of composition and initial 
biomass) were generated using MatLab over 1000 iterations. Also, FBA was run individually on 
each cell type once more to determine the growth rate of each cell type in replete (independent, 
unlimited) conditions. 
The hypothetical viability of T. erythraeum on different nitrogen sources was assessed by 
“opening” reaction boundaries for exchange reactions corresponding to the nutrient and assuming 
the nutrient was in excess. Then, the dFBA simulation was run assuming equilibrium starting 
composition. The growth profiles and growth rates were recorded in the same way as previous 
simulations. Where proteomics data did not infer transport of a particular compound, a simple, 
diffusion style transporter was temporarily added to the model. 
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4.7.6 Abbreviations 
4.7.6.1 General 
BLAST: Basic Local Alignment Search Tool; COBRA: Constraint Based Reconstruction 
and Analysis; dFBA: dynamic Flux Balance Analysis; DW: Dry Weight; DyMMM: Dynamic 
Multispecies Metabolic Model; FAME: Fatty Acid Methyl Ester; FBA: Flux Balance Analysis; 
FVA: Flux Variability Analysis; GC/MS: Gas Chromatography/Mass Spectrometry; PSI: 
Photosystem I; PSII: Photosystem II; RAST: Rapid Annotation using Subsystems Technology; 
TCA: Tricarboxylic Acid 
4.7.6.2 Enzymes 
ACCOASYN: Acetyl-CoA synthetase (E.C. 6.2.1.1); ATP: ATP synthase (E.C. 3.6.3.14); 
chIL: nitrogenase (E.C. 1.18.6.1); FPAL: D-fructose-1,6-bisphosphate D-glyceraldehyde 3-
phosphate lyase (E.C. 4.1.2.13); GLNSYN: L-glutamate: ammonium ligase (E.C. 6.3.1.2); ICIT: 
bifunctional aconitate hydratase 2/2-methylisocitrate dehydratase (E.C. 4.2.1.3, E.C. 4.2.1.4); 
ICLY: isocitrate lyase (E.C. 4.1.3.1); MDH: malate dehydrogenase (1.1.1.37); PCX: PEP 
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carboxylase (E.C. 4.1.1.31); PDH: pyruvate dehydrogenase (E.C. 1.2.4.1); PGK: 3-phospho-D-
glycerate 1-phosphotransferase (E.C. 2.7.2.3); PYRK: pyruvate kinase (E.C. 2.7.1.40); RuBisCO: 
D-ribulose-5-phosphate 1-phosphotransferase (E.C. 2.7.1.19); TAGSFE: sedoheptulose-7-
phosphate: D-glyceraldehyde-3-phosphate (E.C. 2.2.1.2) 
4.7.6.3 Lipid Subclasses 
DGDG: digalactosyldiacylglycerol; MGDG: monogalactosyldiacylglycerol; PG: 
phosphatidylglycerol; SQDG: sulfoquinovosyldiacylglycerol 
4.7.6.4 Metabolites 
6PG: 6-phospho-D-gluconate; 6PGDL: 6-phosph-D-glucono-1,5-lactone; AcCoA: acetyl-
CoA; AKG/𝛼KG: 𝛼-ketoglutarate/2-oxoglutarate; ALA: L-alanine; 𝛽G6P: 𝛽-glucose-6-
phosphate; cAMP: cyclic-AMP; CIT: citrate; CoA: coenzyme-A; DHAP: dihydroxyacetone 
phosphate; E4P: erythrose-4-phosphate; F6P: fructose-6-phosphate; FDP: fructose 1,6-
diphosphate; FOR: formate; FUM: fumarate;  G6P: glucose-6-phosphate; GAP: glyceraldehyde 3-
phosphate; GLX: glyoxylate; GLY: glycine; GOL: glycerol; GP: 3-phosphoglycerate; GLYR: 
glycerate; ICIT: isocitrate; MAL: malate; NMP: nucleotide monophosphate; OAA: oxaloacetate; 
PEP: phosphoenolpyruvate; PGOL: phosphoglycolate; PYR: pyruvate; R5P: ribose-5-phosphate; 
Ru5P: ribulose-5-phosphate; RuBP: Ribulose 1,5-bisphosphate; S17P: sedoheptulose 1,7-
bisphosphate; S7P: sedoheptulose 7-phosphate; SUCC: succinate; SUCSAL: succinic 






MULTISCALE MULTIOBJECTIVE SYSTEMS ANALYSIS (MIMOSA): AN ADVANCED 
METABOLIC MODELING FRAMEWORK FOR COMPLEX SYSTEMS  
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5.1 Abstract 
In natural environments, cells live in complex communities and experience a high degree 
of 14 heterogeneity internally and in the environment. Unfortunately, most of the metabolic 
modeling 15 approaches that are currently used assume ideal conditions and that each cell is 
identical, limiting 16 their application to pure cultures in well-mixed vessels. Here we describe our 
development of 17 MultIscale MultiObjective Systems Analysis (MIMOSA), a metabolic 
modeling approach that 18 can track individual cells in both space and time, track the diffusion of 
nutrients and light and the 19 interaction of cells with each other and the environment. As a proof-
of concept study, we used 20 MIMOSA to model the growth of Trichodesmium erythraeum, a 
filamentous diazotrophic 21 cyanobacterium which has cells with two distinct metabolic modes. 
The use of MIMOSA 22 significantly improves our ability to predictively model metabolic 
changes and phenotype in 23 more complex cell cultures. 
5.2 Background 
Microbes live in complex communities where they must interact with other organisms and 
compete for resources to thrive. By leveraging the capabilities of each individual in the 
community, the consortium can achieve outcomes that are not possible by any one individual. 
Metabolic engineers are learning from nature and are engineering synthetic consortia to take 
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advantage of endogenous capabilities of specialists to achieve higher yields than pure cultures. 
One tool that has been used extensively to aide in the rational design of strains are metabolic 
models (285). The most widely used stoichiometric metabolic models are constraint-based linear 
programming models which vary in complexity from the relatively simple flux balance analysis 
(FBA) to more complex FBA models which integrate regulatory and/or thermodynamic constraints 
(286, 287) or time-dependent responses (242). The wide use of these models is due to the ease of 
constructing them; access to the genome sequence is enough to build a draft metabolic network. 
The simplicity of this technique does come at a cost: typical model formulations are limited to 
modeling steady-state growth of axenic cultures assuming homogenous environmental conditions; 
while this works for traditional metabolic engineering efforts on single species, it cannot accurately 
predict the behavior of consortia. There have been a few attempts to expand the applicability of 
these models to communities (3, 242, 266), but these models require assumptions that oversimplify 
the system, such as no diffusional limitations and identical or static growth rates for the different 
organisms. The current benchmarks for constraints-based metabolic modeling of microbial 
consortia are OptCom (265) and d-OptCom (288) (OptCom’s dynamic version). These approaches 
use inner and outer linear optimization problems to satisfy species and community level objectives, 
leveraging the inner solution as a constraint for the outer problem. However, this approach still 
relies on a priori determination of relative objective preference as well as predetermination of both 
species-level and community-level objectives. Additionally, cells are treated as homogenous 
spatial groups (287) or homogenous species groups (242), which limits the accurate simulation of 
cells acting individually, interacting with their environment, and ultimately forming communities. 
These approaches thus discount the complexity of individual cells forming communities and, 
instead of acting uniformly with neighbors or species, create dynamic intercellular and inter-
environmental reactions (24, 287, 289, 290).  
To more accurately model the complexity of community growth, a new modeling approach 
must be developed. We have developed MultIscale MultiObjective Systems Analysis (MIMOSA), 
an advanced metabolic modeling framework for complex systems. This approach uses a multi-
scale multi-paradigm metabolic modeling approach can leverage simple, powerful stoichiometric 
metabolic models and integrate spatio-temporal tracking of cells, nutrient diffusion, cell-cell 
interactions and cell-environmental interactions. This approach requires the use of both continuous 
and discrete variables as well as several different mathematical formalisms to reflect the multilevel 
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behavior in populations. Therefore, we use an agent-based modeling (ABM) framework to allow 
direct interaction of different levels through the encapsulation of physiological, environmental, 
and metabolic models. ABM is a bottom-up modeling approach; the model is made up of a set of 
agents, which are allowed to act independently as long as they follow distinct rules of behavior 
defined by the user, this allows us to simulate emergent behavior of complex communities that 
arise from individual agent behaviors (291-294). The system behavior emerges as a result of the 
many (tens, hundreds, thousands, millions) individuals, each following their own behavior rules, 
living in a defined environment, interacting with each other and the environment (292). The 
integration of multiple modeling formalisms to represent disparate sub-systems is a trend common 
in engineering and science domains (295-299) and has recently seen some developments in the 
systems biology area (5, 300). Agent-based modeling has been previously applied to both 
intercellular (286, 301) and multi-cellular processes (302, 303) but has not previously been used 
to model metabolic fluxes. This multi-scale multi-paradigm approach represents a novel method 
of integrating individuals (through agents) with previously leveraged dFBA formulations (242, 
266), thereby discretizing and separating variables for computational efficient solutions with low 
a priori knowledge. 
As a proof-of-concept study, we chose to model Trichodesmium erythraeum, a filamentous 
diazotrophic cyanobacterium. T. erythraeum is a major contributor to the global nitrogen cycle; it 
is responsible for fixing an estimated 42% of all marine biological nitrogen (135) and it leaks  20-
50% of the nitrogen it fixes (147), providing surrounding organisms with a biologically available 
nitrogen source. Unlike other diazotrophs, which either spatially or temporally separate the oxygen 
sensitive nitrogenase enzyme from the water splitting reaction of photosynthesis (oxygen 
production), T. erythraeum is unique because it simultaneously carries out nitrogen and carbon 
fixation during the day in different cells along the same filament (trichome). Therefore, it is the 
ideal model system for the development of MIMOSA: it has structurally identical cells that operate 
in two distinct metabolic modes (photoautotrophic and diazotrophic), a published genome scale 
model (3), transcriptome data, and a plethora of in situ and laboratory data to both train the model 
and validate predictions. We use this organism as a test-case for the modeling framework and 
illustrate how it can be used to develop a predictive model that can also be used to investigate 
cellular physiology by elucidating rules of behavior. 
 
 
Figure 5.1. Multi-Scale Multi-Paradigm Model Generation. Before this process, the model 
generates an average scalar equation by fitting the organism’s Pareto Front to experimental data 
using the ATP hydrolysis maintenance reaction as further elucidated in Methods. Then, starting 
from the top and progressing with the arrows (clockwise): The multi-objective Pareto Front is 
corrected for environmental variables and cellular preferences using a weighting algorithm and 
assuming a normally distributed cell biomass (more detail in Methods). The corrected biomass 
equation is solved, individually, for each cell subject to existing constraints, a steady state over 
each time step, an appropriate maintenance ATP flux, and a scalar objective function for which all 
coefficients add to one. This is interpreted using the agent-based model to make individual cell 
and physiological decisions including 1) whether the cell should die, 2) whether the cell should 
reproduce (and if it does, what type of cell does it differentiate into), and 3) how it should interact 
with the environment and other cells. These interactions inform the status of the other cells (using 
an intrafilamental diffusion mechanism) and the environment (modeled with the same diffusion 
mechanism for CO2, N2, organic, and fixed nitrogen products, and assuming excesses of other 
media components). The iteration restarts with the objective equation updating each living cell 








5.3.1 Model Formulation 
We developed MIMOSA by integrating an updated version of the genome-scale metabolic 
model (3) (Table B.1 for updated reactions) with nutrient diffusion, light diffusion, cell/cell 
interaction and cell/environment interactions (see Figure 5.1) using an agent based modeling 
framework.  We have also implemented the use of multiobjective optimization to account for the 
dual cellular objective of producing biomass and the metabolite which is transacted between cells 
(glycogen or β-aspartyl arginine, depending on cell type). Constraints were imposed on the model 
as reported previously (3) with two notable exceptions. First, the ultimate product of nitrogen 
fixation was changed from ammonium to β-aspartyl arginine, which is the monomer used to create 
cyanophycin, a nitrogen storage polymer in T. erythraeum and other diazotrophic cyanobacteria 
(158, 160, 177). Second, the two major storage polymers, glycogen (modeled as maltose, or two 
linked glucoses) and cyanophycin (modeled as β-aspartyl arginine), were decoupled from the 
biomass formation equation so that they could freely accumulate or be metabolized. More detail 
about the formulation of the model is provided in Methods and Appendix B. 
5.3.2 Tracking Changing Cellular Objectives 
MIMOSA evaluates the cellular objective for each cell for each time step based on the 
changing environmental conditions. As an example of this, we have tracked how the Pareto front 
changes for both photoautotrophic and diazotrophic cells over time (Figure 5.2). With increasing 
time, diazotrophs shift their objective away from biomass toward the production of cyanophycin 
as carbon becomes more available (Figure 5.2A). In contrast, photoautotrophic cells see a 
maximum production of glycogen at 9 hours after the onset of light and then their productivity 
decreases (Figure 5.2B). It is notable that every cell in the population is performing these decisions 
in parallel and Figure 5.2 is for a single representative cell of each cell type. Cell optimization 
changed based on environmental conditions and agent rules and the Pareto Fronts representing this 





5.3.3 Model Validation 
In order to test the predictive accuracy of the model, we predicted growth rate for a variety 
of different light intensities (Figure 5.3A) and compared to other published models for T. 
erythraeum (1, 2) as well as other experimentally measured growth rates (1, 3, 6, 9, 10, 207) 
exhibiting light saturation at higher light intensities. Ultimately, our model is a metabolic model, 
so it is important that it can also capture the metabolic changes that occur in response to changes 
in the environment. Therefore, we compared predictions of biomass changes to data collected in 
our laboratory for growth in different light intensities (see Figure 5.3B). The model was trained on 
data collected in 100 μE light and was validated with data collect in 50 μE light over a twelve-
hour light period. 
 
Figure 5.2. Pareto Front Progression and Selected Scalar Equation Points over the Light 
Period in Different Conditions for (A) a diazotrophic cell and (B) a photoautotrophic cell. 
Each line corresponds to a Pareto Front generated every 3 hours over the course of the light 
period at the start (blue, solid) through the end (purple, solid-dot) with the point selected by the 
simulation to best suit cell needs in the scalar objective function indicated. Simulations were 
run with atmospheric conditions, 100 𝛍E light, and YBC-II media with 150 cells over 10 




5.3.4 Cells Alter Their Microenvironment 
An advantage of the modeling approach we have developed is that we can track nutrients 
in the environment. Carbon dioxide (CO2) is typically the limiting substrate in aquatic 
photosynthetic growth due to low ambient concentrations and low solubility; for ambient CO2, 
Henry’s law defines an equilibrium concentration of 2.3 μM in the ocean. It is well known that 
photosynthetic microorganisms use carbon concentrating mechanisms (CCM) to concentrate CO2 
near the carbon fixing enzyme, ribulose-1,5- bisphosphate carboxlyase/oxygenase (RuBisCO) to 
overcome low selectivity (304); our simulations imply that cells also increase the local 
concentration of CO2 immediately surrounding the cell (Figure 5.4A) and the release of nitrogen 
to the media including at more frequent time steps (Figure 5.4B). The simulation covers 150 cells 
and 10 filaments in a model 0.625 mm3 environment, corresponding to a filament density of 16 × 
  
Figure 5.3. Simulation versus experimental data for model validation. (A) Growth rate as 
a function of light intensity in T. erythraeum; here we compare the predictions of growth rate 
from our model to two published models (1, 2) and experimental data reported from a variety 
of literature values (3-10). Error bars represent the error propagated when finding the mean of 
all separately recorded growth rates in similar conditions (YBC-II media, atmospheric CO2, no 
added nitrogen, and equivalent light intensity) using standard Euclidean error propagation. (B) 
Experimentally measured changes (black circles) in biomass accumulation for cells grown in 
100 μE (B for cyanophycin and D for glycogen) and 50 μE (C for cyanophycin and E for 
glycogen) compared to simulated values (blue lines). Error bars on the glycogen and 
cyanophycin measurements represent one standard deviation for three biological replicates.     
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106 trichomes m-3, well within the in situ ranges of free trichome density (305). This illustrates that 
the simulation corresponds well quantitatively to realistic local environments. At the end of our 
simulation, the cells on average can create a microenvironment that is roughly 2 fold higher in CO2 
than the surrounding ocean. By looking at flux through major pathways, it appears that the CO2 is 
derived from high fluxes through the oxidative PPP and TCA Cycle in diazotrophic cells (Figure 
5.4).   
 
5.3.5 Modeling a Heterogeneous Cell Population 
One of the main advantages of this new modeling approach is that individual cells can be 
tracked in space and time, so the heterogeneity of the population can be quantified (in terms of 
metabolic flux distributions). As an example, we tracked 150 cells over a 12-hour time period with 
time steps of 6 seconds which results in a total of 18,000 metabolic flux maps. Since this is an  
 
Figure 5.4. Cellular Interactions with the Local Environment. A) Local concentrations of 
CO2 in media surrounding cells. Blue line is mean ± 1 standard deviation, green line is 
maximum concentration in any ocean gridspace, orange is minimum concentration in any ocean 
gridspace, and the black line is the recorded mean oceanic concentration. 150 cells are present 
in the simulation in 625 square, 100 𝛍m ocean gridcells with a maximum count of 25 cells 
gridcell-1 and a mean count of 0.302 ± 1.5 cells gridcell-1. B) Nitrogen release in a rough time 
step (0.5 hour) and a finer time step (0.1 hour) context allowing for investigation into more 





Figure 5.5. Examples of the type of data the multi-scale multi-paradigm metabolic model 
can track in time and space. Heat map legend and flux map legends are at the bottom of the 
figure. x → indicates horizontal space in 2-D simulations. Time progresses from top to bottom 
with the top row indicating the beginning of the 12 hour light cycle cycle, the middle row the 
midpoint at 6 hours, and the bottom row the end of the light cycle. The left column contains the 
distribution of ammonium in the local media over these time points. The asterisk indicates the 
cells selected for the flux maps. The simulation can also be depicted as a 2-D grid with an 
arbitrary third dimension of one grid-cell deep. The whole space is a square grid with 
dimensions of 2500 𝛍m (2.5 mm) and each grid-cell with dimensions of 100 𝛍m (10 T. 
erythraeum cells). The middle column visualizes flux maps of photoautotrophs (left, green) and 
diazotrophs (right, blue) from the cells selected from the locations indicated by the asterisk. 
Flux maps were identical at 0 hours, selected from cells with the lowest extracellular 
ammonium in their gridspace at 6 hours, and selected from the highest extracellular ammonium 
in their gridspace at 12 hours. The right column is the frequency of unique metabolic profiles 
ranked by objective flux (a measure of cell productivity accounting for both biomass and 
metabolite production). Blue line is the kernel density estimate (kde) which estimates the 
probability of a given metabolic profile. Compound abbreviations for flux maps are provided 
in the “Abbreviations” section. 
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overwhelming amount of data to visualize, we have chosen to focus on a few representative flux 
maps (see Figure 5.5). In the left column, we track how the ammonium composition of the 
environment surrounding the cells changes with time from the initial seeding of cells at 0 hours to 
the middle of the daytime period (6 hours) to right before the onset of night (12 hours). These 
panels depict the release of ammonium into the environment as time progresses, and it is higher in 
areas where the cell density is highest. This agrees well with in situ data which reports that T. 
erythraeum leaks 30-50% of the nitrogen it fixes (147); our simulations predict that approximately 
20% of the nitrogen fixed by the community is excreted into the medium. It is also important to 
note that the majority of ammonium is released by the cells in the second half of the day; during 
the first 6 hours, the cells release a total of 1.28 μmoles compared to 4.61 μmoles in the last six 
hours of the day. Again, this agrees with previous literature reports that the rate of nitrogen fixation 
peaks at midday (164), therefore we would expect more secretion of ammonium after peak 
nitrogenase activity. Select flux maps of cells growing in areas of low ammonium (top), medium 
ammonium (middle) and high ammonium (bottom) are depicted in the middle column of Figure 
5.5. At the beginning of the simulations, cells are seeded in an environment that is identical to the 
defined marine medium YBC-II and because of this, they have identical flux maps as shown by 
the distribution graph in the right column. At time 0, we have a bimodal distribution because there 
are two cell types: photoautotrophic and diazotrophic. Photoautotrophic cells have high flux 
through the Calvin Cycle and the diazotrophic cells are operating in a more respiratory mode, with 
high flux through both the oxidative PPP and TCA Cycle. As the cells grow and start to experience 
more heterogeneity in their environment, they respond by differentiating their metabolism within 
the filament (Figure B.2). First, this is evident in the frequency distribution plot, where they are 
both diverging in terms of total metabolic flux distributions and moving toward achieving optimal 
flux in terms of the objective function for both t = 6 hours and t = 12 hours. By comparing the 
changes that occurs in metabolic flux between areas of low, medium, and high ammonium, we can 
learn a few things about cellular physiology. In all cases, photoautotrophic cells have high flux 
through the Calvin cycle and an incomplete TCA Cycle, which has been widely reported in 
cyanobacteria grown phototrophically (179). In the case of T. erythraeum, succinic semialdehyde 
is derived from the nitrogen storage compound cyanophycin and is fed into the TCA Cycle to 
support the production of biomass precursors and glycogen (through gluconeogenesis). When 
external ammonium is high, photoautotrophic cells have less flux to glycogen, presumably because 
107 
 
they do not need to provide as much to the diazotrophic cells to obtain fixed nitrogen in return. 
Investigations into imbalances in both metabolites and relative cell quantity display mechanisms 
of ammonium loss to the environment. Figure B.3A illustrates how a lack of glycogen flux results 
in a higher loss of ammonium (with the exceptions of recently divided cells which metabolize 
glycogen with high ammonium loss) while Figure B.3B visualizes a clear minimum ammonium 
release in the recorded range of percent diazotrophs per filament (between 15 and 30%). 
Diazotrophic cells have high flux through both the oxidative PPP and the TCA cycle which still 
utilizing carbon fixation reactions such as RuBisCO and PEP carboxylase and carbon conserving 
reactions like the glyoxylate shunt. Flux through the glyoxylate shunt increases as the availability 
of ammonium increases outside the cell, which is likely in response to the lower glycogen transfer 
from the photoautotrophs.  
5.3.6 Elucidating Rules of Cell Physiology 
A key feature of agent-based modeling is the ability to model emergent behaviors in 
populations. We do not know all the rules of behaviors that define T. erythraeum a priori but by 
comparing simulations to observed in situ data and iterative improvement of the model, some rules 
can be elucidated. One trait that is widely variable in nature is filament length. It has been widely 
accepted that the average filament length is 100 cells (191) but more recent studies have suggested 
that they are typically much shorter, with a geometric mean of 13.2 ± 2.3 cells per filament, but 
with a mean range of 1.2 to 685 cells per filament in situ (192). Conditions for in situ sampling are 
widely variable so we hypothesized that filament length plays a role in maintaining growth in 
different environments: low light, low CO2 and low N2. We used the model to investigate which 
conditions might favor shorter or longer filaments (Figure 5.6). For each simulation, 150 total cells 
were seeded but in different trichome lengths (10, 30, 75, and 150 cells/filament) with and a ratio 
of diazotrophs to photoautotrophs of 3:7. In terms of growth rate, across all conditions we tested 
the shorter filaments had faster growth. This implies that diffusional limitations of nutrients into 
the cell and metabolites within the filament between different cell types start to hamper growth 
rate at longer filament lengths. The relative decline in growth rate is less dramatic for 25 μE when 
comparing across filament length, but when compared to other light conditions, there is a dramatic 




capable of compensating for less light better than shorter filaments, perhaps due to increased 
surface area. Next, we examined the effect of filament length on cyanophycin composition for the 
same growth conditions as above. In every condition except low nitrogen, filaments with 75 cells 
appear to have more cells with above average cyanophycin content than other filaments lengths. 
Smaller nitrogen compounds (NH4+, amino acids, urea, etc.) can theoretically be used to support 
growth, permitting cyanophycin to be a longer-term storage compound. This is a possible 
explanation for the increase of cyanophycin in longer filaments. As filaments are longer, diffusive 
limitations become more pronounced, meaning that nitrogen gradients will remain in nitrogen 
replete cells longer and will be remade into cyanophycin as opposed to being metabolized for 
growth. This makes intuitive sense: not only is there a final drop-off at 150 cells, the distribution 
of cyanophycin content within the cells becomes larger, suggesting that some cells are starved for 
nitrogen and some are nitrogen replete. It is probable that filaments have adapted to leverage 
diffusion to both sequester nitrogen and to mitigate futile cycling of carbon and nitrogen 
compounds when diatomic nitrogen is available. The pattern of cyanophycin content diverges for 
cells in nitrogen limited environments due to overall shortages of nitrogen within the filament.  
Finally, we investigated how glycogen content of cells changes due to filament length. The 
first pattern to note is that as length increases, the heterogeneity of the filament in terms of 
glycogen content also increases. This illustrates the importance of tracking individual cells because 
they are experiencing different environments and responding in different ways. Longer filaments 
also appear to be able to maintain glycogen content more readily than shorter filaments in all stress 
conditions we tested. Finally, nitrogen limited growth results in increased glycogen content as seen 
in other cyanobacteria (306). It appears that longer filaments in N limited growth can accumulate 
more carbon, perhaps again due to higher surface area and hence more energy from light 
harvesting. Our simulations agree well with published studies; it has been reported that growth 
rate and light intensity are both inversely correlated to filament length (307). This data indicates 






MIMOSA enables the most detailed and accurate metabolic modeling of complex systems 
to date by allowing coupling of several different mathematical formalisms describing natural 
phenomena, behavioral rules, and metabolism into a multi-scale multi-paradigm model.  In 
constructing MIMOSA, we have added several features to enable us to more accurately predict 
phenotypes. A key feature of MIMOSA is the use of a multi-objective optimization approach. 
 
Figure 5.6. Trichome length affects the performance of the community. Trichomes were 
varied in initial length from short (10 cells filament-1) to long (150 cells filament-1) but with 
identical diazotroph: photoautotroph ratios of 3:7 (excepting 75 cells filament-1 which was 
3.1:7) and initial cell counts (150 total) in the total population. Black asterisks are Student’s T-
tests P-Values < 0.05 when comparing that cellular population to the 100 𝛍E case in every 
group. Dashed black lines are experimentally measured values and the gray dashed lines are 
their standard errors measured in the Boyle Laboratory (0.271 ± 0.0129 d-1 for growth rate, 
0.0939 ± 0.0131 g cyanophycin/g DW, 0.455 ± 0.0440 g glycogen/g DW). Growth conditions 
represent the columns progressing as follows: 100 𝛍E light in YBC-II media and atmospheric 
conditions, 50 𝛍E light in YBC-II media and atmospheric conditions, 25 𝛍E light in YBC-II 
media and atmospheric conditions, 1.25 mM (versus 2.5 mM) HCO3- and 200 ppm (versus 400 
ppm) CO2 in otherwise atmospheric conditions and YBC-II media with 100 𝛍E light, and 0.395 
atm (versus 0.79 atm) N2 in otherwise atmospheric conditions and YBC-II media with 100 𝛍E. 
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Unlike fast growing bacteria, which have successfully been modeled using a single objective 
function of maximum biomass (308), slow growing organisms have more complex objectives. In 
our simulations, T. erythraeum cells must achieve a delicate balance between biomass formation 
and the production of either glycogen or cyanophycin due to the symbiotic relationship between 
two cell types in the same filament. Photoautotrophs cannot function optimally without a 
biologically available form of nitrogen from the diazotrophs and the diazotrophs cannot support 
their metabolism without reduced carbon from the photoautotrophic cells. The use of multi-
objective optimization allows us to describe this trade-off more accurately and by calculating the 
Pareto Front a priori we can also reduce computational effort. We have also accounted for changes 
in biomass composition that occur in response to changes in the environment or as a result of 
building carbon and nitrogen reserves during the day by decoupling the biomass equation. This 
allows the model to respond more fluidly to changes in the environment, which more closely 
mimics what cells experience in nature; for example, macro- and micro-nutrient stresses have been 
well known to cause changes in metabolism such as lipid and carbon accumulation (36, 37, 309-
312). As such, the inclusion of metabolite and nutrient diffusion to augment metabolic 
optimization is a critical aspect of the model.  
The influences of nutrient and energy availability in conjunction with population 
characteristics were studied to determine community and cellular adaptations to environmental 
perturbations. The model allows us to quantify the changes in the microenvironment around the 
cell compared to the bulk properties of the environment (Figure 5.4A) as well as to see how these 
changes affect the distribution of carbon and nitrogen inside the cell (Figure 5.5). These can be 
supplemented with “zooming in” on specific time steps to enhance investigation to rapidly 
occurring phenomena (Figure 5.4B). Not only did our predicted growth rates quantitatively match 
the experimental data, it was better able to capture effect of light saturation on growth rate; light 
intensities above 100 μE have little to no effect on growth rate (2, 141, 142, 307, 313). Our 
simulations agree well with the experimental data, however, there are differences that can be 
explained by the differences between our experimental conditions and our simulations. The main 
difference being the effect of diurnal light; T. erythraeum will not grow without diurnal day/night 
patterns, therefore the experimental data was collected from cells that were grown in 12 h: 12 h 
day/night cycles but the model is for a single 12-hour day time period. The addition of diurnal light 
patterns in future iterations of this model will help to improve the light dependent growth 
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phenotype. Even so, the model is able to visualize community coordination and development 
during the 12 hour light period, exhibiting the increased release of ammonium to the media in the 
afternoon, consistent with the observation that nitrogenase activity peaks midday (164). Moreover, 
the individualized resolution of metabolic optimization can probe the nuances of intercellular, 
intracellular, and cell-environment interactions. Analysis of metabolic flux reveals a spontaneous 
partial/linear TCA Cycle in photoautotrophic cells consistent with previous reports (179). Cells 
also naturally coordinate to provide glycogen and cyanophycin transfer between cells, yielding 
oxidative behavior in diazotrophic cells through glycolysis with the possible side effect of oxygen 
consumption as a mechanism to protect nitrogenase as suggested in experimentation (142). 
Meanwhile, photoautotrophs naturally perform reductive carbon fixation coupled with utilization 
of the lower TCA Cycle to degrade arginine. These metabolic functions are affected by 
extracellular forces which are integrated into this model. For example, high ammonium 
environments result in declining gluconeogenesis in photoautotrophs (12 hours in Figure 5.5), 
likely since these cells are energetically limited and use cyanophycin as an energy source instead 
of light. Diazotrophs are prone to these environmental cues as well as low ammonium 
environments enhance light TCA Cycle to enhance recycling of amino acid byproducts from a lack 
of nitrogen. These observations, coupled with the diversity of metabolic profiles available to a 
relatively small population, By integrating modeling of other phenomenon with constraints based 
metabolic models, we were able to simulate T. erythraeum cultures that more accurately represent 
both in situ and laboratory data.  
One of the many advantages of using this multi-paradigm framework is that we can 
simulate emergent behavior of a population. In situ data reports a wide mean range of trichome 
length from 1.2 to 685 cells (192); we used the model to investigate possible causes because this 
is a difficult phenotype to investigate experimentally. Our simulations suggest that even though 
longer filaments suffer from diffusional effects that limit growth, they are better able to handle 
stress (Figure 5.6) consistent with literature. Increased surface area in longer filaments minimizes 
the effect of lower light because the filament can harvest more light per volume. Also, the larger 
filaments are better able to maintain the average composition of storage compounds despite low 
carbon or low nitrogen conditions. Therefore, we would expect in areas of nutrient or light stress, 
the filament length would be longer.  
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One of the other unusual phenotypes of Trichodesmium that we were able to investigate 
using MIMOSA was leaking 30-50% of the nitrogen it fixes. Nitrogen fixation is an incredibly 
energy intensive process, costing the cell 8 ATP per ammonium, so it is not clear why T. 
erythraeum would excrete 30 – 50%. Despite using optimization to solve for fluxes, which should 
minimize energy losses, our simulations predict approximately 20% of the fixed nitrogen is 
excreted into the medium (Figure B.4) which implies that this is a metabolically driven 
phenomenon. Further investigation has led us to develop three hypotheses on why this occurs: 
carbon limitation in diazotrophs, energy limitation in photoautotrophs, and imbalances between 
photoautotroph: diazotroph ratios. In the first case, photoautotrophs are unable to create glycogen 
chains and instead must start from a higher energy substrate than carbon dioxide (like succinic-
semialdehyde) or must perform glycolysis on arginine derivatives to achieve energetic viability 
(Figure B.3A). Second, population imbalances cause nitrogen to be produced faster than it can be 
anabolized into β-aspartyl-arginine chains and is released into the media, meaning there is an 
optimal ratio of cell types (Figure B.3B).  It is also possible that carbon limited diazotrophs are 
unable to manufacture full β-aspartyl-arginine chains and proton imbalances require ammonium 
release to the medium instead of passage to surrounding photoautotrophs.  
MIMOSA enables the tracking of cellular-level environmental changes and the impact that 
they have on a metabolic model, opening the door to more accurate modeling of multi-cellular 
systems and the in silico investigation of the complex interactions between different cell types 
within an organism, and different species in a community. This is the first report of a metabolic 
model that integrates nutrient and light diffusion, cell/cell interactions and cell/environment 
interactions and we have used it to accurately predict growth, cellular composition and to 
investigate the unique physiology of T. erythraeum, which has filaments of both diazotrophs and 
photoautotrophs in close proximity. It establishes that this organism can effectively adapt to 
different conditions at three levels: the genetic level through division of labor in separate cell types, 
the metabolic level through relatively open-ended metabolic capabilities as well as further division 
within types, and at the population level to harness diffusional and physical interactions with the 
environment. MIMOSA is also a readily adaptable modeling framework – the addition of 
additional species to the model only requires the availability of a genome-scale metabolic and a 
few rules of behavior to be added. While we focused the proof-of-concept study of T. erythraeum, 
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MIMOSA is a modeling framework that can be used to model a variety of more complex systems 
including applications in ecology, human health and metabolic engineering.  
5.5 Materials and Methods 
5.5.1 Cell Culture Conditions 
Cells were grown as described previously (3). Trichodesmium erythraeum IMS101 cells 
were acquired from the Bigelow Laboratory for Ocean Sciences (East Boothbay, ME, USA). Cells 
were grown in a New Brunswick (Hamburg, Germany) with 100 and 50 μE in 12h light/12h dark 
cycles. Cells were grown in artificial seawater YBC-II medium (252) at pH 8.15-8.20. CO2 was 
maintained at atmospheric concentration. All chemicals were obtained from Sigma-Aldrich (St. 
Louis, MO). Growth rate was monitored by measuring chlorophyll absorbance (267) from 50 mL 
of culture every two days. Cyanophycin and glycogen were measured every four hours from the 
beginning of the light cycle (9 AM) to its end (9 PM). Total biomass mass was determined by dry 
weight analysis, cells were filtered with a Whatman 0.22 μm cellulose-nitrate filter and dried 
overnight at 100°C. 
5.5.2 Biomass Quantification 
Carbohydrates were measured colorimetrically using the anthrone method (269) against 
glycogen as a standard. Cyanophycin was extracted by disrupting 740 μL of 250 mL cells 
concentrated to 2 mL via filtration and rinsing with TE buffer with 2.70 mg/mL lysozyme 
overnight at 37 ºC, centrifuging at 16,100 x G for 5 min, and resuspending the pellet in 1 mL of 
0.1 M HCl (in which cyanophycin is soluble) for 2 h. The extraction was repeated on the pellet, 
the supernatant fractions were combined, and cyanophycin was quantified colorimetrically using 
the Sakaguchi reaction (270). 
5.5.3 Mass Balance Constraints  
Constraints based metabolic models are based on mass balances, therefore it is imperative 
that we develop accurate accounting of each element. Therefore, we used training data (Table B.2) 
to estimate normal cellular consumption (Table B.3). Average objective fluxes were estimated 
using mass balances around biomass and metabolite production with the formulation: 𝑈 = 𝑀 + 𝐺 + 𝑃 + 𝐿          (5.1) 
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Where U corresponds to uptake, M is the nitrogen or carbon required for maintenance 
metabolism, G is the accumulation of fixed carbon or nitrogen during growth into non-biomass 
metabolites, P is the accumulation of fixed carbon or nitrogen that is passed to the other cells, and 
L is the carbon or nitrogen leaked into the surrounding media. This can be further detailed into 
carbon and nitrogen energy balances (defined as above with the subscript “N” for nitrogen and 
“C” for carbon): 𝑈𝑁 = 2𝜈𝑁2 + 𝜈𝑁𝑂3− + 𝜈𝑁𝑂2− + 2 𝜈𝑢𝑟𝑒𝑎        (5.2) 𝑀𝑁 = −5 ∆𝑚𝐶𝑝ℎ,𝑁𝑖𝑔ℎ𝑡𝑁𝐶𝑝ℎ?̅?𝑡∆𝑡         (5.3) 𝐺𝑁 = 𝜇𝑌𝑁/𝑋                  (5.4) 
𝑃𝑁 = 5 ∆𝑚𝐶𝑝ℎ,𝐷𝑎𝑦𝑁𝐶𝑝ℎ?̅?𝑡∆𝑡      (5.5) 
𝐿𝑁 = − ∆𝐶𝑁𝐻4+?̅?𝑡∆𝑡                   (5.6) 
Where 𝜈 corresponds to flux of the substrate (indicated in the subscript), m is mass, N is 
molar mass, the subscript cph is cyanophycin, ?̅?𝑡 is average biomass over the measured time period 
(Δt), 𝜇 is growth rate, 𝑌𝑁/𝑋 is the nitrogen stoichiometry in biomass estimated by the biomass 
composition. The stoichiometric coefficients represent the number of nitrogen atoms in each 
molecule; 2 per diatomic nitrogen and 5 per 𝛽-aspartyl arginine. The flux of nitrogen (𝜈𝑁2) is 
measured and recorded via the acetylene assay for nitrogenase activity as recorded in the literature 
for the same growth conditions. 𝐺𝑁 was approximated using the model’s prediction for cellular 
composition of nitrogen using the biomass equation and balanced equations. The faction of 
cyanophycin in biomass was measured analytically at 6 timepoints throughout a single 12-hour 
daytime period (See Biomass Quantitation in methods). Ammonium release over a 12-hour period 
was below detectable limits (< 1 μg/L ) (314) in our laboratory experiments. If we re-arrange this 
equation to solve for the average flux of nitrogen into a single cell, ?̅?𝑁, we obtain the following 
equation which can be used to solve for 𝑣𝑁̅̅̅̅  or 𝜈𝑁2: 
?̅?𝑁 = 2𝜈𝑁2 + ∆𝐶𝑁𝐻4+?̅?𝑡∆𝑡 = 𝜇𝑌𝑁/𝑋 − 5 ∆𝑚𝑐𝑝ℎ,𝑁𝑖𝑔ℎ𝑡𝑁𝑐𝑝ℎ?̅?𝑡∆𝑡 + 5 ∆𝑚𝑐𝑝ℎ,𝐷𝑎𝑦𝑁𝑐𝑝ℎ?̅?𝑡∆𝑡    (5.7) 
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Assuming each cell requires the same amount of nitrogen, that only diazotrophs reduce 
diatomic nitrogen, that the average ratio is 4:1 photoautotrophs to diazotrophs (164) for estimation 
of training data for consumption and production, and that cells do not release ammonium at optimal 
production, maximum nitrogen flux into a photoautotrophic cell can be approximated as: ν̅cph = 25 νN2       (5.8) 
The same approach is taken for the carbon mass balance.  U = M+ G + P         (5.9) 
Where: UC = νCO2             (5.10) MC = −12 ∆mgly,NightNglyX̅t∆t           (5.11) GC = μYC/X              (5.12) PC = 12 ∆mgly,DayNglyX̅t∆t        (5.13) 
And: νCO2 =  μYC/X − 12 ∆mgly,NightNglyX̅t∆t + 12 ∆mgly,DayNglyX̅t∆t            (5.14) 
In this case, the variables are the same except for subscripts C (carbon), gly (glycogen). 
And CO2. GC represents the stoichiometric predictions of elemental composition and νCO2 is 
approximated using equation 10. This allows prediction of maximal glycogen flux (assuming 12 
carbon molecules per glycogen, since it is modeled as disaccharide glucose or maltose) using: v̅gly = νCO212       (5.15) 
5.5.4 Development of Agent Based Model 
Repast Simphony (315) in Java was used as the agent-based modeling framework in which 
differentiated multi-objective metabolic models of Trichodesmium erythraeum are contained. It 
contains three agent types – Ocean, Cells, and Filaments. The Cells agent contains two sub-agents 
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representing each cell type: photoautotrophs and diazotrophs and is responsible for intracellular 
processes and decisions. The Ocean agent defines and calculates the extracellular environment and 
the Filaments agent organizes the Cells and modulates their transactions.  
5.5.4.1 Cells 
Cell agents (cells) are generated for each individual cell in the model. These contain two 
subtypes, photoautotrophs and diazotrophs, but contain several consistent elements between the 
two. Simulation variables are summarized in Table B.4. All cells reproduce according to the same 
rules: cells divide according to sampling from the weighting distribution described above if that 
sample is bigger than the cell mean cell, cells only extend from the ends, and cells can only divide 
into diazotrophs if there is a diazocyte under development (decided at the filament level if the 
filament is nitrogen limited). When a cell is large enough, it converts to fully stationary growth, 
producing only metabolites and creating a larger and larger metabolic gradient between cells 
without de novo biomass synthesis. This prevents a cell from becoming excessively large in the 
center of the filament. Cells will die if they cannot produce the requisite maintenance ATP through 
metabolism or catabolism.  
Cells allow metabolites to diffuse through the lipid bilayer using permeabilities reported in 
the literature (Table B.5). This mechanism represents a non-zero leakage scenario that was 
nevertheless much slower than intrafilamental diffusion (Table B.6). Scavenging from the 
environment for compounds which carried no evidence of active transport followed these same 
rules and was therefore prone to concentration gradients. Active transporters, on the other hand, 
allowed the cell to uptake whatever concentration of compound was necessary subject to its 
presence in the local ocean grid. Allowable exchange of metabolites between cells is illustrated in 
Figure 5.7. If several cells compete in that grid space, access to the available molecule was divided 




5.5.4.2 Subclasses: Photoautotrophs and Diazotrophs 
Both subclasses define the uptake constraints and send to a Python file that decides whether 
the cell metabolizes or catabolizes based on those constraints using the multi-objective metabolic 
model previously described (see Appendix B: Routine Metabolic Optimizations). The cell then 
updates its internal metabolites based on the optimization results, diffuses metabolites, divides if 
possible, and uptakes from its local environment. Model bounds are calculated using local 
concentrations to calculate maximum flux bounds excepting β-aspartyl arginine which is further 
limited to 8% of available nutrients (See Figure B.5). These methods are handled by three 
ScheduledMethods that Repast Simphony schedules in specific progression. Together with the 
Ocean Agent’s updates, the individual cell actions (as dictated by the metabolic model) form the 
core of the simulation. A more detailed flow chart for cell decision making can be found in Figure 
B.6. Progression through these steps is identical for cell types, but the metabolic static variables 
 
Figure 5.7. Allowed Metabolite Diffusion and Exchange between and into Cells. Green 
cells represent photoautotrophic cells and blue represent diazotrophic cells. Solid black lines 
indicate free diffusion between cells, dotted black lines indicate lipid bilayer diffusion, and red 
dashed lines indicate coupled ion transport into the cell. Not pictured is ATP synthase. Maltose 
is modeled as the 12-carbon molecule that forms the foundation for glycogen while 𝛃-aspartyl 
arginine is the foundation for cyanophycin. 
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(objectives, gas uptake, etc.) are different between the two subclasses, necessitating separate 
methods.  
5.5.4.3 Ocean 
The ocean agent is responsible for tracking cells and modeling external nutrients. Its main 
task is facilitating diffusion between cells and locations as well as approximating an uptake radius 
for cells. Each ocean represents a uniform, static, abstract area of the overall grid space with a 
uniform dimension space of 𝛿 × 𝛿 where 𝛿 is a user defined parameter. This set of simulations 
was conducted with time steps of 0.1 hours as a moderate value between diffusion phenomena (on 
the order of seconds along the length of a filament) and doubling time (on the order of 50 hours). 
Metabolites are assumed to freely diffuse in a dilute seawater environment between cell filaments 
(Table B.6) and assumed to be uniform within the grid, given the relatively long time step 
compared to the rate of diffusion over such small dimensions. If the impacts of metabolic diffusion 
limitations were of interest, the time step within the framework could be made appropriately small 
to more accurately track metabolites, at cost of increased computational burden. Each ocean 
gridcell diffuses molecules into its adjacent ocean gridcells assuming discretized slab diffusion in 
two dimensions. This is done using a previously developed discrete algorithm for diffusion in a 
grid (316): ∆f(̅xi) = A∑ (f(xij) − f(xi))e−dj2/ηnj=1     (5.16) dj = |xi − xij|         (5.17) A∑ e−dj2/ηnk=1 = 1                                                            (5.18) 
Where ∆𝑓(̅𝑥𝑖) is the change in concentration of metabolite in grid space xi over a time step, 
A is the normalization constant to be calculated by solving the third equation within the entire 
neighborhood to ensure conservation of mass within the neighborhood, dj is the distance between 
grid space xi and its grid neighbor xij and 𝜂 is the diffusivity control of the system over the time 
step. As 𝜂 → 0 diffusion halts and as 𝜂 → ∞ diffusion becomes instantaneous. In this study, 𝜂 =4𝒟∆𝑡 as in the original Fick’s Law. 
Diffusion is calculated using two steps, one forward and one reversing the order of 
gridspace calculation, to mitigate the effect of order on estimating the concentration gradient 
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(Figure B.7). Excess ammonium is secreted into the environment using a membrane diffusion 
coefficient. Cells are allowed to uptake any metabolite/nutrient in YBC-II medium; the only 
extracellular products allowed in simulations are small molecules, such as CO2 and NH4+ which 
diffuse through the membrane, as well as compounds that have experimental evidence of 
transporters from proteomic analysis or transcriptomic analysis (estimated using membrane 
diffusion outwardly and free diffusion for gases or active transporters for ions/molecules inwardly) 
in Table B.7 (157, 239). 
The Ocean Agents also manage diffusion of metabolites from marine sinks and through 
the gas-liquid surface interface with the atmosphere. This is done assuming equilibrium 
concentrations of dissolved gases defined by Henry’s Law and mono-directional slab diffusion for 
CO2, O2, and N2. Table B.6 lists the free diffusivities of compounds and Table B.8 lists the Henry’s 
Constants for atmospheric compounds, and Figure B.7 demonstrates the movement of diffusive 
molecules through the simulation. 
Furthermore, light diffusion to cells is defined as a function of their y coordinate according 
to the equation: I = I0e−ky              (5.19) 
Where I is light intensity, k is the extinction coefficient of light in seawater, and y is the 
depth below the surface of the individual cell. 
5.5.4.4 Filaments 
Filament Agents are responsible for organizing cells, managing movement, splitting to 
promote diazotroph development, and defining cell type after division. Random walk movement 
(to simulate the lack of control cells have over lateral motion) is simulated by generating a random 
direction that has an empty grid space for every cell in the filament. Cells move within a user 
defined interval of time or if their growth is impeded by another filament, in which case growth is 
halted until the cells move away from each other. The filament forces splitting into two separate 
filaments when nitrogen is limiting growth and neither filament end is undergoing diazotroph 
development (meaning that another diazocyte is required). Filament Agents decide the next cell 
type using this inequality: 
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∑ ɛiDZinDZ > ∑ εiPAinPA       (5.20) 
Where ɛ is the Pareto Efficiency of the given cell type and n is the quantity of that cell type 
in the filament. The Pareto Efficiency is quantified as the sum of the objective fluxes divided by 
their Pareto Optimum (from experimental results) divided by the number of objectives. εic = ∑ νjνjexpj       (5.21) 
If inequality (5.20) is satisfied, the cell prioritizes diazotroph development, otherwise it 
prioritizes photoautotroph development. If a diazotroph region is currently under development, the 
filament adds another cell to that region. If there is no diazotroph under development, or if the C:N 
ratio becomes higher than physiological bounds, the filament splits to expose a region where 
diazotroph development may begin. A photoautotroph can be placed at any open site. Since there 
are two ends on every filament, up to two of these decisions are being made during each simulation 
time step. After filament splitting, if the split results in a homogenous region of either diazotrophs 
or photoautotrophs, the missing cell type is preferred. Filaments split in the middle of the longest 
region of homogenous cells and are prevented from splitting to result in a single cell, meaning that 
the shortest possible resulting splits are two cells in length. Cell division completes within one 
time step when metabolites and biomass are equally divided between parent and daughter cell and 
the filament updates to contain the cell at its end. This decision is a memoryless process conducted 
each time step. This means that cell division is completely metabolically motivated (which is 
affected, in turn, by diffusion and physiological processes). 
5.5.5 Parameter Estimation 
As described previously, to improve the accuracy of simulations, the model was fit to 
experimental data for cells grown in 100 μE light in YBC-II medium. Maintenance energy, in the 
form of the ATP hydrolysis reaction, is the main parameter that is adjusted in FBA formulations 
(3, 244, 248, 317, 318) to match simulations with growth rate. Since maintenance energy at 100 
μE was higher than the energetic capacity of the model for growth at 50 μE, a linear correlation 
was interpolated from experiments at 100 μE and 80 μE with ATP maintenance flux fit to both 
cases for each cell type: νATP(I) = mI + ν0      (5.22) 
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Where m and ν0 are calculated using the point-slope equation for a linear equation: m = νATP,I1−νATP,I2I1−I2       (5.23) ν0 = −I1m+ νATP,I1      (5.24) 
Where I1 is 100 μE and I2 is 80 μE. The estimated values of the linear equation are recorded 
below in Table 5.1. If the model is unable to satisfy its maintenance demand (through any 
metabolic process, including catabolizing its own biomass), the cell dies. L0 is the energy required 
in zero light to maintain the cell without active metabolism. 
 
Table 5.1. ATP maintenance flux requirements estimated as a function of light intensity for 
Pareto Fitting. 
Cell Type Maintenance Energy, 𝝂𝑨𝑻𝑷 m ( 𝐦𝐦𝐨𝐥𝐠 𝐃𝐖 𝐡 𝛍𝐄) 
𝝂𝟎 ( 𝐦𝐦𝐨𝐥𝐠 𝐃𝐖 𝐡 ) 
L0 (𝛍E) 
80 µE ( 𝐦𝐦𝐨𝐥𝐠 𝐃𝐖 𝐡 ) 
100 µE ( 𝐦𝐦𝐨𝐥𝐠 𝐃𝐖 𝐡 ) 
Photoautotroph 34.3 53.3 0.952 -16.7 16.9 
Diazotroph 62.3 82.0 0.987 -41.9 44.0 
 
5.5.6 Multi-Objective Optimization 
Unlike typical formulations of flux balance analysis (92, 242, 244, 284, 318-320), which 
use a single objective function to predict fluxes, our model uses multi-objective optimization to 
more accurately approximate the true objectives of the cell: to optimize biomass while also 
producing the metabolite they exchange between cell types. Implementation of multi-objective 
optimization is more complex and computationally intense than single objective optimization 
therefore, to minimize computational effort, Pareto Fronts were generated a priori by iteratively 
increasing ATP maintenance flux and using every permutation of objective weights to fit to a 
dominant front (see SI Methods and Figure B.8 for more complete details). For each point along 
the Pareto Front, Euclidean distance was used to determine the relative weight of each objective 
function, which was then used to generate a single, scalarized reaction. Each cell in the simulation 
calculates its scalar objective function separately during each time step based on its internal 
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constitution and requirements. Shifting Pareto Fronts and the selection of scalar objective functions 
within them can be visualized in Figure B.1, illustrating the utility of mutable objective functions 
in aiding development of the Pareto Front in consequent time steps as well as moving along it to 
respond to limitations in contrast to a static objective function. Light limitation illustrates slower 
progression of the Pareto Front outward for diazotrophs (but little change overall) and a lower 
capability of glycogen production for photoautotrophs that causes higher prioritization of 
metabolite production and limited biomass accumulation. High light forms more productive initial 
diazotrophs and more consistently metabolite productive photoautotrophs. Carbon limitation 
illustrates few changes in diazotrophs while limiting total glycogen production in photoautotrophs, 
but is notably similar in that regard, indicating that carbon limitation requires more futile cycling 
to achieve cell objectives but maintains few changes on the cell metabolism level. Low nitrogen 
caps cyanophycin production in diazotrophs and does not heavily affect photoautotrophs. 
5.5.7 Implementation of Mutable Objective Functions 
Previous studies have used static objective functions, where production is consistent during 
every phase of growth. However, organisms accumulate and digest metabolites during growth and 
development. To reflect this, we inserted a “mutable” objective function where relative preferences 
of storage compounds and biomass production can be tailored by the agent based on cell biomass. 
The scalarized objective equation was thus broken into two main components: storage compounds 
(cyanophycin modeled as β-aspartyl arginine and glycogen modeled as maltose) and biomass 
(lipids, proteins, DNA, RNA, chlorophyll, phycoerythrin, etc.). We assumed that biomass 
remained relatively stable throughout the day while the amount of storage compound was allowed 
to vary. The scalar weights, or production priorities, were manipulated assuming cells do not grow 
beyond twice their average cell without dividing: lower biomass prioritizes growth and higher 
biomass prioritizes vegetative storage compound production. Mathematically, this is modeled such 
that the scalar objective equation’s biomass coefficient was inversely adjusted by cumulative 
probability of a cell’s biomass in the distribution. The normal distribution was formulated 
assuming cubic 10 μm cells with density of water (139) as the average mass and a narrow 
distribution with a standard deviation of 0.433 times the mean size. This value was chosen to 
promote switch-like bistable behavior between cell phenotypes: either cells are biomass driven 
(exponential) or they are metabolite driven with combinations of probabilities in between. This is 
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because a single sample of a cell from a distribution of cells would have a probability of 99% to 
fall between 0 and twice the mean size. The final distribution is: f(X)~N(1.029 ng, 0.433 ∙ 1.029 ng)         (5.25) 
Calculation of new objective coefficients was done by first finding the cumulative 
probability (z) of another randomly selected cell’s non-metabolite biomass being less than or equal 
to the objective cell’s biomass at each time point for each cell: z = F(X ≤ xi)        (5.26) 
This is used to adjust the average, experimentally matched objective coefficient (?̅?𝑏) for 
biomass by multiplying that coefficient by the probability of the cell being larger than that size, a 
value that represents the probabilistic expansion space (𝜖) of the cell: ϵ = 1 − z      (5.27) ŵb = ϵ ∙ w̅b      (5.28) 
Major metabolite coefficients for the scalarized objective equation were also adjusted using 
this probability, increasing as the cell’s size increased: ŵm = z ∙ w̅m      (5.29) 
Finally, the coefficients are normalized such that: a∑ ŵii = 1      (5.30) 
Or: a = 1∑ ŵii               (5.31) 
Which yields final objective coefficients of: wk = ŵk∑ ŵii  ∀ k ∈ 𝒪        (5.32) 
Where 𝒪 is the set of all objective metabolites in the original scalar equation. 
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Performance evaluation of the mutable objective function, validation of the mutable 
objective function versus the static version, and justification of non-metabolite biomass as the 
independent objective are provided in Appendix B: Methods and Figure B.9. 
5.6 Abbreviations 
6PG: 6-phospho-D-gluconate, 6PGDL: 6-phosph-D-glucono-1,5-lactone, ABM: Agent-
Based Modeling, AcCoA: Acetyl-CoA, AKG/αKG: α-ketoglutarate/2-oxoglutarate, ALA: L-
alanine, βASP-ARG, β-aspartyl arginine, βG6P: β-glucose-6-phosphate, CBB: Calvin-Benson-
Bassham Cycle, CDeg: Cyanophycin Degradation to Amino Acids, cEFMA: community 
Elementary Flux Mode Analysis, CIT: Citrate, COBRA:  Constraint-Based Reconstruction and 
Analysis Toolbox, CobraPy: Constraint-Based Reconstruction and Analysis Toolbox for Python, 
COMETS: Computation of Microbial Ecosystems in Time and Space, CSV, Comma Separated 
Value, cph: Cyanophycin, CSyn: Cyanophycin Synthesis from Amino Acids, dFBA: dynamic Flux 
Balance Analysis,  DHAP: Dihydroxyacetone phosphate, DON: Dissolved Organic Nitrogen, 
E4P: Erythrose-4-phosphate, EF: Efflux, EX: Export, F6P: Fructose-6-phosphate, FBA: Flux 
Balance Analysis, FDP: Fructose 1,6-diphosphate, FOR: Formate, FUM: Fumarate, FVA: Flux 
Variability Analysis, G6P: Glucose-6-phosphate, GAP: Glyceraldehyde 3-phosphate, GDeg: 
Glycogen degradation, GLX: Glyoxylate (flux maps) or Glyoxylate and dicarboxylate metabolism 
(Figure 5.4), GLY: Glycine (flux maps) or Glycogen/Gluconeogenesis (Figure 5.4), gly: 
Glycogen, GLYR: Glycerate, GOL: Glycerol, GP: 3-phosphoglycerate, GSyn: Glycogen 
synthesis, ICIT: Isocitrate, IN: Influx, JSON: JavaScript Object Notation, jyCOBRA: java-python 
integrated COBRA, KEGG: Kyoto Encyclopedia of Genes and Genomes, LIP: Lipid metabolism, 
MAL: Malate, MSM: Multiscale Modeling, OAA: Oxaloacetate, PEP: Phosphoenolpyruvate, 
PGOL: Phosphoglycolate, Pi: Inorganic phosphate,  PPP: Oxidative Pentose Phosphate Pathway, 
PRO: Protein synthesis, PYR: Pyruvate, R5P: Ribose-5-phosphate, REF: Reflux, Ru5P: Ribulose-
5-phosphate, RuBP: Ribulose 1,5-bisphosphate, S17P: Sedoheptulose 1,7-bisphosphate, 
S7P: Sedoheptulose 7-phosphate, SBML: Systems Biology Markup Language, SUCC: Succinate, 
SUCSAL: Succinic semialdehyde, SDA: Subsystem Distribution Analysis, TCA: Tricarboxylic 
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MULTISCALE MODELING OF TRICHODESMIUM ERYTHRAEUM REVEALS 
MICROAEROBIA AND A CIRCADIAN CYCLE CONSPIRE TO ASSIMILATE NITROGEN 
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6.1 Abstract 
Trichodesmium erythraeum is a crucial participant in the marine carbon and nitrogen 
biogeochemical cycles. However, the complexity of photosynthetic oxygen evolution in 
conjunction with nitrogenase’s sensitivity to oxygen is difficult to harmonize, especially 
considering there is no explicit diurnal or compartmental separation. This study presents a 
multiscale, multiparadigm model integrating individual cells within a population and subject to 
environmental cues. The investigation considers the interactivity of carbon and nitrogen 
metabolism within cells and communities, determining a naturally occurring triphasic rhythm to 
support nitrogen fixation. Moreover, individual cell models fail to predict the full utility of cellular 
metabolism, but integration into a limited environment and community access more metabolic 
potential. This results in prediction of a microaerobic environment supporting glycolysis in 
diazotrophs while protecting nitrogenase. Temporal feedback loops allow for progressive nitrogen 
fixation within filaments, enabled by a free marketplace between cells in a filament. This 
multiscale modeling approach overall effectively mimics the multiscale growth approaches in 
culture, decrypting the phenomena that promotes nitrogen and photosynthetic productivity in 
cultures. 
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The marine nitrogen cycle is a complex, competitive, and dynamic entity that drives 
biological growth and function. Biological systems have evolved to recycle nitrogenous 
compounds from oxidized (N2) to reduced (NH4+,, amino acids) and back again, forming complex 
communities despite competitive, nutrient limited environments that control biogeochemical 
cycles (137, 138, 147, 321, 322). These intricate habitats are still largely uncharacterized because 
of their diversity and interference from other environmental factors. Disruptions to these 
ecosystems from large-scale agricultural (11, 228) or climate (14, 222, 224) shifts could prove 
devastating for these communities and overall nutrient cycles. Quantifying these possibilities, 
along with developing more mechanistic knowledge of the interactions of cell types and metabolic 
processes, could help encourage better ecological management and engineering strategies. 
Trichodesmium erythraeum is a keystone organism in the marine nitrogen cycle: it 
produces an estimated 49% of marine biologically produced reactive nitrogen per year (15, 16, 
134, 135, 137). It does so by photosynthetically fixing diatomic nitrogen – comprising about 79% 
of the atmosphere – into ammonium and larger organic molecules like amino acids. It concurrently 
fixes carbon, making it a primary producer in both major macronutrient cycles originating from 
atmospheric substrates. T. erythraeum populations effectively divide these tasks both temporally 
and spatially, exhibiting two distinct cell types and a strong circadian rhythm (134, 163, 166). Cell 
types are divided into two partially differentiated groups: nitrogen-fixing (diazotrophic) cells and 
carbon-fixing (photoautotrophic) cells (16). T. erythraeum forms filaments with diazotrophic cells 
situated in parts of the center in one to three groups of like cells, forming diazocyte regions. The 
majority of filaments (by quantity) are photoautotrophs, which tend to be between 70 and 85% of 
the population. Cells form an open marketplace within filaments: diazotrophs fix nitrogen into 
ammonium, urea, and L-aspartate-L-arginine chains called cyanophycin which form the nitrogen 
basis for photoautotrophs which provide long glucose/glycogen chains in response.  
The circadian rhythm is critical for population development: cells grown in constant light 
die (163), and there is distinct photo-exhaustion at high light intensities or long day periods. While 
the specific roles of the day versus night period have not been formally described, evidence 
suggests that communities maximize metabolite acquisition during the day (similar to other 
unicellular photosynthetic marine organisms) and prepare the colony for this endeavor at night 
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(163, 230, 237). Additionally, metabolite acquisition is a fragile process in diazotrophic 
photosynthetic organisms: Photosystem II (PSII) releases O2 which irreversibly inhibits 
nitrogenase. T. erythraeum partially compensates for this by downregulating PSII in diazotrophs, 
but the open marketplace of the filament implies that O2 is still freely shared among cells (168). 
As opposed to strict circadian regulation – through nitrogenase activity in the dark – or specialized 
O2-excluding compartment formation (158), T. erythraeum uses primarily metabolic means to 
protect nitrogenase from O2. T. erythraeum contains superoxide metabolism for O2 consumption 
through Mehler reactions which basically reverse PSII through hydrogen peroxide biosynthesis, 
allowing for minimal excess energy to be directed to protecting nitrogenase (140-142, 181). More 
importantly, evidence suggests that glycolysis drives diazotrophy instead of light (140, 142), 
creating a strong link between carbon and nitrogen metabolism (1, 9). This is augmented by a 
robust L-arginine degradation set of genes that allow for organic nitrogen compounds to be used 
for nitrogen, energy, and carbon. The collaborative nature of cells in conjunction with linked 
metabolic processes are crucial in the immense productivity of this species. 
This model investigates the metabolic and physiological motifs that enable T. erythraeum’s 
significant impact on marine biogeochemical cycles, specifically through the integration of carbon 
and nitrogen metabolism. It uses a multi-paradigm, multi-scale model with agent-based 
simulations of individually interacting cells, each of which is informed by the community and 
environment. The model thus investigates how physiological, community, metabolic, and 
environmental mechanisms all integrate to promote carbon and nitrogen fixation in marine 
cultures. 
6.3 Materials and Methods 
6.3.1 Improved Genome Scale Model 
6.3.1.1 Biomass Basis and Experimental Results 
Biomass data for nitrate versus nitrogen unamended media was taken from Chapter 5 and 





6.3.1.2 Additional Reactions 
This model updates the existing model from previous literature (3) by adding 327 reactions, 
adding 157 metabolites, and replacing 18 reactions to increase its size from 984 reactions and 990 
metabolites to 1293 reactions and 1147 metabolites. Added non-compartment transport reactions 
were added through BLAST and previous studies. Added genes and reactions are provided in Table 
C.1. 
6.3.2 Implementation of metabolite and biomass accumulation using an adjusted dynamic 
flux balance analysis framework 
The model assumes a step-wise time discretization framework following previous dynamic 
flux balance analysis studies (242, 250). Multiobjective optimization of metabolite acquisition and 
generalized biomass production follow Chapter 5 with one major change: this model 
accommodates secondary objectives in a similar mechanism to previous studies (265, 288). It 
integrates other previous literature (265, 288) for which a primary objective forms the constraint 
of a secondary objective. The reactions and optimization accomplishing this task can be seen in 
Supplementary Information with the new algorithms for different types of growth (anabolism, 
catabolism, and primary productivity) as well as the governing decisions found in Files C.1-C.4. 
6.3.2.1 Diffusion 
Between metabolic optimization steps, diffusion controls interactions with the environment 
and between cells. Additional compartments were added to differentiate the free diffusion within 
the filament (“_f”) from non-diffusing biomass compounds (“_b”), extracellular compounds 
(“_e”), and reaction participating cytosolic compounds (“_c”). Discussion of the rules governing 
interactions between compartments is in Figure C.1. Full diffusion parameters, transporters, 
considered metabolites, and sources can be found in the previous model (3). 
More information on delivery of metabolites to a cell-specific extracellular compartments 
can be found in Appendix C: Diffusion Rules. 
6.3.3 Nitrogenase Irreversible Inhibition Model 
Oxygen irreversibly inhibits nitrogenase function. To reflect this, a competitive inhibition 
Michaelis-Menten model was derived from  previous literature (323) for nitrogenase derived from 
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Azotobacter vinelandii. Two other models, derived from fitting Parameters and the equation for 
this inhibition can be seen in Appendix C: Nitrogen Inhibition, but Michaelis-Menten was selected 
because it most accurately described experimental results. The full inhibition model is described 
in Appendix C. 
6.3.3.1 Ideal Oxygen Sequestration 
“Ideal” oxygen elimination to promote appropriate anaerobia was calculated based on in 
vitro data suggesting a 90% activity of nitrogenase in atmospheric conditions (321) and using the 
ratio of uninhibited to inhibited Michaelis-Menten models to predict the idealized oxygen 
concentration to achieve that activity. Equations for this calculation can be found in Appendix C: 
Oxygen Sequestration Mechanisms. 
6.3.3.2 Futile Cycling Minimization 
Since both major metabolic compounds are organic, futile cycling can occur to use 
cyanophycin as a carbon source in lieu of de novo carbon fixation. Switch-like limitations listed 
in Appendix C were used to halt production of urea and ammonium – products of cyanophycin 
catabolism for carbon – based on previous models of auto/feedback inhibition. Information on this 
model can be found in Appendix C: Arginine Catabolism Autoinhibition. 
6.3.3.3 Simulation Conditions 
This model was run with three major variables changing between simulations: reactive 
nitrogen quantity, reactive nitrogen type, light level, CO2 content, and O2 consumption. Cells were 
organized into 15 cell filaments, consistent with the geometric range reported in literature (192), 
with 4 diazotrophs and 11 photoautotrophs to begin the simulation. Access to media nutrients, 
atmospheric gases, light, organization of agents, and behaviors are consistent with Chapter 5.  
6.3.3.4 Comparing Flux Set Variability Between Conditions 
Outcomes of simulations in different nitrogen conditions (ambient N2 versus 100 μM NO3- 
and NH4+) was conducted using Pearson’s coefficient for a one-way F-Test between the conditions 
at each time step across all cells of a cell type within the population. P-values were interpreted 
assuming a normal distribution. All P-values that were consistently above 0.05 across all times 




6.4.1 Metabolic Apparatus 
L-arginine degradation pathways result in either catabolism to join the Citrate Cycle or as 
a precursor to biomass or other amino acids. Moreover, L-arginine can be used to transfer amine 
groups to 𝛼-ketoglutarate to form glutamate or it can be used to liberate nitrogen as urea or 
ammonium. T. erythraeum has an exceptionally extensive catalog of L-arginine metabolic 
pathways reported in literature where such diversity is unclear (178). An assessment of the 
energetic outcomes, liberated nitrogen (through urea and ammonium), and liberated carbon 
(through urea and CO2) in each pathway is depicted in Table 6.1 and the pathways and metabolites 
are correspondingly visualized in Figure 6.1.  
6.4.2 Including Physiological Effects 
6.4.2.1 Nitrogen Pathway Autoinhibition 
Metabolic pathway analysis reveals a multitude of mechanisms for catabolism of L-
arginine to precursors for other amino acids, free reactive nitrogen compounds, and central carbon 
metabolism compounds (178). Maintenance of these smaller metabolites may have two roles: may 
they enable cells to retain the energy already spent on fixing nitrogen while also enabling the amino 
acids that form the precursors for cyanophycin to be used for metabolic pathways other than 
nitrogen storage. The second possibility is particularly vexing: cells can preferentially consume 
cyanophycin as a carbon source instead of fixing it de novo. Therefore, an autoinhibition model 
was added to reduce L-arginine catabolism when internal nitrogen levels became high. Figure 6.4 
illustrates four contrasting models of nitrogen autoinhibition: full autoinhibition by both “free” 
reactive nitrogen compounds (urea and ammonium), no autoinhibition of urea or ammonium 
production, autoinhibition of only ammonium production, and autoinhibition of only urea 
production. The performance of the autoinhibited pathway provides evidence that cells respond to 
nitrogen availability by reducing cyanophycin cycling. 
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Figure 6.1. Enumerated L-arginine catabolism pathways. Each pathway illustrates a separate 
means of L-arginine degradation to succinyl semialdehyde (for the Citrate Cycle), glutamate, 1-
pyrroline 5-carboxylate, and citrulline. These all correspond to pathways in Table 6.1. Adapted 
from information in (178). Abbreviations: 4AB: 4-aminobutanoate, 4ABAL: 4-aminobutanal, 
AGM: agmatine, AKG: α-ketoglutarate, ARG: L-arginine, CITR: citrulline, CPTR: N-
carbamoylputrescine, GBUT: guanidinobutyrate, GLU: L-glutamate, GLUGSAL: L-glutamate 5-
semialdehyde, KARG: ketoarginine, ORN: L-ornithine, P5C: 1-pyrroline-5-carboxylate, PTRC: 







6.4.2.2 Modeling Nitrogenase Inhibition 
A Michaelis-Menten model featuring nitrogen inhibition parameters from Azotobacter 
vinelandii (323) was selected above two other models (321) (see: Appendix C). Four cases were 
tested to determine cellular preferences for oxygen sequestration: maintenance of microaerobia 
using an acceptable oxygen limit suggested by the Michaelis-Menten model and in vitro 
nitrogenase assays (see Methods: Oxygen sequestration mechanisms), full consumption of oxygen 
within a time step with allowed fermentation products, full consumption of oxygen with a time 
step without fermentation products, and uninhibited nitrogen as a control. The results of these 
simulations are visualized in Figure 6.2 and suggest that a microaerobic environment is best suited 
to cellular growth. Microaerobia displayed greatest cyanophycin accumulations without CO2 loss 
and minimal Mehler flux to accomplish virtually the same internal oxygen concentration. Full 
elimination and fermentation, in contrast, result in similar internal oxygen concentrations but less 
cyanophycin stored and an overactive Mehler flux. Microaerobia is preferential to full elimination: 
it allows cells to conduct glycolysis without interfering with nitrogenase along with recycling CO2. 
included to mimic the cell creating nitrogenase as the cell becomes safer for its 
maintenance, making the 𝑉𝑚𝑎𝑥 term in the Michaelis-Menten a function of biomass. The effects of 
this parameter are visualized in Figure C.4. 
6.4.3 Metabolism in a Community 
The model extends the genome-scale reconstruction to consider physiological effects. This 
leads to emergent understandings of the role of nitrogen, oxygen, and carbon in regulating 
individual cell metabolic rhythms, particularly regarding nitrogen fixation in diazotrophs. 
However, cells exist within a community and are affected by it. The treatment of cells as 
autonomous agents that share a unique marketplace within filaments leads to evidence of 





Figure 6.2. Predicting optimal oxygen sequestration strategies. Microaerobic (blue, solid) is 
“ideal” oxygen concentration predicted in Appendix C, fermentative (orange, dash-dot) is full 
elimination of diazotrophic oxygen with allowed fermentation products (L-lactate, acetate), 
anaerobic (green, dotted) is full elimination disallowing those fermentation products, and no 
inhibition (red, dashes) is the same rules but with a non-inhibited Michaelis-Menten model. A) is 
the total biomass evolution in each condition, B) is cyanophycin fraction accumulation over time, 
C) is glycogen fraction accumulation over time, D) is internal cellular concentration of oxygen, E) 
is the mean media concentration of CO2 within the oceanic gridspace, F) is the nitrogenase fixation 
flux during the light period, G) is the CO2 net fixation flux over time, and H) is the total Mehler 
Flux over time. 
 
Observations suggest that nitrogenase peaks about a third to halfway through the daylight 
period while highest oxygen concentrations are observed at the beginning and the end of the light 
period (163, 205, 321). Regardless, our model initially suggested that even in inhibited 
environments, nitrogen fixation would begin at initial light conditions. One consideration the 
model does not make is that oxygen irreversibly inhibits nitrogenase, requiring it to be fully 
recreated in the cell and costing significant metabolic resources. Therefore, a delay term was  
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6.4.3.1 Community Division of Metabolism 
T. erythraeum trichomes are coordinated, with a consistently observed structure of 1-3 
regularly spaced, non-terminal diazocytes (diazotrophic cell regions) within a 3-150 cell length 
filament (16, 192). To probe the significance of the spatial arrangement, fluxes for crucial carbon 
metabolism, nitrogen metabolism, and energy metabolism reactions were mapped to the cell 
location within the filament for determination of relative metabolic activation by locus as 
visualized in Figure 6.3. Blue spaces on the figure are diazotrophs and white spaces are 
photoautotrophs and there are clear differences between these two areas. Most of these are intuitive 
differences: carbon fixation (4A) is lower in diazotrophs while nitrogen assimilation processes 
(4C) are much higher. Some unintuitive spatial deviations occur: phosphoenolpyruvate 
carboxylase (PEPCX, 4B, blue line) is a mechanism for diazotrophs to concentrate CO2 
alternatively to RuBisCO. Major impacts in nitrogen assimilation also define cell types: 
diazotrophs uptake extracellular ammonium but expelling intracellular ammonium. Cells also 
illustrate metabolic niches within cell types: notably, photoautotrophs form optimal carbon fixers 
within the ranges of 2-6 and 9-14 cells and the ends operate differently. For example, ammonium 
uptake is preferential to cyanophycin uptake in terminal, biomass producing cells (orange, 3C) to 
cyanophycin. Light is also functionally different where terminal cells leverage more PSII 
compared to PSI, a result that merits further investigation. These suggest differences both between 
cell types and by position in the filament, promoting the hypothesis that these filaments diversify 
to many metabolic niches. 
Communities also develop during the light cycle. As seen in Figure 6.3F, preference of PSI 
to PSII can represent different cellular uses along the filament: terminal, biomass producing cells 
prefer PSII while central, metabolite producing cells rely on PSI. The effect of nitrogen source on 
Photosystem preference (and energy type preference) was studied to distinguish reductive versus 
phosphorylation in nitrogen assimilation. This can be used to explain the preference for certain 
reduced nitrogen sources (NO3-) to others (NH4+). Light effects on nitrogenase inhibition in the 
presence of nitrates were investigated by tracking molar flux through nitrogen metabolism 
pathways. Figure 6.3C visualizes the preference of nitrogen flux (on a mmol N (g DW)-1 basis) 




Figure 6.3. Spatial division of metabolism within filaments. Cell coordinates begin at the right 
end of the filament and end at the left end with diazotrophs near the center of the coordinates. Each 
line corresponds to a different reaction flux. Blue areas are diazotrophic cells. A) is upper central 
carbon metabolic reactions, B) is lower central carbon metabolic reactions, C) is nitrogen 
assimilation reactions, D) is internal nitrogen reactions, E) is photosynthesis, and F) is general 
ATP cycling. Abbrevations: A) RuBisCO: ribulose-1,5-bisphosphate carboxylase; GLYSYN: 
glycogen synthase; GLY1P: glycogen phosphorylase; S7P X5P: sedoheptulose-7-phosphate: D-
glyceraldehyde-3-phosphate transketolase; GAP KI: D-glyceraldehyde-3-phosphate ketol-
isomerase. B) PEPCX: phosphoenolpyruvate carboxylase; GOLDH: glycolate dehydrogenase: 
NADH; OAA LY: oxaloacetate lyase; GP PT: ATP: 3-phospho-D-glycerate 1-phosphotransferase; 
Succinate-semialdehyde: NAD+ oxidoreductase; ASPAT: L-aspartate 2-oxoglutarate 
aminotransferase. C) NITR: nitrogenase; NH4+ TR E: ammonium transport from extracellular; 
NH4+ TR F: filamental ammonium transport, UREA: urease; CPHASE: cyanophycinase; CPH: 
cyanophycin synthase. D) ARGDA: L-arginine deaminase; ASPLS: L-aspartate lyase; ARGOD: 
L-arginine oxidase; ASPDeg: L-aspartate degradation; GLNSYN: glutamine synthase. E) PSI: 
Photosystem I; PSII: Photosystem II. F) PPi P: pyrophosphate phosphohydrolase; Mehler 
NADPH: Mehler oxygen consumption with NADPH; Mehler FX: Mehler oxygen consumption 







In high energy conditions, inhibition is much lower, but low energy conditions function similarly 
to the “average” case, or 100 μE. Convergence to maximum inhibition occurs faster in higher light, 
indicating that high nitrate contents predict high energy usage relative to direct nitrogen fixation. 
Coupled with the findings from Figure 6.4, it can be determined how cells preferentially use 
reductive energy versus phosphorylation to mitigate oxygen poisoning and drive biomass versus 
metabolite generation. 
 
Figure 6.4. Inhibition of nitrogenase in the presence of nitrate as a function of light intensity. 
Blue line is 25 𝛍E, orange dash-dot is 100 𝛍E, and green dotted is 350 𝛍E light. 
 
6.4.4 Interactions with the Environment 
A final layer of interaction exists between the cellular community and its environment. 
Cells typically operate in nutrient limited environments but have an extensive enough metabolism 
to adapt and optimize their interaction with alternative surroundings. A common artifact of 
diazotrophy is that cells tend to prefer nitrates to ammonium despite the energetic advantages of 
direct ammonium uptake, but both types tend to restrict nitrogen fixation de novo and change 
cellular metabolic priorities. 
140 
 
6.4.4.1 Nitrogenase Feedback Inhibition 
The simulation was run with amended media at different nitrate concentrations consistent 
with previous experiments to determine how opportunistically cells uptake nitrates to fix nitrogen 
by calculating nitrogenase percent inhibition. These simulations were repeated with different light 
intensities to suggest the role that energy accumulation plays in nitrogen assimilation decisions as 
visualized in Figure 6.4, exhibiting multiple controls on nitrogen access (diffusion, nitrogen 
access, and energy access). Moreover, high light precipitated dramatic increases in photosynthetic 
oxygen evolution, and additional reductive energy resources were required to consume the excess 
oxygen with rules illustrated in Appendix C. 
6.4.4.2 Contrasting Nitrogen Types 
T. erythraeum prefers nitrates to ammonium, despite the energetic cost differential between 
the two substances. Cells were simulated to grow on 100 μM ammonium and 100 μM nitrates – 
sufficient concentrations to fully replace nitrogen fixation – to examine the metabolic 
consequences of one nitrogen source versus another. Figure C.6 demonstrates the different 
nitrogen metabolic distribution in ammonium and nitrate between photoautotrophic and 
diazotrophic cells, respectively. 
6.4.4.3 The Role of Carbon Fixation on Nitrogen Metabolism 
Nitrogen source has ramifications beyond nitrogen metabolism, including carbon and 
energy metabolism. Figure 6.5 and 6.6 demonstrate the metabolic similarity through reactions 
across diazotrophs and photoautotrophs respectively at different times and in different growth 
conditions. Lighter colors signify more similarity between fluxes of all cells for that reaction for 
that time step, while dark colors are more differences metabolically (or less significantly similar). 
Patterns seem randomized at first, but notable results include convergence of biomass objectives 
in ambient versus nitrate supplemented cultures along with nucleotide synthesis and portions of 
the citrate cycle. Ammonium displays more convergence in the middle of the light cycle before 
diverging towards the end. The results of this analysis imply that nitrogen assimilation in early 





Figure 6.5. Diazotroph differences in metabolism between media conditions. P-values are 
calculated using Pearson’s one-way F-test between all cells of the same cell type in each of the 
two conditions at a given time step (left to right). Dark lines are high P-values indicating low 
significant differences in behavior while light lines imply significant differences. Abbreviations 
can be found in Table C.5 Subsystems are annotated on the right by the color bar with 
abbreviations: AA: amino acid metabolism; ARG AS: L-arginine and L-aspartate metabolism; 
BIO: biomass synthesis; CIT: Citrate Cycle; EN: energy metabolism; NIT: nitrogen assimilation; 
NUC: nucleotide metabolism; PR: photorespiration; RPPP: reductive pentose phosphate pathway; 
SM: small molecule metabolism; TR: transport. 
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Figure 6.6. Photoautotroph differences in metabolism between media conditions. P-values are 
calculated using Pearson’s one-way F-test between all cells of the same cell type in each of the 
two conditions at a given time step (left to right). Dark lines are high P-values indicating low 
significant differences in behavior while light lines imply significant differences. Table C.5 
contains abbreviations. Subsystems are annotated on the right by the color bar with abbreviations: 
AA: amino acid metabolism; ARG AS: L-arginine and L-aspartate metabolism; BIO: biomass 
synthesis; CIT: Citrate Cycle; EN: energy metabolism; NIT: nitrogen assimilation; NUC: 
nucleotide metabolism; PR: photorespiration; RPPP: reductive pentose phosphate pathway; SM: 






This model elucidates the multiple levels that inform cellular metabolism and enable the 
productivity of T. erythraeum in marine ecosystems. Previous studies, focusing on analysis of 
individual cells or large-scale interactions, fail to find some of the nuances at different scales of 
development in culture. This extends the understanding of nitrogen metabolism as a function of 
metabolic capabilities to physiological constraints, community support mechanisms, and 
environmental opportunism. It draws a strong connection between carbon metabolism and nitrogen 
metabolism, even implying that carbon metabolism is a stronger governing force than energy 
harvesting. These connections promote a distinct light period cycle where cells spatially and 
temporally divide tasks, diversify, and act opportunistically based on their environments. 
Trichodesmium erythraeum has a complex and readily adaptable metabolism, capable of 
utilizing many nitrogen sources for growth. However, it is less capable of using diverse carbon 
sources for growth. Analysis of the T. erythraeum metabolic network reveals a high capacity of T. 
erythraeum to incorporate nitrogen sources into metabolism contingent on carbon fixation. The 
main source of adaptation occurs in the co-metabolism between the two cell types: as cyanophycin 
(composed of L-arginine and L-aspartate) is passed between the cell types, it functions as a 
nitrogen, energy, and carbon source. T. erythraeum has thus developed a robust set of metabolic 
pathways oriented around L-arginine catabolism as determined by bioinformatic analysis (178). 
The resulting catalog of L-arginine catabolism pathways is illustrated in Figure 6.1 with an 
enumeration of every possible pathway. 
6.5.1 Cells Progressively Fix Nitrogen into Storage Compounds 
Persistence of ammonium and other nitrogen compounds in cultures suggests that T. 
erythraeum diversifies its nitrogen pool throughout the day and that there is a use for smaller 
molecules that leak (16, 145, 196). There are two obvious hypotheses related to this: first, futile 
cycling of cyanophycin releases nitrogen in carbon limited environments and second, nitrogen 
intermediates are progressively built before cyanophycin accumulation. Figure C.2 provides 
evidence that both hypotheses are correct: autoinhibition occurs to allow for gradual accumulation 
of nitrogenous compounds while limiting futile cycling of cyanophycin precursors. The fully 
autoinhibited case illustrates the most stability of nitrogen compounds where maximal free 
cyanophycin is produced without much ammonium or urea where all three other cases maintain 
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lower concentrations of cyanophycin than the autoinhibited case and – excepting the urea inhibited 
case – higher concentrations of small nitrogen compounds. Fluxes for cyanophycin for diazotrophs 
do not change wildly between the cases, implying that productivity is not an issue. However, 
increased uptake in photoautotrophs in the uninhibited/quasi-uninhibited versions illustrate that 
cells must limit futile cycling even with higher availabilities of urea and ammonium to diazotrophs. 
Ultimately, the best performing cases suggest a clear rhythm of nitrogen compound evolution: 
first, ammonium is released into the cells, forming the basis for cyanophycin and urea, and that is 
then converted into urea later in the day, finally spurring cyanophycin biosynthesis. The 
uninhibited cases do not allow for this progression, suggesting that intermediate nitrogen 
compound formation is crucial to the cell circadian cycle. 
6.5.2 T. erythraeum Maintains Noninhibitory Microaerobia within Communities 
Most investigations believe this structure to be effective in sequestering oxygen by 
enabling internal cells (diazotrophs) to be protected by their photoautotrophic counterparts (16, 
164). However, the propensity for carbon fixation to evolve oxygen without any structural 
components (like cyanophycin plugs) combined with T. erythraeum’s preference for 
anaerobia/high oxygen environments (194) suggests that spatial arrangement is less effective in 
protecting diazotrophs from oxygen than in heterocyst-forming organisms like Anabaena (160). 
Previous studies have suggested that electron transport and photosystem regulation protect 
nitrogenase which may have been an early electron acceptor (164). This simulation counters with 
a more nuanced regulatory environment, including persistent microaerobia as opposed to 
anaerobia. Figure 6.2 demonstrates that the microaerobic environment operates nearly as well as 
the uninhibited nitrogenase enzyme. This leads to a virtually the same overall biomass gain for 
these conditions and nearly as effective cyanophycin storage along with higher nitrogenase 
fixation that qualitatively matches the parabola from previous studies (9, 146, 163). This is 
augmented by more efficient CO2 maintenance as demonstrated by its minimal release into the 
external media while maintaining high rates of fixation. Oxygen sequestration is enhanced in the 
fermentation elimination simulation during the first phase of the light period with other simulations 
performing similarly. The uninhibited and microaerobic environments require a peak of oxygen 
elimination before ceasing Mehler Flux, while both full elimination models require persistently 
high activity. These results reinforce that microaerobia is critical for maintaining glycolytic 
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efficiency around nitrogenase in diazotrophs while hypothesizing the requirement for specialized 
aerobic consumption early in the day. This contrasts with previous views that linear photosynthetic 
electron transport was solely responsible for nitrogenase protection (164), instead offering the 
perspective that cells have a more intricate set of pathways to maintain microaerobia. 
6.5.3 Spatial Diversification Explains Some Pathway Diversification 
Cells operate within the context of their environmental cues. A major part of this 
environment is the interactions between cells in a filament. Figure 6.3 illustrates the significant 
differences between cell types and within cell types considering their existence in the filament. 
While it is expected the carbon fixation (Figure 6.3A) occurs mostly in photoautotrophs at the 
termini of the filaments, RuBisCO function persists even in diazotrophs, consistent with 
observation (235), while being maximized in non-terminal photoautotrophs. Indeed, RuBisCO in 
newly divided or biomass producing cells at the ends of filaments maintains similarly high 
metabolic rates to diazotrophs. These same motifs persist in D-glyceraldehyde 3-phosphate ketol-
isomerase, transketolases, 3-phospho D-glycerate 1-phosphotransferase (Figure 6.3B), and 
glycogen synthesis (GLYSYN). This lends credence to the idea that there is further division of 
labor within cell types and the metabolic variation in the full network enables this division. 
Meanwhile, have somewhat more uniform pathway uses than the more diversified 
photoautotrophs. Diazotrophs notably require phosphoenolpyruvate carboxylase (PEPCX in 
Figure 6.3B) while photoautotrophs do not, contrasting with the individual cell results. Both cells 
maintain a significant flux through L-aspartate: 2-oxoglutarate aminotransferase for biosynthesis 
and cyanophycin synthesis. Gradual differences between fluxes along the filament exemplify some 
of the metabolic diversification required to promote an effective colony, even during normal 
development. 
For nitrogen metabolism (Figure 6.3C and D) there is a stronger delineation between cell 
types: cyanophycinase (CPHASE) only functions in photoautotrophs while cyanophycin synthesis 
(CSyn) and nitrogenase (NITR) occurs only in diazotrophs. Urease (UREA) is only functional in 
diazotrophs, however, implying that it is a main part of the progressive nitrogen recycling 
apparatus. Figure 6.3D begins to suggest some of the preferences for arginase (to L-ornithine) and 
L-arginine deaminase (to citrulline) which both provide intermediates for amino acids and the 
Citrate Cycle with the most minimal carbon loss. These demonstrate some of the utilities of a 
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diverse L-arginine pathway as a carbon maintenance tool but fail to demonstrate a full use for T. 
erythraeum’s exceptionally extensive one. 
Figure 6.3E and F elucidate energetic preferences of the two cell types. PSII is constrained 
in this study to be zero for diazotrophs but is lower in observed cultures as well. More notably, 
PSI is also inconsistent between cell types, despite having no other constraints. This suggests that 
photoautotrophs require more reductive energy from photosynthesis while diazotrophs require it 
to drive ATP synthase instead. Finally, phosphate regeneration occurs almost uniformly across all 
cell types with spikes at dividing cells excepting diphosphate hydrolysis which evolves from L-
arginine biosynthesis in diazotrophs. The differences between PSI and PSII indicate that 
photoautotrophs have a readily available cache of unused reductive potential while diazotrophs 
lack it, potentially explaining the preference of nitrates to ammonium despite the energetic 
difference. 
6.5.4 Temporal Development Illustrates Oxygen Sequestration and Nitrogen Metabolism 
Motifs 
Spatial effects expand the effective metabolism and diversity required in T. erythraeum 
cultures but fail to fully rationalize the cell’s approach to oxygen sequestration through 
microaerobia as well as the extensive catalog of nitrogen metabolism reactions. Temporal changes 
in cell extend the understanding of these phenomena. In Figure C.5, the first row illustrates the 
change in diazotroph metabolism as a function of time. The majority of nitrogen passes through 
the nitrogenase enzyme, then to GS/GOGAT, then to synthetic routes. This changes to more 
nitrogen assimilation and a reduction in nitrogenase as the period progresses The community 
progresses towards an internally nitrogen rich environment before producing storage metabolites 
instead of executing each of these procedures at the same time and thereby minimizing 
nitrogenase’s exposure, explaining temporal based observations from previous studies (163, 164, 
166). 
In the second row, the photoautotroph first progresses through highly invariable use of L-
arginine deaminase (from L-arginine to citrulline) and L-arginine decarboxylase (arginine to 
ornithine) to break down internal stores of cyanophycin. This progresses toward more arginase 
and L-arginine decarboxylase later in the cycle, which are more energetically conservative than 
carbon/nitrogen conservative from Table 6.1. Pathway analysis for energy, carbon loss, and 
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nitrogen loss. “Gibbs reactants” corresponds to the major reactants neglecting lost 
substances (defined as urea, CO2, and NH4+) while the sum of Gibbs is the sum of all 
participating reactions’ Gibbs free energies (83).  The only pathway that remains unpredicted 
is L-arginine oxidase to ketoarginine. Previous observations provide evidence for superoxide 
evolution (181) in cultures which would suggest this pathway’s activity while providing an 
alternative oxygen consumption mechanism. However, this is notable in in situ, phosphorus 
limited cultures, promoting the theory that superoxides evolution can form a backup to glycolysis 
where ATP synthase is limited by phosphorus either via Mehler reaction (140, 174) or L-arginine 
degradation. 
 
Table 6.1. Pathway analysis for energy, carbon loss, and nitrogen loss. “Gibbs reactants” 
corresponds to the major reactants neglecting lost substances (defined as urea, CO2, and NH4+) 
while the sum of Gibbs is the sum of all participating reactions’ Gibbs free energies (83). 









A -3 -2 -139 -30.3 
B -2 -2 -139 -23.8 
C -2 -2 -139 -17.9 
D -1 0 -162 -9.38 
E -1 -1 -139 -11.5 
F -1 0 -70.2 -12.3 
G -1 0 -77.8 -11.0 
H -2 -2 -139 -17.9 
I -2 -1 -162 -15.7 
J -2 -1 -77.8 -17.3 
 
6.5.5 Simulation in Nitrates Explains Nitrogen Preferences 
Nitrogen amendment in media promotes better growth but lower nitrogen fixation rates in 
T. erythraeum. In the presence of ammonium, nitrates, or nitrites, cells opportunistically uptake 
these reactive nitrogen species over fixing diatomic nitrogen de novo. At first, it might seem that 
this process is energetically more favorable: nitrogen fixation is highly energetically intensive, 
requiring 8 ATP and 4 ferredoxin per ammonium molecule produced for a Gibbs Free Energy of 
-145 kJ/mol ammonium (83). However, nitrate assimilation is also energetically intensive, 
requiring 1 ATP for uptake, 2 ferredoxins for reduction to nitrite, and 6 ferredoxins for reduction 
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to ammonium for a Gibbs Free Energy of -383 kJ/mol ammonium, implying that significantly 
more energy is spent on nitrate assimilation than nitrogenase fixation. This suggests that more than 
energetic constraints influence the decision on nitrogen incorporation, especially because T. 
erythraeum grows more effectively on nitrates than on ammonium, which carries no direct 
energetic cost to assimilate. This is reinforced by incomplete use of the Photosystems within 
photoautotrophs, suggesting that there is a surplus of energy that is preferentially used to 
unbalancing pH which can have large consequences on nitrogen fixation (14, 224). 
Preference of amended nitrogen media to ambient nitrogen is visualized by contrasting 
fluxes between growth regimes. Figure C.6 demonstrates that nitrate and ammonium’s clear 
difference between each other and ambient nitrogen growth occur at the start of the cycle before 
settling into a more ambient nitrogen metabolic profile. Notably, ammonium still requires high 
flux through aspartate degradation, likely to enable proton consumption via malate. Otherwise, 
cells display higher assimilation and convergent behavior, indicating that a nitrogen-rich internal 
environment is a persistent goal of these cells. Nitrogen source affects more than nitrogen 
metabolism. Notably, Figure 6.5 and 6.6 display that biomass and carbon metabolism converge 
toward similar fluxes between ambient nitrogen and nitrate as well as ambient nitrogen and 
ammonium (RPPP, NUC, BIO) for both cell types. This convergence is more profound in Figure 
6.6 where photoautotrophs exhibit different metabolic profiles to begin the light period but become 
more progressively similar. In Figure 6.5, diazotrophs function differently between conditions 
across the board within conditions, illustrating similar midcycle biomass generation (NUC, BIO) 
and progressively convergent Reductive Pentose Phosphate Pathway (RPPP) metabolism but 
divergent Citrate Cycle (CIT) metabolism. There seem to be few similarities between nitrate and 
ammonium growth excepting late amino acid metabolism (AA) similarities in photoautotrophs. 
These results suggest that T. erythraeum gets a “head start” toward accomplishing its daylight 
goals through nitrogen amended media, and that advantage accumulates during the day. 
6.6 Conclusion 
This study suggests that T. erythraeum leverages spatial, temporal, and cooperative 
elements to efficiently operate in limited marine environments. First, individual cell models fail to 
capture the metabolic potential of the community and minimize the metabolic capabilities of cells. 
It also suggests that nitrogen fixation during light hours is triphasic: oxygen elimination and 
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delayed nitrogenase production are followed by maximal nitrogenase function and minimal 
oxygen evolution which is followed by autoinhibition of nitrogenase by an internally nitrogen-rich 
environment. It also illustrates that the availability of reductive potential to photoautotrophs 
explains the preferences for nitrates to ammonium as a means of jumpstarting the population. 
Therefore, cell metabolism in communities exists within and without, demonstrating the need for 






CONCLUSIONS AND ONGOING WORK 
7.1 Perspectives on Work 
This work sought to contextualize the unique, biogeochemically significant T. erythraeum 
within a multiscale, multiparadigm integrated metabolic model. It accomplished this task in three 
major steps: it linked a computational model to state-of-the-art biological research, added scale 
and integrated physical phenomena to make it more extensible, and extended it to larger data sets 
and more complex environments. This is consistent with the goals to effectively represent the 
biological problem, link dynamic intercellular and environmental cues to the central metabolic 
profile, and demonstrate that the model can create actionable information based on its simulations. 
The research found that T. erythraeum harnesses its community and environment to create better 
metabolic potential. It demonstrates the physiological plasticity that enables T. erythraeum to be 
adaptable beyond its metabolome. It also illustrates a naturally occurring circadian rhythm and 
microaerobic environment that is more productive than direct protection of nitrogenase from 
oxygen. The simulations display enormous potential for future communities in diverse conditions 
for predictions of emergent behaviors and analysis of existing ones. 
7.1.1 Developing a Preliminary Biology-Based Model 
The first part of this work seeks to assess relevant biological experimentation and connect 
it to a modular representation. Chapter 2 presents an evaluation of current holistic experimental 
approaches to characterizing a model alga, Chlamydomonas reinhardtii. It explores the 
multifaceted, and possibly useful, responses to nutrient deprivation and environmental 
perturbation. This, coupled with whole-scale analysis of the cellular responses that create this 
phenotype, can create pathways forward for future cell manipulation. This is applied to C. 
reinhardtii, representing ideal outcomes for large-scale experimentation, but these applications are 
less available for more complex interactions. Either way, they represent the ideal types of data to 
be derived in these scenarios. To approach more complex situations with an idea of the data that 
help determine patterns, the diazotrophic, filamentous cyanobacterium Trichodesmium 
erythraeum was chosen to represent a simple community that has significant impact on global 
biogeochemistry. Chapter 3 details the significance and unique metabolism that T. erythraeum 
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employ to exist as major oceanic nitrogen fixers in marine environments. These two chapters are 
the biological basis for the models generated. 
This biological research is supplemented by a validated, manually curated genome-scale 
metabolic reconstruction contained in Chapter 4. The result was a map of cellular metabolism with 
971 reactions, 986 metabolites, and 647 unique genes comprising photosynthesis and a laboratory 
generated biomass equation. The study then extended the utility of this GEM using linear 
optimization based mathematical techniques in flux balance analysis (FBA) and flux variability 
analysis (FVA) to predict independent cell objectives. However, these techniques fail to grasp the 
ability of cells to form interdependent relationships and divide labor, so the study was adapted into 
a dynamic flux balance analysis (dFBA) algorithm that illustrated average cells in constant light 
and homogenous media conditions sharing nitrogen and carbon resources through the two separate 
cell types. The study created a mutualist, interactive framework for the first Trichodesmium GEM 
to help describe its extraordinary productivity in marine environments despite slow growth rates 
and atypical nitrogen fixation strategies. This laboratory justification of these models was effective 
in tackling the first obstacle of biological modeling: creating an accurate, validated model at a big 
enough scope to capture complex phenomena without compromising the analytic value of the 
model. 
7.1.2 Generating a Multiscale, Multiparadigm Modeling Framework 
While the first modeling framework resulted in a generalized concept of cellular 
interaction, it did not capture the multiscale interactions that naturally occur in T. erythraeum 
communities. Namely, it failed to recognize the consequences of diffusion, spatial coordination, 
temporal development, and changing metabolic priorities. Therefore, Chapter 5 exhibits the 
development of the MultIscale MultiObjective Systems Analysis (MIMOSA) framework to 
interrogate GEMs on a multiscale, multicellular level. It confronts a significant issue in FBA based 
modeling and linear programming: the tendency for cells to be optimizing several different 
priorities at a single time. For example, T. erythraeum cells are both maximizing their biomass and 
the production of either fixed carbon or fixed nitrogen to benefit the other cell type. It does this 
through a statistical model that shifts the scalarized objective equation to weight metabolites or 
biomass based on physical cell properties. Spatial gradients and accumulations/depletions over 
time cause cells to interact with each other and their environments differently, causing their 
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scalarized objective functions to commensurately diversify. The resulting framework illustrated 
an intuitive computational approach to enabling emergent cellular behavior within a simple 
community with many possible extensions. 
The study presents a framework and then implements it to examine the methods T. 
erythraeum uses beyond single cell metabolism to create better population outcomes. The 
diversification of cell types to metabolite producers, biomass producers, and everywhere in 
between creates a more efficient population that is prepared for the dark period. Filamentous 
marketplaces modulate nutrient shortages by increasing each cell’s nutrient access while reducing 
lethal shortages at the expense of biomass potential, shortening and lengthening based on cellular 
stress. Populations also modified their external environments, improving local CO2 concentrations, 
creating a sort of extracellular carbon concentrating mechanism. T. erythraeum harnesses its local 
environment and community to improve its metabolic potential even in routine growth scenarios. 
7.1.3 Extending to in situ Environments 
T. erythraeum demonstrates an aptitude to grow in a variety of limited and replete 
environments, and the model was used to predict metabolic and physiological mechanisms it uses 
to achieve this productivity. The T. erythraeum genome exhibits an extraordinarily extensive 
nitrogen assimilation and metabolism apparatus which allows it to grow successfully with and 
without different nitrogen sources. This, along with an obscure nitrogen fixation capability where 
cells somehow less intuitively limit oxygen poisoning of nitrogenase, makes T. erythraeum an 
enticing case study in photosynthetic nitrogen fixation. The modeling framework was improved to 
capture the elements of nitrogenase inhibition, assimilation, autoinhibition, and their integration 
with carbon metabolism. The simulation illustrates preferences for nitrogen fixing cells to maintain 
microaerobia to anaerobia, increasing its metabolic plasticity and reducing the metabolic burden 
of nitrogen fixation. This oxygen concentration seems to be mediated by two main mechanisms: 
carbon metabolism through the electron transport chain and photosynthesis reversal through 
Mehler reactions, and cells alternate between oxygen consumption, nitrogen fixation, and carbon 
fixation throughout the day. This is further enabled by a robust series of metabolic pathways that 
catabolize arginine into useable nitrogen, amino acids, or other biomass constituents based on cell 
needs. T. erythraeum’s responses to nitrogen in conjunction with its utilization of different carbon 
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metabolism cycles indicate a multifaceted approach to optimizing the acquisition of both, and this 
model explores the different mechanisms that allow these outcomes in Chapter 6. 
7.2 Existing Work Towards Better Computational Modeling 
The current MIMOSA framework is a strong first iteration toward capturing biological 
phenomena in silico. It leaves room for improvement within the computational framework. First, 
many of the improvements within the model could be reimplemented in a C++, fully parallelizable 
package. This would reduce computation time through the existing socket servers and replace them 
with Python handler packages or enable use of a C++ linear optimization package to replace 
CobraPy.  An improved interface would also be useful in exploring the full functionality of the 
underlying software as well as a database that is more interactive than .CSV spreadsheets and a 
Python script to read them. Beyond direct code improvements, MIMOSA would benefit from two 
innovations that are already undergoing: full decoupling of the biomass objective equation and 
implementation of computational logic to interrogate the differences in single-cell modeling versus 
community cell modeling. MIMOSA is useful, but with a few small improvements, it could expand 
its capabilities significantly. 
7.3 Decoupling the Biomass Equation 
The biomass equation has long been used as an objective function for metabolic 
optimization and a summary description of the cell. However, cells can adapt their biomass 
constitution into many different forms based on available resources and preferred cell outcomes. 
Reflecting this plasticity can provide useful phenotypes, like lipid storage in nitrogen deprivation, 
or circadian cycles redistribution but faster than experimentation and with more detail. To this end, 
glycogen and cyanophycin were considered independent of the overall “functional biomass” in the 
current mutable objective function first applied in Chapter 5 and consequently used in Chapter 6. 
This is a first step toward separating the biomass equation into individual components: 
cyanophycin and glycogen accumulated during the day and cells had a statistically driven binary 
choice between production outcomes. This demonstrated clear biomass changes throughout the 
light period, illustrating a changing biomass composition even at this level. 
Unfortunately, the current formulation only works in binary choices: for every incremental 
statistical preference toward one objective, there is a corresponding redistribution towards the 
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other. The binary choice relies on one objective being reweighted by a factor 𝛼 and the alternative 
is reweighted by 1 − 𝛼. More information can be found in Chapter 5.5.7. As the choices become 
more diverse, this relationship no longer holds. Further, these valuations of scalar weights are 
contingent on a biological context to statistically adjust them; in this case, cell size became the 
adjustment parameter to increase metabolite production if cells were larger and increased biomass 
production if cells were relatively small. Removing cell adjustments that rely on a single 
experimental situation and generalize to many environments is crucial for simulating biomass 
shifts. To correct for the binary choice and minimize single experiment input, I have developed an 
auction-based choice matrix that considers each biomass constituent preference’s opportunity cost 
on producing the other biomass constituents. It considers the values of producing those biomass 
constituents as well as the biological carrying cost of maintaining the metabolite long-term. 
7.3.1 Auction-Based Algorithm for Decoupling Biomass Equations 
First, valuations (v) of biomass constituent i at time t is a function of the cost of carrying a 
constituent of a certain biomass fraction 𝑥𝑖,𝑡 normalized by a stochastic parameter c, a constituent 
preference parameter qi, and the stoichiometric equation of the constituent. The valuation is thus: 𝑣𝑖,𝑡 = −𝑐𝑥𝑖,𝑡 + 𝑞𝑖𝑆𝑖            (7.1) 
Where qi is a function of a stochastic parameter 𝜃𝑖 that describes “ideal” metabolite 
preference and a normalization function to an anchor biomass equation in optimal growth 
conditions with stoichiometric coefficients ai and aj: 𝑞𝑖 = ∑ 𝑎𝑖𝑖𝑎𝑖 𝜃𝑖         (7.2) 
The final term, 𝑆𝑖  is the stoichiometry of the product i which, for example, would be 𝑆𝑔𝑙𝑐 =6𝐶 + 12 𝐻 + 6 𝑂 for glucose. Generally, this is defined as: 𝑆𝑖 = ∑ 𝑎𝑖,𝑚𝑚𝑚              (7.3) 
Where 𝑎𝑖,𝑚 is the stoichiometric coefficient of atom m in substance i. 
Although there is a relationship to an anchor biomass equation, the stochastic parameter 𝜃𝑖 
will generalize this to a true ideal scenario and remove dependency on a single experimental 
measurement. A higher 𝑞𝑖 describes the relative preference for metabolites in conducting 
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biological processes, so 𝑞𝑙𝑖𝑝𝑖𝑑 < 𝑞𝑛𝑢𝑐𝑙𝑒𝑖𝑐 would result in a higher biological valuation of nucleic 
acids relative to lipids. 
The total price, 𝑝𝑖,?̂? is a function of carrying cost, 𝑐𝑥𝑖,𝑡, and the principal available to the 
cell for that constituent, 𝑝𝑖,𝑡. 
 𝑝𝑖,?̂? = 𝑐𝑥𝑖,𝑡 + 𝑝𝑖,𝑡              (7.4) 
The principal is best described as an arbitrary capital available to the cell for a certain 
biomass constituent that represents the accumulated opportunity cost for not producing that 
metabolite. This ensures that cells do not trivially accumulate one biologically valuable metabolite, 
i.e., their valuations can change based on imbalances within the biomass composition. 
Achieving a solution would require maximizing the sum of all valuations subject to the 
stoichiometric constraints to find solution Z. 𝑍𝑡 = max(∑ 𝑣𝑖,𝑡𝑖 )          (7.5) 
s.t. ∑ 𝑎𝑖,𝑗𝑚𝑖 ≤ ∑ 𝑎𝑘𝑚𝑘 𝑖𝑗  ∀ 𝑖 ∈ ℬ,𝑚 ∈ ℳ, 𝑘 ∈ 𝒰 
where ℬ is the set of biomass constituents, ℳ is the set of atoms in ℬ, and 𝒰 is the set of 
all uptakes. a is again the stoichiometric coefficient of atom m. 
Payment to other metabolites is calculated as the social cost of producing metabolite i, or: 𝜋𝑖 = 𝑝𝑖,?̂? + 𝑍 − 𝑍\𝑖         (7.6) 
Where, similar to a Vickrey-Clarke-Groves algorithm (324-326), it takes into account the 
optimum discounting the value of metabolite i: 𝑍𝑡\𝑖 = max(∑ 𝑣𝑙𝑙≠𝑖 )         (7.7) 
s.t. ∑ 𝑎𝑙,𝑗𝑚𝑙 ≤ ∑ 𝑎𝑘𝑚𝑙𝑘𝑗  ∀ 𝑙 ∈ ℬ\𝑖,𝑚 ∈ ℳ, 𝑘 ∈ 𝒰 
I.e., the same optimization of the valuations above but without the metabolite for which 
price is being calculated. Metabolite i is allocated principal from metabolite i – 1 as:  𝑝𝑖,𝑡+1 = 𝑝𝑖,𝑡 − 𝜋𝑖,𝑡 + 𝜋𝑖−1,𝑡 + 𝐼𝑖,𝑡 ∀ 𝑖 ∈ {1…𝑛}    (7.8) 
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Where 𝜋𝑛,𝑡 is lost and 𝐼𝑖,𝑡 will be described in (7.14). 
We can measure utility of each participating metabolite as a function of its valuation versus 
price paid: 𝑢𝑖,𝑡 = 𝑣𝑖,𝑡 − 𝜋𝑖,𝑡         (7.9) 
And, from the solution of the original optimization problem in (7.5), we can determine the 
independent scalar coefficients for each metabolite by: 𝑎𝑖,𝑡 = 𝑣𝑖,𝑡𝑍𝑡 𝛼           (7.10) 
Where 𝛼 is a normalizing parameter to ensure that the biomass equation results in 
appropriate units (h-1). 
We can maximize the ensuing biomass equation within the metabolic model using growth 
constraints and the steady-state approximation: μt = max {∑ 𝑎𝑖,𝑡𝑖 }         (7.11) 
s.t. 𝑺 ∙ 𝒗 = 0 
  𝑣𝑖,𝑙𝑏 ≤ 𝑣𝑖 ≤ 𝑣𝑖,𝑢𝑏 ∀ 𝑖 ∈ 𝒞 
Where 𝜇𝑡 is growth rate at time t and a measure of the utility of a given time-step. 
Cells are rewarded based on how well they grow in that environment by receiving a cell-
wide income to their principal (which increases their capacity to value a metabolite) proportional 
to their total performance improvement, 𝛿𝑡, which signifies that this particular time-step is closer 
to the real solution than others.: 
𝛿𝑡 = {1 + 𝜇𝑡−𝜇𝑡−1𝜇𝑡−1  | 𝜇𝑡−1 ≠ 01                    | 𝜇𝑡−1 = 0       (7.12) 
With an income proportional to the valuation of the least valued metabolite: 𝐼𝑡 = 𝛿𝑡𝑣𝑛     (7.13) 
And each metabolite is allocated an effective principal proportional to the utility derived 
from its production in the prior period:  
158 
 
𝐼𝑖,𝑡 = 𝐼𝑡 𝑢𝑖,𝑡∑ 𝑢𝑖,𝑡𝑖      (7.14) 
Which fully describes the principal for the next time period from equation (7.8). 
7.3.2 Executing the Algorithm 
This algorithm is iterative: in order to arrive at any conclusive biomass equation, it requires 
iteration until the performance change, 𝛿𝑡, converges to 1 across time-steps. This will be executed 
in a Python framework with optimization packages for the genome-scale model (CobraPy (327)) 
and for more generalized optimization of the valuation matrix. The convergent growth rates of 
cells given different stochastic parameters 𝜃 and c will be used to evaluate the capability of a 
simulation to predict a biomass; higher growth rates will be considered “better” biomass equations 
for a given condition than lower growth rates. These simulations will first be run against known 
biomasses for organisms to predict how stochastic parameters fit and then will be applied to 
hypothetical conditions with heuristic data (like nitrogen depletion causing lipid creation). 
Hypothetically, this algorithm can suit any metabolic model in any condition. 
7.3.3 Advantages and Limitations of this Method 
This method is meant to be a general, unanchored strategy to predict biomass distributions 
in different environments. Its main quality is this generality: it can accommodate limitless 
metabolites in limitless organisms, given that there is a genome-scale reconstruction and an 
understanding of the biomass constituents that are desired to be studied. It also minimizes trivial 
solutions: by including a Vickrey-Clarke-Groves social cost payment algorithm, it pools market 
resources and reallocates them to the next highest valued substance, reducing massive reallocation 
of resources between time-steps. The institution of the income term incentivizes certain productive 
valuation matrices to remain consistent across time-steps, improving convergence. It provides 
information, allowing for the algorithm to track productivity through utilities with an ultimate 
convergence of stoichiometric coefficients. Finally, it ends use of “Euclidean distance” to describe 
biomass deviations from an “ideal” case, instead optimizing an ideal case given the environmental 
conditions and cell needs as opposed to a Platonic view of cell composition. All of these are a 
move toward a general computational method in decoupling the biomass equation. 
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The model requires certain assumptions that may reduce its viability. First, it includes two 
stochastic parameters, c, related to carrying cost of a metabolite, and 𝜃𝑖, the biomass preference of 
a certain metabolite. Stochastic parameters require great deals of experiments to derive 
information, and it is likely that there is a more elegant way to predict the carrying cost of a 
metabolite and the usefulness of one during a time-step. Moreover, as cell needs shift, these 
preferences may change: meaning that 𝜃𝑖 is likely a function of the metabolite and of the 
conditions. It is possible that integration of kinetic parameters which feed into the constraints of 
the genome-scale metabolic model could make 𝜃𝑖 an iterative function of these two quantities, 
reducing its stochasticity and increasing convergence. Cells also are assumed to be able to directly 
sense atomic makeup of uptakes and adjust their strategies commensurately, but not all atoms are 
created the same and optimizing based on stoichiometry is imperfect. Finally, this requires 
mathematical proof of validity through simulation and more extensive mathematical evaluation 
before it becomes a full algorithm. These are issues that can be addressed during future study and 
do not reduce the overall value of the algorithm. 
7.4 No Cell is an Island Entire of Itself 
Metabolic models are typically far more extensive than their predicted use in flux-balance 
analysis and gene knockouts of predicted inessential genes can have unforeseen consequences. 
Cells likely maintain these alternative pathways, despite nutrient and energetic costs, to achieve 
objectives beyond intuition (i.e., beyond biomass generation or energy acquisition) and to remain 
adaptable to common changes in environments. Capturing these alternatives is crucial for better 
probing of a model’s solution space: it allows for more accurate descriptions of internal cell 
metabolism, a more comprehensive set of essential or participating reactions, and presents 
pertinent objectives or metabolites beyond what is intuited. This, correspondingly, leads to more 
efficient cell characterization and strain design by elucidating alternative editing strategies, 
discarding infeasible methods, and refocusing narrow experiments toward more useful metabolic 
motifs. 
Most current computational methods relating to genome-scale metabolic model 
reconstruction employ average cells and empirical parameters derived from whole-population or 
in vitro data. This is useful for characterizing what it measures: single time-step, average cell 
measurements. Cells live in more complex contexts even in ideal growth conditions, including 
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diurnal cycles, nutrient gradients, interactions with other cells, and temporally changing growth. 
Beyond this, cells must be prepared for larger, less ideal perturbations to their environments, like 
sudden depletions of essential nutrients or invasions of opportunistic external species. The 
MIMOSA framework is poised to investigate these phenomena through integration of 
physiological and intercellular devices, exposing some of the metabolic extensions that are used 
in “normal” growth settings. 
7.4.1 Single Cell Predictions Minimize the Metabolic Network 
Predicting modeling discrepancies between traditional FBA modeling and the MIMOSA 
framework begins by generating FBA results for individual cell types. Cells were constrained 
according to Chapter 4 (3) where there were two distinct cell types whose consumption and 
production were explicitly coded. FBA was conducted on this constrained model in Chapter 4, but 
this model was updated in Chapters 5 and 6 for new reactions, new biomass maintenance 
constraints, and objective functions. Therefore, constraints were applied to the updated model. 
Instead of using FBA methods which result in single possible flux distribution to achieve an 
objective, flux variability analysis (FVA) was used to define the minimal and maximal flux 
through every reaction to achieve an objective. This can be used to interpret “useful” reactions, i.e. 
reactions that that require non-zero flux to achieve an objective. These are visualized in Figure 7.1 
by cell type (with nonvariable fluxes not pictured). 
FVA provides a snapshot of the required reactions in ideal conditions to maintain cell 
productivity, but this analysis, and single-cell analysis in general, only visualize a small portion of 
the T. erythraeum metabolic network. Figure 7.1 suggests that the L-arginine catabolism reactions 
illustrated in Figure 6.1 are not crucial for either cell type, except for amino acid production 
through L-ornithine carbamoyltransferase (ORNCT) and L-glutamate 5-semialdehyde 
dehydratase (G5SP5C) in both cell types. Instead, essential reactions for both cell types are mainly 
concentrated through either central carbon metabolism or energy metabolism. Specifically, carbon 
metabolism reactions include the first step of the Citrate Cycle, the regeneration of catabolism 
products through malate hydrolyase (MHL), and through carbon concentration in 
phosphoenolpyruvate carboxylase (PEPCX). These are consistent with previous predictions of 
cellular metabolism in cyanobacteria (3) along with evidence suggesting that the lower part of the 
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Figure 7.1. Flux Variability Analysis of single cell types. Diazotrophs and photoautotrophs were 
constrained according to previous studies (3). A) Photoautotroph essential reactions are pictured 
with flux variability (essentiality is implied by non-reversible, non-zero fluxes). Diazotrophs are 
pictured in B) and shared essential reactions are in C). Nonvariable essential reactions are found 
in File C.5. Abbreviations: A) Glyup: Glycogen uptake; O2,up: O2 uptake; NITRG: nitrogenase; 
FXRED: hydrogen reduction of ferredoxin; GOLDH: glycolyate dehydrogenase: NADH; 
ORNCT: Carbamoylphosphate: L-ornithine carbamoyltransferase (L-ornithine to citrulline); 
GLNAL: CO2: L-glutamine amidoligase (ADP-forming); ARGLS: N-(L-argininosuccinate) 
arginine lyase; ASPLG: L-citrulline: L-aspartate ligase (AMP-forming); GLYP: glycogen 
phosphorylase; SUC FAD: succinate reduction of FAD; PQFAD: plastiquinone reduction of FAD; 
CDH: carbonic acid hydrolyase; CPH: cyanophycinase; ACGPT: ATP: N-acetyl-L-glutamate 5-
phosphotransferase; AKGAT: N-2-acetyl-L-ornithine: 2-oxoglutarate aminotransferase; G5SOR: 
N-acetyl-L-glutamate 5-semialdehyde: NADP+ 5-oxidoreductase; GLY1P: glycogen 
phosphorylase; ASPAT L-aspartate: 2-oxoglutarate aminotransferase. B) PSII: Photosystem II; 
R5PKI: D-ribose 5-phosphate ketol-isomerase; TKFG: D-fructose 6-phosphate: D-glyceraldehyde 
3-phosphate transketolase; TKSG: sedoheptulose 7-phosphate: D-glyceraldehyde 3-phosphate 
transketolase; R5PEPI: D-ribulose 5-phosphate 3-epimerase; G6PKI: D-glucose 6-phosphate 
ketol-isomerase; GAPKI: D-glyceraldehyde 3-phosphate keto-isomerase; CO2,up: CO2 uptake; 
RBPCL: D-ribulose 1,5-bisphosphate carboxy-lyase; RuBisCO: D-ribulose 1,5-bisphosphate 
carboxylase; G3PPT: ATP: 3-phospho-D-glycerate 1-phosphotransferase; CPHASE: 
cyanophycinase (𝜷-L-aspartyl-L-arginine hydrolyzing); G1PAT: ATP: 𝜶-D-glucose 1-phosphate 
adenyltransferase; GLYSYN: glycogen synthase. C) MHL: (S)-malate hydrolyase; AKIN: ATP: 
AMP phosphotransferase; ATPP: ATP phosphohydrolase; PPPH: pyrophosphate 
phosphohydrolase; ATPSYN: ATP synthase; GLNSYN: glutamine synthase; G5SP5C: L-
glutamate 5-semialdehyde dehydratase; PROOR: L-proline: NADP+ 5-oxidoreductase; PEPCX: 
phosphoenolpyruvate carboxylase; UTPNH: dUTP nucleotidinohydrolase; ACCOA: Acetate: 
CoA ligase (AMP-forming); R5PPT: ATP: D-ribose 5-phosphate pyrophosphotransferase; 
PPPRT: AMP: pyrophosphate phosphoribosyltransferase; ASNSYN: L-aspartate: L-glutamine 
amidoligase (AMP-forming); FORH: formate dehydrogenase; MTHFOR: 5,10-
methylenetetrahydrofolate: NADP+ oxidoreductase; ICITDH: isocitrate dehydrogenase; OAALY: 
Citrate oxaloacetate-lyase; GLYCDEG: glycine cleavage system (summarized); ASP: ATP: L-
aspartate 4-phosphotransferase; SER: L-homoserine: NADP+ oxidoreductase; THR: O-phospho-
L-homoserine phospholyase; ICDH: isocitrate dehydrogenase; PSI: Photosystem Ia; ATPCMP: 





Citrate Cycle and PEPCX allow for more efficient carbon dioxide recycling in energy limited 
environments (328). 
Energetic reactions are conserved for ATP kinase (AKIN), ATP synthase (ATPSYN), 
Photosystem I (PSI), and other similar ATP maintenance reactions. The only co-essential 
nitrogenous reactions are glutamine synthase (GLNSYN) and those involved in amino acid 
biosynthesis. Other shared essential reactions not pictured because of low flux variability 
exclusively involve biosynthesis of major compounds. Diazotrophs only downregulate – but do 
not completely deregulate – PSII while maintaining carbon fixation capabilities through RuBisCO 
(168). Mehler reactions in experimental cultures can consume up to 75% of PSII related oxygen 
generation (140), only partially explaining PSII’s function. Flux balance analysis results 
corroborate this: implying that any energy generated by PSII is consumed by Mehler reactions. 
Therefore, PSII represents a mechanism for reductive potential generation regardless of O2 
evolution. These results imply that treatment of cells individually fails to explain the maintenance 
of a diverse set of nitrogen metabolizing genes within the organism, suggesting that cells must 
receive and respond to external cues with enough regularity to maintain these extra functional 
pathways. 
7.4.2 Communities Capture More Extensive Use of Metabolism 
These same conditions were applied to a simulation in MIMOSA with conditions reflected 
in Chapter 6 with 100 μE light, ambient conditions, and YBC-II media. However, the analytical 
approach was different: instead of visualizing environmental responses and the nitrogen 
assimilation processes in T. erythraeum, this quantifies the extent to which metabolism operates 
differently in community versus when singularly modeled. FVA was conducted for every cell and 
for every time-step in the MIMOSA model. Useful reactions were substantially higher in ideal 
growth in MIMOSA than in unitary FVA, increasing from 313 to 516 reactions for a 165% increase 
in photoautotrophs and from 340 to 512 reactions for a 151% increase in diazotrophs. This 
establishes that, even during a single light period in “ideal” conditions, cells require a substantially 





Figure 7.2. Metabolism use as a function of space and time in an integrated model. Cell 
coordinates are the position of the cell on the filament from left (0) to right (13). The blue area is 
diazotrophs and the other colors are photoautotrophs. Model Usage Differential is calculated by 
subtracting expected useful reaction count from that predicted in the more extensive MIMOSA 
model. 
 
Figure 7.2 illustrates that diazotrophs use fewer of their reactions than considered in 
unicellular cultures on average while photoautotrophs use substantially more. This is especially 
true of dividing cells near coordinate 0 which leverage more reactions than the metabolite 
producing interior photoautotrophic cells. This also establishes that longer filaments diversify 
more: as time progresses, the extent of the model used in optimizing production increases. 
Emergent phenotypes outside of the explicitly constraint, binary cell model within MIMOSA 
promote evidence that community models with environmental influences explain more of the full 
metabolic utility of a genome-scale reconstruction. 
7.4.3 Future Analysis 
Current results express that participation in a community and an environment enable more 
substantial metabolic use. However, it is unclear what specific metabolic processes are required in 
normal light period growth. To characterize the metabolic motifs that are required in community 
and in situ environments, more analysis needs to be applied to the specific reactions that are being 
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leveraged beyond the FBA model. This will be done by in silico knockout analysis of each reaction 
beyond the FBA predictions. The quantification of the productivity without the reaction flux will 
demonstrate the cellular functions afforded by that reaction. Likewise, comparing knockouts in 
FBA may elucidate situations where the community can support other cells and, through 
cooperation, reduce metabolic stress. This research is ongoing and data suggest that more complex 
interactive phenomena explain the more extensive metabolism. 
7.5 Capturing Unique Phosphorus Uptakes 
T. erythraeum contains extensive carbon and nitrogen metabolic pathways to enable its 
dominion over those biogeochemical cycles. Recent data suggest that it is just as opportunistic 
with phosphorus: it is capable of metabolizing phosphates, phosphites, phosphonates, and 
phosphorus (182, 184, 189, 220, 329, 330) and these behaviors allow it to be uniquely productive 
in phosphorus limited environments. Moreover, phosphonates metabolism is exceptionally rare 
with it being used as an herbicide (131, 229), and elimination of it in industrially affected 
environments is a critical task. T. erythraeum both produces and catabolizes phosphonates, making 
it an interesting case for addressing this and other phosphorus related phenomena. Figure 3.4 
illustrates pathways already added into the T. erythraeum genome-scale metabolic model related 
to phosphonate metabolism. Moving forward, MIMOSA must be employed on diverse phosphorus 
conditions to determine storage potential and other metabolic devices that govern T. erythraeum’s 
choice of phosphorus, responses to different types of phosphorus, and selective storage of 





FUTURE DIRECTIONS FOR THIS FRAMEWORK 
8.1 General Model Needs 
This work represents a strong initial foray into a highly integrated, multiscale model of 
interactive cell metabolism. However, there are still biological behaviors and phenomena that have 
yet to be explored. Integrating more studies, metabolic pathways, environments, and parameters 
could present an even more realistic model that can be applied to more growth scenarios. 
Additionally, these techniques also represent a first-pass at computational prediction of biological 
outcomes; more sophisticated computational techniques could expand the ability of the model to 
predict emergent behavior. Finally, T. erythraeum is a basic mutualistic relationship in comparison 
to the plethora of intricate community interactions that occur naturally in environments. Applying 
more complex interspecies relationships to the model could help to deconvolute the complex 
means by which cells better optimize their environments through cooperation, improving 
ecological characterization and expanding engineering tools. Current extensions already 
undergoing and are described in Chapters 7.2-7.5, but the framework is open to more innovations 
beyond these. As useful as the model currently is, there are plenty of biological frontiers left to 
conquer. 
8.2 Expanding Environmental Considerations 
Understanding normal cell behavior in ideal conditions is important for characterization 
and engineering but adding more realistic industrial parameters could improve process prediction. 
The first major difference between ideal conditions and natural environments stems from diurnal 
cycling in photosynthetic populations. Organisms have demonstrated the proclivity to adapt to 
cyclical night and day periods, but it is not always clear what cells do during the night cycle that 
is advantageous for the whole population. Understanding this and the mechanisms that promote 
circadian cycling during the diurnal period could present better engineering alternatives for 
photosynthetic organisms in natural light settings. Another consideration is mechanical stresses 
from currents and mixing on cultures which could change cell behavior and disrupt nutrient 
dynamics. T. erythraeum grown in culture, for example, has not grown well with shaking, 
potentially because of disruptions it causes to filament growth and cell assembly. Oceans and 
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reactors both can demonstrate these mechanical forces, so characterization of their effects on cell 
coordination could be useful for reactor design, fouling prevention, and predicting colony 
development. Lastly, nutrient availability, temperature, and pH all have substantial impacts on 
cellular growth. Modeling deplete nutrients, replete nutrients, and different nutrients could enable 
more characterization of metabolism and predict useful phenotypes beyond ideal growth and help 
characterize the more intricate metabolic responses as was done with modeling nitrogen source. 
Temperature and pH are both changing with the climate; temperature is rising and pH is falling as 
the ocean acidifies. As noted in Chapter 3, these changes have massive and far-reaching impacts 
on metabolism and cell physiology. Determining how these changes affect both individual, 
detailed cell metabolism and ultimate population phenotype could help in both ecological and 
process engineering contexts while potentially uncovering other useful phenotypic responses. 
8.2.1 Modeling the Diurnal Rhythm 
Modeling the diurnal rhythm using metabolic modeling is difficult because it essentially 
takes the complexity of one modeling scenario, adds at least another set of constraints and 
objectives, and makes these two scenarios interdependent in its simplest case. More realistically, 
light does not follow a step-wise function and neither does cell metabolism: a circadian rhythm 
exists around and within the diurnal cycle. Some recent studies have used incremental models to 
reflect the changing metabolic conditions resulting from the diurnal cycle, allowing one metabolic 
period to inform the next period of cellular contents and requirements. However, our simulations 
have exhibited that naturally occurring circadian rhythms are highly dynamic and depend on many 
factors. An effective modeling context would therefore be mutable and more continuous, allowing 
cells to self-determine objectives based on their internal rules and external environments. This is 
consistent with the modeling framework described in this work, and I thus propose a three-stage 
investigation of the diurnal cycle within this model. 
8.2.1.1 Determining Dark Period Objectives 
 Metabolic modeling hinges on definition of an objective function to optimize and minimize 
degrees of freedom. Metabolic models of E. coli and S. cerevisiae have used biomass optimization 
to predict exponential growth, useful in thriving bacterial communities where productivity is 
linked to biomass generation. However, more complex communities, like T. erythraeum, and in 
situations where phasic growth occurs, metabolic objectives are either shifting or multilateral. 
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Chapter 4 exhibits a method for examining the shifting nature of objectives during the day through 
a statistically weighted mutable objective function. This objective function is based on two factors: 
biomass accumulation and metabolite acquisition to support the community. Night obscures the 
metabolic objectives of the organism: T. erythraeum logically accomplishes some objective at 
night or else it would grow in constant light, it just might be that those objectives are beyond direct 
metabolic optimization. For example, cells could optimize spatial organization in conjunction with 
balancing cell types and relieving excess biomass or metabolite accumulation. Night requires 
extensions beyond a traditional metabolic modeling objective function, but still needs definition 
of an objective function to complete the linear optimization problem. 
 A study into diurnal cycles would begin by testing several objective functions for their 
capacity to explain dark period metabolism. Present hypotheses tend towards 1) minimizing 
metabolite loss, 2) minimizing energy expenditure, and 3) maximizing biomass as potential 
optimization functions for dark period metabolism. Unfortunately, all require knowledge of the 
constraints that govern this optimization or are prone to trivial solutions where cells effectively 
hibernate at night or convert all energy to biomass immediately. This study would first examine 
the effectiveness of each objective function in predicting dark period behavior within the context 
of the extended, multiscale model. It would then use multiobjective, shifting scalarization to create 
antagonistic effects and resist trivial solutions. This strategy would be coupled with an alternative 
approach: kinetic parameters would be incorporated for metabolite digestion with the theory that 
enzyme kinetics have evolved to best balance diurnal cycles with available resources. The 
takeaway from this study would be definition of the major metabolic objectives that drive dark 
period cell functions. This would also validate the utility of multiple objectives in effectively 
constraining physiological functions like enzyme function. This would be the first step in 
decrypting the use of the dark cycle in community development and metabolic enabling of those 
goals. 
 Experimental requirements for this study would be oriented around characterizing the 
organism in the dark cycle and in vitro enzyme kinetics. Biomass measurements would be taken 
incrementally to interpret how proteins, storage metabolites, and nucleic acids change over time. 
The first would provide evidence for cellular functions, the second would indicate catabolism to 
provide energy, and the third would signify cellular division. In vitro enzyme kinetics would be 
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used for the second stage of the study where multiobjective linear optimization would contrast 
with direct explicit constraints through enzyme digestion. Overall, a useful diurnal model would 
need little experimentation beyond what is already available. 
 Computational improvements would center around defining new constraints for night time 
growth. First, a sinusoidal model of light intensity would be integrated to predict light constraints 
for the cellular model using data from oceanic environments. Then, metabolic constraints can be 
updated to utilize existing metabolites and externally available nutrients and minerals. From there, 
the study needs to determine physiological behaviors during the night in conjunction with 
metabolic optimization objectives. The light models could be changed to different functions, 
intensities, and lengths to determine how light quantity and period length affect cells. Furthermore, 
the metabolic cost of the photosynthetic apparatus would be integrated into the model to 
understand photoinhibition. All of these are easily installable in the existing framework’s 
infrastructure, meaning the framework is poised to study the role of diurnal cycles on 
photosynthetic organisms. 
8.2.1.2 Long-Term Development Strategy Simulation 
 Photosynthetic development does not follow the typical exponential growth curve of 
heterotrophic organisms in replete conditions: it maintains a more stepwise growth with rapid 
growth during the day and then minimal losses at night. This illustrates a multiphasic growth 
paradigm beyond the typical stationary → exponential → lag → death cycle. Characterization of 
this cycle is crucial to developing engineering strategies around photosynthetic growth, especially 
in T. erythraeum where nitrogen fixation and carbon fixation are so closely aligned. Simulating 
growth over the full life cycle of a photosynthetic organism could provide substantial information 
into how these cells form colonies and perform their functions, as well as mechanisms to design 
reactors to optimize production and not just cellular growth. 
 Data exist on T. erythraeum many different time scales for population level phenotype 
observations and productivity rates. These data do not exist for detailed appraisals of the 
metabolome, proteome, and transcriptome over these same periods. This study would generate 
transcriptome and proteome data over several weeks during the development of the T. erythraeum 
colony subjected to a diurnal cycle. These data would be coupled with long-term computational 
predictions to illustrate the phases of cellular growth and development. These procedures would 
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enable holistic understanding of the cyanobacterial life cycle and stages of growth that lead to 
productivity. Ultimately, long-term studies could reveal the responses of cells to eutrophication 
and seasons, illustrating the phenomena that control major biogeochemical life cycles. 
8.2.2 Expanding Spatial and Mechanical Understanding 
The diurnal cycle is not the only in situ obstacle that organisms face in environments; 
organisms are also prone to movements and stresses within their environments. T. erythraeum 
modulates its own density through its vacuoles, allowing it to sink or rise within the water column. 
It is assumed that this is to better capture particulate nitrogen, phosphorus, carbon and metals lower 
in the ocean, but it comes with the cost of lower light intensity and less energy. Characterization 
of this process could help decrypt an essential recycling portion of these biogeochemical cycles 
where cyanobacteria re-releases or uses lower forms of matter for metabolism. Furthermore, 
laboratory observations have illustrated a poor response to shaking, a common aeration mechanism 
in photosynthetic cultures. This is likely due to the high cell coordination required to protect 
nitrogenase and establish effective nutrient gradients within filaments. Describing the mechanical 
stresses necessary to disrupt cell metabolism in communities would be useful in fouling prevention 
and community-based industrial processes. These physical processes have substantial impacts on 
metabolism, and this model is poised to capture these relationships. 
Integrating buoyancy forces and mechanical stresses would require three innovations in 
this model: creation of physical forces governing movement, addition of a third dimension to the 
model, and smaller time-steps. The first requires definition of buoyancy and rules surrounding it, 
specifically the decisions that would cause cells to sink or rise. This likely incurs a secondary 
optimization problem of photosynthetic energy acquisition and alternative nutrient acquisition 
beyond metabolite and biomass synthesis. It also necessitates physical tests on filaments at 
different shake speeds to determine the best viability of cells from light rocking to heavier shaking. 
This can be interpreted into local physical stresses that cause cellular disruption. A third dimension 
in the model would enable description of more complex stresses and diffusion dynamics and 
improve the prediction of buoyancies. Finally, smaller time-steps would result in a finer movement 
pattern and diffusional gradient, leading to more appropriate physical predictions. These would 




8.2.3 Examining Nutrient Effects on Cells and Colonies 
T. erythraeum grows in ambient conditions and light but still requires metal cofactors and 
extracellular nutrients to live. Most importantly, iron and phosphorus – and their cooperative 
impacts – are crucial for cell survival and unobtainable through fixation mechanisms. As detailed 
in Chapter 3, these can have profound effects on colony phenotype, nitrogen fixation, and growth. 
Changing seasons and agriculture may also deprive ecosystems of phosphorus and iron depots and 
T. erythraeum seems highly capable of survival in these limited environments despite its high 
dependencies. Studying the unique mechanisms which allow T. erythraeum to resist nutrient 
depletions and store metabolites could enable more efficient strain design that is less affected by 
nutrient depletions while characterizing existing ecosystems. 
8.2.3.1 Iron and Other Metals 
Metals are essential parts of many metabolic processes in T. erythraeum including iron in 
nitrogenase, magnesium in chlorophyll, nickel in Ni-superoxide dismutase (240), cobalt in 
cobalamin, zinc in alkaline phosphatase (331), and vanadium, zinc, molybdenum, manganese, 
copper, and cadmium as participants in other cofactor complexes (16, 332). Studies on iron 
including its requirements, acquisition, and the effects of deprivation on T. erythraeum studies 
(174, 204, 210-212, 214, 222, 333, 334) make it the most characterized metal of the list. The other 
metals may also have interesting phenotypes and acquisition strategies that depend on phenomena 
like desert dust deposits (214) and may help determine crucial metabolic processes like superoxide 
metabolism (180, 181, 240). Proteomic analysis of deprived cultures might also illuminate 
alternative strategies to either replace cofactors with other metals. Along with this, simulations 
which include the requirement of building proteins for processes could elucidate alternative 
pathways and overall phenotype defects to accommodate for metal deficiencies. Investigating 
metal shortages can reveal metabolic pathways and alternative physiological strategies for 
diazotrophic photosynthesis, creating new design strategies and ecological considerations. 
8.2.3.2 Cooperative Depletions 
Environmental conditions are often nutrient limited with respect to several nutrients and 
organisms must respond to shortages on several fronts. Studies in T. erythraeum have provided 
evidence that a common dual shortage exists with iron and phosphorus since they are required in 
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great amounts and only available through local uptake. These studies, as enumerated in Chapter 3, 
display higher growth rates and higher nitrogen fixation rates (190, 195, 212, 221) for iron and 
phosphorus co-limited cultures. Despite these advantages, T. erythraeum still maintains a 
significant cache of strategies for acquiring iron and phosphorus through a variety of particulate 
and dissolved matter. Divulging the detailed phenomena, including biomass constituent changes 
and metabolic redistribution, could result in more effective photosynthetic platforms for 
production strains. Co-limitation of other metal cofactors and macronutrients including those 
metals listed above and sulfur, which has been studied in Chlamydomonas reinhardtii (44, 110, 
112, 120, 121, 123, 335, 336), could discover other useful phenotypes like those described in 
Chapter 2. Reflecting realistic environmental depletions and the strategies cells use to overcome 
them can illustrate more useful phenotypes and constrain the production solution space further. 
8.3 Expanding to Alternative Systems 
MIMOSA is intended to be an open framework capable of investigating any organism 
given a metabolic reconstruction, objective functions, and cell rules. It is used to great effect in T. 
erythraeum’s binary population, but it can be hypothetically extended to include the holobiont of 
T. erythraeum, other photosynthetic organisms, and even interacting tissue samples. Its single great 
advantage is the incorporation of mutable objective functions in combination with an integrated 
physical paradigm. More complex transport and kinetic phenomena can be incorporated to the 
external effects and there is no upper limit (beyond computational power) on the number of distinct 
agents. Already the Boyle Lab is creating more genome-scale reconstructions of algae, other 
cyanobacterial species, and platelets, each with significant links phenotypes to environments to 
individual cell metabolism. The open-ended framework and extensive findings from simulations 
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SUPPLEMENTARY INFORMATION FOR CHAPTER 4 
A.1 Supplemental Files 
All files can be found at https://github.com/boylelab/Joseph-Gardner-
Dissertation/tree/master/Appendix%20A 
A.1.1 File A.1: Genome scale metabolic reconstruction for T. erythraeum (.xml file)  
This file contains the full SBML formatted genome scale reconstruction of Trichodesmium 
erythraeum (iTery101) described by this study without constraints. 
A.1.2 File A.2: List of reactions and metabolites included in the model (.xls file) 
This file contains the more readable format of the Genome scale reconstruction with a 
catalog of reactions in one tab and of metabolites in the other, supplemented by relevant 
information for both sets. 
A.1.3 File A.3: makeTERY function to establish constraints and create separate models 
(.m file) 
This file contains all relevant constraints for the two different cell types. By default, it also 
generates  the optimal solutions subject to literature constraints as described in the FBA and 
FVA sections of  the paper. 
A.1.4 File A.4: List of dead end reactions (.xls file)  
This file contains the list of dead end reactions generated by the study, not including 
exchange reactions. This means all reactions which include a metabolite that cannot be otherwise 
resolved (through reaction to another compound) is included. Dead ends are ignorant to 





A.1.5 File A.5: Flux reactions for ideal, exponential growth with fixed biomass/growth 
rate and objective metabolite production. (.xls file) 
This file contains the entire simulations data used to generate Figure 4.2 and based on the 
flux balance analysis described by the study. It includes the entire catalog of reactions, the 
corresponding flux for both diazotroph and photoautotroph, and the reaction formula. 
A.1.6 File A.6: List of effects of gene and reaction deletion identified by in silico knockout 
analysis (.xls file) 
This file contains the list of effects from each gene and reaction deletion in separate tabs. 
Gene/reaction deletions that result in lethality are colored red, those that reduce function are 
colored yellow, and those that cause no change are white. The single green reaction (deletion of 
biomass maintenance, EN_ATP) improves gene function. Reactions have associated genes listed 
alongside and genes have associated reactions listed alongside. There are reports for both 
diazotrophs and photoautotrophs. Data is reported as ratio (growth rate of knockout divided by 
“wild type” growth rate), raw knockout growth rate, and change in growth rate calculated using 
the following equation:  ∆𝜇 = 𝜇𝑊𝑇−𝜇𝑚𝑢𝑡𝑎𝑛𝑡𝜇𝑊𝑇             (A.1) 
 
Table A.1. Average protein composition of T. erythraeum. Proteins were hydrolyzed and amino 
acid concentrations were measured using gas chromatography/mass spectrometry. The molar 
fraction from ambient air (N2) was used for the protein and lipid assembly equations. Starred 
quantities were derived from a previous study (245) because our method was not able to detect 
them.  
Amino Acid Molar Fraction (mol/mol Protein) × 10-2 
N2 NO3- 
Alanine 4.13 4.52 
Arginine* 2.08 1.81 
Aspartate 6.60 15.8 
Asparagine* 2.40 2.09 
Cysteine* 0.453 0.393 
Glutamine 55.1 46.9 
Glutamate 6.59 7.23 
Glycine 4.34 4.05 
Histidine* 0.652 0.566 
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Table A.1 Continued. 
Isoleucine 2.17 1.41 
Leucine 2.74 3.81 
Lysine* 2.17 1.88 
Methionine* 0.915 0.795 
Phenylalanine 0.526 0.400 
Proline 1.29 0.930 
Serine 2.60 2.25 
Threonine 2.21 2.71 
Tryptophan* 0.648 0.563 
Tyrosine 0.894 0.669 
Valine 1.48 1.21 
 
 
Table A.2. Average lipid composition of T. erythraeum. Extracted lipids then analyzed as fatty 
acid methyl esters on a gas chromatograph/ mass spectrometer. Relative amounts of subclasses of 
lipids were assumed from previous literature (243). 
Fatty Acid Methyl 
Ester 
Molar Fraction (mol/mol lipid) ×10-2 
N2 NO3- 
14C 3.45 2.27 
14C:1 33.4 37.3 
16C 41.5 41.9 
16C:1 2.50 2.69 
18C 1.12 1.11 
18C:1 10.4 8.19 
18C:2 4.94 4.01 
18C:3 2.68 2.19 
 
 
Table A.3. Comparison to related genome-scale metabolic network reconstructions. 

















27.4 112 3.57 5.46 7.75 
Subsystems 90 83 38 51 56 
Reactions 1861 2190 1035 625 973 
Metabolites 1583 1068 601 587 988 
Unique 
Genes 
1025 1073 677 806 647 
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Table A.3 Continued. 
Previous 
Models 
4 5 9 0 0 







SUPPLEMENTARY INFORMATION FOR CHAPTER 5 
B.1 Model Formulation 
B.1.1 Genome-Scale Model 
Investigations suggest that filamentous, diazotrophic cyanobacteria store nitrogen as 
cyanophycin and passes it to photoautotrophic cells as the cyanophycin derivative β-aspartyl 
arginine (158). We modeled this phenomenon by adding β-aspartyl-arginine anabolizing and 
catabolizing pathways to the model. These pathways (and their genetic evidence) are listed in 
Table B.1. The requirement of cyanophycin catabolism also required aspartate catabolism. 
Genomic evidence suggested that arginine is deaminated to ornithine. While no specific ornithine 
deamination pathways are suggested by genome annotation, amino acid deaminases tend to be 
promiscuous. Therefore, the arginine catabolism was assumed to progress through succinic-
semialdehyde (4-oxobutanoate) and into the TCA cycle, yielding TCA cycle metabolites and 
glutamate. 
Export and transport reactions for β-aspartyl arginine were also added to add mass balance 
closure to the model (similar to the biomass transport and export equations). Concurrently, 
cyanophycin and glycogen contributions were removed from the biomass equations, effectively 
decoupling primary metabolites from the biomass equation and allowing them to function 
separately within the optimization algorithm. 
Additional energetic limitations are placed on the models to resemble realistic conditions: 
light is constrained to 100 μE to reflect laboratory results (9).  Glycogen and cyanophycin uptake 
by diazotrophic and photoautotrophic cells, respectively, was estimated using composition 
measurements and mass balances. ATP maintenance bounds were determined via the correction 
equation detailed in the “Pareto Front Generation” section and the linearized light dependent 





B.1.2 Pareto Front Generation 
A single, discrete solution does not exist for these bi-objective formulations. This is 
addressed through an empirical, a posteriori method for matching theoretically generated cell 
production to measured results. First, a Pareto Front is generated using multi-objective flux balance 
analysis adapted from Pareto Front generation of previous optimization problems (337, 338). Each 
objective was given a weighting coefficient such that the sum of the coefficients summed to one. 
Every combination of coefficients satisfying this constraint are applied to the scalarized objective 
to generate the Pareto Front. Then, a scalarized objective function corresponding to the sum of 
every metabolite of every participating reaction with their original coefficient multiplied by the 
scalar weight is added to the model. This is of the form: max {∑ 𝑎𝑖𝜈𝑖}𝒊      (B.1) 
subject to ∑ 𝑎𝑖 = 1𝒊                                        (B.2) 
      𝑺 ∙ 𝒗 = 0        (B.3) 
      𝒗𝒆𝒙 = 𝓔                                                   (B.4) 
Where 𝑎𝑖 references the scalar coefficient for reaction flux 𝜈𝑖. S and 𝝂 are the 
stoichiometric and flux matrices. 𝝂𝒆𝒙 is the set of extracellular fluxes and 𝓔 is the set of 
experimentally measured consumption rates. 
The Pareto Front is plotted with each objective corresponding to an axis. Dominated points 
(points for which there can be a direct improvement in each objective) are discarded. This 
application was for two bi-objective problems, but the formulation is applicable to higher order 
formulations as well. 
Once the Pareto Front is generated, it is fit to experimental data. This is done by using a 
constraining equation – in this case, ATP hydrolysis – to summarize futile cycles and other non-
metabolism factors that might reduce metabolic efficiency in experimental conditions. ATP 
hydrolysis has been used in prior genome-scale reconstructions for these purposes (283) and is 
iteratively increased until the Euclidean Distance between the theoretical Pareto Front and the 
actual, average experimental data for a given condition is minimized. The scalarized objective 
function accounting for the closest theoretical coordinate is selected and used as a scalar function 
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for multi-objective optimization. The goal values and constraints for each cell type and each light 
regime are listed in Table B.2 and are taken from previous work (5) in addition to this.  
These calculations are conducted using CobraPy (327) for Linear Optimization and SBML 
processing and NumPy (www.numpy.org) for non-routine mathematical operations (like square 
roots and matrix math). Pandas (pandas.pydata.org) is used to store solutions to a CSV table as 
they are created. In situ and experimental data are read via CSV and are used to update the bounds 
and objective functions for the model. JPServe creates a locally hosted TCP/IP connection to pass 
JSON encoded arrays – containing the scalarized model, reaction fluxes, and cell identification 
information (position, filament size, time step, and type) – between Python (for Pareto and FBA 
calculations) and Java (for the Agent Based Model) (John Huang, https://github.com/johnhuang-
cn/jpserve). 
B.1.3 Shifting Scalar Objectives 
To investigate the mutability of the scalar objective equation, and the effects of intra- and 
inter-cellular conditions on cell objectives, an algorithm to shift the objective function along the 
Pareto Curve is implemented based on the biomass of the cells (assuming that structural biomass 
is relatively intransigent in these conditions). That means that, as biomass accumulates, a cell will 
behave more stationarily, i.e., it will prioritize secondary metabolites. This is adjusted assuming a 
normal distribution in cell sizes: 𝑓(𝑋)~𝑁(𝜇, 𝜎)                                                               (B.5) 
where 𝜇 is the average biomass (assuming cubic shape and density near water) or 
metabolite concentration (from experimental data) and 𝜎 is the standard deviation. As the standard 
deviation decreases, the model is less tolerant of deviations from mean values and will more readily 
adjust the scalar weights. As it increases, it will be more tolerant of deviations from mean values 
and will cause smaller perturbations to scalar weights. For this study, the standard deviation was 
assumed to be 0.433 so that 95% of cells would fall within a factor of seven from minimum to 
maximum and a mean of 1.029 × 10−9 g calculated using an assumed cubic shape with dimensions 
of 10 μ𝑚 per side and a density of seawater (139). 
208 
 
The correction occurs by using the cumulative distribution function for the normal 
distribution. Given a Pareto matching algorithm resulting set of weights, the weights are shifted 
(inversely) as: 𝑤1 = 𝑎?̂?1                                                                    (B.6) ?̂?1 = ?̅?1[1 − 𝐹(𝑋1 = 𝑥1)]                                                        (B.7) 𝑤𝑗≠1 = 𝑤𝑗≠1𝐹(𝑋𝑗≠1 = 𝑥𝑗≠1)                                                      (B.8) 𝑎 ∑ 𝑤𝑖𝑖 = 1                                                                   (B.9) 
Where 𝑤1 is the new, shifted weight, ?̂?1 is the non-normalized and shifted weight, and ?̅?1 
is the Pareto matched weight. X is the variable and x is the cell’s quantity. Meaning, in each case, 
that as the objective increases, it responds by producing the corresponding objective: as biomass 
increases, it expends more resources on biomass.  
B.1.4 System Variables 
The model initializes a tunable number of identical filaments containing a tunable number 
of diazotrophs and photoautotrophs. These are populated at random coordinates on a two-
dimensional wrapping grid (meaning that xMAX = x0) signifying width (X) and depth (Y) 
coordinates. Thus, each coordinate represents one grid cell and therefore one grid cell length. 
Furthermore, the names of the transactional metabolites (diazotroph → photoautotroph and 
photoautotroph → diazotroph) as well as the name of the biomass equation are given by the user 
when the simulation is initialized. The time-step length, governing diffusion coefficient (for 
determining neighborhood bounds), and random-walk move times to simulate drifts due to current 
and inter-filamental contact. Finally, model and data file path information is included. The full set 
of user defined parameters and their default values is summarized in Table B.4. 
B.1.5 Routine Metabolic Optimizations 
Once the model is scalarized according to an experimental condition, it is optimized 
according to this objective in conjunction with constraints from concentration information from 
the ocean and filament sharing cell agents in the model. Metabolite concentrations in the cell agents 
are interpreted into fluxes and vice versa using: 
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𝜈 = ∆𝑁𝑋 ∆𝑡      (B.10) 
Where 𝜈 is flux in mmol (g DW h)-1, ΔN is the change in the number of millimoles over 
the time step, X is cell biomass in g, and ∆t is the time step duration in h. 
The available environmental concentrations therefore form constraints on uptake. These 
updated models are solved according to these constraints and to the scalarized objective function, 
resulting in a series of flux solutions. The internal metabolic fluxes are stored to a CSV file. The 
external fluxes are then interpreted into consumed and produced metabolite concentrations over 
the period and are used to update the both intracellular and oceanic concentrations. Objective flux 
is the consolidated scalarized flux of all objective metabolites for a cell type (biomass and 
cyanophycin for diazotrophs/biomass and glycogen for photoautotrophs) and higher objective 
fluxes represent higher metabolic production. These are reinterpreted into discrete fluxes using the 
weighted objective equation. 
Optimization of metabolism via the scalarized objective function results in three major 
cellular outcomes: anabolism, primary metabolite production, and catabolism. The cell prioritizes 
regimes in that order: anabolism, if unavailable, results in using the same nutrients for simply 
production and, when that is unavailable, catabolizes biomass for maintenance energy. The 
catabolic model was generating by iterating through necessary reactions for metabolic backflow 
from biomass to the primary metabolite and ATP and then creating a separate set of constraints for 
this situation. 
Overall major metabolite passage is visualized in Figure B.7. Nitrogen gas is reduced and 
incorporated into amino acids, ultimately leading to the cyanophycin precursor β-aspartyl arginine. 
Carbon dioxide is reduced via the Calvin Cycle and incorporated into long sugars, modeled as the 
disaccharide maltose. Each unique cell type can pass its metabolite to the other cell type. However, 
each cell type also maintains the machinery to metabolize the reduced intermediates between the 
oxidized gases and their ultimate polymers (depicted by the red lines) as sources for their own 
objective metabolites. This represents a potential futile cycle where cyanophycin can be used 
primarily as a carbon source and not as a nitrogen source. 
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Therefore, to mitigate futile cycling of resources (one primary metabolite being burned 
excessively during vegetation to create the other primary metabolite), the maximum uptake of 
cyanophycin is modified as: 𝜈𝑐𝑝ℎ 𝐸𝑋 ≤ − 𝑁𝑐𝑝ℎ𝑋∆𝑡 𝐹                                                   (B.11) 
Where F is a tunable parameter for fraction of maximum uptake is allowable for uptake by 
a cell for catabolism over a timestep. F was proposed to be 0.08 and was corroborated through 
both sensitivity analysis and through experimental estimation from the similar organism 
Anabaena, which also exhibits specialized cell production of cyanophycin granules. This 
estimation was done using the ratio of heterocyst/vegetative exchange coefficients (0.022 s-1) and 
vegetative/vegetative exchange coefficients (0.29 s-1) to predict how cyanophycin accumulation 
impairs its dispersal during filamental development (158). 
B.1.6 State Recapture 
Minimizing computational burden is a major concern for large-scale metabolic models. To 
enable computational efficiency while preserving high resolution of the system, a “state recapture” 
algorithm was developed. The state of the community at every time step is recorded in a CSV file. 
The program reads in the data and assigns an identity, location, nutrient profile, and filament to 
each cell. The user can then specify which community state with which to restart the simulation, 
and the user has latitude to adjust input parameters to either simulate a sudden system change 
(introduction of a nutrient or a cataclysm) or to increase the resolution of the time step. This latter 
effect allows the user to “zoom in” on a behavior or growth region of interest. Furthermore, the 
user can compare several different assumptions at once: this state recapture can be designed around 
a specific growth region and a parameter – for example, the diffusion constant to determine 




Figure B.1. Derivation of scalar functions from all possible biobjective combinations as 
visualized by a Pareto Front in each simulation context. Progressing from left to right are 
different simulations conducted in atmospheric conditions, YBC-II media, under 100 μE light, and 
with the mutable objective equation unless otherwise stated.  Low CO2 and low N2 describe 200 
ppm (versus 400 ppm) CO2 and 39.5% (as opposed to 79%) N2. Differently colored lines are 
different points during the light cycle for each simulation, each line describing a 3-hour increment. 
Points describe the selected objective equation at each time point. Top row indicates 




Figure B.2. Evolution of Metabolic Prioritization within the Filament during the Day. Each 
color represents a later time point in the simulation. The y-axis corresponds to the normalized ratio 
of biomass scalarized weight to metabolite scalarized weight. 1.0 represents the biomass to 
metabolite ratio consistent with training data. Cell coordinates progress left to right along the 
filament, as visualized by the model filament beneath. Clear differences can be seen between 
photoautotrophic (peripheral) and diazotrophic (interior) cells. Division occurs at ends and new 
cells prioritize growth to metabolite development, visualized by the lighter colored green cell at 




Figure B.3. Ammonium Release as a Function of Metabolic and Population Imbalances. A) 
Ammonium flux out of the cell as a function of glycogen uptake flux. B) Total ammonium released 
into the media as a function of the percentage of each filament that is diazotrophic cells. 
 
Figure B.4. Fraction Fixed Nitrogen Spilled as a Function of Initial Filament Length. Percent 
of nitrogen released versus uptaken, using the computationally analogous method to the 
experimental method presented in (145). Nitrogen release varies little with different initial filament 
lengths, but remains between ~0.2 to ~0.3 of the total nitrogen uptaken. Simulation was conducted 





Figure B.5. Metabolite Cycling of Major Nitrogen and Carbon Source Polymers in T. 
erythraeum. Black lines represent common metabolic processes between molecules. The thick 
green line and thick blue line represent trade from the photoautotroph and diazotroph, respectively. 






Figure B.6. General Flow Chart of agent-based decision making as the simulation progresses 
during one time step. From left to right: the white box are ocean agents which govern 
environmental diffusion and delivery of metabolites to near cells. The light gray box containing 
the blue and green boxes are cell agents. All cell agents leak metabolites, update physical quantities 
and processes, and act in the same way, except that they employ different metabolic models. The 
black box is a special class that handles all interactions with the Python modules that optimize the 
model. Moreover, photoautotrophs and diazotrophs are on opposite update/act schedules so that 
one type is always reacting to the other. Finally, the dark gray box indicates filament agents which 
govern dividing rules, cell organization, and intercellular, intrafilamental diffusion. Offset boxes 





Figure B.7. Scheme for Modeled Diffusion. The medium is modeled as a grid space with 
individual space dimensions of 10 grid cells × 10 grid cells (100 𝛍m × 100 𝛍m) and a total grid 
space of dimensions 2500 𝛍m × 2500 𝛍m (250 grid cells × 250 grid cells) and are modeled as a 
freely diffusive, dilute environment. This behavior exists within filaments; nutrients are able to 
freely diffuse between cells. Free diffusion between dilute environments is indicated with a solid 
black line. Green cells are photoautotrophs and blue cells are diazotrophs. Darker blue indicates 
higher concentration. Dotted lines indicate membrane mediated diffusion, demonstrating that 
permeation out of and into the cell occurs orders of magnitude more slowly unless there is evidence 
of an active transporter. 




Figure B.8. Algorithm for determination of an experiment-fitted Pareto Front, creation of a 
scalarized objective function, and objective adjustment for mutable function scaling. A) 
Generation of the average objective function. First, the theoretical Pareto Front is generated. Then, 
through adjustment of a corrective reaction (usually ATP hydrolysis), the Pareto Front is matched 
to the experimental data points. Finally, the points are weighted and interpreted into specific 
weights for the optimization function (black line). This is shown in two-dimensions for T. 
erythraeum but is theoretically viable for many dimensions of non-dominated Pareto Fronts. B) 
Illustrates the general scheme of determining the objective function. First, the Pareto Curve is 
generated from the Genome Scale Model and the given objectives. Then, the biomass maintenance 
flux is increased until the Euclidean distance between experimental points and the curve is 
minimized. Then, the corresponding point on the curve is used to generate the scalarized objective 
function. C) Demonstrates how the Pareto Curve might change based on an environmental change 
(nitrogen limitation) and how the objective function most similar to the empirical data set may 
change as well. Instead of generating a new Pareto Curve for every circumstance, a normal 
distribution-based weighting function corrects for these scenarios instead. 
  
 
 = 𝑎𝑤1 +  𝑤2






Figure B.9. Contrasting Performances of Mutable and Static Objective Functions. Blue lines 
indicate weighted (mutable) objective functions that respond to cell composition and orange lines 
indicate unweighted (static) objective equations. The simulations were run in conditions modeled 
after empirical data collection (YBC-II media, atmospheric nitrogen and carbon, 100 𝛍E light). A) 
Non-metabolite growth rates (lumped biomass constituents that are not cyanophycin or glycogen, 
i.e., proteins, lipids, RNA, DNA, etc.). The unweighted biomass demonstrates a higher non-
metabolite growth rate than the weighted simulation. B) NH4+ leakage in the mutable objective 
simulation follows the same pattern during the first part of the simulation, but shows exponential 
tendencies at the end, while the static objective remains linear. C) Cyanophycin biomass fraction 
in mutable and static simulations. The mutable objective equation simulation is able to recover 
effectively from initial low biomass fraction of cyanophycin while the static objective tails off 
logarithmically and cannot reach appropriate fractions of cyanophycin. D) Glycogen accumulation 
is higher across the entire time period in the mutable objective case than in the static one and shows 
non-linear accumulation trends later in the growth cycle that mirror experimental evidence. E) 
Nitrogenase rate does not display the same initial delay as in experimental evidence, probably 
indicating a regulatory element not reflected in this model, but does not tail off in the simulation 
like in nature. The simulation with the mutable objective function fixes nitrogen at a consistently 
higher rate. F) Carbon dioxide simultaneously activates early in the light cycle for both simulations 
and remains fairly constant in both mutable and static objectives. This mirrors lower late 
conditions, implying that the model has a floor of carbon fixation activity that is a primary and 






Table B.1. Reactions/Enzymes Added to Genome Scale Model 


































3.4.15.6 Tery_1964 Cyanophycinase Trichodesmium 
erythraeum 








3.5.3.11 Tery_3780 Agmatinase Trichodesmium 
erythraeum 
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Cell Type Growth Rate (h-1) β-Aspartyl 
Arginine Flux 
(mmol (g DW h)-1) 
Maltose Flux 
(mmol (g DW h)-1) 
80 Diazotroph 0.0216 0.369 -0.699 
80 Photoautotroph 0.0216 -0.0478 0.244 
100 Diazotroph 0.0226 0.386 -0.731 
100 Photoautotroph 0.0226 -0.05 0.255 
 
 
Table B.3. Flux Balance Analysis Constraints 
Reaction Lower Bound 
(mmol (g DW h)-1) 
Upper Bound 
(mmol (g DW h)-1) 
Source/Reason 
Bicarbonate uptake -2.04 0 YBC-II media (252) 
Calcium uptake -10.0 0 YBC-II media (252) 
Sulfate uptake -25.0 0 YBC-II media (252) 
Sodium uptake -0.411 0 YBC-II media (252) 
Magnesium uptake -20 0 YBC-II media (252) 
Light uptake -100 -100 Laboratory Data 
CO2 uptake -0.778 0 Atmospheric (339) 
N2 uptake -48.0 0 Atmospheric (339) 
 
Table B.4. Cell Variables, Purposes, and Ranges 
Variable Purpose Default Value or Range 
Static (Class) Variables 
AVE_WEIGHT Average T. erythraeum cell 
weight 
1.029 ng (Assuming a cubic 
shape, a density near water, 
and a length of 10 𝜇m (166)) 
EXTINCTION_COEFFICIENT Extinction coefficient for 
sunlight in saltwater 
2.625 x 10-3 m-1 (340) 
SURFACE_LIGHT Light at the surface of the 
ocean 
100 μE (9) 
CELL_LENGTH Average estimated cell 
length of T. erythraeum 
10 μm (341) 
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Table B.4 Continued. 
CONC_CPH_START_PER_G_DW Starting concentration of 
cyanophycin within cell 
1.026 mmol (g DW)-1 
0.33 g (g DW)-1 (This 
study) 
CONC_GLY_START_PER_G_DW Starting concentration of 
glycogen within cell 
0.172 mmol (g DW)-1 
0.033 g (g DW)-1 (This 
study) 
massDist Mass distribution of cells 𝐹(𝑋)~𝑁(𝜇, 𝜎𝐵) 
 
MEMBRANE THICKNESS Thickness of the lipid 
bilayer 
70 nm (342) 
TIME_STEP Duration of time step 0.1 h 
biomass Name of biomass 
equation specified by 
user 
“biomass” 
CPH_MM Molar mass of 
cyanophycin 
0.28929 g/mmol 
GLY_MM Molar mass of glycogen 0.32529 g/mmol 
BioF Cyanophycin uptake 
restriction factor 
0.08 
Individual Cell (Local) Variables 
myFilament Filament of which the 
cell is a part 
Inherited from progenitor 
cell 
canDiazo Boolean describing 
whether the cell is able to 
divide into a diazotroph 
False 
pools Nutrient concentrations 
in cells 
Initialized with ideal 
concentrations 
 
Table B.5. Selected Permeabilities for Cellular Metabolites Through a Lipid Bilayer 
Compound Permeability (cm/s) Modeled Diffusivity  
(70 nm wall (342)) (𝝁m2 s-1) 
NH4 4.80 × 10-2 (343) 0.336 
O2 1.14 × 106 (344) 7.98 × 106 
CO2 3.5 × 103 (345) 250 





Table B.6. Diffusivities of Seawater Constituents and Metabolites 
Compound Diffusivity (𝝁m2 s-1) 
NH4+ 2070 (347) 
CO2 1880 (348) 
O2 2000 (347) 
N2 1880 (349) 
CO 2030 (349) 
H2 4500 (349) 
Cl- 1771 (350) 
Na+ 1212 (350) 
SO42- 803 (350) 
HCO3- 1000 (350) 
Ca2+ 729 (350) 
Mg2+ 980 (351) 
Mn2+ 688 (351) 
Fe3+ 607 (351) 
Fe2+ 719 (351) 
Co2+ 699 (351) 
K+ 2070 (351) 
Cu2+ 733 (351) 
NO3- 1700 (352) 
 
Table B.7. Included Extracellular Transporters 
Reaction ID Reaction Name 
TR_arsi Oxyanion-translocating ATPase/Arsenite efflux pump ARC3 
TR_bet ABC-type dipeptide/oligopeptide/nickel transport: betaine 
TR_biomass Transport biomass 
TR_biot ABC-type dipeptide/oligopeptide/nickel transport: biotin 




Table B.7 Continued 
TR_co CO transport via diffusion 
TR_co2 CO2 transport via diffusion 
TR_cobalt2 ABC-type cobalt transport 
TR_cu2_abc Copper transport via ABC system 
TR_fe2 Iron (II) transport via ABC system 
TR_fe2_Sp Iron (II) Transport System 
TR_fe3 Fe3+-BC transport 
TR_h2 Hydrogen Export 
TR_h2o H2Ot5 
TR_k_ACT Potassium uptake Active 
TR_k_SYM Proton Antiport Potassium 
TR_mg Magnesium transport via ABC system 
TR_mg_SP Magnesium transport via MgtE 
TR_mn2 Manganese-ABC transport 
TR_n2 N2 transport 
TR_na_h Proton sodium antiport 
TR_nh4 Ammonium permease 
TR_no2 Nitrite transport in via proton symport 
TR_hco3 ABC-type bicarbonate transport 
TR_Ca2Na Calcium/Sodium antiporter 
TR_pi_ABC ABC-type phosphate 
TR_no3 Nitrate transport in via proton symport 
TR_no3abc Nitrate transport in via ABC system 
TR_o2 O2 transport via diffusion 
TR_orthopi Orthophosphate-ABC transport 
TR_pb2 Lead (Pb+2) ABC transporter 
TR_photon Photon Transport 
TR_slf_ABC Sulfate-ABC transport 
TR_slf_sym Sulfate transport in via proton symport 
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Table B.7 Continued. 
TR_urea Urea transport via facilitate diffusion 
TR_zn2 Zinc-ABC transport 
TR_glycogen Glycogen Transport 
TR_cyanophycin Cyanophycin Transport 
 
Table B.8. Henry’s Constants for Atmospheric Compounds at the Sea-Air Interface (353) 





B.2. List of Additional Files 
All files can be found on: 
https://github.com/boylelab/Joseph-Gardner-Dissertation/tree/master/Appendix%20B 
File S1: Multiscale, Agent-Based Model of Trichodesmium erythraeum using Repast Simphony 
Infrastructure (.ZIP of .JAVA and other support files). 
File S2: Optimization and Pareto Estimation of Metabolic Objectives in Trichodesmium 
erythraeum, jyCOBRA (.ZIP of .PY files). 
File S3: Updated Genome Scale Reconstruction of Trichodesmium erythraeum (.XML as .SBML 
format). 
File S4: Uptake and Export Fluxes for the Experimentally Matched, Optimized Model Pareto Front 
at 80 μE light (.XLSX). 
File S5: Fluxes for Flux Maps included in Figure 4.3 for Cells in the most Extreme Conditions 
during the Best Fitting Simulation (.XLSX). 




File S7: Animated Movement and Distribution of Cells during the Course of the Best Fitting 
Simulation (.GIF). 
File S8: Animated Distribution Heat Map of Ammonium in the Media during the Course of the 
Best Fitting Simulation (.GIF). 
File S9: Animated Distribution Heat Map of CO2 in Media during the Course of the Best Fitting 
Simulation (.GIF). 
File S10: Animated Distribution Heat Map of DON in Filaments during the Course of the Best 
Fitting Simulation (.GIF). 
File S11: Animated Distribution Heat Map of Glycogen in Filaments during the Course of the Best 
Fitting Simulation (.GIF). 
File S12: Animated Distribution of All Optimized Metabolic Profiles During the Course of the 
Best Fitting Simulation (.GIF). 
File S13: Example Output of Single Simulation for T. erythraeum with 100 μE light, 4: 11 





SUPPLEMENTARY INFORMATION FOR CHAPTER 6 
C.1 Diffusion Rules 
Delivery of metabolites to cell-specific extracellular compartments (giving them complete 
ownership) was calculated by donating all moles of a compound in the ocean gridspace to the 
extracellular compartment (N[o]) divided by the number of other cells in that ocean gridspace (nc) 
and with an uptake radius factor, r, cubed to make it volumetric: 𝑁[𝑒] = 𝑁[𝑜]𝑛𝑐(𝑟3)              (C.1) 
r was incorporated to reduce computation time. This parameter was estimated by using the 
expected nitrogen inhibition at 20 𝜇M NO3-; as r grows, the available nitrate for a timestep 
decreases and nitrogenase is less uninhibited. For gridspaces of 10 cells × 10 cells, r was found to 
be 2.5, allowing an effective radius of 40 μm, constraining to whole-cell widths. Total nitrogenase 
flux, 𝜂, was calculated as: 𝜂 = ∑ ∑ 𝜈𝑐,𝑡𝑋𝑐,𝑡𝑋𝑡𝑐𝑡      (C.2) 
By weighting the individual cell flux for cell c at time t (𝜈𝑐,𝑡) by its individual biomass 
(𝑋𝑐,𝑡) and dividing by the total cellular biomass at time t (𝑋𝑡) and summing over all time steps. 
The inhibition percent 𝜔 under condition q was calculated similarly to the experimental results 
(354) as: 𝜔 = 100%(1 − 𝜂𝑞𝜂0)     (C.3) 
Where 𝜂0 is the total nitrogenase flux in unamended media. Figure C.3 illustrates the fruits 
of this analysis. 
C.2 Nitrogenase Inhibition Models 
Three models were tested to determine the best nitrogen inhibition model: two were fits 
based on a previous study of oxygen inhibition in Trichodesmium erythraeum as a function of 
oxygen: nitrogen ratio and the third was Michaelis-Menten using constants derived from 
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Azotobacter vinelandii in vitro nitrogenase. Parameters for these three models can be found in 
Table C.4. 
The exponential model is: 
𝑣𝑁2 = 𝑣𝑁2𝑒𝛽[𝑂2][𝑁2] +𝛾     (C.4) 
The logistic model is: 𝑣𝑁2 = 𝑣𝑁21+𝑒𝑘([𝑂2][𝑁2]−𝑐)     (C.5) 
And the Michaelis-Menten formulation is: 
𝑣𝑁2 = 𝑉𝑚𝑎𝑥[𝑁2]𝐾𝑀+[𝑁2](1+[𝑂2]𝐾𝐼 )        (C.6) 
Where  ?̂?𝑚𝑎𝑥 is the flux version of 𝑉𝑚𝑎𝑥 and is calculated as (since 𝑉𝑚𝑎𝑥 = 𝑓([𝐸0], 𝑘𝑐𝑎𝑡):  ?̂?𝑚𝑎𝑥 = 𝜈𝑁2 𝑛𝑇𝑛𝐷𝑍 𝑥𝑃     (C.7) 
Where 𝜈𝑁2is the unrestricted flux of N2 assuming no inhibition or nitrogenase kinetics, 𝑛𝑇 
is the number of total cells in a filament, 𝑛𝐷𝑍 is the number of diazotrophic cells in the filament, 
and 𝑥𝑝 is a protein adjustment constant (intended to reflect [E0]). Note that this parameter is ?̂?𝑚𝑎𝑥 
indicating that it is on a flux basis (mmol (g DW h)-1) rather than a concentration basis. The ratio 
of total cells to diazotrophic cells multiplied by the unrestricted flux is meant to resemble the 
parameter 𝑘𝑐𝑎𝑡 since nitrogenase only functions in diazotrophic cells. The parameter 𝑥𝑝 is 
calculated as a linear function of biomass accumulation where initial nitrogenase manufacture can 
be assumed to be a piece of initial biomass development, so it scales linearly with biomass and 
some experimentally derived parameters: 𝑥𝑝 = 𝐿(𝑋𝑡, 𝑋0, ?̂?𝑡, 𝑦)        (C.8) 
Where 𝑋𝑡 is the biomass at time t, 𝑋0 is the starting biomass, 𝑋?̂? is the biomass at which 
nitrogenase is fully developed, and y is the initial nitrogenase present at the beginning of the light 
period. The actual derived equation is: 
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𝑥𝑝 = min ( 1−𝑦?̂?𝑡−𝑋0 (𝑋𝑡 − 𝑋0) − 𝑦, 1)      (C.9) 
Experimental observation finds maximal nitrogenase flux around four hours, so t was 
selected as 4 and growth rate in ambient conditions inferred a biomass of 0.78 ng at 4 hours with 
an initial maximal nitrogenase content of about 30% of maximum, so y = 0.3 (163). 
C.3 Oxygen Sequestration Mechanisms 
Two major metabolic oxygen sequestration mechanisms are considered in this study: 
glycolytic consumption through the electron transport chain and Mehler reactions resulting in a 
reversal of Photosystem II through superoxide formation. The first mechanism is tested by 
permission of fermentative metabolite production (specifically acetate, lactate, and amino acids) 
and explicit denial of these exports. The second mechanism forces the model to consume excess 
oxygen through the Mehler reactions (140). Excess oxygen is defined as the concentration where 
the nitrogenase activity falls below a certain percent activity, 𝛼, definited as the ratio of inhibited 
(V) over uninhibited nitrogenase rate (V’) at a nitrogen concentration, [𝑁2] with kinetic parameters 
(defined above) ?̂?𝑚𝑎𝑥, 𝐾𝑚, and 𝐾𝑖: 
𝛼 = 𝑉𝑉′ = (𝑉𝑚𝑎𝑥[𝑁2]𝐾𝑚+[𝑁2] )( 𝑉𝑚𝑎𝑥[𝑁2]𝐾𝑚(1+[𝑂2]𝐾𝐼 )+[𝑁2] )          (C.10) 𝛼 is defined as 0.9 for this study, so the point at which 90% nitrogen flux is obtainable in 
the presence of O2, selected since that is the approximate activity ratio at normal atmospheric 
conditions according to literature (321). The “ideal maximum” oxygen concentration [𝑂2]𝑖 is: [𝑂2]𝑖 = 𝐾𝑚(1−𝛼)𝛼(1+[𝑂2]𝐾𝐼 )−1     (C.11) 
Which implies a Mehler required flux, 𝜈𝑀, (divided equally between both Mehler 
reactions) of: 𝜈𝑀 = [𝑂2]−[𝑂2]𝑖𝑋Δ𝑡               (C.12) 
Mehler reactions are only applied to diazotrophs as photoautotrophs do not fix nitrogen. 
Mehler reactions are downregulated as nitrogenase is downregulated. Therefore, if there is enough 
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reactive nitrogen (ammonium, cyanophycin, urea) to replace N2 fixation, Mehler fluxes are 
switched off according to the algorithms described. 
The simulation was also run with similar rules for the other nitrogen inhibition models, 
yielding: 
For the exponential model: [𝑂2]𝑖 = − 𝛾[𝑁2]𝛽             (C.13) 
For the logistic model: 
[𝑂2]𝑖 = [𝑁2] [ln(1−𝛼𝛼 )+𝑘𝑐𝑘 ]      (C.14) 
C.4 Arginine Catabolism Autoinhibition 
Autoinhibition was conducted by calculating an allowable fraction of maximal flux through 
urea and ammonium release into the filament. Thus, a logistic model was selected because it 
promoted simple switch-like behavior and has been used for other biological studies (355) and 
ecology. ?̂?𝑁,𝑈𝐵 = 𝜈𝑁,𝑈𝐵1+𝑒𝑘(𝑥−1) ∀𝑁 ∈ {𝑈𝑟𝑒𝑎,𝑁𝐻4+}    (C.15) 
Where ?̂?𝑁,𝑈𝐵 is the allowable maximum output flux, 𝜈𝑁,𝑈𝐵 is the maximum unrestricted 
output flux, k is a constant estimated as 2ln9 so that 90% of flux is available at 𝑥 = 0 and 10% is 
available at 𝑥 = 1, and x is the measure of a cell’s ability to cover de novo nitrogen demands with 
internal contents, or: 𝑥 = −∑ 𝑎𝑁𝜈𝑁,𝐿𝐵𝑁2𝜈𝑁2                (C.16) 
Where N is the set of all reduced nitrogen inside the filament and aN is the number of 




In conditions where externally available reduced nitrogen compounds, 𝑥2, is immediately 
available, autoinhibition is shut down and ?̂?𝑁 = 𝜈𝑁 since cells are less limited by nitrogen in these 
cases. 𝑥2 = −∑ 𝑎𝑁𝜈𝑁,𝐿𝐵,𝐸𝑋𝑁 2𝜈𝑁2      (C.17) 
C.5 Photoautotroph Oxygen Evolution Limitations 
In cases where photoautotrophic oxygen evolution becomes greater than diazotrophic 
capabilities to feasibly maintain microaerobia, photoautotrophic oxygen is limited. This is 
calculated by determining whether there is a net increase in oxygen that is limiting diazotrophic 
production. If oxygen is accumulating, the initial phase of cell growth is over (i.e., after an hour) 
and diazotrophs are productively limited, each photoautotroph is limited to producing O2 at a rate 
proportional to the previous step’s overall O2 consumption corrected for cell ratios (𝑛𝐷𝑍𝑛𝑃𝐴) in the 
filament: 
𝜈𝑂2,𝑈𝐵 = 𝑛𝐷𝑍𝑛𝑃𝐴𝜈𝑂2,𝐶𝑜𝑛𝑠,𝑡−1𝑥𝑝         (C.18) 
C.6 Subsystem Variability Analysis 
Subsystem Variability Analysis was conducted for each time step by summing over all 
reaction metabolites in a subsystem multiplied by their predicted fluxes to create an elementary 
mode (thereby only including branchpoints and not double counting fluxes). This value was then 
discretized by summing over every entering metabolite or atom in every entering metabolite to 
obtain a single value. The population was summarized as a mean with plotted one standard 
deviation above/one standard deviation below within the population. 𝑄𝑐 = ∑ ∑ 𝑎𝑚𝑛𝑎𝜈𝑟,𝑐,𝑡 ∀𝑟𝑚 𝑎𝑚 > 0ℛ𝑟     (C.19) 
Where 𝑄𝑐,𝑡 is the discretized subsystem variability flux for cell c at time t, r is the reaction 
in subsystem ℛ, m is the metabolite in reaction r, am is the stoichiometric coefficient of metabolite 
m, na is the number of atoms or metabolites in metabolite m, and 𝜈𝑟,𝑐,𝑡 is the flux of reaction r in 




Table C.1. Added metabolic reactions to the Trichodesmium erythraeum genome scale 
model. 
Enzyme Name Previous 
Annotation 
Source or Similar 
Organism 











L-Ornithine transaminase Acetylornithine 
aminotransferase 
 
Glutamate semialdehyde: Δ’-pyrroline 5-carboxylic 
acid dehydrogenation (spontaneous) 
Spontaneous (178) 
L-arginine oxidase/dehydrogenase Tery_2717 Pseudomonas putida 
KT2440; (178) 
















Alpha-D-ribose 1-methylphosphonate 5-triphosphate 
synthase 
Tery_4997  






Table C.1 Continued. 
Alpha-D-ribose 1-methylphosphonate 5-phosphate 
C-P lyase 
Tery_5000  
2-hydroxyethylphosphonate: O2 1,2-oxidoreductase  
 
D-3-phosphoglycerate dehydrogenase Tery_4196  










Tery_4268 Calothrix sp. PCC 
7507 
Acetyl-CoA: phosphinopyruvate C-acetyltransferase 



































Table C.1 Continued. 



















Table C.2. Full set of transporters contained in the model. Compartments are “B” for biomass, 








E → C ABC 
Filament transport for 2-aminoethylphosphonate F  C Free diffusion 
2-aminoethylphosphonate export C → E ABC 
Filamental transport for acetate C   F Free diffusion 
Filament transport for adenosine C  F Free diffusion 
L-Alanine diffusion E  F Membrane 
diffusion 
Filament transport for L-alanine C  F Free diffusion 
Filament transport for L-arginine C  F Free diffusion 
L-Arginine export F → E ABC 
Filament transport for arsenite F  C Free diffusion 
Filament transport for L-asparagine F  C Free diffusion 
L-Asparagine export F → E ABC 
Filament transport for L-aspartate F  C Free diffusion 
L-Aspartate export F → E ABC 
Filament transport for betaine F  C Free diffusion 
Filament transport for biotin F  C Free diffusion 
Filament transport for Ca2+ F  C Free diffusion 
Cobalamin uptake E → F ABC 
Filament transport for cobalamin F  C Free diffusion 
Filament transport for Cd2+ F  C Free diffusion 
Filament transport for Cl- F  C Free diffusion 
Filament transport for CO F  C Free diffusion 
Filament transport for CO2 F  C Free diffusion 
Filament transport for Co2+ F C Free diffusion 
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Table C.2 Continued. 
Cu2+ uptake E → F ABC 
Filament transport for Cu2+ F  C Free diffusion 
Catabolic cyanophycinase B → C Catabolism 
Cyanophycin incorporation into biomass C → B Anabolism 
Filament transport for cyanophycin F  C Free diffusion 
Filament transport for cysteine F  C Free diffusion 
L-Cysteine export F → E ABC 
Filament transport for cytosine F  C Free diffusion 
Filament transport for deoxyadenosine F  C Free diffusion 
Filament transport for deoxycytosine F  C Free diffusion 
Filament transport for deoxyguanosine F  C Free diffusion 
Filament transport for deoxyinosine F  C Free diffusion 
Filament transport for deoxyuridine F  C Free diffusion 
Ethylphosphonate uptake E → F ABC 
Filament transport for ethylphosphonate F  C Free diffusion 
Ethane diffusion E  F Membrane 
diffusion 
Filament transport for ethane F  C Free diffusion 
Filament transport for Fe2+ F  C Free diffusion 
Filament transport for Fe3+ F  C Free diffusion 
Filament transport for fructose F  C Free diffusion 
Filament transport for galactose F  C Free diffusion 
Filament transport for L-glutamine F  C Free diffusion 
L-Glutamine export F → E ABC 
Filament transport for L-glutamate F  C Free diffusion 
L-Glutamate export F → E ABC 
Filament transport for glucose F  C Free diffusion 
Filament transport for glycine F  C Free diffusion 
Glycine export F → E ABC 
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Table C.2 Continued. 
Glycogen incoporation into biomass C → B Anabolism 
Catabolic glycogen phosphorylase B → C Catabolism 
Filament transport for glycogen F  C Free diffusion 
Filament transport for glycogen-1 F  C Free diffusion 
Filament transport for H+ F  C Free diffusion 
Filament transport for H2 F  C Free diffusion 
Filament transport for H2O F  C Free diffusion 
Filament transport for HCO3- F  C Free diffusion 
Filament transport for Hg2+ F  C Free diffusion 
Filament transport for L-histidine F  C Free diffusion 
L-Histidine export F → E ABC 
Filament transport for hypoxanthine F  C Free diffusion 
L-Isoleucine diffusion F  E Membrane 
diffusion 
Filament transport for L-isoleucine F  C Free diffusion 
Filament transport for inositol F  C Free diffusion 
Potassium uptake E  F Free diffusion 
Filament transport for potassium F  C Free diffusion 
L-Leucine diffusion E  F Membrane 
diffusion 
Filament transport for L-leucine F  C Free diffusion 
Filament transport for L-lactate F  C Free diffusion 
Filament transport for L-lysine F  C Free diffusion 
L-Lysine export F → E ABC 
L-Methionine diffusion E  F Membrane 
diffusion 
Filament transport for L-methionine F  C Free diffusion 




Table C.2 Continued. 
Filament transport for methane F  C Free diffusion 
Filament transport for Mg2+ F  C Free diffusion 
Filament transport for Mn2+ F  C Free diffusion 
Methylphosphonate uptake E → F ABC 
Filament transport for methylphosphonate F  C Free diffusion 
Filament transport for N2 F  C Free diffusion 
Filament transport for Na+ F  C Free diffusion 
Filament transport for N-acetyaspartylglutamic acid F  C Free diffusion 
Filament transport for NH4+ F  C Free diffusion 
Filament transport for NO2- F  C Free diffusion 
Filament transport for NO3- F  C Free diffusion 
Filament transport for O2 F  C Free diffusion 
Filament transport for Pb2+ F  C Free diffusion 
Phenylalanine diffusion E  F Membrane 
diffusion 
Filament transport for phenylalanine F  C Free diffusion 
Pi uptake E → F ABC 
Filament transport for Pi F  C Free diffusion 
Filament transport for L-proline F  C Free diffusion 
L-Proline export F → C ABC 
L-Proline symport E  F Symport 
Filament transport for putrescine F  C Free diffusion 
Putrescine export F → E ABC 
Filament transport for D-ribose F  C Free diffusion 
Filament transport for L-serine F  C Free diffusion 
L-Serine export F → E Export 
Filament transport for SO42- F  C Free diffusion 
Sulfate-bicarbonate antiport F  E Antiport 
Sulfate symport E  F Symport 
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Table C.2 Continued. 
Filament transport for sorbitol F  C Free diffusion 
Filament transport for spermidine F  C Free diffusion 
Filament transport for thiamine phosphate F  C Free diffusion 
Filament transport for L-threonine F  C Free diffusion 
L-Threonine export F  C ABC 
Filament transport for thymidine F  C Free diffusion 
Filament transport for thyminose F  C Free diffusion 
L-Tryptophan diffusion E  F Membrane 
diffusion 
Filament transport for L-tryptophan F  C Free diffusion 
L-Tyrosine diffusion E  F Membrane 
diffusion 
Filament transport for L-tyrosine F  C Free diffusion 
Filament transport for urea F  C Free diffusion 
Urea export F → E ABC 
Filament transport for uridine F  C Free diffusion 
L-Valine Diffusion E  F Membrane 
diffusion 
Filament transport for L-valine F  C Free diffusion 
Filament transport for Zn2+ F  C Free diffusion 
 
Table C.3. Subsystem reactions for nitrogen metabolism in Figures C.5 and C.6. 
Subsystem Alias Reaction(s) 
L-Arginine deaminase ARGAS L-arginine deaminase 
L-Arginine decarboxylase ARGDCX L-arginine decarboxylase 
L-Arginine oxidase ARGOD L-arginine oxidase 
L-Arginine synthesis ARGSyn 





Table C.3 Continued. 
L-Arginine deaminase ARGDA L-arginine deaminase 
L-Aspartate degradation ASPDeg ATP: L-aspartate 4-phosphotransferase 
 
L-Aspartate synthesis ASPSyn L-Aspartate: 2-oxoglutarate 
aminotransferase 
Cyanophycin degradation CDeg Cyanophycinase 
Cyanophycin synthesis CSyn Cyanophycin synthase 
GS/GOGAT cycle GS GG 
Glutamine synthase 
Glutamate oxoglutarate aminotransferase 
Glutamate dehydrogenase 




Nitrogen fixation NITR Nitrogenase 
 
Table C.4. Nitrogenase inhibition parameters for each model. 
Parameter Value Units Model Source 
k 3.312 N/A Logistic (321) 
c 1.264 N/A Logistic (321) 
Km 0.0488 mM Michaelis-
Menten 
(323) 
KI 0.0182 mM Michaelis-
Menten 
(323) 






Table C.5. Reaction abbreviations for Figures 6.5 and 6.6 
Alias Reaction 
CAA Cyanophycinase: Aspartate Adding 
CAA2 Cyanophycinase: Arginine Adding 
CPH Cyanophycinase: Initiation 
GCV glycine cleavage system summarized 
GSMT 5,10-Methylenetetrahydrofolate:glycine hydroxymethyltransferase 
ALA OR L-Alanine:NAD+ oxidoreductase (deaminating) 
ABAT 4-aminobutyrate transaminase 
ACGLU PT ATP:N-acetyl-L-glutamate 5-phosphotransferase 
AKG AT N2-Acetyl-L-ornithine:2-oxoglutarate aminotransferase 
ARGDA Arginine Deaminase 
ARGDCX L-Arginine carboxy-lyase 
ARGAS Arginase 
ASPLG L-Citrulline:L-aspartate ligase (AMP-forming) 
ASPLS N-(L-Argininosuccinate) arginie-lyase 
GLU ALG Carbon-dioxide:L-glutamine amido-ligase (ADP-forming, 
CTKIN Carbamate kinase 
ARGOD Carbamoyl-phosphate:L-ornithine carbamoyltransferase 
ORN TA L-Ornithine transaminase 
ASP AL L-aspartate:L-glutamine amido-ligase (AMP-forming) 
ASPASE L-Aspartase 
ASPAT L-Aspartate:2-oxoglutarate aminotransferase 
ASPDeg ATP:L-aspartate 4-phosphotransferase 
ASP OX L-aspartate oxidase 
PRO biomass_protein 
DHPS dihydropteroate synthase 
MTH OR 5,10-methylenetetrahydrofolate:NADP+ oxidoreductase 
NADE Deamino-NAD+:Ammonium ligase (AMP-forming) 
R5P PT ATP:D-ribose-5-phosphate pyrophosphotransferase 
G1PAT ATP:alpha-D-glucose-1-phosphate adenyltransferase 
GLYSYN Glycogen synthase 
GLYP Glycogen phosphorylase 
GLY1P Glycogen-phosphorylase 
CDH Carbonic acid hydro-lyase 
F16BA Sedoheptulose 1,7-bisphosphate D-glyceraldehyde-3-phosphate-lyase 
SBP PH Sedoheptulose 1,7-bisphosphate 1-phosphohydrolase 
PEPCX Orthophosphate:oxaloacetate carboxyl-lyase (phosphorylating) 
R5P KI D-Ribose-5-phosphate ketol-isomerase 
RBP CL D-Ribulose 1,5-bisphosphate carboxy-lyase (dimerizing) 
R5PEPI D-Ribulose-5-phosphate 3-epimerase 
RuBisCO ATP:D-ribulose-5-phosphate 1-phosphotransferase 
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Table C.5 Continued. 
S7P GAP Sedoheptulose-7-phosphate:D-glyceraldehyde-3-phosphate 
F6P GAP D-Fructose 6-phosphate:D-glyceraldehyde-3-phosphate glycolaldehyde 
S7P X5P Sedoheptulose-7-phosphate:D-glyceraldehyde-3-phosphate 
CDEG Cyanophycinase: Peptide Degrading 
CDEG2 Cyanophycinase: Chain Degrading 2 
CPHASE Cyanophycinase: b-L-aspartyl-L-arginine 
ATP AMP ATP:AMP phosphotransferase 
ATP ADP ATP phosphohydrolase (protein-secreting) 
ATPSyn ATP synthase (four protons for one ATP) 
PQ RED Plastoquinone reduction 
FED H2 Hydrogen Reduction 
PPi P Pyrophosphate phosphohydrolase 
TRDR TRDR 
CO2 Extracellular Exchange for co2 
H+ TR Filament Exchange for h 
H2O TR Filament Exchange for h2o 
MALCOA Acetyl-CoA:carbon-dioxide ligase (ADP-forming) 
PALM Hexadecanoyl-[acyl-carrier protein]:malonyl-CoA 
ARGC N-Acetyl-L-glutamate-5-semialdehyde:NADP+ 5-oxidoreductase 
GLUSYN L-Glutamate:ferredoxin oxidoreductase (transaminating) 
G3KIN Glycerate 3-kinase 
ACAL DH Aldehyde Dehydrogenase: acetaldehyde 
FORH GLX_FORH 
GOLDH Glycolate Dehydrogenase: NADH 
ICITLY Isocitrate lyase 
MDH Malate Dehydrogenase 
PGOL PT Phosphoglycolate phosphatase 
RuBisCO PR Ribulose-bisphosphate carboxylase 
2PG PM 2-Phospho-D-glycerate 2,3-phosphomutase 
ACCOA Acetate:CoA ligase (AMP-forming) 
ENO 2-Phospho-D-glycerate hydro-lyase 
FPAL D-Fructose-1,6-bisphosphate D-glyceraldehyde-3-phosphate-lyase 
GAP OR D-Glyceraldehyde-3-phosphate:NAD+ oxidoreductase(phosphorylating) 
GAP OR P D-Glyceraldehyde-3-phosphate:NADP+ oxidoreductase(phosphorylating) 
FBPPH D-Fructose-1,6-bisphosphate 1-phosphohydrolase 
HEXK hexokinase D-glucose ATP 
PFK Phosphofructokinase 
G6P KI D-Glucose-6-phosphate ketol-isomerase 
GP PT ATP:3-phospho-D-glycerate 1-phosphotransferase 
G1PPM alpha-D-Glucose 1-phosphate 1,6-phosphomutase 
PYRK ATP:pyruvate O2-phosphotransferase 
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Table C.5 Continued. 
GAP KI D-Glyceraldehyde-3-phosphate ketol-isomerase 
LIP 
DGDODE 
Diacylglycerol octadecanoic acid synthesis 
LIP 
DGDOTE 
Diacylglycerol octadecanoic acid synthesis (2) 
NITRG reduced ferredoxin:dinitrogen oxidoreductase (ATP-hydrolysing) 
GLNSYN L-Glutamate:Ammonium ligase (ADP-forming) 
GLUDH L-Glutamate:NADP+ oxidoreductase (deaminating) 
NO3R Nitrate reductase 
UREA Urea amidohydrolase 
AMP AMP:pyrophosphate phosphoribosyltransferase 
UTP CTP CTP synthase NH3 
CTP Syn ATP:nucleoside-diphosphate phosphatransferase 
DATP ATP:nucleoside-diphosphate phosphatransferase 
UTP Syn ATP:nucleoside-diphosphate phosphatransferase 
UTP ATP:nucleoside-diphosphate phosphatransferase 
PANL Bifunctional pantoate ligase/cytidylate kinase 
AIR CL 1-(5-Phospho-D-ribosyl)-5-amino-4-imidazolecarboxylate carboxy-lyase 
RIBK ATP:D-ribose 5-phosphotransferase 
RIBR CTP Ribonucleotide reductase: CDP 
RIBR UTP Ribonucleotide reductase: UDP 
AHEPDOX 2-amino-1-hydroxyethylphosphonate dioxygenase (glycine-forming) 
NADP: FDX Plastoquinone Ferredoxin redox 
PSI Photosystem Ia 
PSII Photosystem II 
PQ OR Plastocyanin: Plastoquinone oxidoreductase 
ChlA chlorophyllide-a:NADP+ oxidoreductase 
PCHL chlorophyllide-a:NADP+ oxidoreductase 
G5SOR L-Glutamate 5-semialdehyde:NAD+ oxidoreductase 
G5SP5C L-glutamate 5-semialdehyde dehydratase (spontaneous) 
PRO OR L-Proline:NADP+ 5-oxidoreductase 
UTP NH dUTP nucleotidohydrolase 
ATP CMP ATP:CMP phosphotransferase 
DTDP ATP:dTMP phosphotransferase 
PYR_MDH_P (S)-Malate:NADP+ oxidoreductase(oxaloacetate-decarboxylating) 
PEPSYN ATP:pyruvate,water phosphotransferase 
PS RED Phosphoadenosine phosphosulfate reductase 
HSOR L-Homoserine:NADP+ oxidoreductase 
SO hydrogen-peroxide:hydrogen-peroxide oxidoreductase 
AKG DCX 2-oxoglutarate decarboxylase 
PYRAC pyruvate:thiamin diphosphate acetaldehydetransferase 
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Table C.5 Continued. 
FUM RED fumarate reductase 
FUM PQ Plastoquinone reduction 
MHL (S)-Malate hydro-lyase 
ICDH Isocitrate dehydrogenase 
ICIT bifunctional aconitate hydratase 2/2-methylisocitrate dehydratase 
OAA LY Citrate oxaloacetate-lyase ((pro-3S)-CH2COO- -> acetyl-CoA) 
FUM UBQ succinate dehydrogenase (irreversible) 
SSA OR Succinate-semialdehyde:NAD+ oxidoreductase 
SUCCOA Succinate:CoA ligase (ADP-forming) 
HSER PT ATP:L-homoserine O-phosphotransferase 
ACAL LY L-Threonine acetaldehyde-lyase 
THR AL L-Threonine Ammonium-Lyase 
THRSYN O-Phospho-L-homoserine phospho-lyase (adding water) 
2AEP TR Filament Transport for 2aep 
CPH TR Filament Transport for cyanophycin 
GLY TR Filament Transport for glycogen 
H2 TR Filament Transport for h2 
HCO3- TR Filament Transport for hco3 
Mg2+ TR Magnesium Passive Diffusion 
Na+ H+ Sodium-Proton Antiport 
NH4 TR E Ammonium Passive Diffusion 
NH4 TR Filament Transport for nh4 
NO3- UP Nitrate Passive Transport 
O2 TR Filament Transport for o2 
LIGHT UP Photon Transport 
Pi TR Transport for pi 
SO42- SYM Sulfate Symport 
UREA TR Filament Transport for urea 
VALSYN 2,3-Dihydroxy-3-methylbutanoate:NADP+ oxidoreductase (isomerizing) 





Figure C.1. Scheme of transport controls in the agent-based modeling framework. 
Compartments are arranged into static biomass (Biomass, _b), cytosol (_c), filament (_f), 
extracellular belonging to cells (_e), and extracellular belonging to the ocean (_e). Red arrows 
imply catabolic transport as a last result, black arrows with ATP/ADP imply metabolic reactions, 





Figure C.2. Contrasting models of nitrogen metabolism autoinhibition based on intracellular 
nitrogen availability. Models progress by column: autoinhibited is inhibition by both nitrogen 
compounds, uninhibited contains constant permission of urea and ammonium, NH4+ autoinhibited 
allows ammonium evolution but slows urea, and urea is the inverse of NH4+ autoinhibited. Each 
line corresponds to a different compound: for A-D, blue corresponds to cellular urea content, 
orange dash-dot is ammonium in cells, and green dotted is free cyanophycin in cells. Plots E-L are 
fluxes of internal (Int.) ammonium (blue), external (Ext.) ammonium (orange dash-dot), internal 
urea (green, dotted), and free cyanophycin (Cph) (red, dashed). Negative fluxes imply uptake, 






Figure C.3. Prediction of optimal uptake radius through nitrogenase inhibition by nitrate. 
Varying uptake radii were tested at nitrate concentrations to find the best fit to nitrogenase 
inhibition (constrained to cell length multiples). Blue is 20 𝛍m radius, orange dash-dot is 40 𝛍m 






Figure C.4. Effects of nitrogenase delay on nitrogen fixation and biomass outcome. Left to 
right: nitrogenase flux as a function of time with (blue) and without (orange, dash-dot) delay 





Figure C.5. Temporal flux distributions between cell types in nitrogen metabolism. The top 
row is diazotroph metabolism at 0, 6, and 12 hours (from left to right) and the bottom row is 
photoautotroph distribution at 0, 6, and 12 hours. Reactions in subsystems are included in Table 
C.3. Orange lines are mean fluxes +1 standard deviation while blue lines are mean fluxes -1 
standard deviation (with minimum of 0). Abbreviations: ARGAS: arginase; ARGDCX: L-arginine 
decarboxylase; ARGOD: L-arginine oxidase; ASyn: L-arginine synthesis; ARGDA: L-arginine 
deaminase; ASPDeg: L-aspartate degradation; ASPSyn: L-aspartate synthesis; CDeg: 
cyanophycin degradation; CSyn: cyanophycin synthesis; GS GG: GS/GOGAT; NIT A: nitrogen 







Figure C.6. Nitrogen metabolism distribution in nitrogen amended media. A) 
Photoautotrophic nitrogen distribution at 0, 6, and 12 hours (moving to the right) and in 100 𝝁E 
NO3- and NH4+ amended media. Pathway contents can be found in Table C.5. Abbreviations: 
ARGAS: arginase; ARGDCX: L-arginine decarboxylase; ARGOD: L-arginine oxidase; ASyn: L-
arginine synthesis; ARGDA: L-arginine deaminase; ASPDeg: L-aspartate degradation; ASPSyn: 
L-aspartate synthesis; CDeg: cyanophycin degradation; CSyn: cyanophycin synthesis; GS GG: 
GS/GOGAT; NIT A: nitrogen assimilation; NITR: nitrogen fixation. 
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C.7 List of Supplemental Files 
All files can be found at: 
https://github.com/boylelab/Joseph-Gardner-Dissertation/tree/master/Appendix%20C 
File C.1 Decision Algorithm for Metabolic Regime. (.pdf) 
File C.2 Algorithm for Anabolic Metabolic Optimization. (.pdf) 
File C.3 Algorithm for Metabolic Optimization of Primary Productivity. (.pdf) 
File C.4 Algorithm for Metabolic Optimization of Catabolism. (.pdf) 






BIOMASS QUANTITATION METHODS 
D.1 Chlorophyll and Cyanophycin Extraction 
D.1.1 Purpose 
Determine the chlorophyll (biomass) and cyanophycin (nitrogen storage) of cells in culture. 
Requires > 600 mL culture. These processes are coupled since the biomass pellet from chlorophyll 
extraction can be used for cyanophycin extraction. Chlorophyll extraction is typically used for day-
time biomass quantitation. This is an adaptation of the methanol/acetone extraction method for 
chlorophyll (267) with only methanol and the Sakaguchi reaction for cyanophycin (270). 
D.1.2 Materials 
D.1.2.1 Cyanophycin Extraction 
D.1.2.1.1 Laboratory Supplies 
• Glass test tubes (x1 per sample, x6 for standards, 9 for triplicate experiment) 
• Microcentrifuge tubes (2 mL, x1 per sample) 
• 15 mL conical tubes (x1 per sample) 
• Glass bottles (x1 for 100 mL Reagent A, x1 for 280 mL Reagent B, x1 for 100 mL Reagent 
C) 
D.1.2.1.2 Chemicals 
• 0.01 M HCl 
• Ultrapure water 
• 100 mg/mL thawed lysozyme 
• 5% sodium hypochlorite 
• 1.5% 2,4-dichloro-alpha-naphthol 




• 5 M KOH 
• Absolute ethanol 
D.1.2.1.3 Standards to prepare 
• Reagent A: 300 mg KI in 100 mL H2O 
• Reagent B: To 100 mL 5 M KOH add: 
o 2 g K-Na tartrate 
o 50 mg 1,4-dichloro-α -naphthol 
o 180 mL absolute ethanol 
o 9.33 mL NaOCl 
o Let stand for > 1 h at room temperature. Stable for a month at room 
temperature in light. 
• Reagent C: 20 mL NaOCl diluted to 100 mL with H2O (~1% final concentration) 
D.1.2.2 Chlorophyll Extraction 
D.1.2.2.1 Laboratory Supplies 
• ~0.2 μm glass (borosilicate) filter 
• Filter apparatus (flask, filter stand, holding cylinder, clip, pump) 
• Water bath at 60 °C (beaker on hot plate with stir bar and thermometer) 
• mL snap top plastic centrifuge tube 
• Plastic cuvette 
D.1.2.2.2 Chemicals 




D.1.3.1 Prepare Biomass 
1. Remove two 25 mL aliquots of cell culture from same culture 
2. First aliquot (for cyanophycin): 
a. Filter in 0.45 μm cellulose nitrate filter 
b. Curl, cells inward, in glass test tube 
c. Resuspend in 2 mL TE buffer 
d. Remove 740 μL cells, place in microcentrifuge tube 
e. Add 20 μL lysozyme mix 
f. Incubate at 37 °C overnight 
g. Next day: Centrifuge tubes at 16,100 x G for 5 min 
h. Remove supernatant 
3. Reserve second aliquot for chlorophyll 
D.1.3.2 Chlorophyll Extraction and Quantitation 
1. Filter in ~0.2 μm glass filter 
2. Curl filters inward, place inside conical tubes 
3. Tap until filters are near bottom 
4. Add 2 mL methanol and vortex to resuspend cells (while filter is in tube) 
5. Remove 1 mL cell/methanol solution and place in 2 mL microcentrifuge tube 
6. Place in water bath at 60 °C for 5 minutes (Make sure tops are securely fastened.) 
7. Remove from bath, centrifuge samples at 13,000 x G for 5 minutes 
8. Carefully remove 700 μL sample without disrupting pellet 
9. Baseline spectrophotometer Scanning spectrum from 400 nm to 700 nm 
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10. Record values at ~422 nm and ~665 nm, or where there are distinct peaks 
D.1.3.3 Cyanophycin Extraction and Quantitation 
1. Solubilize cyanophycin: 
a. Add 1 mL 0.01 M HCl to biomass pellets 
b. Vortex to resuspend 
c. Allow to incubate at room temperature for 2 hours 
d. Centrifuge tubes at 16,100 x G for 5 minutes 
e. Remove supernatant and place in conical tube. Place supernatant in -20 °C freezer. 
f. Add 1 mL 0.01 M HCl to biomass pellet 
g. Allow to incubate at room temperature overnight 
h. Next day: Remove frozen supernatant and allow to thaw 
i. Centrifuge tube at 16,100 x G for 5 minutes 
j. Remove supernatant from second wash and add to previously thawed supernatant 
2. Standard curve: 
a. Prepare standards: 
i. Prepare a stock solution with 0.01 g arginine in 5 mL 1 M HCl and 495 mL 
H2O (20 mg/L) 
ii. Dilute at 10 μL stock: 990 μL 0.01 M HCl, 20 μL: 980 μL, etc. 
b. Result is 0, 10, 20, 50, 75, 200 μg/L 
3. To each 1 mL sample, add 1 mL Reagent A and 3 mL Reagent B 
4. Let stand for one hour at room temperature 
5. Add 1 mL Reagent C. Let stand 10 min at room temperature 
6. Blank with 1 mL 0.01 M HCl 
256 
 
7. Measure A400 and A520 
8. This does not follow Beer’s Law. Create a standard curve and use linear regression. 
D.2 Carbohydrate Extraction and Quantitation 
D.2.1 Purpose 
This serves to extract and colorimetrically determine the contribution of all carbohydrate 
residues via the anthrone method (269) which produces a blue-green complex through esterized 
ring formation of furfural. 
D.2.2 Materials 
• Screw-cap vials (>15 mL) 
• Heating block 
• Clean Glassware 




• Glucose/Glycogen standard 
• Reagent-grade H2SO4 
D.2.3 Methods 
D.2.3.1 Day Before 
1. Prepare the 75% H2SO4 solution 4 h – 1 day before the experiment (7 mL per replicate) 
a. Put 10 0mL UltraPure water in 500 mL volumetric flask 
b. Add a magnetic stir bar 
c. Place on an ice bath 
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d. Wear goggles, acid-durable thick gloves, lab coat. Work under the fume hood. 
Measure 390 mL 95-97% concentrated reagent-grade H2SO4 
e. Turn on the stirrer and add the acid slowly and carefully to the volumetric flask 
f. Let it cool down to room temperature under the fume hood, add more ice to the ice 
bath 
g. Adjust the volume to 500 mL with UltraPure water 
D.2.3.2 Day Of 
2. Turn on heating block to 100 °Celsius 
3. Prepare the anthrone solution freshly: 
a. Weigh 0.5 g anthrone and add to 5 mL absolute ethanol 
b. Make sure beaker < 125 mL so shallow enough to dissolve anthrone in ethanol. 
Pour anthrone into beaker, add ethanol. 
c. Use a mini stir bar to dissolve in ethanol 
d. Add the anthrone in 10 mL ethanol to a 250 mL volumetric flask fill to 250 mL 
with H2SO4 solution. 
4. Prepare the glycogen standards (fresh): 
a. Weigh 0.05 g glycogen and add to 500 mL volumetric flask with UltraPure water 
(100 mg/L) 
b. Stir to dissolve 
c. In four separate glass screwtop vials, prepare dilutions from 0, 10, 20..100 mg/L (0, 
10, 20, 50, 100 recommended) 
5. Working on ice: 
a. Vortex sample or standard 
b. Add 2 mL of H2SO4 solution to 1 mL of sample in glass screwtop vial 
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c. Cap and vortex briefly to mix 
d. Add 4 mL of chilled anthrone solution to tubes 
e. Cap and vortex to mix 
f. Place on heating block and boil at 100 °C for 15 min at 300 RPM 
g. Cool to room temperature (~15 - 30 minutes) 
6. Blank with deionized water, measure at 578 nm 
D.3 Lipid Extraction and Quantitation 
D.3.1 Purpose 
Extract lipids from cell culture and measure their contributions to biomass via mass 
differences in extractant versus pellet using a chloroform-methanol-water solute adapted from 
(356). 
D.3.2 Prepare Reagents and Vessels 
1. Dry n filters at least 2 hours (n is the number of samples) 
2. Dry n one-use culture vials at least overnight in oven 
3. Mix 2 sets of 1.25 mL chloroform, 2.5 mL methanol, and 1 mL UltraPure water to create 
a lipid solvent. For triplicate measurement, mix 2 sets of 3.75 mL chloroform, 7.5 mL 
methanol, and 3 mL UltraPure water. Note: use only glass pipets to transfer chloroform. 
4. Before using, mass and record dried filters and culture tubes. 
D.3.3 Prepare Sample 
1. Select a 1 L culture of cells in exponential phase (10-15 days after inoculation). 
2. Filter 500 mL of cells with 2 μm diameter borosilicate filters. 
3. Dry filters overnight 




D.3.4 Perform Extraction 
1. Mix 4.75 mL of solvent with dried cells in one-use glass test-tubes. 
2. Transfer entire volume to massed culture tubes. 
3. Stir in incubator for 3 hours. 
4. Wash with 5 mL 1:1 chloroform: water solution. 
5. Centrifuge at 1000 x g for 10 minutes. 
6. Remove the chloroform layer and place in original massed test tube. 
7. Mix water layer with a second, congruent volume of original solvent. 
8. Stir for 1 hour. 
9. Centrifuge at 1000 x g for 10 minutes. 
10. Remove the chloroform layer and place with first removed chloroform layer in original 
massed test tube. 
11. Mix water layer with 5 mL 1:1 chloroform to water solution. 
12. Stir for 1 hour. 
13. Centrifuge at 1000 x g for 10 minutes. 
14. Pool final chloroform layer. 
15. Dry resulting chloroform layers overnight in test tube and mass to determine final lipid 
concentration. 
D.4 Preparation of Samples for Amino Acid Analysis Using GC/MS 
D.4.1 Purpose 
Determine unique contributions of amino acids in proteins using an adaptation of the 





1. Pellet sample and remove supernatant. 
2. To pellet, add 500 μL 6 M HCl. 
3. Vortex to mix, transfer to vacuum hydrolysis tube. 
4. Apply vacuum. 
5. Hydrolyze at 110 °C for 24 hours. 
6. Vacuum concentrate the sample. 
7. Dissolve sample in 150 μL distilled water. 
8. Filter through 0.2 μm pore size filter, evaporate, store at -20 °C. 
D.4.3 Derivatization 
1. Dissolve amino acids in 50 μL pyridine, add 70 μL TBDMS. 
2. Heat to 60 °C for 30 minutes and cool to room temperature. 
D.5 DNA and RNA Extraction Preparation 
D.5.1 Preparation 
• Pre-dried, massed 2 μm pore size cellulosic filter and metal tray 
• 2 μm cellulosic filter 
• Filtration apparatus 
• Deionized Water 
• 100 mg/mL lysozyme 
• TE Buffer pH 8.0 (optional) 
• Ethanol (96-100%) 
• DNA extraction kit (Qiagen or MoBio) 
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• 37 °C incubator/heat block 
• 250 mL dense cells 
• 15 mL conical tube 
D.5.2 Preparation 
1. Filter 250 mL culture in sterile conditions, rinsing with deionized water, into pre-massed 
filter. 
2. Put filter with cells into oven to dry at least overnight, mass to determine dry weight. 
3. Filter 250 mL additional cell culture in sterile conditions, rinsing with deionized water. 
4. Curl filter, cells facing inward, and place in conical tube. 
5. Rinse cells from filter with 2 mL TE buffer. 
6. Remove 740 μL of resuspended cells and place in microcentrifuge tube. 
7. Add 20 μL of lysozyme to the cells. 
8. Incubate overnight at 37 °C. 
9. Follow DNA/RNA kit instructions. 
D.6 Phycoerythrin Extraction and Quantitation 
D.6.1 Purpose 
This extracts phycoerythrin, the second major pigment, from T. erythraeum cells and uses 
absorbance measurements to determine concentration as seen in (271). 
D.6.2 Materials 
• Ultrapure water 
• 1 L flask 
• 0.7 μm glass fiber filter 






• Test tubes 
• NaH2PO4 
• Na2HPO4 
• 1 M HCl/NaOH 
• UV-Vis 
D.6.3 Method 
1. Prepare Sample: 
a. Take 250 mL of a late exponential culture, filter using a 0.7 μm glass-fiber filter 
b. Curling filter with cells facing inward, place in a pre-dried, pre-massed test tube 
c. Resuspend cells in 1 mL water, 1.25 mL chloroform, and 2.5 mL methanol 
d. Vortex to dislodge cells from filter 
e. Remove filter using pipette tip 
f. Dry contents in test tube (~3 days) to evaporate solvent (in fume hood or under 
vacuum) 
g. Once solvent is gone, dry test tube for 2 h at 60 °C 
h. Mass test tube with cells for dry weight content 
2. Prepare Extraction Buffer (20 mM phosphate buffer, pH 7): 
a. 200 mL ultrapure water into a 1 L glass beaker 
b. Weigh 1.54 g NaH2PO4 and 1.58 g Na2HPO4 and transfer to glass beaker 
c. Add water to a volume of 700 mL 
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d. Adjust to pH 7 using HCl or NaOH 
e. Make up to 1 L, store at 4 °C 
3. Homogenize the cells in the extraction buffer following a 1 g/20 mL ratio 
4. Agitate at 150 RPM for 20 min to 12 h 
5. Centrifuge at 25000 x G for 30 min to recover the supernatant 
6. Perform multiple extractions as required 
7. Read absorbance from 200 to 800 nm with peaks at 492, 545, and 565 nm 
8. Use: [R-PE] = [(A565—A592) – (A455 – A592)×0.20]×0.12 





REUSE AND REPRINT PERMISSIONS 
Reuse for Chapter 2: 
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