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SOMMAIRE
Dans ce mémoire, nous nous intéressons à des tests d’hypothèses multiples
basées sur une partition de l’espace-paramètre ainsi qu’aux relations entre ces
tests et les estimateurs ponctuels utilisant les fonctions de perte ponctuelles cor
respondantes, dans un contexte bayésien. Les partitions sont caractérisées par le
fait que nous divisons l’espace-paramètre en intervalles de largeur égale et que
chaque intervalle est assigné à une hypothèse spécifique.
Nous déterminons la décision de Bayes pour six fonctions de perte différentes
utilisées fréquemment. puis nous appliquons ces résultats à trois types de dis
tributions caractérisées par la symétrie et le nombre de modes de leur densité.
Finalement, nous trouvons la décision de Bayes lorsque la largeur des intervalles
tend vers O, et nous comparons avec les estimateurs ponctuels des fonctions de
perte correspondantes. Nous finissons avec des simulations et des illustrations
ainsi qu’un exemple provenant de données réelles.
iv
SUMMARY
We present our resuits on multiple hypothesis tests based on a partition of the
parameter-space and the comparison of these resuits with point estimation of the
parameter using their corresponding loss functions, in a Bayesian context. Our
partition is such that the parameter-space is divided into equal-length intervals
which are assiglled in a one-to-one relation to a specific hypothesis.
We find the Bayes’ decision for six different usual loss functions, then we apply
them to three types of distributions characterized by their symmetry and their
number of modes. Finally, we find the limiting behavior of these resuits when the
length of the intervals tends to O, and we compare them with the point estimates
found with the corresponding loss functions. We conclude with simulations and
illustrations of the results and an example based on real life data.
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1INTRODUCTION
Dans ce mémoire nous nous sommes penchés sur les tests d’hypothèses mul
tiples où chaque hypothèse correspond à un des intervalles d’une partition de
l’espace-paramètre en intervalles de largeurs égales. Notre motivation vient de la
discussion après l’exemple 5 de l’article de Evans (1997) où il affirme que pour
l’approche de surprise relative, il n’y a aucune différence entre les tests d’hypo
thèses ponctuelles ou d’hypothèses sur des intervalles disjoints. Nous avons décidé
d’explorer ce sujet dans le cadre de l’utilisation de fonctions de perte.
Dans le premier chapitre, nous présentons un bref rappel (ou une brève in
troduction, selon le cas) à la statistique bayésienne. Ensuite, nous présentons les
six fonctions de perte que nous avons sélectionnées ainsi que quelques résultats
préliminaires pour chacune de ces fonctions de perte.
Au deuxième chapitre, nous nous sommes intéressés aux résultats des tests
d’hypothèses multiples avec ces fonctions de perte dans le cas de trois types de
distributions différents, caractérisés par la symétrie de la densité et le nombre de
modes. En plus, pour la fonction de perte O-1 (la plus simple), nous avons exploré
un type de distribution plus général où le nombre de modes est fini. Il est à noter
que nos résultats pour la fonction de perte O-1 sont valides seulement si la densité
tend vers O aux deux extrémités du support et qu’elle est continue.
Au troisième chapitre, nous présentons une comparaison des résultats des tests
d’hypothèses multiples lorsque nous faisons converger la largeur des intervalles
vers O avec les résultats de l’estimation ponctuelle. Ensuite, nous présentons des
2simulations pour illustrer nos résultats précédents ainsi qu’un exemple utilisant
des données réelles. provellant d’un article de Ramlau-Hansen (1988).
À l’annexe, nous présentons un théorème très général pour le nombre d’inter
valles qui peuvent avoir la probabilité a posteriori maximale pour une distribution
multimodale dollt la densité est continue et tend vers O aux deux extrémités de
son support.
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Chapitre 1
TESTS BAY1$IEN$ D’HYPOTHÈSES
MULTIPLES
Dans ce premier chapitre, nous exposons la théorie derrière les résultats pré
sentés dans ce mémoire ainsi que quelques résultats préliminaires.
Nous commençons par une présentation rapide de la notation et des concepts
pertinents au sujet, principalement les tests bayésiens d’hypothèses multiples.
Nous ajoutons une courte explication sur l’estimation ponctuelle.
Ensuite, nous présentons les six fonctions de perte qui sont étudiées dans ce
mémoire. Pour chacune (sauf les deux premières qui sont traitées ensemble), 1a
section contient l’équation de la fonction de perte suivie de résultats la concernant,
incluant l’intervalle qui sera choisi lorsqu’il est possible de le préciser. Il est à noter
que les résultats obtenus sont très généraux, étant donné que la distribution a
posteriori n’est pas spécifiée.
1.1. STATISTIQUE BAYÉSIENNE, TESTS D’HYPOTHÈSES MULTIPLES
ET ESTIMATION PONCTUELLE
tant donné que ce mémoire se situe exclusivement dans un contexte bayésien.
il nous a semblé utile de présenter un bref rappel sur la statistique bayésienne e
6mettant particulièrement l’accent sur les tests d’hypothèses multiples et l’estima
tion ponctuelle.
En statistique bavésiellile, notre paramètre d’intérêt possède une densité ini
tiale (ou a priori) que nous notons ir(O). Après avoir observé un échantillon, noté
(X1. X2 ....,Xn), dont nous connaissons la densité f(r6). i = 1. 2, ....‘n, nous
pouvons mettre à jour la densité du paramètre à l’aide du théorème de Baves.
Nous obtenons alors comme densité a posteroTi
rr(O) 1I7 f(xO)
—
fe 7F(6) fJ.1 f(i16)d6
e est l’espace-paramètre de 6, soit l’ensemble des valeurs possibles pour O.
Pour tout ce mémoire. nous ne nous attardons pas à la distribution a priori
du paramètre ou celle des observations. Nous assumons que nous connaissons déjà
la distribution a posteriori.
Nous devons ensuite définir une fonction de perte. Étant donné que nous ne
pouvons pas obtenir des résultats pour toutes les fonctions de perte possibles,
nous avons choisi quelques-unes des plus collralltes.
Définition 1.1.1. Une fonction de perte, notée L(O, a), associe une valeur nu
mérique (ta perte comme telle) à une décision, notée a, pour une valeur donnée,
notée 6, du paramètre.
Définition 1.1.2. Une fois la fonction de perte définie, nous prenons la décision
qui minimise la perte espérée a posteriori (par rapport à ta distribution a posteriori
du paramètre). c’est-à-dire p(6. aLr) = E8)L(O. a)]. Cette décision est appelée
la décision de Bayes, et elle est notée Yr(x), avec 5() = argmiiï0E’(°[L(6.a)j.
Si nous traitons d’estimation ponctuelle, la décision correspondra à 1111e va
leur précise qui minimise la perte espérée a posteriori. Cette valeur nous servira
d’estimateur ponctuel.
zPour ce qui est dun test d’hypothèses multiples, nous n’avons qu’à définir
H1:OEe1,H2:0ee2,.... Ue.1=e, efle=o5i#j
et faire correspondre à chaque hypothèse une décision. Ainsi, nous choisissons
l’hypothèse qui correspond à la décision minimisant la perte espérée a posteriori.
Dans notre cas, nous nous intéressons à des hypothèses de la forme (tous les
intervalles ont la même largeur)
H, :0 E e. où e1 = (oo+(i— i)E:6o+iE]. i E Z.0o E fl.
1.2. FONCTIONS DE PERTE À VALEURS CONSTANTES
1.2.1. Fonctions de perte O-1 et O-k (L1 et L2)
Cette première fonction de perte ne nécessitera qu’une brève introduction,
étant la plus simple de toutes. Elle existe sous deux formes qui reviennent au
même dans notre cas.
La première forme donne une perte de 1 pour une décision erronée et O pour
la bonne décision. La seconde, légèrement plus générale, remplace le 1 par une
constante Ïi (nous assumons que k > O). Ceci ne fait que modifier toutes les pertes
par une constante multiplicative et ne change pas nos résultats, qui dépendent de
comparaisons. Donc, nos première et deuxième fonctions de perte sont
f O 5oEe(J
L1(0,d)
1 sinon;
f O sioee
L9(0,d) =
k sinon. k > O.
Les résultats étant les mêmes pour ces deux premières fonctions de perte. nous
étudierons seulement la première. Trouvons la décision de Bayes qui minimise la
perte espérée a posteriori, qui est donnée par
8p;(6. ar) E(oj2) [L1 (6. a)] = 1 — Pr{O e x}.
Donc pj(6, ax) est minimal lorsque Pr{O 0} est maximal, c’est-à-dire
r) = arg max Pr{6 e, x}.
oC
1.2.2. Fonction de perte L3
Une première façon de généraliser L2 est d’assigner une perte constante spé
cifique à chaque décision si elle est erronée et une perte nulle si cette décision est
la bonne. Nous obtenons alors une troisième fonction de perte,
f O si6ee1:
L3(O.d) =
kj sinon. ld > O. V c/ Z.
Cette fonction de perte est plus flexible que les deux précédentes. En effet,
nous pouvons maintenant pénaliser différemment les décisions, selon leur niveau
de « risque ». Ceci s’avère préférable dans beaucoup de situations. Il est important
de souligner que la perte (s’il y a perte) dépend seulement de la décision qui est
prise et non de la vraie valeur de 6. Ainsi, la bonne décision n’influence la perte
que si nous la choisissons et dans ce cas, la perte est O. Sinon, la perte dépend
uniquement de la décision d, avec O 03 puisque d n’est pas la bonne décision.
Nous cherchons maintenant les caractéristiques de la décision de Bayes pour
cette fonction de perte. Nous avons donc
p3(O, aI.r) = [L3(6. a)]
= k(J(1
— Pr{O E eJ})
= k0(1
— L’a)’
où ll = PrO e 0r).
9Nous préférons une décision a1 à une autre décision 2 si et seulement si la
perte espérée a posteriori de a1 est inférieure à celle de cto. Donc, si et seulement
si
p3(0,a1c) <p3(0,ai) k01(1
—
f10i) < hf12(1
— 11(12).
De ceci nons obtenons trois conditions équivalentes,
(1) k <k11, ():
(2) 11(( > 1 — 1
— 11(72);
(3)
‘rn’ai > ‘02 1102 + (k0, — k02).
D’après la deuxième condition, nous pouvons voir que s’il existe un intervalle
tel que 11 = 1, qui implique que tous les autres intervalles ont une probabilité
O, alors l’hypothèse correspondant à l’intervalle e0 sera retenue, peu importe les
valeurs des constantes.
Nous pouvons dès maintenant remarquer deux problèmes possibles avec cette
fonction de perte. D’après la première condition, nous observons que nous choi
sissons toujours a1 si k, est suffisamment petit. En fait, en choisissant un Ï
assez petit, nous pouvons nous assurer de choisir l’hypothèse H01, peu importe
les probabilités, même si l’hypothèse Hf a une probabilité a posteriori nulle.
Toujours en regardant la première condition, nous remarquons que si nous fai
sons diminuer la largeur d’intervalle commune à tous les intervalles vers O. et
donc que les probabilités H(( convergent vers O. nous choisissons la décision à la
quelle correspond la constante la plus petite. De ce fait, les comparaisons avec
l’estimation ponctuelle sont douteuses car la règle de Bayes ne dépend plus de la
densité a posteriori mais uniquement de la fonction de perte.
1.2.3. Fonction de perte L4
Une autre façon de généraliser L2 est d’assigner des pertes constantes spéci
fiques à la décision appropriée, au lieu de la décision choisie (c’est-à-dire L3). Il
va sans dire que la perte est nulle si la décision choisie correspond à la décision
o‘o
appropriée. Voici donc notre quatrième fonction de perte,
f o sioEe(I.
L4(O,d)=
si9eee.cd,k€>O.VeEZ.
Il est important de noter que la perte (possible) dépend maintenant, de la vraie
valeur de O, à travers la décision qui inclut cette valeur. Cette fonction de perte
est aussi très flexible, étant donné que nous pouvons assigner les valeurs de k qui
semblent appropriées.
Déterminons la décision de Bayes correspondant à cette fonction de perte. La
perte espérée a posterioTz est donnée par
p(O. a) = E° [L4 (O. a)]
= ( ïi) — Ïa11o
OÙ fl1) = Pr{O é 81x}.
Étant donné que la première partie de Fexpression de droite ne dépend pas de
la décision a, nous avons alors que p4(O, aix) est minimal si et seulement si h:H,
est maximal. Donc nous trouvons que la décision de Bayes est
aigmaxÇ Pr{& é e0iI.
Les deux problèmes potentiels de la fonction de perte L3, soit le fait que l’on
peut compenser une probabilité ll O par une constante suffisamment petite et
la tendance à choisir la décision correspondant à la plus petite constante lorsque
—* O, ne sont pas présentes pour L.1. De plus. si un intervalle a une prôbabilité
de 1, ce qui implique que tous les autres ont une probabilité de O, cet intervalle
sera toujours choisi, peu importe les constantes, en autant que k(, > O. V u E ‘.
11
1.3. FoNcTioNs DE PERTE À VALEURS CONTINUES
1.3.1. Fonction de perte quadratique (L5)
Notre cinquième follction de perte devrait être familière pour les statisticie;is,
puisqu’elle est très similaire à l’erreur quadratique moyenne utilisée pour détermi
ner un estimateur pour un paramètre quelconque. Toutefois, elle doit être modifiée
pour accomoder le fait que ious travaillons avec des intervalles et non pas avec
des valeurs ponctuelles. L’équation de cette fonction de perte est donc
L5(9,d)
= f (t — O)2dt.
En développant cette formule. nous obtenons des résultats intéressants. Notons
que ed = (i — : 1d + ] où Ud est le centre de l’intervalle e et est la largeur
commune à tous les intervalles. Ainsi,
L5(O, d) = Ltt — O)2dt
={(+ (1Jd--e)}
{[(vd+)3(vd)3]+3o[(vC!+)2(ld)2]
392 [(+6)
— (11(i)]}
t2 e2
Ed2&Vd+0+ ()
6{0_vL2+
(E)2}
= {(9 — ± ( — ptOr)[]) (E(eIx)[]
—
+ (Et6[&] — )2 +
()2}
Pour trouver la décision de Bayes pour cette fonction de perte, il nous faut la
perte espérée a posteriori. Donc,
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fl(O, arr) = W°1[L5(8, a)]
= E { Var)(8) + (E8[6] — )2 + (E)2}
étant donné que E(oIx) [6 — W(eIx) [8]] = O. Nous voyons que le seul terme qui
dépend de la décision est le deuxième terme. que nous voulons donc minimiser.
Puisque c’est une expression quadratique, nous avons que
= argmin — Wt0I)[8])2 = armin —
Nous choisissons donc l’intervalle dont le centre est le plus près de l’espérance
a posteriori.
1.3.2. Fonction de perte LINEX (intégrée) (L6)
Présentée pour la première fois par Varian dans un article en 1975, cette der
nière fonction de perte est à plusieurs égards une des plus intéressantes des six
que nous présentons. Notons que LINEX tient pour LINéaire - EXponentielle.
Nous nous basons sur l’article de Zellner (1986) pour les caractéristiques de cette
fonction de perte.
En premier lieu, sa forme est la plus complexe et le développement de la perte
espérée a posteriori (afin de l’optimiser) aura droit à son propre théorème. Le
résultat a une forme élégante et « relativement » simple car elle dépelld de la
fonction génératrice de moments. Deuxièmement, sa forme (graphique) est ap
proximativement linéaire «un côté et exponentielle de l’autre. Ceci nous permet
de pénaliser les erreurs d’estimation de façon asymétrique, ce qui peut se révéler
très utile dans certains domaines d’application, dont l’actuariat.
L’équation de cette fonction de perte est
L.6(8, d
=
{e’° — a(t — 9) — i} di.
À l’intérieur des accolades, nous retrouvons une forme simplifiée de la fonction
de l)erte LINEX (voir Varian(1975) ou Zellner(1986)). Le paramètre a sert à
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contrôler la forme et F « orientation» de la LINEN. Si ci > O. le côté « exponentiel»
est clii côté de la surestimation de O (t > O) et le coté « linéaire > est à Fopposé
(t < O). Si n < O. cest Finverse. Pour des valeurs de o très petites. la LF\TX
ressemble à une fonction de perte quadratique (qui saplatit lorsque o diminue).
Lorsque o est grand. on distingue clairement le coté exponentiel du coté linéaire.
Ces observations sont illustrées clans la figure suivante.
FIGURE 1.3.1. Illustration de la perte (pour la LINEX non inté
grée) selon la valeur (le (d — O). pour 3 valeurs de o o = 1 (en
rouge). o = —1 (en vert) et o = 0. 3 (en bleu).
Théorème 1.3.1. Si nov définissons e, (i,’0 — . ± Où V est te centie
et ta iaiyeu de t wteivatte. uÏors sous ta fonction de pete
Li,(O, cl) J {e° O) — n(t O) i} ciL
Ï interratte ayant ta perte espérée a posteriori iinnrm etc. noté e.secu cetui tet
que
(log(0ô[e0])
—4— log(’ _c)
log (°[c]) — — iog (1
o
-2.0 -1.7 -1.4 -1.1 -0.8 -0.5 -0.2 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9
ensupposont que o O et Er(Oa) [e_ne] e:L%ste.
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Remarque 1.3.1. Si c O, nous avons alors que L(6. d) O, une fonction de
peTte peu intéressante s’il en est une.
Afin d’alléger la notation et de faciliter la comparaison avec l’estimation ponc
tuelle, nous détermillons la forme de l’estimateur ponctuel avant de procéder à la
preuve du théorème (1.3.1).
Proposition 1.3.1. L’estimateur ponctuel de ta fonction de perte LINEX (non
intégrée) est
= 1og (E°e6]).
Démonstration (proposition 1.3.1)
La fonction de perte est
L(O. d) = — c(d — O) — 1.
Montrons que êi minimise la perte espérée a posteriori, qui est donnée par
p(O tLx) = atE7r(OIX) [e°] — at + E°1 [O] — 1.
Ainsi, pour trouver notre estirnateur, nous devons résoudre
p(O.tr) = [e]
—
= O
e° =
[(_cO]
t = (= 0B)•
Nous avons bien un minimum puisque
—p(Ox) a2eatEO)[e8] > O, Vt
en supposant que c O.
Démonstration (théorème 1.3.1)
o
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Nous commençons par trouver une expression pour la perte sous la. fonction
de perte LINEX, celle-ci étant
L6(e. d)
= f [e°) — a(t — e) — i] cU
—
= ) — [u + —
_(iJ(I__e)-]
—
= 6
[(c _c)
— (ZJd — e) — i]
Nous retrouvons donc la fonction de perte LINEX (non intégrée) évaluée au
centre de l’intervalle avec une légère modification au terme exponentiel (il est
multiplié par slEr)), le tout multiplié par la largeur de l’intervalle E.
Passons maintenant à la perte espérée a posteriori
p6(e,ai) =
= E
[(e _c)
c
—
+ °I[e] — i]
E
[(e _c)
—
—
—
+6 [c(E0[ey _6n)]
où O = log (E O)[_aO]) (voir proposition 1.3.1). Seuls les deux premiers
termes de l’expression finale nous intéressent, puisque la deuxième partie est
constante peu importe la décision a.
Bien que les v soient fixes pour chaque situation particulière pour tous les
intervalles e1. nous pouvons tout de même tenter de caractériser le comportement
de la fonction de perte espérée a posteriori, surtout autour de son minimum, si
© celui existe. Pour ce faire, nous allons supposer que ua est ne variable continue
et dériver la perte espérée a posteriori par rapport à celle-ci. Ceci nous permettra
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de trouver pour quelle valeur de centre (d’intervalle) la perte espérée a posteriori
est minimale. Nous noterons cette valeur par t’. Notons que t’ est le minimum
sur toutes les valeurs de R et n’est pas limité aux valeurs des centres d’intervalle.
Ainsi, nous obtenons
flfj(6, ar) — clE (c_— e — 1 0
3ii )
E —a 1
= (e 2 2 ) (1.3.1)
1 te_e
v=OR——log
Remarque 1.3.2.
te
—
(clE)2 (dE)2f I=1+ + +...24 1920
1+O(()).
On voit que te résultat converqe rapidement vers 1 torsque — 0. ce qui
imptique que —*
—
Ainsi, en utilisant l’équation (1.3.1) nous avons
ax) = dE — tV0B) — 1
dE j
= dE [c — 1]
Donc, nous avons que
> O Vz > i):
p6(O,ax) <0 Vv<:
3Va
= O =
À partir des résultats précédents, nous pouvons chercher une expression pour
spécifier l’intervalle ayant la perte espérée a posteriori minimale.
o
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Sauf coïncidence, aucun intervalle n’a pour centre exactement i, alors d’après
ce que nous venons de voir à propos de la « dérivée » de la perte espérée a pos
teriori, les deux seuls intervalles qui peuvent avoir la perte espérée a posteriori
minimale sont ceux dont les centres sont immédiatement à droite (que nous no
terons u pour ed) et à gauche (que nous noterons 1”q pour eq) de i.
Rappelons que nous assumons que les intervalles sont de largeur constante.
notée . Ainsi, notons
—
14 — > O,
= — V
=
6 < O.
car 141 — E et Vq < i <141. Cherchons maintenant d* (notons que d* n’est pas
nécessairement un entier) tel que
= p6(O.d*
— 1T)
avec 141* = V[*j + (& — [d*])E et E = 141* — i) (notons que < ).
Nous pouvons considérer Vd’ comme le point auquel nous sommes neutre entre
l’intervalle de gauche et celui de droite (les deux ayant la même perte espérée a
posteriori). Si l’intervalle de droite a son centre v1 < z’ (rappelons que ï) < v1),
la perte espérée a posteriori de l’intervalle de droite est inférieure à celle de
l’intervalle de gauche (voir les comportements de la perte espérée a posteriori et
sa « dérivée »). Sinon, nous choisirons l’intervalle de gauche. En utilisant encore
une fois l’équation (1.3.1) pour simplifier le terme devant l’exponentielle. nous
avons donc
18
o
(t2 e)
d)(6B)
— (U
—
_t)
e r)
— Q’(Vd* — E
—
eC
— OE = — c( — E)
(i — C—cE) =
= [Ïog()
— log (i — e)]
= + [1og() — log (i
— ei]
= [ log (E(OIx) [e]) — 10g (1 _e))]
1 t1—e
—
— log
GU QE
= log (E8’) c-]) — — — 10g (1
_)
Puisque nous choisissons l’intervalle de droite si 1”U < v et l’intervalle de
gauche si Vo > Vd* — E( VU> Vd*), nous pouvons conclllre que l’intervalle choisi
sera celui tel que
(og (E°[e°]) — — iog (Ï _e)
— log (E07 [e°]) — — iog (1 )]
Nous avons arbitrairement choisi de fermer à droite pour éviter la situatioll
où les centres des intervalles de gauche et de droite tombent respectivement sur la
borne de gauche et la borne de droite. Ayant fermé du côté droit, nous choisirons
alors l’intervalle de droite même si les deux intervalles ont la même perte espérée
a posterzorz.
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© 1.4. CoNcLusioN
Nous avons commencé par présenter les notions statistiques de base dont
nous avons besoin tout au long de ce mémoire, soit les fonctions de perte. les
tests d’hypothèses multiples, 1 estimation ponctuelle et un millimum de statis
tique bayésienne. Nous avons aussi préseilté les caractéristiques essentielles de
notre partition de l’espace-paramètre.
Ensuite, nons avons présenté tour à tour six fonctions de perte (dont deux
reviennellt au même, soit L1 et L2), divisées selon qu’elles spécifient des pertes
prédéfinies (ou O si l’on e se trompe pas), c’est-à-dire L1 à L4 ou des pertes
pouvant prendre n’importe quelle valeur réelle positive, soit L5 et L6.
Pour chacune de ces fonctions de perte. nous avons déterminé quelle sera la
décision de Bayes qui entraîne la perte espérée a posteriori minimale, et donc
quel intervalle sera choisi, parmi notre partition.
Le chapitre qui suit appliquera ces résultats à des situations 1111 peu plus
spécifiques, soit des types de distribution caractérisées par le nombre de modes
et la symétrie de la fonction de densité.
o
o
Chapitre 2
DISTRIBUTIONS ET R]SULTATS
$P1CIFIQUE$
Nous appliquolls maintenant les résultats obtenus au premier chapitre à trois
types de distribution unimodale symétrique (US), unimodale asymétrique (UA)
et bimodale (BI). Nous tentons de pousser l’analyse le plus loill possible dans
chaque cas, mais la généralité de ces catégories nous limite grandement et bus
ne sommes pas intéressés à dresser une liste interminable de distributions et de
leurs résultats partidilliers. Des résultats plus spécifiques devraient pouvoir être
obtenus sans grande difficulté pour la plupart des distributions les pulls populaires.
Pour terminer le chapitre, nous présentons un théorème très général qui limite
le nombre d’intervalles à « examiner » afin de trouver celui ayallt la probabilité
a posterorz maximale et ce, pour toute distribution ayant une densité colltmue
et un nombre de modes fiui. Eu fait, les résultats des trois types de distribution
correspondants à la fonction de perte L1 (et donc aussi à L2) s’obtiennent à. partir
de ce théorème général, puisqu’ils sont des cas particuliers à 1 et 2 modes. Dans
tous les cas, nous assumons que les distributions sont continues et les largeurs des
intervalles sont constantes et fixées à une valeur
G
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2.1. DISTRIBUTION UNIMODALE SYMÉTRIQUE
2.1.1. Caractéristiques
Par distribution unimodale symétrique, nous entendons une distribution ayant
un mode unique (qui peut être un plateau, auquel cas le mode est considéré comme
étant le milieu) et dont la fonction de densité est symétrique autour de ce mode.
Ceci a pour implication que le mode, la médiane et la moyenne (l’espérance),
si elle existe, prennent tous la même valeur, que nous notons O. Des exemples de
distributions unimodales symétriques sont la loi normale, la loi t de Student et la
double exponentielle.
Précisons que les intervalles ne sont pas nécessairement placés de telle façon
que le mode soit au centre d’un intervalle.
2.1.2. Résultats
2.1.2.1. Fonctions de peTte O-1 et O-k (L1 et L2)
Rappelons que
f t) si O e
L1(0.d) =
1 sinon,
et que la décision de Bayes correspondant à L1 est 6(.r) = argmaxa Pi{0 é
Théorème 2.1.1. La forme de la distribution (unimodate symétrique) implique
que son mode 0 é = (ir(x). Uvr()]
Démonstration (théorème 2.1.1):
Dans le but d’alléger la notation, nous utilisons :=
Q Afin de démontrer ce résultat, choisissons un intervalle quelconque 8,, (lb. U]
et assumons sans perdre de généralité que Ï, > u (donc que 8b « est à droite »
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O de Puisque la densité décroît à mesure que l’on s’éloigne de 00, nous savonsque y eb,7r(yz) <r(lz) <rQurz).
Ici, deux possibilités s’offrent à nous, la première et la plus simple étant que
ir(tz) > ir(uz), ce qui implique que 0 — i < u —0 ir + u 20e,
puisque la densité est symétrique autour de 00. Notons en passant que (tr +‘Ur)
est le centre de l’intervalle O (t, u]. Nous procédons alors par
Pr{0 e e} er(’uz)
eir(iz)
> Pr{0 e eb3}.
La deuxième possibilité est que 7r(l z) < ir(u z) (et donc que t + ‘u <
20e). De nouveau, il y a deux cas possibles. Si ir(1z) > r(Ïz), donc 1h —00
00 — i ( Ï + l > 20e), alors nous procédons similairement à la possibilité
précédente, c’est-à-dire
Pr{0 ez} > e7r(Ï5rIz)
> 67r(tbz)
> Pr{0 é
Sinon, ir(1rz) < 7r(ibz). Ceci implique que th ± i < 20 = u. Ceci
vient du fait que 0 e 8 et donc ir > 0 — e. Dans ce cas, la preuve devient
Pr{0 e
= J ir(Oz)d0t3,r
COUtLL51r —8e)
= J 7r(0z)d0 + J ir(0z)d0.tir Oo—(u1r—Oo)
Notons maintenant que l’intervalle (u = th. 20—i) est symétrique à l’inter
valle (l, 00— (u —0e)) par rapport au mode 0. Ceci implique que les intégrales
de la fonction de densité sur ces deux intervalles donnent des résultats égaux,
O
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puisque la densité est symétrique autour du mode. Nous obtenons alors
pOo—tLsr —Os) fur
J r(x)do+Jt,r Oo—(u,r —Oo)
r7
J rr(6x)dO + J rr(O.x)d9
J n(OIx)dO + 2(u6 — Oo)v(u x)tl
r20c—ts pur+Eub
> J r(x)d9 + J 7T(Ox)dOIl, 280—t3,r
= Pr{O e ebX}.
Nous pouvons donc conclure que O e e car si eh « est à gauche » de e,
la démonstration est pratiquement la même étant donné que la distribution est
symétrique.
2.1.2.2. Fonction de perte L3
Rappelons que
t o o ed:
L3(6,d) =
k, sinon
et que la décision de Bayes pour L3 est () argmiii0 ka (1 — Pr{O e ealx}).
Étant donné qu’il est impossible de déterminer de façon générale l’hypothèse
retenue à cause de l’influence déterminante des constantes k, nous n’étudions
que quelques conséquences de ce choix de fonction de perte.
Nous commençons par comparer le résultat pour L3 avec celui pour L1 et L2.
Nous savons déjà que L1 et L2 nous font choisir Hrn O e em tel que O e e?T,.
Par la première condition trouvée à la section 1.2.2,
‘1rr1 est rejetée si h n tel
que
1—Pr{Oeerij’r}
kb <km 1 — Pr{O ebLl} (2.1.1)
24
Cette borne supérieure sera maximale pour la plus grande Pr{6 ebx}, en
exceptant l’intervalle retenu par L1 et L0. Celle-ci se trouve pour un des deux
intervalles em+i. En fait, Si 7T(irnj) < 7T(UrnjX), ce sera = (1m + E. ‘U ± E].
Si nous avons rr(t71:r) > rr(nmr), ce sera e7_1
= (im — 6, n, — 6]. Si ir(t,:r) =
ir(u1ki), Pr{6 e e1_1x} = Pr{6 e e±1} par symétrie. Donc, nous pouvons
conclure que s’il n’existe pas d’entier b ni tel que
i—Pr{6eeflja}
h < m1
— max{Pr{6 Pr{6 e eri}}
alors 6 in pour L3, qui s’accorde dans ce cas avec L1 et L2.
2.1.2.3. Fonction de perte L4
Rappelons que
(o si 9 e ed
L4(6,d) =
k 6 e eh. b d
et que la décision de Bayes est donnée par (i) = argmax( k0 Pr{O
Comme pour L3, l’importance des constantes kf, est trop grande pour pou
voir déterminer l’hypothèse qui sera retenue. Nous pouvons tout de même tirer
quelques conclusions générales.
Comparons le résultat dû à L1 à celui de L1 et L2. Soit FIN, 6 e e0, tel que
6 e e0.
Puisque H0, est rejetée si b in tel que
>
Pr{6 e e,ja:} (9 1 9)Pi{e e ebl.X}
-.
nous pouvons conclure, de façon similaire à L:1 précédemment, que nous choisis
sons H0 s’il n’existe pas d’entier b ru tel que
Pr{& e ej}
1’b > Ïro
nx{Pr{6 e e.70_1}, Pr{0 e e0÷i:i}}
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0 L2.
Dans cette éventualité, L4 entraîne le choix de la même hypothèse que L1 et
2.1.2.4. Fonction de peTte quadratique (L5)
Rappeloils que
L5(, d)
= L — O)2cU
et la décision de Bayes correspondant à cette fonction de perte est f5(x) =
argmin(L (vi. — E(0)[6])2, où v est le centre de l’intervalle e, (le. îia]
(Va , “a + ]•
Dans le cas d’une distribution unimodale symétrique, nous savons que [O]
O, si Et0)[O] existe.
Donc, O e e et L5 s’accorde avec L1 et L9 dans tous les cas de distribution
unimodale symétrique (encore une fois, si la moyenne existe).
2.1.2.5. Fonction de perte LINEX (L(3)
Rappelons que
L6(O, d)
= L [et° — (t — O) — 1] dt
et la décision de Bayes est telle que
e (iog (E°[c9]) —
— 1og
(1
1og (E°[e°]) —
— —log ( _e)]
où V(x) est le centre de l’intervalle er(x) (l. u] = (V6r(c) — , V67r() + ].
Q Dû à la symétrie de la distribution, nous pouvons conclure que si a > O, alors
êij log (EoT) [e°]) <O et l’inverse lorsque c <O.
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2.2. DISTRIBUTION UNIMODALE ASYMÉTRIQUE
2.2.1. Caractéristiques
Par distribution unimodale asymétrique, nous entendons une distribution ayant.
un mode unique (qui peut être un plateau) et dont la fonction de densité rf est
pas symétrique autour de ce mode. Nous assumons que la fonction de densité est
continue.
Contrairement à la distribution ullimodale symétrique, le mode 60, la médiane
et la moyenne (l’espérance), si elle existe, ne prennent pas la même valeur. Des
exemples de distribution unimodale asymétrique sont la loi gamma et la loi b
gnormale. Il est à noter que la fonction de perte L5 n’est pas applicable à la loi
bognormale puisque celle-ci n’a pas de fonction génératrice de moments. Notons
aussi que la loi exponentielle ne respecte pas nos conditions sur la densité et donc
que les résultats pour L1 et L2 ne s’y appliquent pas.
2.2.2. Résultats
2.2.2.1. Fonctions de perte O — 1 et O — k (L1 et L2)
Rappelons que ‘(r) = argmax(Pr{0 e
Soit ea tel que Oo e ea = (la. ufl]. Nous montrons maintenant qu’il n’existe
que deux intervalles qui peuvent être l’intervalle de probabilité a posteriori maxi
male.
Il existe trois cas possibles
—
ir(10Ji)
=
(uQx), on choisit. alors e ( =
—
ir(ix) < ir(ur), les deux possibilités sont e
=
(in. u] et eOE+l =
(t1.
= (ta + E Ua. Ua + E];
Q — (i) > (ua), les deux possibilités sont e = (Ï, n] et ea_.i =
(i_i.ua_;]
=
(i — E,Ua
—
E
=
le].
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Puisque la preuve dans le 3 cas est pratiquement la même que pour le 2’.
nous I ornettrons.
Prouvons le 2 cas. Pour alléger la notation, nous noterons a + 1.
Puisque la distribution est unimodale avec comme mode unique. nous sa
vons que
> r(s.r) > ir(tx)
lorsque Oo < s < t ou t < s < 0.
Pour un intervalle quelconque e(, « à gauche » de ea, c’est-à-dire V(1 < lQ.
nous avons que
Pr{6 e
= f (0Lx)d0
= f (0Ix)d0 + f K(OLL)dO
(0
—
ia)ïr(iar) ± Qu
—
> ir(Ïjx)
r(ujx)
f (0)d6
= P{o e eax}.
o
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Q Pour un intervalle quelconque e( « à droite » de e, c’est-à-dire i(J
nous avons que
r3Q
Pr{O e, T}
=] -(r)dti3a
£7r(u8LT)
(la)
f (x)d9
= Pr{6
Pour le premier cas, la preuve revient à la même chose que la première partie
du deuxième cas, dails les deux directions, en changeant le ‘>‘ pour un
2.2.2.2. Fonction de perte L3
Rappelons que r) = arg n1i11aE 1(J (1 — Pr{& e e .4).
Comme pour la distribution unimodale symétrique, nous devons nous satis
faire de quelques résultats à cause de l’impossibilité de tirer des conclusions gé
nérales.
Notons par Hrt l’hypothèse retenue par les fonctions de perte L1 et L2. Nous
pouvons alors affirmer que 5(.c) = 1ï pour L3 si b m• tel que
1 — Pr{6 e ej.i}
hm 1— ii{Pi{O e eflL_l4,Pr{6
Il faut noter que nous n’avons pas nécessairement que O e 8rn•
2.2.2.3. Fonction de perte L1
Q Rappelons que (r) = argmax, k(, P49 e e04.
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Comme pour L3, nous nous contentons de comparer le résultat de L1 avec
celui de L1 et L9.
Notons par Hm que l’hypothèse retenue par L1 et L2. Nous avons alors que
L3 choisit HT,, s’il n’existe pas d’entier b ‘m tel que
Pr{O e
‘b> Ïm {P{0 e,_1},Pr{o e e.,±;x}}
Encore une fois, il se peut que nous n’ayons pas 6 e ern.
2.2.2.4. Fonction de perte quadratiqne (L5)
Rappelons que (:r) = argmin (V — E7t(0[0])2
Mais, puisque nous n’avons pas nécessairement Oj = E’) [0] et que E° [0] e
e, il se peut que nous n’ayons pas Oo e e et donc que L.5 et L1 (et L2) aient
des résultats différents.
2.2.2.5. Fonction de perte LINEX (L6)
Rappelons que
V(x) é log (E° [aO]) — — Ïog (Ï_— c
2 c
log (E°[e°])
—
— log
(1
Puisque la distribution est asymétrique, il est impossible de déterminer la
position de 13 = log (E(°L’)[c°]) par rapport à 0.
2.3. DIsTRIBuTIoN BIMODALE
2.3.1. Caractéristiques
Par distribution bimodale, nous entendons une distribution ayant deux modes
(qui peuvent être des plateaux). La fonction de densité peut être ou n’être pas
symétrique.
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Si la distribution est symétrique, la moyenne (l’espérance) et la médiane ont
la même valeur, mais elles ne correspondent pas aux modes que nous noterons 0
et 02, avec 0 < 02. Si elle est asymétrique, nous ne pouvons tirer de conclusions.
Un exemple de densité bimodale est un mélange de deux densités normales.
2.3.2. Résultats
2.3.2.1. Fonctions de perte O-1 et O-k (L1 et L2)
Rappelons que 6(x) argmaxPr{0 E
Nous présentons ici u avant-goût du théorème de la prochaine section. Même
si nous n’avons que deux modes au lieu d’un nombre flui, les deux preuves sollt
très similaires.
Nous pouvons limiter à quatre le nombre d’intervalles possibles pour l’inter
valle ayant la probabilité a posteTioTi maximale. Si nous notons les deux modes
par 0 < 0 et que nous avons c < ù2 tel que 0 E e, et 02 E e9, alors e, et
e2 sont nos deux premiers candidats. Les deux autres sont voisins de ceux-ci.
Nous définissons les deux autres candidats comme suit
f e11 si (ix) > (n1):
I e11 si r(i, x) < ir(v ï):
e2_1 si (i2) (u2x).
f e21 Si 2L) < r(u2x).
La preuve se construit comme suit : en premier lieu, nous montrons qu’aucun
intervalle à gauche du plus à gauche de e, ou efl1 ne peut être celui que nous
recherchons. Ceci couvre en même temps la preuve du côté droit qui est similaire.
Q Ensuite, il faut montrer que l’intervalle recherché ne peut se trouver parmi ceux
qui ne sont pas sélectionnés elltre e, et e2. Ceci requiert d’étudier tous les cas
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selon les valeurs de et /32 et selon la position du minimum de la densité (celui
situe entre les deux modes).
2.3.2.2. Fonction de perte L3
Rappelons que 6(x) = argmin0 k0(1 — Pr{0 e eaOE}).
Nous présentons le même résultat que pour la distribution unimodale asymé
trique.
Notons par H.1, l’hypothèse retenue par L1 et L2. Alors (c) = ni pour L3 si
b in tel que
1 — Pr{6 e
h < 1
— maxoe{,ai±1,22±;}\{r,1} Pr{0 ex}
Encore une fois, il est possible que ni U ni 02 ne fasse partie de e1.
2.3.2.3. Fonction de perte L4
Rappelons que (OE) = arg rnax(lE k Pr{0 E
Ici aussi, nous nous contentons de présenter un résultat très similaire à celui
de la distribution unimodale asymétrique.
Si nous notons l’hypothèse retenue par L1 et L2, nous aurons que 6(.c) =
ni s’il n’existe pas dentier h tel que
h
Pr{0 e}
b > TU
1iXaE{1ai±l
.2,2±i}\{m} Pr0 e
2.3.2.4. Fonction de perte quadratiqize (L5)
Rappelons que (x) = argmin11 (v — E[0})2.
G Nous savons donc que (0rt) 0] e e, et il se peut très bien que le choix de
L5 ne s’accorde pas avec celui de L1 et L9.
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2.3.2.5. Fonction de perte LINEX (L3)
Rappelons que
r) e log (E[c°]) _ —
______
log (EoLT) [e°]) — — log ( )].
Étant donné la grande variété de distributions possibles, nous ne pouvons tirer
de conclusion intéressante.
2.4. DISTRIBUTION MULTIMODALE
2.4.1. Caractéristiques
Par distribution multimodale, nous entendons une distribution ayant une den
sité continue et un nombre fini de modes. mais au moins deux modes. Comme
auparavant, les modes peuvent être des plateaux. auquel cas le mode est considéré
comme étant le centre du plateau.
2.4.2. Résultat pour les fonctions de perte O-1 et O-k (L1 et L2)
Puisqu’il nous est impossible de trouver des résultats généraux pour les autres
fonctions de perte, nous présentons ici une version simplifiée d’un théorème gé
néral sur le nombre d’intervalles qui peuvent être choisis par la décision de Bayes
correspondant à L1 et L2. Nous avons placé le théorème général en annexe.
Rappelons que pour L1 et L2, ‘(x) = argmaxa: Pr{O
Théorème 2.4.1. Soit r(6x) ta densité a posteriori d’une distribution à M
modes. notés 6 < 62 < ...
O Définissons des inteTuattes e, i e Z qui forment une partition de t’espace-
paramètre e, avec tes caractéristiques supplémentaires suivantes
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o —e=(i.], u—i=6>O
—
—
= , y e z.
Il existe M constantes c < o2 E Z tel que e e, ‘ï
1, 2,.... M. Nous imposons maintenant ta restriction que est suffisamment pe
tit pour que c÷ > c + 1, ï = 1. 2,. . . . M — 1, et aussi pour qu’il n’y ait aucun
minimum dans tes intervalles es,, ï = 1,2 M. Le théorème plus général abo
lit cette restriction qui simplifie beaucoup ta preuve.
Il est possible de définir un /3 pour chaque c de telle façon que
argmaxPr{O E O;r} e
aE,
Les /3 sont définis ainsi
c1 + 1 si 7T(iJx) <ir(uajx):
5 it(tcr x) > 7r(vx) et — 1:
pas défini sinon.
Notons que /3 et sont définis différemment dans le théorème général.
Démonstration (du théorème 2.4.1)
Nous commençons par montrer que
argmaxPr{ E e.x} miii{cj,/}.
Puisqu’il n’y a pas de mode à gauche de &-j, nous savons que
ir(sx) <qr(t) <ir(0;x).V s <t < .
Alors, dans le cas où /3
=
c1 — 1, nous avons que
Pr{O eir(nax)
<ir(i1r)
<Pr{O e e, Lc}. V a <
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Dans le cas où !i # cï — 1, c’est-à-dire que 7r(Ï1 x) < ir(uai ),
Pr{6 E eLr} <7r(UaT)
<6r(i1x)
<Pr{O e u
Notons que 7t(ic x) <Pr{O e e, } est valide parce que nous avons imposé
la restriction qu’il n’y ait pas de minimum dans les intervalles e. Sinon, il se
peut que ir(l1 :) <n(ïta,i a) et &n(t1 x) > Pr{ e, ja}.
Nous prouvons de façon similaire que
arg max Pr{O e e(iX} max{ci,/3j}.
Il ne nous reste qu’à montrer que
argmaxPr{9 e 8} {M + 1. ]Vf + 2 — 2. m
—
1}
où M max{a1, j} et 7rI+i niin{û1+i, i = 1, 2 M — 1.
Nous devons séparer les cas selon que ].J
=
c ou = . ainsi que
rn
=
ou m /3i+1 Nous n’étudions que les cas où {iif ± 1. M, +
2 ,....rri±i — 2, — 1} O, les autres étant triviaux.
cas : M = a et ‘mj1
=
Rappelons que M = ir(l z) 7r(u, z) et m+i = o± (ia÷ z)
71’?ta,±i z) par définition. Nous avons donc que Pr{O é e, z} z)
et PrfO e e÷J} n(t1z).
Il existe un point O e (UQ. Ï) (le minimum) tel que
n(u z) > ir(sz) > 7r(tjz) > 7r(EJz). îi. <s <t < O
o
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et
7r(0*x) <îr(sx) <r(tc) <ïr(t1),0* < <
Nous avons donc que
ir(6(x) < inx{ir(u,Ix) r(t r)} V 0 E (u.
Ceci nous permet d’affirmer que V a tel que c <a <
Pr{0 E ej} <E 1i1ax{7r(u Œ): 7r(l
,
<max{Pr{0 e eaj;};Pr{o e
— 2 cas : = c et
Comme précédemment, Pr{0 E e1I.T} > E7V(îiajX). AusSi, 0* E (?J
avec les mêmes caractéristiques. Nous devons étudier séparément les deix
possibilités : 0* E ou 0 e1.
— 0*
La preuve revient à celle du premier cas, à la seule différence que nous
remplaçons les x11 par i÷i.
— 0* E e,
Nous avons alors que ir(Ojr) < irQuIi) VO E (u,Ï31).
Ceci nous permet d’affirmer que V u tel que a, < u < i3±,
Pr{0 E x} E7r(iaOE)
E7r(UJr)
<Pr{Oeeajx}.
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— 3 cas :
= Bi et m1 =
Ce cas est symétrique au 2 cas, donc il n’est pas nécessaire de faire une
preuve qui serait redondante.
— 4C cas :
= Bi et m± = Bi--1
Nous séparons en 3 cas selon la position de 0*, qui est défini comme précé
demment.
—
o e, et 0*
Nous retournons a l cas, en remplaçant c, par /3 et c+i par
— o
Nous retournons à la première possibilité du 2 cas, en remplaçant a par
Bi.
— 0*
Ce cas est symétrique au cas précédent.
2.5. CoNCLusIoN
Nous avons appliqué les résultats obtenus au chapitre 1 pour les fonctions de
perte et les décisions de Baves y correspondant à quelques types de distributions
pour obtenir quelques résultats plus spécifiques.
Pour L1 et L9, nous avons obtenu des résultats pour trouver l’intervalle ayant
la probabilité a posteriori maximale à partir des modes de la distribution. Pour
L3 et L4, étant donné que les résultats dépendent beaucoup des constantes, nous
avons obtenu quelques résultats sur les relations entre les constantes.
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Pour L5, la décision de Bayes correspond toujours à l’intervalle contenant l’es
pérance a posteriori, ce qui simplifie les résultats. Il correspond à celui contenant
le mode pour les distributions unimodales symétriques car dans ce cas le mode et
l’espérance (lorsqu’elle existe) coïncident. Pour L6, notre résultat qui flOilS donne
l’intervalle contenant le centre de l’intervalle retenu tient toujours et nous obte
nons un résultat supplémentaire pour les distributions unimodales symétriques.
finalement, nous avons présenté un théorème pour les fonctions de perte L1
et L9 qui nous donne le nombre et exactement quels intervalles peuvent être celui
ayant la probabilité a posteriori maximale pour une distribution multimodale.
Ce théorème requiert certaines restrictions sur la taille de la partition E, qui sont
relâchées dans le théorème qui se retrouve à l’annexe.
e
ci
Chapitre 3
COMPARAISON AVEC L’ESTIMATION
PONCTUELLE, SIMULATIONS ET EXEMPLE
Nous abordons maintenant le dernier chapitre, où nous commençons par com
parer les résultats obtenus par les tests d’hypothèses multiples et les estimateurs
ponctuels correspondants. Nous examinons aussi ce qui se passe lorsque nous fai
sons diminuer la largeur des intervalles vers O.
Nous présentons ensuite les résultats des simulations faites pour illustrer les
résultats de ce chapitre. Nous finirons en présentant les résultats que nous avons
obtenus en travaillant sur des données réelles provenant des montants de récla
mation d’assurance-incendie d’une compagnie d’assurance danoise en 1981.
3.1. CoMPARAIsoN AVEC L’ESTIMATION PONCTUELLE
Nous gardons le même ordre qu’aux chapitres 1 et 2 pour la présentation des
fonctions de perte et de leurs résultats.
3.1.1. Fonctions de perte à valeurs constantes
3.1.1.1. Fonctions de perte O-1 et O-k (L1 et L2)
L’estimateur ponctuel correspondant à la fonction de perte O-1 est l’estimateur
MAP (maximum a posteriori), que nous noterons et qui est défini par
= arg max
39
En fait. dans Robert(2001). l’estimateur I\’IAP est défini comme la limite des es
timateurs de Bayes de la fonction de perte LE(d, 8) = I_> lorsque E — O, la
fonction
‘[Q—ciJ>E prenant la valeur 1 si O — d > E et O sinon.
IViaiheureusement. sauf dans les cas où la distribution est symétrique et qll’il
existe un mode global inique, il nous est impossible de définir une suite de dé
cisions qui converge vers la décision telle que le mode global (unique) est dans
l’intervalle de l’hypothèse retenue, lorsque E —* O, ce qui implique qu’il ny a pas
toujours accord entre les tests d’hypothèses multiples et l’estimation ponctuelle.
La raison de ceci est que dans le cas de l’estimateur MAP, les estimateurs de
Bayes peuvent prendre toutes les valeurs dans R V E, alors que les intervalles de
notre partition sont fixes pour chaque E. Pour certains E nous choisissons l’hypo
thèse telle que le mode global (unique) est dans l’intervalle correspondant. mais
ce ne sera pas nécessairement le cas pour tous les E lorsque E — O (à moins que
la distribution soit symétrique). Ces résultats ont été obtenus aux sous-sections
2.1.2.1. 2.2.2.1 et 2.3.2.1.
Malgré tout, les résultats pour les fonctions de perte L1 et L2 que nous avons
obtenus aux sous-sections mentionnées précédemment tiennent toujours, puiSqile
E > O. De plus, pour les distributions (nous assumons encore qu’elles sont conti
nues) ayant deux modes ou plus, il est parfois possible de simplifier les résultats
et de limiter encore plus le nombre d’intervalles pouvant être celui ayant la. pro
babilité a posteriori maximale.
En effet, dû à la continuité de la fonction de densité, si la densité à Fun des
modes est supérieure à celle des autres, les intervalles c, et /3 correspoildants à
ce mode ne pourront pas être choisis pour E suffisamment petit. Nous pouvons
utiliser ce résultat à répétition pour trouver E tel qu’il ne nous restera que le
mode global (ou les modes globaux, s’il y en a plusieurs), ainsi que les intervalles
40
adjacents à ceux-ci, comme possibilités.
Proposition 3.1.1. Soit 7r(0x) ta fonction de densité continue d’une distribu
tion ayant M modes, que nous noterons 0, 02,... , Oj, tel que 01 < 0 < <
0M• M> 2.
Classons tes modes sous ta notation 0(1). 0(2),. . . 0(f) tel que
(0(1) r) <(0(2) r) <...<n(O(I) ).
Supposons que
= (oj)
1 <I <M.
Alors nous avons que
max Pr{0 E e%}
max Pr{0 E 0}
a{a(I±l),...,a(f) }
si nous choisissons E < rnax{E(J+l), E(1±2) . . , E(jj)} où
E(i) = inf{t E R minfr(6() — tr): 7r(0() ± tx)} <7T(0(l) )}.
1=1+1.1+2 i.
Démonstration (proposition 3.1.1)
Puisque < max{6(Il), 6(1+2),. . . , E(M)}. .i E {I ± 1.1 + 2 M} tel que
E < D’après la définition des E(i), ceci implique que
> (0t) V t (0(i) — 6. Oj) + E).
11
O Or, nous savons que 9(j) é ce qui implique que e(3. C (6(]) — E, 9(j) ± E].Nous avons donc le résultat.
Pr{8 é E7-tX)
> nax Pr{9eeIx}
13(I)}
car ir(6tix)
=
r(62)x) =
En fait, il est possible qu’il existe un entier k e {1. 2 I) tel que nous
avons maxaE{a(.),$k)} Pr{O e ea} > E7r(O(I2) mais ceci implique qu’il y a un
minimum dans ea. ou e5,.. IVIais. alors, si le minimum en question est celui à
gauche de 6(k) nous avons que
max Pr{9 e 8} > max Pr{9 é 0jx}.
Si ceci n’est pas vérifié, alors nous pouvons appliquer le lemme de l’allllexe
à ce résultat. Pour une preuve plus détaillée, voir le cas où le minimum (noté
9*) est dans e ou un illtervalle adjacent dans la troisième partie (celle qui
concerne les intervalles entre deux modes) de la preuve du théorème en annexe.
Notons qu’il faut ajouter une condition: si le minimum est à gauche, nous aurons
7r(mm{Ï. t1}r) > 7r(9r) ; si le minimum est à droite, c’est ir(max{ua,, ii.,,}i) >
ir (9 x).
Le résultat de cette proposition est que nous ne retenons pas les intervalles
{ea(1). e(O) . e(f). e1, e2 eJ) } comme candidats pour l’intervalle
ayant la probabilité a posteriori maximale.
Proposition 3.1.2. Soit ir(QIx) ta fonction de densité continue d’une distribution
ayant M modes, que nous notons 02,. . . , &jf, tet que Oi < 2 < < 9j. M >
9
Classons tes modes sous ta notation 0(1), 0(2) .. . , Oi tet que
(0(1) Ix) <(92 x) <...<(0tJ) x).
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G Supposons que
(O(;) z) <(O(9) z) <...<(O(J) .x)
<(O(J+1) x) = (O÷2) z) =
= t6(M) z), 1 <I + 1 <M.
Nous avons alors que
ilIax Pr{& eaI
(i{OE( l).Q(2) (fl/3(1)(2j
max Pr{O E 9a1’}{(J+i) ‘1+2) }
si nons choisissons < rnax{ 1+1), E(I±2),. tM)} où
Ef) = inf{t e R t min{7rt
—
tz): 7C(fj) ± tz)} <7t(û(J)Lr)}.
i=I+1.I+2. ...
Démonstration (proposition 3.1.2)
La preuve revient pratiquement à la même chose que pour la proposition pré
cédente, puisque 7r(O(l)z) ir(Oz) < < ir(Opjjz).
Le résultat de cette proposition est que seuls les intervalles dont les modes
sont les plus élevés, soit {71• ea(]÷2).. . . . 8(J1)• e(,.2,
peuvent être l’intervalle ayant la probabilité a posteriori maximale.
Nous pouvons retenir de cette sous-section que les tests d’hypothèses multiples
et l’estimation ponctuelle ne s’accordent pas nécessairement, à cause du fait que
les centres des intervalles sont fixés d’avance pour les tests d’hypothèses multiples.
alors quils ne le sont pas dans la méthode présentée par Robert(2001) pour
obtenir l’estimateur ponctuel correspondant à L1 et L2.
3.1.1.2. Fonction de perte L3
Il n’existe pas comme tel d’estimateur ponctuel correspondant à L3 et donc
Q une comparaison exacte est impossible.
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Par contre, nous savons que, pour L3,
= argniiiik0(1 — Pr{O e ea}).
IViais, pour une distribution dont la fonction de densité est continue et bornée,
nous avons que V cc. Pr{O E efjJ} — O lorsque E —* O. Donc nous avons que
7C E()6 (x) —* arg mmh.
Dans un cas d’estimation ponctuelle, nous pourrions définir
f O si d = 6:
L(O,d) =
k(d) si d O.
Nous choisirions alors 6(x) arg milldER k(d). C’est un résultat peu inté
ressant puisque la distribution a posteriori n’a aucune influence sur la décision,
mais on voit que pour ces deux définitions, l’estimation ponctuelle et les tests
d’hypothèses multiples s’accordent.
3.1.1.3. fonction de perte L4
Encore une fois, il n’existe pas «estimateur ponctuel correspondant exacte
ment à notre fonction de perte, mais nous pouvons définir une fonction de perte
très similaire comme suit
O si d = O:
L(O,d) =
k(O) si d O.
L’estimateur ponctuel de L sera
= arg max k(d)ir(dx).
dE
Si nous ajoutons la condition que la fonction k(d) soit continue ainsi que
lIiI1d_+,, k(d)ir(dx) = O, nous pouvons retourner à la section 3.1.1.1 en utilisant
7r*(OI.x)
=
k(O)r(Ox) au lieu de ir(Or). Ce résultat est similaire a résultat pré
senté par Robert(2001) pour une fonction de perte quadratique pondérée, où il
fait la remarque qu’une fonction de perte quadratique pondérée par w(O) donne
le même résultat quune fonction de perte quadratique (noil pondérée) avec irne
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densité a priori repondérée ir(O) Œ ir(O)r(O).
Nous pouvons donc conclure que les tests d’hypothèses multiples et lestima
tion ponctuelle avec L ne s’accordent pas nécessairement, comme nous Favons
vu à la sous-section 3.1.1.1.
3.1.2. Fonctions de perte à valeurs continues
3.1.2.1. Fonction de perte quadratique (L5)
La fonction de perte correspondante pour l’estimation ponctuelle est la même.
mais elle n’a pas à être intégrée sur un intervalle. Nous trouvons comme estimateur
ponctuel
=
Or, nous avons trouvé que l’hypothèse retenue par un test d’hypothèses mul
tiples est celle tel que
67r()
= arg min (z. —
= arg min Va — Eir(ox) [O]
où v est le centre de l’intervalle
Cette hypothèse est donc celle donc le centre est le plus près de Eoz) [O].
De ce fait, nous savons que l’estimateur ponctuel sera toujours dans l’intervalle
choisi.
3.1.2.2. Fonction de perte LINEX (L6)
Comme pour L5, la fonction de perte correspondante pour l’estimation ponc
tuelle est la même, mais sans intégrale. Nous obtenons comme estimateur ponctuel
= 03 = log (W(oT) ŒO])
comme nous l’avons dans le lemme de la section 1.3.2 sur la fonction de perte
LINEX. Notons que certaines distribution n’ont pas d’estimateur LINEX, comme
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par exemple une distribution a posteriori logiiormale.
Nous savons aussi que le test d’hypothèses multiples choisira l’hypothèse telle
que
(iog (E°[e°]) — — iog (1 aE)
1og
(tO.T)[aOj) —
— log
(1 _aE)]
Proposition 3.1.3. Pour o —* O, nous avons que le test d’hypothèses multiples
choisira l’hypothèse Hr tel que
(ê — E Q(2). ê + +
Démonstration (proposition 3.1.3)
Nous savons que
(o) ()3
___
—
, +...
et donc que
ï ez . ()2
=1-+2 6
= 1 — ±
De plus, log(1 + x) = 2’ + 0(12) (pour r très petit) et donc
log
(1
— +
Nous arrivons finalement à
E 2 /1—c’’\ E
————log
2 a ci j 2
ce qui nous donne notre résultat.
Nous voyons donc que plus c est petit, plus nous approchons du résultat
Vr(i) e (êB — 6B ±
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Ceci veut dire que lorsque c — O (et puisque c > O, nous utiliserons E —* O),
nous choisissoils presque toujours l’hypothèse dont l’intervalle contient l’estima
teur ponctuel. Nous avons donc que l’estimateur ponctuel s’accorde avec la limite
(lorsque E —* O) du test d’hypothèses multiples.
Par contre. ce n’est pas nécessairement le cas lorsque c& ne tend pas vers O.
Par exemple, si nous avons c — oc (pour que c — oc, puisque E < oc), alors
nous obtenons que pour le test d’hypothèses multiples, l’intervalle devient
/ 3 61
E — °B
ce qui implique que l’intervalle retenu ne contiendra jamais l’estimateur ponctuel.
Si ù —* —oc, nous avons alors que le résultat tendra vers
E 3E
Vlr() E + 0 +
Pour avoir des résultats concrets pour des cas moins extrêmes (donc O <
< oc), nous devons déterminer une distribution pour les centres des inter
valles. En fait, nous n’avons à déterminer qu’un des centres puisque les autres sont
tous situés à une distance de lui qui est un multiple de E. Nous supposons que la
distribution du centre placé dans l’intervalle (O, c) sera uniforme sur cet illtervalle.
Proposition 3.1.4. Si ta distribution du centre d’un intervatÏe est uniforme sur
te support R, nous avons que
—2 /1—e
1oI
cE szc>O;
Pr{OB E
= 2 12+_-lo( ) sia<o.
Avant de passer à la preuve de cette proposition, notons que le côté droit
donne toujours u résultat entre O et 1, comme il se doit pour une probabilité.
Notons aussi que nous pourrions utiliser seulement la partie faite pour ù > t)
puisqile les valeurs dépendent seulement de la valeur de QE et pas de son signe.
47
o Démonstration (proposition 3.1.4)
Puisque les centres d’intervalle sont distribués de façon uniforme, la densité
de Vr(r est
1
. / 3 2 t1—e
—slvE(OB————’og(
E 2 0’ ÙE
E
‘
OB———log
9 G
O sinon.
Nous savons de plus que
03 e eW() e (ê3
—
0 +
Puisque pour > O. — — log < , nous trouvons
Pr{3 = Pr{u() (ê3 — :03 ± ] }
/ 96,t1GE)dt
E 2 - ( Nug, ) 1
-dt
JÔB E
—2 /1—e
=1og(
GE
Pour o’ < o, —
— iog Q —j > et nous trouvons
1Pi{O E
= /
2
=2±—log(
Il est important de noter que ce résultat ne donne qu’une probabilité et ne
permet aucunement de déterminer si 03 E Notons toutefois que pour
> o, soit 3 e eE(X), soit °B E Similairement, pour a < O, soit
Q o E eET), soit °.B E e6E()_1. Finalement, la probabilité est la même des deux
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O côtés pour une même valeur de puisqu’on ne fait qu’inverser l’orientation dela LINEX et que la distribution du paramètre n’est pas impliquée.
3.2. SIMuLATIoNs
Nous présentons dans cette section les résultats de nos simulations visant à
illustrer et possiblement valider les résultats théoriques de nos deux premiers dia-
pitres et de la sous-section 3.1.2.2 sur la fonction de perte LINEX (L6).
Nous commençons par montrer nos résultats de simulations sur l’accord entre
l’estimation ponctuelle et les tests d’hypothèses multiples, pour les fonctions de
perte L1 (donc L2 aussi), quadratique (La) et LINEX (L6) avec o = . 1. 2. En
suite, nous illustrons le résultat. de la. sous-section 3.1.2.2 sur la probabilité que
l’intervalle retenu par le test d’hypothèses multiples contienne l’estimateur ponc
tuel pour la LINEX, probabilité qui dépend de la valeur de ci&.
Finalement, nous illustrons les résultats des pertes espérées pour toutes les
fonctions de perte et tous les intervalles pour chacun des trois types de distribu
tion, avec un exemple pour chacun des types.
3.2.1. Accord entre estimation ponctuelle et test d’hypothèses mul
tiples
Les résultats des 10 000 simulations se retrouvent au tableau 3.2.1. Nous
avons choisi une normale comme distribution a posteriori pour représenter le
type unimodal symétrique, une gamma pour le type unimodal asymétrique et un
mélange 80%-20% de deux normales pour le type bimodal. À chaque fois, nous
avons généré un échantillon de 500 observations. De plus, afin d’éviter d’obtenir
approximativement les mêmes intervalles (et les mêmes distributions) à chaque
simulation. nous avons fixé aléatoirement les bornes des intervalles en déplaçant
les bornes vers la gauche par d’une distance de où u provient «une loi uniforme
sur l’intervalle (0,1). Notons finalement que la valeur n’est pas toujours la même,
mais qu’elle varie peu entre les simulations.
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3.2.1.1. Fonction de perte O-1 (L1)
Les résultats que nous obtenons pour la fonction de perte 0-1 (L1), qui sont
aussi valides pour la fonction de perte 0-k (L2), concordent avec nos résultats
théoriques du chapitre 2. En effet, peu importe le nombre d’intervalles (qui est
inversement proportionnel à la taille de la partition E), nous avons que l’estima
teur ponctuel (le mode) est dans l’intervalle du test d’hypothèses multiples 10
000 fois sur 10 000 pour la distribution unimodale symétrique.
Comme prévu, nous n’obtenons pas le même résultat pour les deux autres
types de distribution. Notons aussi qu’étant donné la façon dont les simulations
ont été programmées, les résultats pour le type bimodal (BI) indiquent le nombre
de fois où un des modes est dans l’intervalle, pas nécessairement le mode global.
3.2.1.2. Fonctions de perte L3 et L4
Ces fonctions de perte dépendant essentiellement des constantes choisies pour
chaque intervalle, il n’y a rien à illustrer avec des simulations et nous n’en pré
sentons donc aucune.
3.2.1.3. Fonction de perte quadratique (L5)
Les résultats sont exactement ce à quoi nous nous attendions. L’espérance (a
posteriori) est toujours dans l’intervalle retenu, peu importe la distribution et le
nombre d’intervalles.
3.2.1.4. fonction de perte LINEX (L6)
Nous voyons que pour les trois types de distribution, le nombre de fois où
l’intervalle retenu contient Festimateur ponctuel augmente lorsque la constante c
diminue ou le nombre d’intervalles augmente (ce qui implique que la taille de la
partition E diminue). Nous explorons davantage ceci dans la section suivante.
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Tableau 3.2.1: Nombre de fois où l’estimateur ponctuel
est dans Fintervalle retenu par le test à hypothèses mul
tiples, pour les trois types de distributions, sur
simulations.
10 000
Nbre intervalles 6 10 20 50 100 250
Dist. US OXN(,1)
Li 10000 10000 10000 10000 10000 10000
L5 10000 10000 10000 10000 10000 10000
L6, c = 0.5 9360 9613 9810 9937 9965 9983
L6, o = i 8792 9290 9601 9822 9926 9961
L6, a = 2 7708 8549 9241 9691 9848 9929
Dist. UA OX G(500 * 20 ± 500 * X + 1)
Li 9976 9989 9987 9998 9998 10000
L5 10000 10000 10000 10000 10000 10000
L6, ù = 0.5 9793 9861 9944 9979 9986 9994
L6, a = 1 9583 9751 9861 9938 9974 9988
L6, o = 2 9192 9470 9735 9903 9946 9975
Dist. BI OX ‘‘ 0.8 * N(2. 4) ± 0.2 * N(5. 4 + 0.1 * X. 0.9)
Li 8955 9639 9713 9639 9528 9323
L5 10000 10000 10000 10000 10000 10000
L6, û = 0.5 $527 9058 9526 9806 9899 9961
L6, û = 1 7165 8182 9066 9613 9809 9916
L6, û = 2 5328 672$ 8242 9243 9631 9840
o
o
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3.2.2. Simulation pour la fonction de perte LINEX (L(5)
Les résultats sont présentés au tableau 3.2.2 et servent à illustrer les résultats
que nous avons obtenus à la proposition 3.1.4 sur la probabilité que l’intervalle
retenu par le test d’hypothèses multiples contienne l’estimateur ponctuel pour la
fonction de perte LINEX.
Pour les distributions représentant chaque type de distribution (elles sont dif
férentes de celles utilisées pour la section précédente), nous présentons le nombre
de fois (sur 10 000) où il y avait accord entre les deux méthodes. le nombre prévu
par l’équation de la proposition 3.1.4 et les bornes d’un intervalle de confiance
à 95% en utilisant une approximation normale. Si nous notons p la probabilité
obtenue avec l’équation de la proposition 3.1.4, nous avons que l’intervalle de
confiance à 95% est
(lo000p
— zo g [10000 X p x (1
—
p)]; l0000p + z0.975 [10000 X p X (1
—
La constante ù de la LINEX est fixée à 2 (pour obtenir de plus grandes valeurs
de a et la valeur de E est inversement proportionnelle au nombre d’intervalles.
Si I est le nombre d’intervalles.
1 t) pour le type US;
18
E= 1pourletypeLA;
21
-i pour le type BI.
Notons que ceci fait que les intervalles sont plus larges pour la distribution bi-
modale que pour la distribution unimodale asymétrique, qui sont eux-mêmes plils
larges que ceux de la distribution unimodale symétrique, pour un même nombre
d’intervalles.
Dans 17 cas sur 18, l’exception étant la distribution unimodale symétrique
avec 250 intervalles, le nombre de fois où il y accord entre les deux méthodes est
dans l’intervalle de confiance. Dans le dernier cas (les nombres dans les boîtes
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O grises), la borne supérieure est dépassée de justesse (1 cas). Les résultats des si
mulations concordent avec le résultat de la proposition 3.1.4.
Tableau 3.2.2: Nombre de fois où l’estimateur ponctuel
de la fonction de perte LINEX est dans l’intervalle retenu
par le test à hypothèses multiples, pour les trois types de
distribution, en utilisant c 2.
Nbre d’intervalles 5 10 20 50 100 250
Dist. US N(0, 1)
Nbre obtenu 7055 8409 9177 9666 9849 [9951
Nbre prévu 7024 8386 9174 9667 9833 9933
Borne inf. 97.5% 6932 8312 9118 9631 9808 9917
Borne sup. 97.5% 7115 8459 9229 9703 9859 9950
Dist. UA Gamma(15, 2)
Nbre obtenu 5479 7294 $568 9119 9706 9882
Nbre prévu 5486 7270 8539 9403 9700 9880
Borne inf. 97.5% 5386 7181 $46$ 9355 9666 9858
Borne sup. 97.5% 5585 7359 $609 9450 9734 9902
Dist. BI 0,65*N(8, 4) + 0,35*N(14, 1)
Nbre obtenu 5122 6894 $363 9312 9623 9855
Nbre prévu 506$ 6906 $310 9301 9651 9860
Borne inf. 97.5% 496$ 6813 $235 9253 9614 9837
Borne sup. 97.5% 516$ 699$ $385 93.55 9687 9884
o
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3.2.3. Illustration des résultats pour les trois types de distribution
Les tableaux 3.2.3. 3.2.4 et 3.2.5 présentent les pertes espérées (ou les constantes
équivalentes pour L3 et L4) pour des distributions normale (US), gamma (UA)
et un mélange de deux normales (BI) respectivement, lorsque nous utilisons 20
intervalles.
Afin de ne pas surcharger les pages de chiffres, nous avons séparé les tableaux
en deux parties en répétant les deux premières colonnes, la première donnant les
bornes inférieures des intervalles (l’intervalle s’étendant donc de cette borne jus
qu’à la. borne indiquée à la ligne suivante, qui est la borne inférieure de l’intervalle
suivant) et la deuxième dollilant la probabilité a posteriori de chaque intervalle.
Comme on peut le voir, presque toute la probabilité a posteriori est contenue
dans ces intervalles.
Pour la première des deux parties de chaque tableau, les troisième et. qua
trième colonnes présentent les constantes spécifiques à chaque intervalle tel que
la perte espérée a posteriori de cet intervalle soit égale à celle de l’intervalle ayant
la probabilité a posteriori maximale auquel nous avons assigné une constante de
1. Pour L3 (la troisième colonne), si la constante k (voir équation (2.1.1)) de
l’intervalle est inférieure à ce nombre, cet intervalle sera préféré à celui ayant la
probabilité a posteriori maximale. Si la constante est plus grande, c’est l’inverse.
Par exemple, si nous regardons l’intervalle (—3, 79: —3, 29) du tableau 3.2.3 et
que nous fixons la constante de l’intervalle (—1.29: —0. 79) à 1, nous préférons
Fintervalle (—3. 79: —3. 29) si sa constante est 0,81, mais pas si elle est 0,82.
Pour L1. si la constante d’un intervalle est supérieure à la constante indiquée
(voir équation (2.1.2)), cet intervalle sera préféré à l’intervalle ayant la probabilité
a posteriori maximale. Si la constante est inférieure, c’est l’inverse. finalement,
la cinquième et dernière colonne montre la perte espérée a posteTiori pour L5
pour chaque intervalle. Notons pour terminer que les constantes pour ont
été limitées à 1 000 000 afin d’éviter les nombres astronomiques. Par exemple,
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c si nous prenons les mêmes intervalles qu’au paragraphe précédent et que nousfixons la constante de l’intervalle (—1. 29: —0. 79) à 1, nous préférons l’intervalle
(—3. 79; —3. 29) si sa constante est 35, mais pas si elle est 34.
Dans la deuxième partie, les trois dernières colonnes donnent les pertes espé
rées pour chacun des intervalles pour la fonction de perte L6 avec trois valeurs
différentes pour les constantes et : , 1. 2.
En dernier lieu, mentionnons que les estimateurs ponctuels correspondants
aux fonctions de perte sont. donnés au bas des colonnes lorsqu’ils existent.
Les figures 3.2.1 (US, 50 intervalles), 3.2.2 (US. 100 intervalles), 3.2.3 (UA,
50 intervalles), 3.2.4 (UA, 100 intervalles), 3.2.5 (BI, 50 intervalles) et 3.2.6 (BI,
100 intervalles) présentent la probabilité et les pertes espérées a posteriori pour
chaque intervalle. En fait, pour L3, ce sont les constantes calculées comme pour
les tableaux précédents. Pour L4 et L5, nous avons rééchelonné les pertes espérées
a posteriori (la constante dans le cas de L4) avec un facteur multiplicatif pour les
mettre sur une échelle de O à 1. Pour L6, nous présentons le logarithme naturel
de la perte espérée a posteriori.
Nous pouvons voir que les estimateurs ponctuels (représentés par des “Xi’)
sont toujours très proches des intervalles ayant la perte espérée a posteriori mi
nimale. À titre de référence, nous avons indiqué la position du mode des distri
butions par ne ligne droite sur l’ahcisse.
3D
o Tableau 3.2.3: Illustration des pertes espérées pour les 6fonctions de perte, avec 500 données simulées provenant
d’une normale(0, 500) et 20 intervalles.
Début du tableau 3.2.3 : la probabilité, la perte espérée pour L.5
ainsi que les constantes pour les fonctions de perte L3 et L4.
Bornes inf. Probabilité a
des posteriori L3 L4 L5
intervalles (1 - Li)
(-6.29; -5.79] 0.00000 0.8064 5.587 10 14.949
(-5.79; -5.29] 0.00000 0.8064 4.927 io 11.575
(-5.29;
-791 0.00003 0.8064 5.558. 10’ 9.350
(-4.79; -4.29] 0.00024 0.8066 8.015 102 7375
(-4.29; -3.79] 0.00131 0.8075 1.478V 102 5.65t)
(-3.79; -3.29] 0.00556 0.8109 3.483 10’ 4.17.5
(-3.29; -2.79] 0.01846 0.8216 1.049• 10’ 2.950
(-2.79;
-2.291 0.04797 0.8470 4.036 1.976
(-2.29; -1.79] 0.09757 0.8936 1.984 1.2.51
(-1.79; -1.29] 0.15.534 0.9547 1.246 0.776
(-1.29;
-0.791 0.19360 1.0000 1.000 0.551
(-0.79;
-0.291 0.18888 0.9942 1.02.5 0.576
(-0.29; 0.21] 0.14426 0.9423 1.342 0.852
(0.21; 0.71] 0.08625 0.8825 2.245 1.377
(0.71; 1.211 0.04036 0.8403 4.796 2.152
(1.21; 1.711 0.01478 0.8185 1.310• 10 3.177
(1.71; 2.21] 0.00424 0.6096 4.568 10’ 4.4.52
(2.21; 2.71] 0.00095 0.8072 2.037 102 5977
(2.71; 3.21] 0.00017 0.8065 1.161 . iO 7.75.3
(3.21; 3.71] 0.00002 0.8064 8.457 10’ 9.778
Mode a
posteriori
—0.8404 —0.8404
Espérance
posteriori
a
o
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Fin du tableau 3.2.3 t la probabilité ainsi que la perte espérée pour la
fonction de perte LINEX pour trois valeurs de c différentes.
Bornes inf. Probabilité a
des posteTiori L6 L6 L6
intervalles (1
- Li) = 0.5 o = 1 a = 2
(-6.29; -5.79] 0.00000 0.842 2.104 4.700
(-5.79; -5.29] 0.00000 0.729 1.857 4.200
(-5.29; -4.79] t).00003 0.619 1.612 3.701
(-4.79;
-4.291 0.00024 0.514 1.370 3.202
(-4.29; -3.79] 0.00131 0.415 1.134 2.706
(-3.79; -3.29] 0.00556 0.322 0.906 2.217
(-3.29; -2.79] 0.01846 0.239 0.692 1.747
(-2.79; -2.29] 0.04797 0.168 0.502 1.328
(-2.29;
-1.791 0.09757 0.112 1.049 f1.049
(-1.79; -1.29] 0.15534 0.075 [92.64 1.150
(-1.29; -0.79] 0.191 0.064 0.282 2.282
(-0.79; -0.29] 0.18888 0.085 0.175 6.221
(-0.29; 0.21] 0.14426 0.147 0.954 1.778 101
(0.21; 0.71] 0.08625 0.263 1.907 5.008• 10’
(0.71; 1.21] 0.04036 0.447 3.641 1.387 102
(1.21; 1.71J 0.01478 0.719 6.661 3.805 102
(1.71; 2.21] 0.t)0424 1.104 11.803 1.039 19
(2.21; 2.71] 0.00095 1.633 20.442 2.829rn iO
(2.71; 3.21J 0.00017 2.319 34.848 7.69.5
(3.21; 3.71] 0.00002 3.302 58.762 2.093V 10
Mode a Estimateurs LINEX
posteriori a = 0.5 = 1 a = 2
—0.8401 —1.0904 —1.3404 —1.8404
o
o
o Tableau 3.2.4: Illustration des pertes espérées pour les 6fonctions de perte, avec 500 données simulées provenant
d’une gamma(20, 9) et 20 intervalles.
Début du tableau 3.2.4 : la probabilité, la perte espérée pour L4
Bornes inf. Probabilité a
des posteriori L3 L4 L5
intervalles (1 - Li)
(26.74; 26.97] 0.00000 0.6961 > 1.000 106 1.3757
(26.97; 27.211 0.00000 0.6961 > 1.000 106 1.1255
(27.21; 27.441 0.00000 0.6961 > 1.000• 106 0.9009
(27.44; 27.67] 0.00000 0.6961 > 1.000 106 0.7018
(27.67; 27.91] 0.00000 0.6961 2.348 l0 0.5283
(27.91; 28.14] 0.00005 0.6962 5.846 0.3803
(28.14; 28.38] 0.00107 0.6969 2.847 102 0.2580
(28.38; 28.611 0.01136 0.7041 2.674 10’ 0.1612
(28.61; 28.84] 0.06358 t).7431 4.779 0.0900
(28.84; 29.08] 0.18943 0.8588 1.604 0.t)143
(29.08; 29.31] 0.30386 1.0000 1.000 0.0242
(29.31; 29.551 0.26505 0.9472 1.146 0.0297
(29.55; 29.78] 0.12678 0.7972 2.397 0.0607
(29.78; 30.011 0.t)3349 0.7203 9.t)74 0.117-l
(30.01; 30.251 0.00492 0.6996 6.181 . 10’ 0.1996
(30.25; 30.48] 0.00040 0.6964 7.534V 102 0.3073
(30.48; 30.71] 0.00002 0.6962 1.631W 10 0.4406
(30.71; 30.95] 0.00000 0.6961 6.268 0.5995
(30.95; 31.18] 0.t)t)000 0.6961 > 1.000 106 0.7840
(31.18; 31.42] 0.00000 0.6961 > 1.000 106 0.9940
ainsi que les constantes pour les fonctions de perte L3 et L4.
Mode a
posteriori
29.2582 29.2611
Espérance a
posteriori
o
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Fin du tableau 3.2.4 la probabilité ainsi que la perte espérée pour la
fonction de perte LINEX pour trois valeurs de o différentes.
Bornes inf. Probabilité a
des posteriori L6 L6 L6
intervalles (1 - Li) a 0.5 o = 1 2
(26.74; 26.971 0.00000 0.118 0.351 0.893
(26.97; 27.21] 0.00000 0.100 0.302 0.785
(27.21; 27.44] 0.00000 0.082 t).254 0.678
(27.44; 27.671 0.00000 0.066 0.209 0.572
(27.67; 27.911 0.00000 0.051 0.166 0.468
(27.91; 28.141 0.00005 0.t)3$ 0.126 0.368
(28.14; 28.38] 0.00107 0.027 0.090 0.273
(28.38; 28.61] 0.t)1136 0.017 0.059 0.186
(28.61; 28.84] 0.06358 0.010 0.034 0.112
(28.84; 29.081 0.18943 0.005 0.018 0.060
(29.08; 29.311 0.30386 0.003 0.011 0.042:
(29.31; 29.55] 0.26505 0.004 0.016 0.079
(29.55; 29.78] C).1267$ 0.008 0.038 0.2t]2
(29.78; 30.01] 0.03349 0.017 0.079 0.465
(30.01; 30.25] 0.00492 0.030 0.146 0.949
(30.25; 30.48] 0.00040 0.048 0.245 1.787
(30.48; 30.71J 0.00002 0.071 0.384 3.190
(30.71; 30.951 0.00000 0.101 0.575 5.495
(30.95; 31.181 0.00000 0.138 0.830 9.240
(31.18; 31.42] 0.00000 0.183 1.166 1.5.282
Mode a Estimateurs LINEX
posteriori = 0.5 = 1 o = 2
29.2582 29.239$ 29.2185 29.1760
o
o
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o Tableau 3.2.5: Illustration des pertes espérées pour les 6fonctions de perte, avec 500 données simulées provenant
d’un mélange de deux normales et 20 intervalles.
Début du tableau 3.2.5 : la probabilité, la perte espérée
ainsi que les constantes pour les fonctions de perte L:3
Bornes inf. Probabilité a
des posteriori L3 L4 L5
intervalles (1 - Li)
(-10.16; -9.15] 0.0000t) 0.8441 9.174 lt) 120.131
(-9.15;
-8.141 0.00002 t).8441 9.505rn 1O 99.546
(-8.14;
-7.141 0.00012 0.8442 1.265 80.720
(-7.14; -6.13] 0.00072 0.8447 2.162V 102 63.949
(-6.13;
-5.121 0.t)0329 t).$469 4744. 49.233
(-5.12; -4.11] 0.t]1Ï67 0.8541 1.336V 1t)’ 36.573
(-4.11; -3.10] 0.03226 t).8723 4.831 25.969
(-3.10; -2.09] 0.06953 0.9072 2.242 17.421
(-2.09; -1.08] 0.11677 0.9557 1.335 10.929
(-1.08; -0.07] 0.15283 0.9964 1.020 6.493
(-0.07; 0.94] 0.15588 1.0000 1.000 4.113
(0.94; 1.95] 0.12394 0.9635 1.258 3.789
(1.95; 2.96] 0.07761 0.9151 2.009 5.520
(2.96; 3.97] 0.04797 0.8866 3.250 9.308
(3.97; 4.98] 0.06382 0.9017 2.443 15.151
(4.98; 5.981 0.08509 0.9226 1.832 23.050
(5.98; 6.99] 0.04791 0.8866 3.254 33.006
(6.99; 8.001 0.00983 0.8525 1.585 10 45.017
(8.00; 9.011 0.00072 0.8447 2.168 102 59.081
(9.01; 10.02] 0.t)0002 0.8441 7.907 1O 75.207
pour L5
et L.
Mode a
posteriori
0.0092 1.0975
Espérance a
posteriori
o
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fin du tableau 3.2.5 : la probabilité ainsi que la. perte espérée pour la
fonctioll de perte LINEX pour trois valeurs de ù différentes.
Bornes inf. Probabilité a
des posteTiori L6 L6 L6
intervalles (1
- Li) a = 0.5 a = 1 û = 2
(-10.16;
-9.151 0.00000 4.429 9.847 2.070• 10’
(-9.15;
-8.141 0.00002 3.927 8.829 1.867. 10’
(-8.14;
-7.141 t).00012 3.430 7.812 1.663 10’
(-7.14; -6.13] 0.00072 2.940 6.799 1.460 10’
(-6.13; -5.12] 0.00329 2.463 5.794 1.259• 10’
(-5.12;
-4.111 t).01167 2.007 4.815 1.079• 10’
(-4.11; -3.10] 0.03226 1.586 3.903 1.055. 10’,
(-3.10;
-2.091 0.06953 1.224 3.177 2.199 10’
(-2.09;
-1.081 0.11677 t).957 t2.92i 1.214 102
(-1.08; -0.07] 0.15283 0.850 4.147 5.$31 102
(-0.07; 0.94] 0.15588 1.008 9.175 6.629rn 10:3
(0.94; 1.95] 0. 12394 1.602 2.474 10’ 1.9$9•
(1.95; 2.961 0.07761 2.922 6.923• 10’ 3.75.5• iO
(2.96; 3.97] 0.04797 5.441 1.931rn 102 2.827rn 106
(3.97; 4.98] 0.06382 9.918 5.346 102 2.12$ 10
(4.98; 5.981 0.08509 1.775• 10 1.473 1.601 . i0s
(5.98; 6.99] 0.04791 3.100 10’ 4.050 1.205 10
(6.99; 8.00] 0.00983 5.329. 10’ 1.112 9.072• 10
(8.00; 9.011 t).00072 9.054• 10’ 3.053W 10’ 6.828 1010
(9.01; 10.02] 0.00002 1.526 102 $3x6 10 5.140 10x1
Mode a Estimateurs LINEX
posteriori = 0.5 = 1 û = 2
0.0092 —0..5667 —1.7679 —3.8792
o
dllI)L1J
—uT\s
I1OT4flC[T.I4S1)
PJ
.TflOd
‘Sdtt.1dT1!
OSP
tIfl.)E?qJ
JilOti
(fla[q
Hd
=V‘1IdXlld
f
=VanO.iUdOd410.Ip
i)
97
(lldJq
ulI.)Ii)-71110(1OZ.IdDO(fVSd1(ISdSd1d(1
ltd
dI{Jl
)
7
4d(dlÏo.1
IId
dIt)l[l)j
ittod
Sd[lISUO.)
•(iioII
lTd
•dl1)111)
LtOLtdl5O(Ï
D
ll!([t?tt0.Id
]H[’IDIj
-4
-2
0
2
46
8
10
0.0
0.2
0.40.6
0.8
1.0
Q
Q
7
Q
Q
N)
N)
Q
Q
C)
()
O
Q
Q
Q
01
(31
Q
Q
_
_
_
o
19
C
dtl)U
—dIU.S
TlP0fl1111
Il
11[I.LTSIp
iI’-’’4”!
()Q[
spIfllflI)
.lllocI
(ncu
=u.ia
u
j
uno.i
e=
uio.ip
9j
(n3Ict
tir)
dtt)7.illOd/.IOi.I3/O(J1)tIssd.h)ct
ii
iÏiit)
tj
i
(tio.T
II
dt{JtIt?’)
7
.iitod
E1IItflSUO.)
(iouU)
.ioii.sod
1)
d1iJi(11CIOid
JU.î.DI3
-4-2
0
2468
10
0.0
0.20.4
0.60.8
1.0
IIJ/
o
o
G)
G)
o
o
G)
G)
o
o
__
j__Q
63
o
Q Q
C) C)
Q Q
cJ c\j
01. 90 90 VO 0 00 O - ‘- 9-
FIGuRE 3.2.3. Probabilité (L postertorL (gauche. eu noir).
constantes pour L:3 (gauche. eu rouge) et L1 (gauche. en vert).
pertes espérées a posteiior pour L5 (à gauche. en bleu). L1 (à
droite. u 0. 5 en rouge. u i en vert, u = 2 en bleu) pour
chacun des 50 intervalles, pour la distribution unimodale asmé—
trique
o
Q
LC)
Q
Q
Q
Q Q
Q Q
uI)T.T
iiiXsi
IÏ)011t111
uOuntii.uip
J
.IflC)d
tF-’’4
001
SJ)
1Ifl)tp
inod(nquu.iuuno.ieuio.ip
y)
97-
(nalc[
u.mocl
Cflii1hOd
VSr).IddS)d4Jr)CI
•(J.I)XIIr)(ito.i
ti
iiii-)
:7
,It[O(IS4iI1’IOJ
(liouu
t1)
iozisodV
11Ct([0Jd
JllJDIJ
-6-4-200.0
0.20.4
0.60.8
1.0
o
o
1
o
o
C)
C)
o
o
o
o
Q
I-9
IP°’t
11014114U1S11)
O
P
11lLY?q
iiocI
(iic[
U)
U‘iEXUU
‘anOiLI
¶
Q
=U
iO.I1)
)
9j
(itaqu
i)
7
.inocl
LO/(]Od
î)
icIs
.izc1
•(4.Ta\.
tIr)
I1)l1)
17
4d(r)’t[OJ
‘
t)tt)
7
.TllOdSIfl?4JIC)J
(iioii
ii
t1w)
ztoziod
y
7
0510
152025
0.00.20.4
0.60.8
1.0
Do
—7
r.
oo
:\\\
___
o
Ç;9
IIOTTtIqii4STpiitinciJlXIETUi001sptIfl.)-?11.)
.inod
(n-1cl
H
U
Ti
Hi-)
UanoiU
C
Ç)
=
V
)
07-
(nq
)
-7
inocl
JOiI3JOd
D
T)(ISr)
S.I)CÏ
•
ui
d{JïI’)
17
1
(iio.T
III)
)[t.)tt’)j
.iiioct
uujuo
•(iion
U
iri)
LtOt.iJ5Od
0Ut’t°’d
9
05
101520
25
0.0
0.2
0.40.60.8
1.0
Q
Q
F\)
I\)
o
o
4.
C)
C)
o
o
C)
o
99
G4 6 8 10 12 14 16
67
3.3. Expi
Nous avons appliqué nos résultats à un jeu de données réelles, provenant
d’une ligue d’assurance-incendie d’une compagnie d’assurance danoise, tirées d’un
article de Ramlau-Hansen (1988). Nous avons décidé d’utiliser une distribution
gamma, qui reste une distribution simple et dont l’ajustement aux données est
acceptable (voir figure 3.3.1).
Q
Q
Q
Q
Q
Q
Q
p
o
FIGuRE 3.3.1. Comparaison entre la distribution du logarithme
des données réelles et le modèle. Le graphique du haut présente
la distribution du logarithme des données (ajusté par la fonction
plot(density) de S-plus, qui utilise 1111 noyau gaussien avec une fe
nêtre calculée selon la règle de Silverman) et celui du bas présente
la densité du modèle ajusté aux données.
Nous retrouvons les résultats au tableau 3.3.1, qui est construit de la même
2 4 6 8 10 12 14 16
façon que les tableaux de la section 3.2.3.
6$
Tableau 3.3.1: Illustration des pertes espérées pour les 6
fonctions de perte, avec le jeu de données réelles et 20
intervalles.
Début du tableau 3.3.1 : la probabilité, la perte espérée pour L5
ainsi que les constantes pour les fonctions de perte L3 et L4.
Bornes inf. Probabilité a
des posteriori L3 L4 L5
intervalles (1 - Li)
(3.14; 3.15] 0.00002 0.8256 10502.111 9.27
(3.15; 3.16] 0.00011 0.8256 1655.720 7.45
(3.16; 3.17] 0.00054 0.8260 321.490 5.83 iO
(3.17; 3.18] 0.00227 0.8274 76.77.5 4.40
(3.18; 3.191 0.00775 0.8320 22.519 3.18•
(3.19; 3.20] 0.02153 0.8437 8.102 2.16
(3.20; 3.21] 0.04885 0.8680 3.571 1.33 i0
(3.21; 3.221 0.09059 0.9078 1.926 7.10 10
(3.22; 3.23] 0.13749 0.9572 1.269 2.87 10
(3.23; 3.24] 0.17099 0.9958 1.020 6.3€L 10
(3.24; 3.25] 0J7441 1.0000 1.000 4.04• 10
(3.25; 3.261 0.14618 0.9669 1.193 2.17
(3.26; 3.27J 0.10072 0.9160 1.732 5.94 10
(3.27; 3.28] 0.05713 0.8756 3.053 1.17 iO
(3.28; 3.29] 0.02671 0.8482 6..531 1.9.5
(3.29; 3.30] 0.01030 0.8341 16.934 2.92 i0
(3.30; 3.31] 0.00328 0.8283 53.1.56 4.i0
(3.31; 3.321 0.00066 0.8263 201.812 5.48• i0
(3.32; 3.33] 0.00019 0.8257 925.730 7.0.5
(3.33; 3•341 0.00003 0.8256 5125.235 8.$3• iO
Mode a
posteriori
3.2410 3.2412
Espérance a
posteriori
o
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Fin du tableau 3.3.1 la probabilité ainsi que la perte espérée pour la
fonction de perte LINEX pour trois valeurs de différentes.
Bornes inf. Probabilité a
des posteTiori L6 L6 L6
intervalles (1 - Li) c = 0.5 ci = 1 a = 2
1.20 10
9.76• 10_6
Z.77• 10_6
6.03• 10_6
4.52• 10_6
3.26• 10_6
2.25• 10_6
1.48• 10
9.54. iO
6.79• iO—7
6.53•
8.7$. 10
(3.14;
(3.15;
(3.16;
(3.17;
(3.18;
(3.19;
(3.20;
(3.21;
(3.22;
(3.23;
(3.24;
(3.25;
(3.26;
(3.27;
(3.28;
(3.29;
(3.30;
(3.31;
(3.32;
(3.33;
3.15]
3.16]
3.171
3.18]
3.191
3.201
3.21]
3.22]
3.23]
3.241
3.25]
3.26]
3.27]
3.281
3.29]
3.30]
3.31]
3.321
3.34]
0.00002
0.00011
t) .00054
0.00227
0.0077.5
0.02153
0.04885
0.090.59
0.13749
0.17099
0.17444
0.11618
0.10072
0.05713
0.02671
0.01030
0.00328
t) .00086
0. OOt) 19
0.00003
4.71 .
3.84
3.06
2.38
1.79• i0
1.29 10
8.90• 10_6
5.86 10_6
3.79 10_6
2.71.10_6
2.62• 10_6
3.53. 10_6
5.46• 10_6
8.41 . 10_6
1.24
1.74 10
2.35V iO5
3.07• i0—
3.89. ïtr5
4.82•
1.82W iO
1.49• 10’
1.19 1t)’
9.27 io-
6.99• io—
5.06•
3.50•
2.31 . it)
1.50• iO
1.08
1.0.5• 10
1.43 10
9 92. i0
3.43. iø-
5.07• 10
7 14
9.66 io—
1.26• iø
1.61 10
2.00•
1.35•
2.0$•
3.07•
4.31•
5.89
7..56•
r
1 7)
1.10
10_6
10_6
10_6
10_6
10_6
10_6
1t)
io_
Mode a
posteriori
3.2410
Estimateurs LINEX
o
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3.4. CoNcLusioN
Nous avons obtenu plusieurs résultats intéressants et utiles dans ce chapitre,
puis nous les avons illustrés à l’aide de simulations. Nous avons aussi étudié un
exemple réel.
Nous savons maintenant que les tests d’hypothèses multiples et l’estimation
s’accordent toujours lorsque nous utilisons une fonction de perte quadratique (L5)
ou 0-1 (L1) (mais uniquement avec une distribution unimodale symétrique). Pour
les distributions qui ne sont pas unimodales symétriques et la fonction de perte
0-1 (L.1), ce n’est pas toujours le cas. Malgré tout, grâce au théorème que Fou re
trouve en annexe, il y a un mode dans l’intervalle ayant la probabilité a posteriori
maximale ou u des intervalles adjacents. peu importe la taille de la partition E.
Pour la fonction de perte LINEX (L6), nous savons que si l’estimateur ponctuel
n’est pas dans l’intervalle ayant la perte espérée a posteriori minimale, il sera dans
l’intervalle immédiatement à droite (si c > 0) ou à gauche (si < 0) et que la
probabilité qu’il se trouve dans l’intervalle retenu augmente lorsque la. taille de la
partition E décroît.
C
CONCLUSION
Dans ce mémoire nous nous sommes intéressés aux tests d’hypothèses mul
tiples sur des partitions de l’espace-paramètre en intervalles de largeurs égales.
Nous avons aussi comparé les résultats de ces tests avec les estimateurs ponctuels
utilisant les fonctions de perte correspondantes.
Au premier chapitre nons avons présenté les 6 fonctions de perte que nous
avons utilisées dans le mémoire ainsi que quelques résultats préliminaires sur ces
fonctions de perte.
Dans le deuxième chapitre. nous avons appliqué les résultats du chapitre 1 à
trois types de distributions (quatre dans le cas de la fonction de perte O-1) afin
d’obtenir des résultats un peu plus spécifiques.
Au dernier chapitre, nous avons comparé les estimateurs ponctuels avec les
intervalles retenus par les tests d’hypothèses multiples lorsque la largeur des inter
valles tend vers O. Ensilite. nous avons illustré ces résultats avec des simulations
ainsi qu’un exemple basé sur des données réelles.
Finalement, à l’annexe, nous présentons un théorème très général sur le nombre
d’intervalles (ainsi que lesquels exactement) pouvant être l’intervalle ayant la pro
babilité a posteriori maximale. Les seules exigences sont que le nombre de modes
soit fini, la densité soit continue et qu’elle converge vers O aux deux extrémités
C du support.
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Nous avons trouvé les décisions de Bayes pour les tests d’hypothèses multiples
pour nos fonctions de perte. Pour les fonctions de perte L3 et L4, ces résultats
sont peu spécifiques étant donné que les constantes assignées à chaque intervalle
sont très importantes pour le résultat. Nous avons obtenu des résultats encore
plus spécifiques pour les fonctions de perte L1, L2, L5 et L6 pour les types de dis
tributions unimodale symétrique (US), unimodale asymétrique (UA) et bimodale
(BI). Pour les fonctions de perte L1 et L2, nous avons aussi des résultats pour
tonte distribution multimodale (MM).
Les simulations que nous avons faites au chapitre 3 confirment nos résultats
sur l’accord entre les estimateurs ponctuels et les tests d’hypothèses multiples.
Dans le cas de L1 et L2, il y a toujours accord pour les distributions unimodales
symétriques, mais pas toujours pour les autres distributions, et il est impossible
de prédire s’il y aura accord. Pour L3 et L4, il est impossible de trouver des
résultats généraux satisfaisants. Pour L5, la fonction de perte quadratique. l’es
timateur ponctuel est toujours dans l’intervalle retenu par le test d’hypothèses
multiples. Pour L6, il ny a pas toujours accord, mais l’estimateur ponctuel est
dans l’intervalle retenu par le test ou un intervalle adjacent dails tous les cas.
De plus, nous pouvons donner la probabilité que l’estimateur ponctuel soit dans
l’intervalle retenu par le test, et cette probabilité dépend de la constante a de la
fonction de perte L6 et de la largeur des intervalles, que nous avons notée .
En conclusion, l’accord entre les estimateurs ponctuels et les tests d’hypo
thèses multiples dépend de la fonction de perte et parfois de la largeur de la
partition. De plus, nous sommes d’accord avec Evans (1997) qu’ell général, les es
timateurs ponctuels sont moins compliqués que les tests d’hypothèses multiples.
o
Q
Annexe A
THÉORÈME SUR LES DISTRIBUTIONS
MULTIMODALES
Dans cette annexe, nous présentons le théorème qui abolit la restriction sur
la « proximité » des modes et la position des minima du théorème de la section 2.4.
Étant donné que l’abolition de cette restriction ajoute beaucoup de com
plexité, nous présentons de courtes explications et des résumés avant les étapes
importantes. Il est tout de même fortement suggéré de lire la section 2.4 comme
préparation.
Commençons par expliquer la sélection des /. De façon générale, /3 = €j + 1
si la densité à la borne de droite de l’intervalle e est (strictement) pins élevée
que celle à la borne de gauche de cet intervalle. De même, /3. = — 1 si c’est la
densité à la borne de gauche qui est (strictement) plus élevée. Nous établissons
la convention que 8 a priorité sur /3. Ceci signifie que si
=
/3, nous ne
retiendrons pas finalement, puisqu’ils se trouvent aux extrémités (du point.
de vue des modes), /3 et /3j ont droit à un traitement spécifique.
Ajoutons que si deux intervalles contenant (au moins) un mode sont adjacents
ou identiques. on utilise les pour couvrir les deux intervalles adjacents à gauche
et à droite. Procédons maintenant à l’énoncé du théorème.
A-il
O Théorème A.O.1. Soit 7r(0x) la densité (continue) d’une distribution ayant Mmodes, notés 01.02,. , 0 tel que 0 < 0 < < 0M
Définissons un ensemble d’intervalles e1. i Z qui forment une partztzon de
l’espace-paramètre e avec tes caractéristiques supplémentaires suivantes
—e1=(t1,u1]. u—t=e, VieZ;
—el+l=(l1±l=ll+E=Ul,U1+l=U+E], VieZ.
Ainsi, il existe M constantes c < û2 < < c C Z tel que 0 E efl..
1,2,.. ..M.
Four chaque c, il nous est possible de choisir un seul f31 tel que nous limi
tons argr11ax Pr{0 e ex} à l’ensemble {c1.
. . .
cr, f3i, f32’... ,/3} qui
ne comporte que 2M éléments (au maximum).
Nous définissons tes /31 de ta manière suivante
1 — 1 si 2 — c1 < 1:
= f i — 1 si (ÏaiX) >
‘ sia—a>2.
+ 1 Si 7r(t Ix) <fr(na, I): J
pas défini si ±i — c1 1 et n1 — c1 1:
a1
-I- Ï si c141 — o > 2 et c — < 1:
— 1 si a1+ï — c1 < 1 et o — a11 > 2 et /3— — Ï:
f3? =
J —1 si (lIx) > ir(v r) et fi—i # — 1:1 si ùj±1 — >2
± Ï si (tIx) <(v.jx); J et — _ï 2:
pas dfini sinon.
A-iii
0At ± 1 SZ Qj
— °iu—i 1;
si (i1x) >
— 1
= J et /3i_i ÙM — 1:
si ûj
—
> 2.
ÙM + 1 si r(iaA;j2) < (u1lc);
pas défini sinon.
Avant d’amorcer la preuve, nous présentons u aperçu de la façon dont nous
allons procéder.
Nous commençons par montrer que l’intervalle de probabilité a posteriori
maximale ne peut être à gauche (ou avoir un indice plus petit, ce qui est équi
valent) des intervalles que nous avons choisis. Nous séparons selon la valeur que
prend i.
Ensuite, nous démontrons que Fintervalle de probabilité a posteriori maximale
ne peut être à droite (avoir un indice plus élevé) des intervalles que nous avons
choisis. Nous séparons aussi selon la valeur de La preuve est très similaire à
celle de la partie précédeilte, mais pas tout à fait parce que n’est pas défini
exactement symétriquement à f3•
finalement, nous nous attaquons aux intervalles non choisis entre les paires
de modes adjacents. Nous montrons que dans tous les cas (ou presque), leur pro
babilité a posteriori est inférieure à au moins une des probabilités a posteriori
des intervalles choisis qui les bornent. Les quelques exceptions sont des cas très
particuliers qui sont explorés et couverts dans le lemme qui suit. Il nous permet
tra ensuite d’alléger la preuve par quelques hypothèses ou présupposés qUi, s’ils
ne sont pas justifiés. renvoient au lemme. Ces hypothèses ou présupposés seront
notés explicitement. Voici donc le lemme et sa preuve, et la preuve du théorème
suivra.
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G Lemme A.O.1. Soit ta mêm.e situation que dans l’énoncé du théorème (incluantles définitions des i3j).
Si, POliT un certain intervatte eaï, donc ayant pour indice j,
— —
> 2 et i — ai_i 2;
nllllo(o1.1)7r(9.v) = r(u1x), c’est-à-dire que le premier minimum à droite
de Oj n’est pas dans e1 (ou que ce minimum est un plateau,);
-
c1 + 1, ce qui implique 7rQQJr) i1),
alors nous avons que nraxae{i,c22 Pr{ eaj} 7(cj OE).
Démonstration (du lemme)
Puisque ir(l1x) ir(uajr) et que flh1floE(oj,u1) 7r(Ox) = ir(u1:r), nous avons
l’implication suivante
Pr{& E <
= -(O) < -(Ï1x).
OE(t1,O1)
En effet,
Pr{O f (8Ix)d
f (O)dO ± f1cj Oi
roi
>] ir(O.v)dO + (ii — Oj )ir( U 1)toi
et donc
Pr{O E e1jx} <v(’u1Lr)
r0’
J ir(Okc)dO < toi — i1)7r(’ur)lai
:E:,. niin ir(8I.x) < lr(uOE1 r) < 7r(i1 )
0Ejt .Oj)
car E = u, — i, = (ufl, — Oj) + (Oj
—
A-v
Tout ceci nous indique que le minimum immédiatement à gauche de 0 (notons
le 0*) est dans Fintervalle 9, ce qui implique que
ir(0j_ir) > ir(sx) > ir(tx) > 7r(0*r),0J_I <s <t <0*.
Si /3 — 1 (donc 7r(tcj:1) > r(u rfl, nous avons Pr{0 5j}
c’îr(i0 x) > r(u1I.x) puisqu’il n’y a aucun millimum entre Oj et celui situé dans
ce qui implique que ir(0r) est décroissante dans e. Donc, si f3j = — 1,
le lemme tient;
Si par contre t3 c — 1, nous avons que soit [3j — 1 (ce qui implique
f3i— = _+i) ,soit r(t1x) ir(i1:r), ou les deux. Étant donné la complexité
du deuxième cas, nous le présentons en dernier. Nous commençons par le cas où
les deux conditions sont réalisées, puis par le premier cas.
— Si /3j_ = ± 1 et que ir(i1r)
=
nous avons que
Pr{0 e31, r} > 13:) > E7r(l v)
=
ir(u :r).
car ‘ïr(0r) est décroissante sur l’intervalle (9_. 0*) et t1) C
(Oj_,
0*);
— Si /3_j = i_ + 1 et que r(i1lx) > r(’uajlx), alors le signe d’égalité à la
fil de l’équation précédente est remplacé par un signe d’inégalité “>“;
— Sinon, /3j—ï o_1+1 (ce qui implique ir(icj_ili) > ir(u_j) et r(l) =
ir(u Ix)), et si nous avons que
Pr{0 e e1_J3} (u_Jx) ir(tx) Eir(vajlI).
alors le lemme est vérifié. Si ce n’est pas le cas, nous réunissons à nouveau
les conditions du lemme, mais pour o_ au lieu de j. Nous pouvons conti
nuer ainsi jusquà a1 et qui est défini différemment des autres 3.
o
ATj
Alors, si a1 + 1, nous avons que
Pr{0 E x} ir(u r) E7r(l11 c) = E7t(Uaj r)
et sinon, /3y
— 1, ce qui implique que ir(i x) > 7T(Uai ), et donc
Pr{0 e e, i} > r(u1 Ix) > r(t1x) E7r(U1I:ï).
Il est impossible que si 7F(l1 x) > r(u Ix) et le minimum entre 0 et 02
n’est pas dans l’intervalle eai, nous ayons
Pr{0 e e, } <Er(7i, Ix)
puisqu’il n’y a pas de mode 0* tel que 0* <9
Le lemme tient aussi dans l’autre sens, en passant de a1 à aj+i et ainsi de
suite jusqu’à aM et 13M.
Démonstration (du théorème)
Comme nous l’avons déjà mentionné, nous commençons par le côté gauche de
la distribution.
Puisqu’il n’y a pas de mode à gauche de °1, nous savons que
(sIx) <(.) <n(0.jlx), $ <t < 0.
Séparons maintenant selon que /3
— 1 ou = a1 + 1.
Premièrement, si = —1, pour un intervalle e « à gauche » de l’intervalle
e,1, c’est-à-dire a < /, nons aurons que
ex} <Eir(u(jx) <Er(ÏIx) <Pr{0
puisque e c {0: O < e1} D e.
/
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Deuxièmemellt, si /3 c + 1, nous savons que co
— c > 2 et que 7r(u s) >
r(iajx). Nous avons que
Pr{0 e eJs} <r(uc1)x) <En(iaj ) V a <
Nous avons maintenant deux possibilités
E7r(Ï15) < Pr{0 e e1}
et alors
Pr{0 e eas} < P{0 e ec1is} Va < c:
E7t(tai s) > Pr{0 e, }
min ir(9s) < qr(i s) < ir(u1 s)
OE8j .u)
puisque nous savons que rninoE(la Oi) 7r(0s) = rr(i s). Ceci veut dire que
la distribution atteint son minimum local entre 0 et u0. Mais, puisque
02 > ‘u, nous aurons que
Elr(tai s) <Eir(u1 s) = rr(Ï1 s) <Pr{0 e e, s}
et donc
Pr{0 e ej} <Pr{O e e, s} V a < cr1.
Nous avons montré que argrnax(1zPr{0 e e} rnin{ai,8j}.
Nous passons maintenant au côté droit de la distribution.
Étant donné que 0M est le mode le plus à droite, nous avons que
r(0js) > n(ts) r(ss),0ï t> s.
Nous séparons maintenant selon que /34J
= + 1 ou non.
En premier lieu, si /EJ aM + 1,
Pr{0 e es} <Eir(t0s) <Err(v1s) <Pr{0 e Va> /3i
A—viii
puisque ea C {O: & > 6} D e1.
En deuxième lieu, nous avons que soit
=
— 1, soit /3j
=
— 1.
Nous savons alors que ci
—
2 et que 7r(ljx) r(’Arr).
Similairement au côté gauche, nous avons que
Pr{O e ej} <Er(i(i) <ir(u1i) V a > c.
Encore une fois, deux possibilités s’offrent à nous
— soit
< P-{e e et}
et donc
e e0r} <Pi{& e ej:} Va> c;
— ou encore, soit
> Pr{ E eaj}.
Nous tirons une conclusion similaire à celle du côté gauche, c’est-à-dire que
nous avons atteint le minimum local entre t et °M•
De même, puisque > c — 1, nous aurons que
< = ri(’u1_r) Pr{6 e ec}
et donc
Pr{e ea} <Pr{O e e_1x} V a> caï,j.
Or. nous savons que soit
=
— Ï, soit f31
=
— 1, ce qui veut dire
que nous venons de montrer que arg1naxz Pi{O max{aj,
Nous arrivons maintenant à la troisième et dernière partie de la preuve. Nous
montrons maintenant que pour c et n quelconques (et /3 et /3 définis comme
A-ix
dans l’énoncé), nous avons que
argmaxPr{0 {max{c,t31}± 1, ;ïix{o1,4}+ 2
aEZ
— 1}.
Nous divisons e plusieurs parties selon le nombre d’intervalles entre ea, et
(ou, plus précisément, selon c4 — û1). Selon les cas, nous divisons encore selon
les valeurs de t31 et ainsi que la position du « minimum ».
Premièrement, si ù,
— c < 1, il n’y a aucun intervalle entre 8 et ea,
puisqu’ils sont soit adjacents soit superposés.
Deuxièmement, si
— = 2, alors il y a un seul intervalle entre les deux.
Si /3 = ûj + 1 ou
=
— 1, cet unique intervalle aura été choisi et nous
n’avons rien à démontrer. Nous supposons donc que /3 # c, + 1 et /3i+i o+i —1.
Ceci implique plusieurs choses
-
— Œ1 > 2 (si ‘i 1) et û1+2 — > 2 (si i M — 1);
— (i x) > (u x) et (i+ Li)
Puisqu’il n’y a pas de mode entre 6 et 0ii, E (0f, 6÷) tel que
ir(6x) > r(sr) > ir(t) > 7r(0*), O <s <t < O
et
ir(0*) r(sr) ir(tr) 7r(6I+lx),0* <61+1.
Il y a trois possibilités pour la position de 0*. Si 0* E e, nous avons que
Pr{0 E x} < r(ua±, x)
=
= )
<Pr{0 E
Cette dernière inégalité peut e pas être respectée, mais nous nous retrouvons
alors avec les conditions du lemme présenté précédemmellt, qui implique que
Pr{0 E 8+r} maxQE{a+i,2 Pr{0 E eac}. Par souci de
A-x
simplicité, nous maintenons ces abus de notation en mentionnant l’existence du
lemme à chaque fois.
Si 0* E ea÷i, nous avons de façon similaire que
Pr{0 e e+1Ix} <Eîr(ta+iï) E7r(ux) < Pr{0 é eajï} (lemme)
Sinon, 0* ea, et 0* nous avons alors que
ir(0r) maxfr(u, x); ir(t c)}V O é (ufl,,
Ceci implique que
Pr{0 ê e,±1.r} E rnax{r(uJx); r(Ï1 )}
E max Pr{0 ê e0r} (lemme)
puisque le lemme s’applique à
6rQuT) < Pr{0 E eaix} (lemme)
et
E7F(l1 ) < Pr{O ê x} (lemme)
Donc, pour
— = 2, argniaxzPr{0 E Or} $ ci ± 1, si /j c + 1
et i+1 — 1.
Troisièmement, pour
—o = 3, si /3 = o+1 et /3 —1, alors il n’y
a pas d’intervalles non choisis. Comme pour le cas Q — = 2, 0* E (0. Oy)
tel que
> ir(sc) > ir(tr) > 7r(0*II), 0 <s < t < 0*
et
7r(0*r) <ir(sx) <ir(t:r) <r(O1±iI2:). 0* < <t< 0±i.
Si 0* E e0, nous avons deux possibilités
A-xi
o
— Sj /3±ï = oï — 1,
Pr{O = P{ ej}.
Le lemme n’est pas nécessaire ici;
sinon,
Pr{8 e ea+ix} Pr{6 e
< r(u11 )
= r(l÷. ï)
< Pr{9 E e1Ix} (lemme).
Si 6 (na. nous avons trois possibilités
— si
=
c + 1 (qui implique /3iH- —
Pr{O e ea,_j.x}
= E(ia,1 ï)
< Pr{6 E ea,, ï} (lemme);
si /± = — 1 (qui implique a + 1),
Pr{6 E <E7t(la±iï)
=
< Pr{O E ea.. ï} (lemme);
— si /3 c + 1 et — 1, nous savons que
ir(Ojï) max{7r(va, ï): 7t(ta,+ ï)}. V O E (‘Lia.. 1ai).
Or, comme
7r(ua ï) < Pr{O E ea, r} (lemme)
et
< Pr{O E ea11} (lemme),
Â-xii
nous aurons donc que
Pr{0 E e1)I} <Enaxfr(1.ax):n(tOElI:r)}
max Pr{0 (lemme),
fLE{.Q+i}
pour b = c + 1, — 1.
Si 0* e ti,+i—ï. la preuve est très similaire au cas précédent (0* e
(‘u, v,+1)) car nous sommes dans un cas presque symétrique.
Finalement, si O e e±1. la preuve est très similaire a premier cas (0* e eQ,)
et nous ne la présentons pas non plus.
Nous avons donc démontré la validité de notre affirmation pour
— cj = 3.
Finalement, nous passons au dernier cas, û1
—
ct, 4. Nous avons toujours
que 0 e (01, 0) tel que
7r(0) (s) > 7r(tx) > r(0*T) 0 <s <t < 0
et
(9*) <(sx) <n(tjx) <n(0j+j;r),0* < <t <0m.
Nous divisons maintenant selon la position de 0*. Si 0* E e, nous avons
deux possibilités
si /3+i = — 1, nous avons que V ci tel que a <u </+y,
Pr{0 e eai} 67r(-u(jx) (Ï5.1r) < Pr{0 e e51r}:
— sinon, nous avons que V o <u < û11,
Pr{0 e eaj} Pr{0
6n(u,11 )
= x)
< Pu{0 e Ojx} (lemme).
A-xiii
Si O e e+1 = (LLa,. u÷1], nous avons quatre possibilités
— si /E = c + 1 et /3 = — 1, alors V u tel que /3 <a < t3± nous avons
que
Pr{0 e ejx} -(u) <Eir(l,1ix) <Pr{0 e ejx}:
— si /3, = cj + 1 et /3--i a+i — 1, alors V u tel que /3 < u < aj÷ nous avons
que
Pr{0 e eix} < Pr{0 8a,_j.r}
Er(’u1_1 I’)
= E(Ï,1 jx)
< Pr{0 e e1ix} (lemme);
— Si i3 n + 1 et i3+ = — 1, nous savons que
%7r(ujx) < Pr{0 E ej} (lemme)
et
E7r(Ï,1 ix) Pr{0 e x}.
Alors, V u tel que < u < /3, nous avons que
Pr{0 E Oat} Emaxfr(ùajx);(Ï1Ix)}
< max Pr{0 E (lemme);
si /3 + 1 et /3 — 1, nous savons que
< Pr{0 C eajx} (lemme)
et
r(l±1Hx) < Pr{0 E e1ix} (lemme).
Alors, V u tel que n < u < a, nous avons que
Pr{0 E e0ix} <
Pr{0 E ebix} (lemme).
A-xiv
Si 8* E (7Lc-i, /c+i—t’), nous savons que
E7rtuj) < Pr{0 E eajx} si /3 c, ± 1 (lemme),
< Pr{8 e x} si 4J — 1 (lemme),
r(v ï) <Pr{O e e, } i + 1
et
E7r(Ïjï) <Pr{O e i —1.
Quatre possibilités se présentent à nous
si /3 = a + 1 et /3j1 = —1, alors Va tel que /3 < a < /3, nous avons
que
Pr{& E e(X} < E rnax{irQu,3 x); i x)}
< max Pr{8 E ebx};
—
si = a + 1 et — 1, alors V a tel que /3 <a < c÷1, nous avons
que
Pr{8 E eax} < Emax{7r(71ï):7r(iajx)}
< max Pr{8 E ebJx} (lemme);
— si c+l et = c—1, alors Va tel que c <a < nous avons
que
Pr{O E ecjï} < Emax{7r(uajx)7r(ljx)}
< max Pr{8 E eb;l} (lemme);
be{’± }
— si j a + 1 et —1, alors Va tel que o <a < nous avons
que
Pr{6 E ea} < E1Ï1ax{7r(uajx);r(l+jï)}
< max Pr{8 E ebX} (lemme).
Si O E ij e_1, nous retournons au 2 cas, car la preuve est
similaire.
A—xv
Finalemant, si O e ea,,,, la preuve est similaire à celle pour 0* e On,.
Nous pouvons donc conclure que l’intervalle ayant la probabilité a posteriori
maximale ne peut être un de ceux qui ne sollt pas choisis entre ea, et e1.
Ceci conclut la preuve du théorème général.
Avant de clore cette annexe, nous voudrions mentionner que la méthode de
sélection des /3, est faite pour millimiser le nombre de /3 à définir et conserver le
résultat. Tant que les conditions de base d’existence des [3 que nous avons utilisés
dans la preuve n’est pas modifiée, pour toute modification (généralement afin de
la simplifier) de la méthode de sélection des %, les résultats du théorème seront
maintenus. C’est-à-dire que l’on peut choisir davantage de /3, en autant qu’il ne
puisse pas y avoir de contradiction avec la méthode de sélection présentée ici.
C
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