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Abstract
We present a study of the problem of spalling and fragmentation using a Space Time Dis-
continuous Galerkin Finite Element Method (SDGFEM) coupled with an interfacial damage
model. SDGFEM offers many advantages over conventional finite element methods. These
include element-wise conservation, linear computational complexity, powerful dynamic adap-
tive meshing, interface tracking, preservation of characteristic structure and suitability for
large-scale parallel computing. The interfacial damage model and dynamic adaptive meshing
allow free nucleation and propagation of cracks that are located and oriented arbitrarily in
the domain without any mesh bias. This model does not alter the effective bulk properties
of the material at any level of mesh refinement. Numerical examples demonstrate that the
method successfully captures spall in an elastic bar and the initiation of fragmentation in a
plate.
We present a parallelization methodology based on shared-memory parallelism for the
SDGFEM code. A patch-by-patch solution procedure, higher efficiency of the three-field
SDGFEM formulation compared to the single-field formulation and linear complexity in the
number of space-time elements make the SDGFEM very suitable for parallelization. Based
on code profiling, the assembly and solution stages of the code are parallelized. One of the
latest architectures, the Intel Many Integrated Core (MIC) architecture, available on Intel
Phi Cards is explored. Sequential optimization, vectorization and OpenMP multi-threading
lead to good speedups. Some initial results obtained using the MIC architecture seem
promising and complete parallelization on the MIC architecture is planned as an extension
of this work.
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Chapter 1
Introduction
The objectives of this thesis are twofold. The first is to study the problems of fragmentation
and spalling in brittle materials using an adaptive Spacetime Discontinuous Galerkin Finite
Element Method (SDGFEM) combined with an interfacial damage-delay model for fracture
processes. The second is to investigate shared-memory parallel programming techniques for
accelerating an SDGFEM code on contemporary multicore hardware platforms.
We open chapter 2 by defining spalling and fragmentation and then discuss applications
where modeling these phenomena is important. We discuss the computational challenges
that arise in simulations of this dynamic mode of material failure and review numerical
methods that have previously been proposed to address them. We then propose the com-
bination of an adaptive SDGFEM with an interfacial damage-delay model as an alternative
approach to spalling and fragmentation simulation and discuss its advantages relative to
previous methods. Numerical studies of spalling in an elastic bar subjected to longitudinal
tensile loading and of fragmentation in a square specimen subjected to biaxial loading are
presented to demonstrate the efficacy and advantages of our method.
Chapter 3 is concerned with parallelization of an SDGFEM code in the context of con-
temporary multicore, shared-memory platforms. We review the shared-memory, parallel-
programming paradigm and describe its advantages and limitations. Our discussion empha-
sizes machine architectures with multiple integrated cores, such as the Intel Many Integrated
Core (MIC) Architecture currently available on Intel Xeon Phi Cards. Finally, we describe
our experience parallelizing a SDGFEM code on this architecture and present results that
demonstrate the effectiveness of this approach and various factors that might limit perfor-
mance if not properly accounted for.
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Chapter 2
Spacetime Simulation of Fragmentation and Spalling
2.1 Introduction
Fragmentation results from dynamic material failure when an intricate pattern of cracks
initiate at random sites, propagate and then coalesce to generate fragments. There appears
to be no consistent definition for spalling in the literature. Most authors define it as a form
of fragmentation, driven by mechanical, thermal, or chemical processes, in which fragments
separate from a body at its surface (with no reference to dynamics). Others define it as
a dynamic fracture phenomenon during which an internal fracture surface is formed in a
region of tension produced by the interaction of stress waves on the interior of a material
body (with no reference to the body’s surface). For the purposes of this study, we focus on
dynamic spalling. That is, a spontaneous fracture process driven by dynamic mechanical
loading where no pre-crack, notch or material structure is present to initiate fracture.
Fragmentation and spalling are important in a number of engineering and scientific ap-
plications, such as the fragmentation and spallation of concrete ([6], [7]), armor engineering
([8], [9]), and seismic events. Multiple fracture nucleation sites and dynamic interactions
between propagating cracks are common features of both phenomena. Through a numerical
example of spalling, we study incident wave propagation as a result of loading and reflec-
tion waves subsequent to spalling, crack patterns and interactions, stress distribution and
velocity distribution.
For modeling this phenomenon, a numerical method should be able to resolve sharp cracks
and allow nucleation of multiple cracks, solution dependent crack propagation and crack
coalescence. Also, the method should should not affect the bulk properties of the material.
Computational models may use a cohesive zone model ([10], [11]) to characterize the
2
fracture process. Surfaces of discontinuity are introduced in the material to model cracks.
Here, the cohesive element method is the most popular numerical method used. It is a
finite element implementation in which cohesive finite elements are introduced on element
boundaries to model discontinuities in the solution. A Traction Separation Law (TSL) is used
to describe traction as a function of separation at the cohesive interfaces. The method can
follow an intrinsic approach or an extrinsic approach. In the intrinsic approach, cohesive
elements are inserted on all inter-element boundaries and follow a TSL with an initially
elastic response. This alters the elastic response of the material prior to fracture leading to
issues of artificial compliance. In the extrinsic approach cohesive elements are inserted on
inter-element boundaries when a particular criteria for fracture is met and follow the TSL
with an initially rigid response. This avoids issues of artificial compliance until the onset
of fracture. On compressive reloading of the cohesive elements, the extrinsic approach also
experiences a similar issue [12].
Extended finite element method (XFEM) ([13], [14], [15]) models cracks as surfaces of
discontinuity that are allowed to propagate through the interior of elements. This allows
modelling of cracks with geometry independent of the finite element mesh using a coarse
mesh. But, as reported by [12], fine meshes are still needed around the crack tip to resolve the
size of the fracture process zone in brittle materials and the crack path. Scalable algorithms
for XFEM are expected to exhibit an even higher level of complexity than the parallelization
of cohesive element methods. [12]
Another approach is the use of a Discontinuous Galerkin (DG) method in space. Cracks
are represented as discontinuous solution fields across inter-element boundaries. Continuity
across inter-element boundaries is weakly enforced by considering DG interface flux terms
obtained from solving local Riemann problems on the boundaries. Interface flux terms are
replaced with an extrinsic TSL when a particular fracture criteria is met. An explicit time
integration scheme can be used to march in time. Consistency and stability of the finite
element solution prior to fracture are guaranteed naturally from the DG formulation. This
avoids problems with the intrinsic cohesive approaches that violate both consistency and
stability and lead to numerical problems like artificial compliance and wave propagation
issues [12].
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Computational models may employ a damage model that represents the process of material
degradation such as void growth in a material through a damage parameter. Bulk damage
models model cracks as regions in a material with large damage values. Interfacial damage
models ([16], [17], [18], [19]) model cracks as sharp interfaces with a large damage value.
The latter are hence able to resolve sharp crack tips.
We use a Space-time Discontinuous Galerkin Finite Element Method (SDGFEM) cou-
pled with an interfacial damage model ([4], [19]). This approach has several advantages
over the other methods mentioned above. SDG models use unstructured spacetime grids
can be solved asynchronously to avoid the limitations and bottlenecks of conventional finite
elements. Their advantages include element-wise conservation, linear computational com-
plexity, powerful dynamic adaptive meshing, interface tracking, preservation of characteristic
structure and suitability for large-scale parallel computing. Refer to [4], [2] and [20] for a
complete description.
It does not suffer from issues of artificial compliance encountered due to the insertion of
cohesive elements at inter-element boundaries. Hence the bulk properties of the material
are maintained. Other interfacial damage models ([21], [22]) also use a linear elastic relation
relation on the bonded area fraction of a fracture interface which alters the bulk properties
of the material in a similar way.
The use of adaptive meshing allows free nucleation and extension of fracture interfaces.
Hence, the fracture interfaces can be aligned with crack path trajectories that are located
and oriented arbitrarily in the domain[19]. Adaptive meshing also enables mesh refinement
in areas with complex features (crack nucleation, growth, branching) whereas a coarse mesh
can be used in other regions of the domain to make the implementation efficient.
Cracks nucleate and grow at sites around a crack tip where defects are present. The defects
are modeled by using a statistical distribution of the cohesive strength. These new cracks
can coalesce with other cracks and produce crack branching. This allows for realistically
modeling material fracture. The cracks are formed in the direction normal to the highest
tensile stress that is normal to the principal direction (mode I crack growth).
In this chapter we first discuss the salient features of the space-time discontinuous galerkin
finite element method and the damage model that we use in section 2.2 and 2.3. Next, in
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Figure 2.1: SDG Solution scheme on causal spacetime mesh (top). Global coupling in
noncausal mesh (bottom). Reproduced from [1].
section 2.4, we study spall of a longitudinal bar and a plate and present the results which is
followed by the conclusions.
2.2 Adaptive Spacetime Discontinuous Galerkin Finite Element
Method
This section reviews key features of the adaptive spacetime discontinuous Galerkin finite
element method (SDGFEM) that provides the underlying framework for our simulations of
fragmentation and spalling in Section 2.4. The following subsections survey the causality-
based spacetime meshing and solution scheme, adaptive spacetime meshing, and the space-
time formulation of elastodynamics. We specialize this model to incorporate a damage-delay
fracture model in Section 2.3 and describe parallelization of the SDGFEM in Chapter 3.
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2.2.1 Causality-based spacetime meshing and solution scheme
Our spacetime discontinuous Galekin (SDG) solver works with unstructured spacetime meshes,
such as the simple example in 1d×time in the top part of Fig. 2.1. The inclined arrows in-
dicate the characteristic directions (wave trajectories). In this example, waves travel to
the right and left at equal, finite speeds. Our SDG solution scheme imposes a causality
constraint on the mesh geometry that requires each element facet to be faster (i.e., closer
to horizontal) than the fastest wave speed. Thus, all element facets are space-like in the
terminology of relativity theory, and information flows in only one direction across each
element facet. Accordingly, the later facets of a given element are purely outflow surfaces,
and the earlier facets are purely inflow. This structure ensures that the solutions in the two
shaded elements depend only on the solutions in the earlier elements adjacent to their inflow
facets. The solutions in these earlier elements, however, do not depend on the solutions in
the shaded elements.
This asymmetric dependency between solutions in adjacent elements generates a partial
element ordering by which the global solution can be computed locally, one element at a
time. For example, consider the four level-1 elements along the initial-time boundary. The
solution in each of these depends only on the initial data along each element’s bottom facet
and, in the case of the leftmost and rightmost elements, on prescribed boundary data. The
level-1 element solutions can be computed locally and in parallel if multiple computational
cores are available. Any level-2 element can be solved as soon as its immediate level-1
neighbors have been solved, even if other level-1 elements remain unsolved. Thus, causal
SDG meshes enable asynchronous, element-by-element solutions with linear complexity.
The structured mesh at the bottom of Fig. 2.1 corresponds to a single step in a conventional
time-marching scheme. The characteristic directions indicate symmetric coupling between
solutions in adjacent elements. This dependency spreads globally, so that all elements must
be solved simultaneously. This undesirable global coupling is entirely an artifact of the
traditional noncausal discretization; it does not reflect the true structure of the underlying
partial differential equation.
In practice, we replace the individual elements in Fig. 2.1 with small clusters of simplex
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Figure 2.2: Pitching patches in 2d×time; the time-axis is vertical. The local causality
constraint limits patch duration. Wireframe renderings depict new patches of tetrahedra
that are ready to be solved. Opaque surfaces reflect local updates to the current front
mesh after a new patch has been solved (reproduced from [2]).
(a) Vertex deletion (b) Edge flip (c) Inclined tent pole
Figure 2.3: Adaptive meshing operations via special spacetime patches (top)
vs. conventional 2d remeshing operations (bottom). Inclined tent poles (c) describe vertex
motion, as in moving-mesh models, for tracking discrete solution features or continuous
mesh smoothing (reproduced from [3]).
elements called patches, where only the exterior patch facets are subject to the causality
constraint. For example, in 2d×time, a cluster of tetrahedral spacetime elements comprises
each patch, as in Fig. 2.2. We implement an advancing-front meshing/solution procedure.
In each step, the Tent Pitcher algorithm [23, 24, 4] advances in time a vertex in a space-like
front mesh to define a local front update. The causality constraint limits the maximum time
increment at the vertex. A small mesh of spacetime simplices covers the region between the
old and new fronts to form a new patch. We immediately solve each new patch as a local
finite element problem, store the solution, and then locally update the current front mesh
to the patch’s outflow facets. We repeat this patch-by-patch meshing/solution procedure at
front vertices that are local minima in time until the entire spacetime analysis domain is
solved.
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2.2.2 Adaptive spacetime meshing
The local spacetime structure of the SDG solver enables a powerful approach to dynamic
adaptive meshing. An error indicator is computed for each new patch solution. If the error
is acceptable, the patch solution is accepted and stored for use as inflow data for subsequent
patches. If the error is too large, the patch is rejected and the solver passes a demand for
mesh refinement to the meshing code. If the error is too small, the patch is accepted and
a request for subsequent mesh coarsening is issued. The adaptive Tent Pitcher software
responds to refinement demands by refining the front mesh before restarting the patch-
generation procedure. This produces corresponding refinement in the spacetime mesh. For
example, two bisection refinements of segments in the old front mesh generate the smaller
shaded element in Fig. 2.1.
In 2d×time, we implement common adaptive meshing operations, such as vertex-deletion,
edge flips, and vertex motion, as special spacetime patches; cf. Fig. 2.3. This contrasts with
the instantaneous mesh modifications applied between time steps in conventional adaptive
meshing algorithms that require expensive and error-prone projections of the solution from
the old mesh onto the new mesh. Since the adaptive SDG patches conform to both the
old front mesh on their inflow facets and to the new front mesh on their outflow facets, no
solution projection is needed, and high-order accuracy is preserved.
We can achieve strong, dynamic refinement because the adaptive meshing and the patch
solutions are local operations that share the same granularity within the SDG algorithm.
This contrasts with conventional adaptive methods, where remeshing is typically a global op-
eration that is only applied after several time steps have been computed. As seen in Fig. 2.4,
SDG adaptive meshing closely tracks dynamic solution features, such as the trajectories of
multiple wavefronts in a crack-tip wave scattering model. In the context of our present
application of dynamic fragmentation and spalling, the adaptive SDG solution scheme pro-
vides unique capabilities that we exploit to nucleate and extend cracks, continuously smooth
the surrounding mesh to maintain mesh quality, and to attain the intense mesh refinement
that is required to resolve dynamic crack-tip fields. In addition, the flexibility of our adap-
tive meshing allows our physical model to dictate solution-dependent crack trajectories and
8
Figure 2.4: Adaptive spacetime mesh for an elastodynamic simulation of crack-tip wave
scattering in 2d×time (reproduced from [4]). The vertical direction represents time.
eliminate virtually all mesh-dependencies. We believe that these are critical requirements if
numerical simulation is to provide a reliable tool for scientific study and engineering design
in dynamic fracture applications.
2.2.3 Spacetime formulation of elastodynamics
We summarize here a discontinuous Galerkin formulation of linear elastodynamics localized
to a spacetime subdomain with a suitably regular boundary across which the solution fields
may suffer jumps. We associate these subdomains with individual spacetime elements in our
SDG discretization. Our formulation follows the development in [2, 20, 25] which is based on
differential forms notation and the exterior calculus on manifolds. This approach, although
it might be unfamiliar to some readers, is particularly well-suited to spacetime mechanics
formulations. It provides a direct, coordinate-free notation that can be used to express fluxes
across interfaces with arbitrary orientations in spacetime and circumvents problems relating
to frame invariance that arise with traditional tensor notation. For example, invariant
definitions for inner product, vector magnitude, and normal vectors on a d-manifold with
arbitrary orientation are not available in the spacetime setting for classical mechanics. A
complete development of the forms notation, as presented in the above-cited publications, is
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rather technical. Fortunately, an abbreviated qualitative description of the the single-field
displacement formulation, cf. [2, 20], is sufficient to explain the incorporation of the Riemann
solutions for dynamic contact into the SDG model.
Balance of linear momentum is only weakly enforced in the one-field model, and we focus
on this relation first. Given any spacetime domain Q with a suitably regular boundary,
momentum balance is written in forms notation as
∫
∂Q
M =
∫
Q
ρb (2.1)
in which M is the spacetime d-form that delivers the flux of linear momentum across any
spacetime d-manifold, ρ is mass density, and b is the (d + 1)-form for body force per unit
mass. We denote differential forms in italic bold fonts and use upright bold fonts for their
vector and tensor coefficients. For example, S and S denote, respectively, the differential
d-form for stress and the stress tensor field. The form M must account for both the spatial
and temporal components of the momentum flux to address d-manifolds with arbitrary
spacetime orientation. Specifically, the stress, S, and the d-form for linear momentum
density, p, combine to form the spacetime momentum flux: M := p−S. This construction
in forms notation is the spacetime generalization of the momentum flux delivered by the
stress tensor, S, when it acts on a unit normal vector associated with a spatial surface to
produce a traction vector according to the Caudhy relation.
We localize the momentum balance equation (2.1) by considering all admissible choices
for Q and applying the Stokes theorem for forms, ∫
∂QM =
∫
Q dM , in which d denotes the
exterior derivative operator. We obtain
dM − ρb = 0. (2.2)
This is the residual statement of the Equation of Motion (localized Balance of Linear Mo-
menum) written in forms notation.
In this work, we use the single-field formulation of linearized elastodynamics [2] in which
the vector displacement field, u, is the sole primary unknown field. Relations between u and
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one-forms for velocity and strain, v and E, are strictly enforced on element interiors. The
one-forms combine to generate the spacetime strain–velocity one-form, ε := v + E. The
kinematic compatibility equations are summarized as,
sym(dε) = 0 (2.3a)
i(du− ε) = 0, (2.3b)
in which the temporal insertion operator, i, extracts the displacement-rate 1-form from du
and the velocity 1-form from ε.
Equations (2.2) and (2.3) are strictly enforced on element interiors, but in our discon-
tinuous Galerkin model, the solution fields may suffer jumps across element boundaries.
Therefore, we must interpret the exterior derivatives in (2.2), (2.3a), and (2.3b) in the sense
of distribution theory [26], so all three exterior derivatives generate jump conditions across
element boundaries that must be weakly enforced in our finite element formulation in addi-
tion to the governing equation (2.2) itself. Rather than write a single jump equation across
element interfaces, we write separate jump conditions from each side that equate various
interior trace quantities to corresponding interface target values denoted by a superscript
∗. Depending on the local situation and spacetime orientation of the interface, the target
values are selected to be Riemann solution values, functions of prescribed boundary or initial
data, or special Riemann values associated with contact and fracture models. This provides
a framework for handling all of these situations in a unified fashion without inserting special
elements or introducing special shape functions to handle discontinuous fields on element
interiors. Expressions for various target values can be found in [2, 27]. Enforcing Riemann
values across interior interfaces preserves the characteristic structure of the underlying sys-
tem of partial differential equations. This improves stability, reduces numerical artifacts
at weak shocks, and generally improves accuracy. For example, the SDG model does not
generate spurious oscillations at sharp elastic wavefronts, so in contrast to most other finite
element models, no extraneaous stabilization is required to capture these dynamic features.
Next, we present the per-element weighted residual statement for our spacetime discontin-
uous Galerkin finite element model in which we denote weighting functions and associated
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derived quantities with a superposed ‘ˆ’. The primary unknown displacement field, u, and
the corresponding weightings, uˆ on element Q, lie in the discrete space, VQh , constructed
with complete polynomial bases of order kQ on the interior of spacetime element Q. In
the one-field formulation, ε and εˆ contain the velocity and strain 1-forms on the interior of
Q derived directly from u and uˆ, while M and Mˆ contain the corresponding stress and
linear-momentum-density forms as defined by the constitutive relations. We seek u ∈ VQh
for all elements Q, such that∫
Q
iεˆ ∧ (dM − ρb) +
∫
∂Q
{
iεˆ ∧
(
?
M −M
)
+ (
?
ε− ε) ∧ iMˆ
+ κuˆ ∧ ( ?u0 − u0) ?dt
}
= 0 ∀ uˆ ∈ VQh .
(2.4)
The constant κ is introduced to ensure dimensional consistency, and u0 denotes the zero-
energy part of u; cf. [2]. The d-form ?dt is (to within sign) the spatial volume differential and
reflects the fact that the characteristics of the displacement–velocity compatibility equation
run parallel to the time axis.
The weak form that defines the SDG finite element method for elastodynamics is obtained
by applying the Stokes Theorem to the Weighted Residual Statement, (2.4); see [2] for details
of the weak form and other aspects of our implementation. Results of numerical convergence
studies are reported in [2, 20]. For a sufficiently smooth continuum solution and kQ = p,
the L2 norm of the displacement error over the entire spacetime domain converges at the
optimal rate of hp+1. The numerical energy dissipation is provably non-negative, so stability
is guaranteed, and the energy in the single-field formulation converges as h2p−1.
2.3 Interfacial Damage-Delay Model for Dynamic Fracture
This section presents the interfacial damage model that represents dynamic fracture pro-
cesses in our spacetime simulations of fragmentation and spalling. Although this is a single-
scale (macroscopic), phenomenological model, its design and structure are informed by mate-
rial processes that may govern fracture at the mesoscale. The following subsections describe
three key aspects of the model: (i) a damage model that describes the transition at any lo-
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cation on a potential fracture surface from an intact condition to a fully-fractured state and
the effects of this transition on the interfacial Riemann solutions required in our SDGFEM
model for elastodynamics, (ii) a constitutive model that governs the evolution of the inter-
facial damage field and introduces a time scale for the fracture process, and (iii) a stochastic
model that controls nucleations and extensions of potential fracture surfaces on the inte-
rior of a solid body where the damage field can evolve. Please refer to [19] for a complete
description of the methodology and numerical implementation.
Figure 2.5: Incipient spall damage showing debonded regions in a copper specimen.
Reproduced from [5].
2.3.1 Interfacial damage model and interpolation of Riemann quantities
We use an interfacial, rather than bulk, damage model to capture the influence of sharp
crack tips on mechanical response that are essential to accurate simulations of dynamic
fracture. Interfacial damage is assumed to accumulate on fracture surfaces that may spon-
taneously nucleate, extend, and coalesce within a body according to the model described in
2.3.3. Rather than force these surfaces to generate and extend along existing inter-element
boundaries in our numerical simulations, we use the adaptive capabilities of our SDGFEM
implementation to adjust our meshes to ensure that inter-element boundaries cover new and
evolving fracture surfaces, as determined by our models for nucleation and extension.
We use a scalar, macroscopic damage field, D, to model the fracture process on each
fracture surface, Γ. At each location, x ∈ Γ, we have D(x) ∈ [0, 1], where D(x) = 0 indi-
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cates undamaged intact material in the neighborhood of x, and D(x) = 1 indicates the fully
fractured condition. Although this is a single-scale model, we associate D with the area
fraction of debonded material in the mesoscopic neighborhood of x. Thus, the mesoscopic
area fraction of intact material is 1 − D. The incipient spall damage shown in Fig. 2.5 is
representative of the type of damage we have in mind. The specimen in the figure hap-
pens to be copper. Although the mechanisms that drive mesoscopic debonding is material,
temperature and loading-dependent, we believe the general concept can be applied to broad
classes of materials for dynamic fracture. Not included in our model, however, are the ac-
tive process zones that separate fully-intact and fully-debonded material in the mesoscopic
model. Although these are likely important in determining the work of separation, their
representation is beyond the scope of this study.
The interfacial damage field interacts with the macroscopic elastodynamic solution by
modifying the components of the Riemann flux of linear momentum (i.e., stress and lin-
ear momentum density) to be enforced along the fracture surface. In a two-scale model, a
homogenization procedure might be used to derive macroscopic fluxes from mesoscopic so-
lutions. However, in the present single-scale model, we simply use D to interpolate between
the well-defined Riemann solutions for the intact (D = 0) and debonded (D = 1) states:
sR = (1−D)sR0 +DsR1 (2.5a)
pR = (1−D)pR0 +DpR1 (2.5b)
in which sR and pR are the interpolated components of Riemann momentum flux, while
subscripts R0 and R1 refer to corresponding Riemann flux components for the intact and
debonded states, respectively.
We emphasize that the Riemann components for debonded conditions, sR1 and pR1, incor-
porate the complete contact model described in [1]. Thus, interpenetration is prevented and
correct Riemann flux components are computed during crack closure, including Amontons-
Coulomb friction, for contact–stick and contact–slip conditions. The proper traction-free
conditions and Riemann values of linear momentum density are are imposed for debonded
conditions where the fracture remains open. This ensures preservation of characteristic
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structure across fracture surfaces under all conditions, an important property that is rarely
addressed in finite element models of dynamic fracture.
We initialize the damage field to zero whenever new fracture surface is generated, either by
nucleation or extension. Thus, we initially have sR = sR0 and pR = pR0. That is, there is no
change in mechanical response relative to the system prior to the generation of new fracture
surface. The response only evolves to include the influence of an emerging fracture when and
if positive damage starts to accumulate on the fracture surface. Similar to extrinsic cohesive
models, this damage model does not generate spurious changes in bulk elastic response,
even in the limit of mesh refinement and even if one assumes a potential fracture surface on
every inter-element boundary. Thus, we avoid a significant drawback of intrinsic cohesive
models. On the other hand, the damage field evolves in a continuous fashion according to
the constitutive model described in the following subsection. Thus, the interfacial damage
model generates smooth response, avoiding the problematic discontinuous response that is
generally associated with extrinsic cohesive models.
2.3.2 Constitutive model for delayed-damage evolution
This section describes the constitutive model that governs the evolution of the damage field
D on fracture surfaces. In general, damage fields can be computed using a static equation
or by integrating an evolution equation. However, static damage models cannot properly
describe fracture processes unless they introduce a microscopic length scale [18]. For ex-
ample, numerical simulations based on damage models without a microscopic length scale
predict undesirable mesh-dependent response in the strain-softening regime [28]. Alterna-
tively, a time scale associated with the microscopic fracture process can be combined with
a velocity scale, such as a elastic wave speed, to introduce an implicit microscopic length
scale. These time scales also reduce or eliminate mesh sensitivity in numerical simulations
of dynamic fracture [29]. This is the approach we follow in this work, in which we consider
a damage-delay evolution model that is similar in structure, but not identical, to those pro-
posed in [17, 18]. We assume the existence of a maximum damage rate, and this precludes
instantaneous finite changes in D due to load variations.
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In this study, we assume that mode-I fracture dominates in fragmentation and spalling,
so the damage rate in our evolution law is controlled by a scalar effective traction, s˜, that
reflects the level of tensile stress acting across a fracture surface with some adjustment for
mode mixity. That is,
s˜ =
√√√√〈s1R〉2+ + β2 d∑
j=2
(
sjR
)2
(2.6)
in which 〈·〉+ is the positive part operator that delivers 0 for negative values of its argument
and is the identity operator otherwise; sjR for j = 1, . . . , d are components of the Riemann
traction vector acting on the intact part of the fracture surface; β is the shear stress factor
that accounts for the influence of mode mixity; and d is the spatial dimension of the problem.
The material parameters in our model include a relaxation time, τ , the damage threshold
traction, s, and the static fracture strength, s. The relaxation time τ is a time scale associated
with the mesoscopic failure process that is generally several orders of magnitude smaller than
the time scales in classical viscoelasticity and viscoplasticity models [18]. Its reciprocal is
the maximum damage rate. The damage threshold, s > 0, is the value of s˜ below which no
damage can occur, and the static strength s > s is the value of s˜ at which the damage first
attains D = 1 under quasi-static conditions.
Next, we define a dimensionless damage inducer,
y(s˜) =
s˜− s
s− s, (2.7)
and a static damage function,
f(y) =

0 y < 0
r(y) 0 ≤ y ≤ 1
1 y > 1
(2.8)
in which r : [0, 1]→ [0, 1] is a smooth and monotone interpolation between 0 and 1. We use
the cubic form,
r(ξ) = −2ξ3 + 3ξ2, (2.9)
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in our implementation, since it generates a C1 function that facilitates the convergence of
Newton-Raphson iterations in our nonlinear solution scheme. The stationary damage value,
f(y), represents the damage level that would be attained under quasi-static loading; i.e.,
when the time scales over which the applied loads vary are much larger than τ .
Specifically, we study models in which damage evolves according to
D˙ =

1
τ
[1−H(〈f(y)−D〉+)] D < 1
0 D = 1
, (2.10)
in which H is a function that attains the value of 1 at zero and monotonically decreases to 0
at infinity. The property, H(0) = 1, ensures that D˙ = 0 when the stationary damage value is
less than or equal to the current damage value. Furthermore, the model attains its maximum
damage rate 1/τ , in the limit, as f(y) −D → ∞, since H monotonically decreases to zero
at infinity. Notably, the delay effect decreases as H tends less strongly to 0. Following [18],
the particular form of H used in this work is given as,
H(x) = exp(−ax), (2.11)
in which we use a = 10 for purposes of this study.
2.3.3 Stochastic nucleation and extension of fracture surfaces
No cohesive elements are used and instead the physically correct Riemann fluxes are enforced
on the bonded and debonded fracture interfaces.
In real materials, interfacial damage can accumulate on pre-existing mesoscopic structures,
such as grain boundaries or material interfaces. Alternatively, in seemingly homogeneous
regions, randomly distributed flaws, such as voids, inclusions, or dislocations can trigger
spontaneous nucleation and extension of surfaces on which damage accumulation leads to
fracture, even when no macroscopic feature, such as a notch or crack, is present. This study
attempts to model spontaneous fragmentations and spalling in the latter scenario. However,
the same techniques are applicable to more general settings, such as combined inter- and
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trans-granular fracture.
We assume a random distribution of material defects throughout the body. The severity of
individual defects vary according to an assumed probability distribution. Let sjN(x) denote
the nucleation strength of a defect j in the mesoscopic neighborhood of a point x in the body.
For simplicity, but without loss of generality, we assume that the material’s resistance to
nucleation at any defect is isotropic. The nucleation strength of a defect is then the maxi-
mum effective traction that a surface passing through the defect with arbitrary orientation
can sustain without nucleating a new fracture surface. That is, nucleation of a new fracture
surface occurs at defect j when the maximum effective Riemann traction over all possible
surface orientations at the defect, denoted by s∗, exceeds that defect’s nucleation strength;
i.e., when s∗ > sjN. Similarly, an existing fracture surface will extend from its edges (end-
points in two dimensions), in a direction determined by the maximizing surface orientation,
when s∗ > sjN for a defect j in the neighborhood of the edge.
When we test for nucleation or extension in our numerical implementation, we generate a
number of defect tests proportional to the volume of the element or region under consider-
ation. For each defect test, we generate a randomized nucleation strength according to an
assumed probability distribution. If any test indicates a positive result, then we implement
nucleation or extension through the adaptive meshing capabilities of our spacetime code.
The probability distribution is designed to ensure that nucleation and extension occur at
effective traction levels somewhat lower than the damage threshold traction, s. This ensures
that the new fracture surface is in place, with damage initialized to zero, when the threshold
traction is attained.
2.4 Numerical Results
We first present a study of spall in a longitudinal elastic bar subject to prescribed extensional
velocities applied at its two ends. The problem setup is similar to that presented in [12].
Then we present a study of fragmentation in a square plate subjected to bi-axial tension.
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2.4.1 Spallation in an Elastic Bar
Figure 2.6 shows a schematic of a two dimensional model of a bar, including the boundary
conditions. The prescribed velocity field, which is applied suddenly at the initial time,
produces longitudinal tensile stress waves that propagate from the two ends towards the
center of the bar. The prescribed velocity, Vz, generates a stress wave with intensity, σT , that
is insufficient to nucleate any fracture surfaces. Eventually, the waves overlap at the center of
the bar causing the tensile stress to double. This is sufficient to trigger nucleation of fracture
surfaces at the weakest followed by accumulation of interfacial damage as described in section
2.2. The damage leads eventually to complete fracture and dynamic crack propagation that
causes the bar to spall.
Figure 2.6: Schematic of the bar
The boundary conditions on the top and bottom edges in figure 2.6 are zero displacement
in the normal direction and zero traction in the tangential direction. We apply an extensional
velocity Vz in the normal direction on the left and right edges with zero displacements in
the tangential direction. Domain dimensions, material parameters, and the velocity loading
are listed in table 2.1. A plane strain analysis is carried out.
To model defects in the material, a truncated normal distribution is used as the proba-
bility density function for nucleation strength of defects. The following definitions for the
probability density function and cumulative density function are based on [19]. The prob-
ability density, p, can be represented using any physically reasonable probability density
function (PDF). In our simulation, p is assumed to follow a truncated normal distribution
such that the nucleation strength sN ∈ [sN, sN] (figure 2.7). The cumulative distribution
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Table 2.1: Domain, material, and load parameters used in the spall test of a longitudinal
elastic bar
Parameter Value Description
L 1 mm Length of the bar
w 0.2 mm Width of the bar
ρo 3690 kg/m
3 Initial density
E 260 GPa Elastic Modulus
ν 0.21 Poisson’s ratio
τ 0.001 µs Relaxation time associated with the damage
model
s 300 MPa Threshold value of effective traction for onset
of damage
s 400 MPa Effective traction associated with maximum
damage rate
Vz 6.1 m/s Extensional velocity applied to the bar
function (CDF) corresponding to p is given by,
P (sN) =
∫ sN
−∞
p(x)dx =
1
σ
φ( sN−µ
σ
)
Φ( sN−µ
σ
)− Φ( sN−µ
σ
)
(2.12)
in which µ and σ are the mean value and the standard deviation of the untruncated normal
distribution. φ and Φ are the PDF and CDF for the standard normal distribution given by,
φ(x) =
1√
2pi
e−
1
2
x2 , (2.13a)
Φ(x) =
1
2
[
1 + erf
(
x√
2
)]
(2.13b)
where erf is the error function. The untruncated normal distribution that generates the
truncated distribution p in 2.12 can be identified by specifying two parameters. In our
numerical tests we specify µ and the cumulative probability of s from the untruncated
normal distribution, P := Φ((s− µ)/σ). The standard deviation σ = (s− µ)/Φ−1(P ) [19].
The probability density function is shown in figure 2.7. The minimum nucleation strength
is set to 0.55s so that a single tensile stress wave does not lead to any nucleation. The
average nucleation strength for defects is chosen as 5s to prevent nucleation of an overly
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large number of fracture surfaces. The probability of the nucleation strength being less than
s is set to 0.0002.
Figure 2.7: Probability density function for the nucleation strength of defects
Results
The central portion of the bar is visualized and presented in the figures 2.8 and 2.10. Time
slices of the space-time mesh are superposed on the visualisations. The color field represents
the strain energy density and the height field represents the velocity. Here we present a
qualitative comparison of our results with those obtained by [12].
We see from figure 2.8 (a) that SDGFEM is able to model wave propagation without
affecting the wave characteristics as was reported by [12] using the Discontinuous Galerk-
in/Cohesive Zone Model approach.
A fixed, selectively refined mesh is used by [12]. However, SDGFEM coupled with the
damage model is successfully able resolve sharp crack tips and model arbitrary solution
dependent crack paths using adaptive meshing as is evident from figure 2.8 (b). The mesh
is highly refined around crack tips and coarse in undamaged regions. As introduced earlier,
this allows free nucleation and extension of fracture interfaces which can be aligned with
crack path trajectories that are located and oriented arbitrarily in the domain. We see crack
propagation, branching and arbitrary crack paths in figures 2.8 (b) to (c). Such detail not
demonstrated in [12]. The bridge like structures between fracture surfaces seen in figure 2.8
(c) are also presented by [5] in the experimental results from the spall of a steel plate as
shown in figure 2.9 for comparison. Modeling of defects using a probability density function
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Figure 2.8: (a) Longitudinal tensile stress waves propagating towards the center of the bar.
(b) Multiple fracture surfaces nucleate at random sites due to presence of defects and sharp
and arbitrary cracks form. Stress release and consequent reflection waves due to fracture
are seen. Adaptive mesh refinement at crack tips is evident. (c) The method is able to
capture complex features such as cracks with arbitrary crack paths, crack branching and
crack-crack interactions. A deformation scale of 100 is used.
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limits the number of fracture surfaces that nucleate at random sites which allows for more
realistic modeling of the spall process.
Figure 2.9: Complete spall in a steel plate showing bridge like structures between fracture
surfaces. Reproduced from [5].
Prior to the onset of spall, there is a uniform stress distribution due to the application of
the uniform loading. Post the onset of spall, we see stress relief and reflection of the stress
waves off the crack surfaces leading to a heterogeneous stress distribution as shown in figure
2.8. This is similar to what was observed by [12].
Figures 2.10 (a) to (c) show, respectively, the velocity distribution for the incident waves,
velocity distributions around initial cracks and the velocity distribution when both the waves
have crossed the center region of the bar leading to a complex heterogeneous stress and
velocity distribution which is in contrast to the uniform distribution prior to spall.
2.4.2 Spall and Fragmentation of a Plate Under Bi-axial Tension
Here, we simulate a plate loaded on all four edges with a normal extensional velocity of
V ′z =
1√
2
× Vz where Vz is given in table 2.1. The direction tangential to the edges is under
zero traction. The domain size is 0.2 mm by 0.2 mm while the other parameters are the
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Figure 2.10: (a) Longitudinal tensile stress waves propagating towards the center of the
bar. (b) Multiple fracture surfaces nucleate at random sites due to presence of defects
resulting in sharp and arbitrary cracks. High velocity around cracks is seen. (c) The
velocity distribution and strain energy density in the center of the bar after several cracks
have nucleated.
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same as listed in table 2.1. The schematic for the plate is shown in figure 2.11. A plane
stress analysis is carried out. We expect that the longitudinal tensile stress waves from the
four edges would overlap each other at the center producing high stress leading to spall in
the region of overlap. Cracks would nucleate, propagate and coalesce to form fragments.
Figure 2.11: Schematic of the plate
Results
Figures 2.12 (a) to (d) show the longitudinal tensile stress waves that originate from the
edges of the bar, travel towards the center and overlap to produce high stresses leading to
spall. As before, post the onset of spall, we see stress relief and reflection of the stress waves
off the crack surfaces leading to a heterogeneous stress distribution as shown in figure 2.12
(d). Figure 2.13 shows the distribution of strain energy density and velocity after several
cracks have nucleated. We see that the cracks branch and fragmentation is likely if the
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choice of damage model parameters is modified. This is proposed as a future extension to
this initial study in section 2.5.
2.5 Conclusions and Future Extensions
We were successfully able to use SDGFEM coupled with the interfacial damage model to
study spall in a longitudinal elastic bar and a plate. Our method does not suffer from arti-
ficial compliance. Adaptive meshing allows free nucleation and propagation of cracks in the
domain. Using a statistical distribution of nucleation strength to model defects, the method
realistically models material fracture. The method is able to capture an intricate pattern of
cracks that emerge during the spall process including features such as crack nucleation, crack
propagation, crack-crack interactions and crack branching. Although complete fragmenta-
tion is not observed but the features necessary for fragmentation are clearly seen in both
results. In figure 2.8 we see cracks interacting and initiating the process of fragmentaion.
Fragments are seen in formation in form of sliver like bridges between two fracture surfaces
although complete breakage is not observed. Figure 2.13 also shows multiple cracks forming
and branching that are expected to coalesce to form fragments. As a future extension of this
work, a parameter study that involves changing the relaxation time, τ , is intended. Lower-
ing τ leads to a higher maximum damage rate and is expected to produce more cracks and
hence lead to fragmentation. Increasing the probability of defects having a low nucleation
strength is another approach to increase the number of cracks and hence lead to complete
fragmentation.
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Figure 2.12: Snapshots of wave propagation leading to spall in a plate. (a) shows the
unloaded plate. (b) shows the tensile stress waves propagating from the four edges towards
the center. The waves start to overlap at the diagonals of the plate. (c) shows waves that
have crossed the center of the plate and are moving towards the opposite plate edge. (d)
shows a crack starts to nucleate leading to higher velocity in the region surrounding the
crack.
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Figure 2.13: The velocity and strain energy density distribution in the plate after several
cracks have nucleated
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Chapter 3
Parallelization of the SDGFEM code
3.1 Introduction
This chapter discusses optimization and parallelization of the SDGFEM code. Shared mem-
ory parallelism and distributed memory parallelism are the two main approaches to parallel
computing. We use the former in which computations are distributed over multiple processor
cores on a single node. The cores have common or interconnected cache and can access data
in a single global address space in a coherent fashion. Without the need for explicit message
passing between different processor cores, a shared memory approach can be more efficient
than a distributed memory approach and requires fewer code modifications.
Shared memory parallelism can be implemented on multi-core architectures such as the
Intel Many Integrated Core(MIC) architecture available on the Intel Phi cards. It has the
advantage of availability of several cores that share a large interconnected cache and common
Random Access Memory(RAM). Very high memory bandwidths make it possible to transfer
data between memory and processor cores very fast. Multiple threads per processor core
make it possible to hide any latency. Availability of large vector processing units enhance
the benefits from vectorization compared to conventional processors. We use MIC or device
to refer to the Intel Phi Cards with the MIC architecture and we use host to refer to the
node on which these cards are installed.
Finite elements codes have been parallelized using the distributed memory approach [12].
This approach requires distribution of data and computations across processors and involves
more complex code modifications. Data transfer brings in overheads unless it can be over-
lapped with computations. It may also cause load imbalance across processors and this
needs to be managed by the programmer. Shared memory parallelism, on the other hand,
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uses a common address space for all processors, requires minimal code modifications and
can handle issues such as load balancing by dynamically varying the work assigned to a
particular thread or processor.
However, a good parallel program utilizing shared memory parallelism should address the
challenges in this approach. Conflicts between multiple threads trying to access a single
memory location need to be managed. Remedies such as locking the memory location lead
to overheads in terms of threads waiting for one another. Another important consideration
is race conditions. These occur when results change based on the order in which the threads
read or write to memory locations. Challenges with oﬄoading data and computations to
devices like MIC involve minimizing data transfer which causes significant overheads in terms
of the host and the device waiting before any computations on that data can be carried out.
For best performance, data sets need to be broken down for computations so as to ensure
that the data which a core accesses fits in its cache.
SDGFEM has inherent features that benefit extensively from the shared memory approach
while addressing the above issues. A patch-by-patch solution procedure is followed. This
limits the degrees of freedom solved at a given time to a value much smaller than the degrees
of freedom for the entire domain. Matrix and vector sizes are consequently sufficiently small
to fit into cache. This speeds up the finite element assembly and solution process by reducing
the latency in accessing RAM. A three-field SDGFEM formulation is found to be more
efficient as it delivers a higher convergence rate for the solution fields compared to a single-
field formulation ([20]). The former uses more degrees of freedom per space time element
compared to the latter and this makes SDGFEM a very suitable candidate for parallelisation.
Finally, SDGFEM exhibits linear complexity in the number of space-time elements solved
([20]). Hence, increasing the problem size through increase in number of space-time elements
does not reduce the parallel performance of the SDGFEM code.
In this chapter we first present results from code profiling and select the regions of the code
to parallelize in section 3.2. We then discuss the parallelization methodology and present
results in section 3.3. Here, we first discuss the parallelization of the assembly stage in section
3.3.1. Parallelization usning MIC is discussed in 3.3.3 followed by the parallelization of the
solution stage in section 3.3.5. This is followed by the conclusions and future extensions in
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section 3.4.
3.2 Code Profiling
As a first step, we profile the sequential code on the host to select regions which consume
the most time. The host consists of twelve Intel Xeon X5680 cores. Each core supports two
hardware threads. The L1, L2 and L3 cache sizes are 32KB, 256KB and 12MB repectively.
The SDGFEM code can be divided into operational stages based on the function that a
region of code performs. These regions are then timed using timing functions and a time
profile is generated. It is found that 99.99% of the time is consumed by the physics code
which deals with the finite element method assembly, solution and post processing stages.
The operational stages and time profile of the physics code are given in table 3.1. The
problem size is k = 7 which is explained in section 3.3.
Table 3.1: Operational stages of the SDGFEM physics code and their time profile
Code region % Time (approx.)
Initialization 0%
Assembly 69.88%
Solution 29.37%
Post Solution 0.68%
Output 0%
Based on the time profile, it is seen that the assembly and solution stages together consume
around 99.25% of the physics code time. These stages are hence selected as candidates for
parallelization.
3.3 Parallelization Methodology
Each space-time element consists of integration cells of dimension d and d− 1. A one field,
three dimension in space × time (total dimension d = 4) problem is selected. The degrees
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of freedom per space-time element and per patch, n and N respectively, may vary. These
are given by the following:
n = 3
(k + d)!
k!d!
N = Kn
(3.1)
Here, k represents the polynomial order used for interpolating the solution field. The factor
of 3 is to account for the three components of a single vector field. A patch (a small cluster
of elements) can contain varying number of elements and has a higher number of degrees of
freedom than an integration cell. We use the factor K ≥ 1 to represent this. From equation
3.1 we see that k can be used as a convenient way to vary the problem size in terms of n
and N .
3.3.1 Parallelization of Assembly Stage and Results
In the assembly stage, stiffness matrices for integration cells of size n × n (equation 3.1)
are first assembled. These matrices are then added to the patch stiffness matrix. Double
nested for loops are used to carry out these stiffness updates. As a first step, we optimize
the sequential code which involves replacing expensive library operators, that are used to
access data in vectors and matrices, with C++ pointers. These operators are found to be
time consuming by profiling the code using the gprof profiler. Sequential optimization also
involves moving computations common to all inner loop iterations to the outer loop. This
results in a maximum speedup of 3.2 for the assembly stage for k=7 which enhances the
effects of further parallelization that are implemented on the sequential optimized code. The
physics code time profile for the sequential optimized code (k = 7) is given in table 3.2.
We then vectorize the inner most for loops in the assembly code. When code is vectorized,
the processor operates on multiple pairs of operands at a time. On the other hand, a scalar
implementation processes only one pair of operands at a time. The host can operate on a
vector length of 2. It is essential that there is no data dependency between multiple iterations
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Table 3.2: Sequential optimized physics code time profile
Code region % Time (approx.)
Initialization 0%
Assembly 42.29%
Solution 56.25%
Post Solution 1.33%
Output 0%
of the vectorized for loop. Since the assembly code does not have such dependencies, the
compiler is asked to ignore any assumed vector dependencies and vectorize the inner for
loops. The results from vectorization are shown in figure 3.1. The physics code time profile
for the sequential optimized and vectorized code (k = 7) is given in table 3.3.
Table 3.3: Sequential optimized and vectorized physics code time profile
Code region % Time (approx.)
Initialization 0%
Assembly 34.27%
Solution 64.05%
Post Solution 1.53%
Output 0%
Post vectorization, the outer for loops in the assembly code are multi-threaded using
OpenMP pragmas. Single for loops that are used to assemble vectors and were earlier vec-
torized are now multi-threaded. The results are shown in figure 3.2. Speedups are calculated
with respect to the sequential optimized and vectorized code. The physics code time pro-
file for the sequential optimized, vectorized and multi-threaded code (using 12 threads and
k = 7) is given in table 3.4.
3.3.2 Discussion of Results for the Assembly Stage
From table 3.2 we see that the assembly code for sequential optimized code consumes only
42.29% time compared to 69.88% earlier. As a result the solution phase becomes more
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Figure 3.1: Vectorization results for the SDGFEM assembly stage
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Table 3.4: Sequential optimized, vectorized and multi-threaded physics code time profile
Code region % Time (approx.)
Initialization 0%
Assembly 20.40%
Solution 77.07%
Post Solution 2.32%
Output 0%
significant and consumes 56.25% of the time compared to 29.37% earlier. From table 3.3 we
see that further vectorizing the assembly code reduces its share to 34.27% and increases the
share of the solution stage to 64.05%. Finally from table 3.4 we see that the multi-threaded,
vectorized and optimized assembly code consumes 20.40% of the physics code time and the
solution stage is the most significant at 70.07%. Hence, as we optimize one portion of the
code the other portions become more significant contributors to the code run time.
Speedup for a particular region of code is defined as the ratio of the execution time on one
processor core to the execution time on p cores. Efficiency is defined as the ratio of speedup
to p. Hence,
Sp =
T1
Tp
Ep =
Sp
p
(3.2)
We obtain very good speedups from sequential optimization. Post sequential optimization,
the maximum speedup from vectorization is 1.45 for k = 7. Vector length of 2 is available on
the host and since we have serial portions in the assembly code that are not vectorized, we
do not expect the ideal speedup of 2 here. Post vectorization, we see that multi-threading
only helps for larger problem sizes as the overhead of setting up multiple threads exceeds the
benefit from multi-threading for smaller problem sizes and causes the problem to slow down.
The larger problem sizes of k = 6 and 7 show the best speedups. For number of threads,
p > 12, we see a drop in performance for each k value. This is because multiple hardware
threads per processor core help to hide latency associated with one thread by working on
the other. However, we expect such latency to be small in our code.
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We don’t see very high speedups for k = 7. One possible reason is as follows. One
integration cell matrix may have many matrices of smaller or equal size added into it during
assembly. When using k = 7, the maximum size n of the integration cell matrix comes out
to be 990 from equation 3.1. This matrix, of size 7.48MB, and matrices added into it cannot
fit in the L1 and L2 cache of the twelve cores, of size 3.375MB. Hence, each time a new
integration cell matrix is assembled or each time a new contribution to an integration cell
matrix is added, data needs to be brought in from L3 cache or RAM which brings in an
initial latency. After this initial latency, we expect no further latency because of pre-fetching
by the processor for the simple double for loop structure that we are using. Due to this, the
speedups are low with the maximum speedup equal to 2.29. The efficiency, as expected, is
low at 19.06%. The efficiency for the multi-threading is plotted in figure 3.3.
The MIC card is a good candidate to overcome such issues. We estimate that fifteen Intel
MIC cores with 512KB of L2 cache each (a total of 7.5MB L2 cache) will be able to fit
these 990× 990 size matrices (7.48MB approx.) in the L1 and L2 cache and produce higher
speedups. This is implemented and the results are discussed in section 3.3.3.
Even with the issues mentioned above, we see that through vectorization and multi-
threading we are able to speedup the assembly stage by a factor of 1.45 × 2.3 = 3.3 for
k = 7 and 12 threads. The net speedup including the sequential optimization is 10.6.
We also attempt to multi-thread a for loop over quadrature points that computes the
contribution from each quadrature point to various integration terms and then assembles
the integration cell matrices using the double nested for loop that we have discussed. Here,
the double nested for loop is not multi-threaded since we already have an outer for loop that
is executed by multiple threads. This is found to produce very low speedups and is hence
not used. Excessive locking of data is required using critical OpenMP code segments that
makes this approach inefficient.
3.3.3 Oﬄoading Computations to the Intel MIC Architecture
Intel MIC card is available for oﬄoaded computations from the host. The device has 61
cores each of which can support 4 hardware threads. Each core has a 32KB L1 cache and
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a 512KB L2 cache. The L2 cache for the cores are interconnected. Wider vector processing
units that support a vector length of 8 are available.
As the first step, we oﬄoad computations for the double nested for loops that assemble the
integration cell stiffness matrices. Data for computation is transferred each time this nested
for loop is encountered. The final setup, however, would not require this transfer as it would
have persistent data storage on the MIC card. There, this double for loop would be part of
an ongoing process that assembles integration cell stiffness matrices by adding contributions
from various integration terms. Therefore, we setup an extraneous double for loop before
this actual double for loop to setup cache as would be expected when data persistence is
implemented. We then time the actual double for loop to check the speedup and efficiency
of the computations on MIC. The size of the matrices assembled vary as discussed in section
3.3.1. We calculate the average time for hundred instances where the size is n × n with
n = 990. The results are shown in figure 3.4.
It is expected that when the complete assembly and solution stage is ported to MIC, data
transfer can be reduced to a minimal amount and overlapped with computations on the
host. Hence, the time consumed by data transfer would be small compared to the benefit
obtained from oﬄoading computations to MIC for a sufficiently large problem size. As the
initial step in this direction, data persistence on MIC is implemented for the patch stiffness
matrix and so the extraneous double for loop is now not required. We again time the double
nested for loops that assemble the integration cell stiffness matrices for k = 1 to 7 without
counting data transfer times. The results are plotted in figure 3.5.
3.3.4 Discussion of Results for the MIC Architecture
From figure 3.4, we see that the efficiency drops as the number of threads are increased. Since
the problem size is fixed, this result depicts strong scalability and efficiency is expected to
drop. We see that efficiency starts to increase beyond 14 threads. This is a consequence of the
data just fitting into cache when using 15 threads as discussed in section 3.3.2. Some cache
misses may still occur. As the number of threads increase further, more cache is available to
fit data and any remaining cache misses reduce which increases efficiency. However, after 23
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threads we again see a decreasing trend in efficiency which is explained by the fixed problem
size as mentioned earlier.
The speedup is found to increase till 60 threads and then fall. One core is required for
operating system and data transfer operations and hence oﬄoaded computations are found to
benefit from 60 cores only. Also, because of the reasons discussed in section 3.3.2, multiple
hardware threads on one core do not help. Hence we don’t see increase in speedups for
p > 60.
The peaks and valleys in the plot could be due to unbalanced loads or due to reasons such
as the host/MIC being busy because of some background process. We remove the former
cases from the plot as follows.
Unbalanced iterations, u, are defined as:
u = remainder
(
n
p
)
= n− floor
(
n
p
)
× p
(3.3)
We then evaluate the ratio u
p
. If it is close to 0, it means that there are few unbalanced
iterations that keep a few cores busy during the last few iterations of the double nested for
loops. Hence several cores are kept idle while waiting for these iterations to finish. This
reduces the efficiency. On the other hand, if this ratio is close to 1, it signifies the opposite
situation. Few cores are now idle and hence efficiency is expected to be better. When the
ratio is 0, then each core gets an equal number of iterations and the load is perfectly balanced
across cores. Efficiency is hence expected to be high. To study the well balanced cases we
now plot only cases with this ratio is 0 or greater than 0.9 in figure 3.6. This removes most
of the valleys and peaks giving a smoother plot. 15 is still the thread count where efficiency
starts to increase. This approach is able to capture the highest efficiency thread count as
we get the highest efficiency at 30 threads which has a perfectly balanced load across cores.
However, the maximum speedup thread count is not captured as that occurs at a lower
efficiency of 55.28% with 60 threads and has a speedup value of 33.17.
Finally, from figure 3.5 we see that the initial results from an attempt to reap benefits
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Figure 3.6: Multi-threaded performance of assembly stage on MIC for balanced loads
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from persistent data storage does not produce good efficiency and speedup results. The
maximum speedup is 5.90 for 22 threads with an efficiency of 26.80%. One reason could be
improper affinity of threads to cores which could cause threads to be assigned to different
cores, and hence cache to be reset, each time a new set of threads are spawned for a nested
double for loop. Ideally, we would want the one portion of an integration cell matrix to
be assembled on the same core each time a new contribution is added onto it. However,
since we don’t carry out the extraneous double for loop computation here, such data reuse
can only be ensured by fixing threads to cores using a proper affinity setting. This is to be
investigated as a future extension of this work as mentioned in section 3.4.
3.3.5 Parallelization of Solution Stage and Results
The solution phase of the code consists of solution of matrix vector equations of the form
Ax = b where A is an n×n matrix and x and b are n×1 vectors (n as defined in equation 3.1)
and we solve for x. The LU factorization of the matrix A is first computed and we then solve
a system of linear equations with an LU-factored square matrix, with b as the right-hand
side. A function named LUsolve that executes these two steps is used for this purpose. This
function uses Basic Linear Algebra Subprograms or BLAS routines dgetrf for factorization
and dgetrs for solution. For parallelization on a single node, multi-threaded Intel Math
Kernel Library (MKL) implementations of these routines are utilised. Multi-threading is
enabled using OpenMP environment variables. We first introduce the MKL implementation
for LUsolve replacing an earlier implementation using the Template Numerical Toolkit li-
brary. It is found that the MKL implementation speeds up the LUsolve routine by a factor
of 40.8 for k = 1 and by a factor of 7.9 for k = 7. MKL has highly optimized routines that
are expected to improve performance even without multi-threading.
Next, we look at the more interesting case of multi-threaded performance of MKL LUsolve.
The speedup, Sp, of parallelization with respect to sequential performance (achieved by
removing OpenMP compiler flags) for different number of threads, p, and polynomial orders,
k, are measured and plotted in figure 3.7. The physics code time profile again changes
because of the speedups in the solution stage and it is given in table 3.5 for k = 7 and using
44
12 threads. The efficiency of multi-threading for different number of threads and different
values of k are given in figure 3.8.
Table 3.5: Physics code time profile using sequential optimized, vectorized, multi-threaded
assembly code and multi-threaded MKL LUsolve
Code region % Time (approx.)
Initialization 0%
Assembly 85.25%
Solution 3.35%
Post Solution 10.42%
Output 0%
3.3.6 Discussion of Results for the Solution Stage
We again see that, similar to the assembly stage results, larger polynomial orders show
higher speedups. The speedup decreases for p > 12 as also seen for the assembly stage.
The maximum speedup of 8.58 is achieved for k = 7 using 12 threads that makes the multi-
threading 71.5% efficient. We note that the LUsolve routines have certain serial sections
and so we do not expect 100% efficiency here. Also, multi-threading an application brings in
some overheads of setting up multiple threads and hence when compared to the sequential
application, 100% efficiency is not expected.
The LUsolve parallelization is highly effective in that it reduces the contribution of the
solution stage to the physics code time from 77.07% (table 3.4) to a very small 3.35% as
mentioned in table 3.5. Hence, the assembly code, with a contribution of 85.25% now
becomes the dominant contributor.
3.4 Conclusions and Future Extensions
We were successfully able to parallelize the SDGFEM code assembly and solution stage
after optimizing the serial code. For k = 7 we see that a speedup of 3.3 is realized through
vectorization and multi-threading using 12 threads. The net speedup including the sequential
code optimization is 10.6 for the assembly stage. We find the maximum speedup for a
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nested double for loop in the assembly stage on MIC to be 33.17 with 60 threads. When
the extraneous for loop is removed and persistent data storage for the patch stiffness matrix
is implemented, the initial results show a low maximum speedup of 5.90 using 22 threads
for the nested double for loops in the assembly stage. We intend to investigate the low
speedup in this case as a future extension as mentioned below. For the solution stage we see
an excellent speedup of 8.58 with 12 threads using the multi-threaded MKL LUsolve. This
reduces the contribution of the solution stage to the physics code time to 3.35% in the final
optimized code. From table 3.5, optimization of the assembly stage on MIC is a suitable
choice for future work. Optimizations such as overlap of computations and data transfer to
MIC, setting correct thread affinity to cores on MIC and performing cache usage studies for
MIC are some of the possible future extensions.
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