Abstract. This paper is devoted to an online variant of the minimum spanning tree problem in randomly weighted graphs. We assume that the input graph is complete and the edge weights are uniform distributed over [0, 1] . An algorithm receives the edges one by one and has to decide immediately whether to include the current edge into the spanning tree or to reject it. The corresponding edge sequence is determined by some adversary. We propose an algorithm which achieves
Introduction
Let G = (V, E) be a complete graph on n vertices which is randomly weighted, i.e. the edge weights are uniformly and independently chosen from [0, 1] . Let the random variable OPT denote the weight of the minimum spanning tree in G. Frieze [6] Let N = n 2 and assume that the edges are indexed by increasing weight. Frieze bounds the indices of the edges Kruskal's algorithm takes from above and below. Since the expected weight of the i th smallest edge in G is i/(N + 1), the value given above follows by linearity of expectation. Note that this argument heavily relies on the fact that the whole graph is known.
Consider the following online version of the minimum spanning tree problem, described as a game between an algorithm and an adversary. Assume that some adversary ADV administrates the set E and shows edge by edge to an online algorithm A. Without any precise knowledge about the weights of unseen edges, the algorithm has to decide immediately whether to include the edge into the spanning tree or not. Let ALG denote the weight of the spanning tree generated by the algorithm. Of course, the goal of A is to minimize ALG, which means we seek an online algorithm that competes well with the offline optimum. Analogously to the deterministic definition (cf. [3] ) of c-competitiveness, an online algorithm A is said to be c-competitive against some adversary ADV if there is a constant α, such that
Note that OPT is a random variable that only depends on the (randomly weighted) input graph. On the other hand, ALG depends on the input graph, the adversary and the algorithm itself. Since OPT is constant in expectation, it is reasonable to require that α ≤ 0, i.e. A is strictly c-competitive. The strict competitiveness coefficient of A against ADV is defined as
It remains to be specified how powerful the adversary is. In the standard literature [3, 16] , two basic types of adversary models are used to analyze online algorithms in a probabilistic context. Oblivious adversaries determine the edge order in advance, as opposed to adaptive adversaries that choose the next edge based on the algorithms's actions so far. An adversary ADV is said to be fair if he discovers the weight of the edges at the same time as the algorithm. In contrast, ADV is unfair if he knows the edge weights in advance and uses this information to determine the edge order. We thus consider the following four adversaries: F O (fair, oblivious), F A (fair, adaptive), UO (unfair, oblivious) and UA (unfair, adaptive). It follows by inclusion that for every algorithm A, A . In this paper we give an algorithm which is strictly O (1)-competitive against F A (Theorem 1). In addition, we show that there is an algorithm which is strictly O (log n)-competitive against UA (Theorem 5). Furthermore, we demonstrate that for every algorithm A, we have lower bounds C
U O A
= Ω(log n) (Theorem 4) and C
F O A
≥ c · ζ(3) (Theorem 3) for a fixed constant c > 1. Then, the relation given in (1) assures that we have found for each of the four adversaries the best (in order of magnitude) possible online algorithm.
Related Work. The problem of finding a minimum spanning tree in graphs is one of the classical problems in combinatorial optimization and thus well studied. For recent results on fast algorithms for this problem the reader is referred to [4] or [17] and references therein. The concept of the randomly weighted graph is heavily related to the theory of random graphs. For a comprehensive introduction see [2] and [13] . As mentioned earlier, Frieze [6] proved that the expectation of OPT is ζ(3). Further work considered the distribution of OPT [12] and its expectation on bipartite [7] and k-regular graphs [1, 9] . Also, the algorithmic aspect of random graphs and randomly weighted graphs received much attention. Some references can be found in [8] . Karp and Tarjan [14] have proposed an algorithm for random weighted graphs that requires O (n + m) expected time. On the other hand, McDiarmid, Johnson and Stone [15] analyzed the behavior of Prim's algorithm. Similar results have been achieved for other graph problems. Recently, Hagerup [11] proposed a simple, O (n + m) expected time algorithm that solves the single-source-shortest-path problem in randomly weighted but not necessarily complete graphs.
Outline of the Paper. This paper is organized as follows: In Section 2, we prove upper and lower bounds for fair adversaries. The third section provides results on unfair adversaries. Finally, in Section 4 we will investigate the expected competitive ratio, i.e. E [ρ] for ρ = ALG/OPT.
Competing with Fair Adversaries

2.
1. An O (1)-competitive Algorithm. We present a O (1)-competitive online algorithm that competes with adversary F A and seeks to minimize the total weight of the spanning tree constructed. More specifically, we prove the following result. In order to prove Theorem 1 we will actually prove something slightly stronger. Suppose we are given an online algorithm Connect that receives the edges of G one by one, decides whether to accept or to reject an edge before seeing the next, and guarantees to construct a connected subgraph of G. Then we can easily deduce an algorithm that ensures the construction of a spanning tree by including each edge e accepted by Connect into a spanning forest T of G, unless e closes a cycle in T . We have thus reduced the problem of designing an algorithm for finding a spanning tree with expected weight O (1) to the problem of finding a connected subgraph of expected weight O (1). Hence, in the sequel we will consider the latter problem only. Algorithm Connect constructs a connected subgraph C of G and is analyzed in Theorem 2 below.
Let us now explain the main ideas behind Connect. Let e be an edge that is exposed to the algorithm. There are exactly two circumstances under which e is accepted.
(1) Regular acceptance. If e satisfies the weight criterion for any one or both of its end-vertices as explained below, then e is accepted and called a regular edge. (2) Emergency acceptance. If rejecting e disconnects the graph induced by the accepted and unseen edges, then e is accepted (regardless of its weight) and called an emergency edge.
If none of the two conditions is satisfied, then e is rejected.
Regular acceptance. Let t denote the time when exactly t edges e 1 , . . . , e t are exposed to Connect. For each vertex v, we define a function p stated below which takes values in the set P = {1, 2, . . . , ⌈log( n 8d )⌉}, where n is the number of vertices, d a positive integer constant (to be specified later), and log denotes the logarithm base 2. We assume n > 8d throughout. Formally, the function p depends on v and the sequence e 1 , . . . , e t of edges exposed until time t, but for simplicity of notation, we use p(v, t) as a shorthand. Suppose that e = {u, v} is shown at time t. We define that vertex v accepts e if
otherwise, v rejects e. An edge e = {u, v} is accepted regularly by Connect if u or v accept the edge. We call an edge e a v-edge, if e is incident with the vertex v. We divide the sequence of v-edges of a vertex v shown by the adversary, into d subsequences of ⌊ n d ⌋ consecutive edges. We call the k-th of these sequences the degree-phase k for vertex v. In each degree-phase, v must accept at least one v-edge. Each degreephase is subdivided into edge-phases, where the i-th edge-phase consists of ⌈ Let us now define the function p(v, t) which guarantees that each vertex v will have accepted at least d edges regularly at termination of Connect. If at time t, the vertex v has not yet accepted an edge in its current degree-phase, then p(v, t) takes the number of the current edge-phase of v. Otherwise, i.e., if one edge was accepted or the vertex is in the remainder of the degree-phase, then we set p(v, t) = 1 until the next degree-phase begins.
The function p(v, t) ensures that by the end of a degree-phase at least one edge will have been accepted regularly, see Lemma 1. The first edge to be accepted by a vertex in any degree-phase is called the compulsory edge of that degree-phase, the other edges accepted are called bonus edges. In addition, in each degree-phase after having accepted one (compulsory) edge, the vertex will accept only those (bonus) edges that have weight at most 16d n by setting p(v, t) = 1. Emergency acceptance. Let e be the edge shown at time t and consider the graph C = (V, A ∪ U ) induced by the set A of accepted edges and the set U of unseen edges at time t. If C − e is disconnected, then e must be accepted in order to ensure the construction of a connected subgraph. In that case, e is called an emergency edge and accepted regardless of its weight.
Algorithm 1 Connect
Step 1. Set t = 0, A = ∅, U = V 2 , and d = 10.
Step 2. Let C = (V, A ∪ U ). If U = ∅ output C and terminate. Otherwise set t = t + 1, get the next edge e = {u, v}, and set U = U \{e}.
Step 5.
Step 4. If C − e is not connected goto Step 5, otherwise goto Step 2.
Step 5. Let A = A ∪ {e} and goto Step 2.
Observation 1. The choice of the constants and the assumption n > 8d imply that edge-phases 1 through ⌈log( Proof. The assumption n > 8d implies log( n 8d ) > 0 and hence ⌈log(
Therefore, the ⌊ n d ⌋ edges available for each degree-phase suffice for ⌈log( n 8d )⌉ edgephases and each such phase contains at least one edge.
Lemma 1. For all n > 8d algorithm Connect has the property that every vertex v ∈ V accepts at least one edge regularly in each of its d degree-phases.
Proof. In edge-phase number ⌈log(
log( n 8d ) = 1 and edge-weights are bounded by 1, we conclude that at the latest in this edge-phase an edge will be accepted regularly.
Observe that Lemma 1 implies that the minimum degree of the graph constructed is d.
Theorem 2. Against a fair adaptive adversary
We break the proof of Theorem 2 into two lemmas. Lemma 2 bounds the expected weight of the regular edges, while Lemma 3 bounds the expected weight of the emergency edges.
The following notation and definitions are used in the sequel. For a vertex v we denote by E(v) the set of its incident edges, i.e. the set of all v-edges. For any W ⊆ V let E(W ) = {{v, w} ∈ E : v, w ∈ W } and e(W ) = |E(W )|. For a set W , any pair (X, X) with X ⊂ W , X = W \X is called a cut. Let E(X, X) = {{v, v} ∈ E : v ∈ X, v ∈ X} and e(X, X) = |E(X, X)| denote the number of cut edges. Furthermore, we define some random variables.
Indicator variables.
• A(v, e) indicates whether vertex v accepts edge e regularly.
• S(v, e, k) indicates whether edge e is shown to vertex v in degree-phase k.
• D(W ) indicates whether in a set W ⊆ V each vertex v ∈ W has accepted exactly d compulsory edges in E(W ) after the execution of Connect.
General random variables.
• A(v, k, i) denotes the number of edges accepted regularly by v in edge-phase i of degree-phase k.
• For a vertex v and a subset W ⊆ E(v) of its incident edges let
denote the number of v-edges in W accepted regularly by v in degree-phase k and let
denote the total number of v-edges in W that are accepted regularly by v in some degree-phase.
• P (v, k) denotes the value of the function p(v, t) at the time when the compulsory edge of v of degree-phase k is accepted.
• P (v, e) denotes the number of the edge-phase of v when the edge e is exposed.
The following observations follow immediately from the definition and the fact that edge-weights ω(e) are independent random variables.
Observation 2. For all vertices v ∈ V we have that the probability that no edge is accepted regularly in edge-phase i of degree-phase k is
Observation 3. For the random variable
Lemma 2. For a vertex v let A(v) = {e ∈ E(v) : A(v, e) = 1} denote the set of regularly accepted v-edges during the execution of Connect. Then
Proof. Let W k denote the weight of the compulsory edge accepted by v in degreephase k. Observe that if the compulsory edge is accepted in edge-phase i, then all edges in the previous i − 1 edge-phases must have been rejected. Thus, by Observation 3 and
n 2 i we find that
A bonus edge is accepted if its weight is at most 16d n , which happens with probability 16d n . Thus the total contribution of all bonus edges accepted by v is at most
Hence it follows that
which completes the proof, assuming that d is a constant.
Lemma 3. Let F denote the number of emergency edges that were accepted during the execution of Connect, then Pr {F ≥ 1} = O n
Let us first sketch the idea behind the proof of Lemma 3. If an emergency edge has to be accepted during the execution of the algorithm, then the following bad event must have occured. There must exist a set W ⊆ V such that all (bonus) edges over the cut (W, W ) were rejected and each vertex in W has accepted its (compulsory) edges within W . We intend to show that if the set W is "large", then the probability that all edges over the cut (W, W ) are rejected is small, and if W is "small", then the probability for such a dense subgraph is small. The actual proof of Lemma 3 is subdivided into several technical claims which we now state. Claim 1. For any edge e = {v, w} and any degree-phase k we have that
Proof. Suppose that vertex v is in degree-phase k when e is exposed, i.e., S(v, e, k) = 1. Observe that when edge e is exposed it is either a possible bonus edge (if vertex v has already accepted its compulsory edge for degree-phase k) or it is a possible compulsory edge (if all edges in the previous edge-phases have been rejected). The indicator variable B(e, v, k) takes the value 1 if the first event occurs and 0 otherwise, i.e., if the second event occurs. Suppose B(e, v, k) = 1, i.e., v has already accepted its compulsory edge of degreephase k. Then, at time t when e is shown, we have p(v, t) = 1 and the probability of accepting e is hence 16d n . Otherwise, we have B(e, v, k) = 0 for the current edgephase P (v, e) = i and all edges in the i − 1 previous edge-phases must have been rejected. Therefore, by Observation 3
Moreover if B(e, v, k) = 0 and p(v, t) = P (v, e) = i then the edge is accepted with probability 8d n 2 i . Observe that in this argument we heavily used that the adversary F A is fair, i.e., does not know the edge-weights in advance.
Further note that the events P (v, e) = i for i = 1, . . . , ⌈log( n 8d )⌉ and B(e, v, k) = b with b ∈ {0, 1} induce a partition of the probability space. Now we calculate
and the proof is complete.
The essence of Claim 1 is that no matter when the adversary exhibits e, the probability of acceptance is at most O 1 n . In the sequel we will use p := 38d n as a shorthand.
Claim 2. Let v be a vertex, let k be some degree-phase, and let W ⊆ E(v) be a fixed set of v-edges, then Pr {A(v, W, k) ≥ 1} ≤ p|W |.
Proof. The key idea of the proof is that we condition on the set of v-edges exposed in the degree-phases 1, . . . , k − 1. To formalize this we show that for each set
holds, where we wrote "U exposed" as shorthand for "U is the set of v-edges exposed in the first k − 1 degree-phases of vertex v". In order to prove (2) we recall that A(v, W, k) = e∈W A(v, e)S(v, e, k) and thus by Claim 1 and Boole's inequality
Pr {U exposed} = p|W |, which completes the proof.
Let G = (W, A) be a directed graph. For any set U ⊆ W define the inneighbourhood of v in U by N − (v, U ) = {w ∈ U : (w, v) ∈ A} and the respective in-degree by deg
the in-neighbourhood and in-degree, respectively. 
Therefore, the expected number of vertices that are in Y and that have at least The following Claim 4 bounds the probability that each vertex in a certain set W ⊆ V has accepted its (compulsory) edges within W . In the sequel we omit ⌈ ⌉ for sake of simplicity. 
As this holds for all vertices in Z the estimate
The standard estimate where with abuse of notation e(W, W ) denotes the random variable that counts the number of edges in (W, W ) that were accepted regularly.
Proof. By the weight criterion, each edge is accepted with probability at least 16d n , and thus rejected with probability at most 1 − 16d n . Hence the probability that all s(n − s) edges over the cut (W, W ) are rejected is at most
Proof of Lemma 3. Let e = {v, w} be an arbitrary edge. Suppose that e is an emergency edge, and consider the graph induced by regular edges after execution of Connect. Then there is a cut (W, W ) such that |W | ≤ n 2 , all edges over the cut were rejected, and v ∈ W , w ∈ W . It is hence necessary that D(W ) = 1 and that e(W, W ) = 0, otherwise e cannot be an emergency edge. Therefore, the probability that there exists an emergency edge is bounded by the probability that such a set W exists. Hence by Boole's inequality we have that 
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( We remark that no serious attempt for finding best-possible constants for d and the weight criterion was made.
Proof of Theorem 2. First we prove that C is connected. For sake of contradiction suppose that C is not connected. Then there exits a cut (W, W ) with e(W, W ) = 0 in C. Let t be the time when the last edge e over (W, W ) is rejected by Connect. At time t all accepted edges A and all unseen edges U are within W or W . Thus, at that time the graph C = (V, A ∪ U ) is disconnected. Therefore e is an emergency edge, contradicting the fact that it is rejected.
For any vertex v, let A(v) denote the set of edges that were accepted regularly by v and let F denote the number of emergency edges. As the weight of each (emergency) edge is bounded by 1, we have
Application of Lemma 2 and Lemma 3 completes the proof.
2.2.
A Lower Bound. F O is the weakest of the four adversaries considered in this paper. By Theorem 1 we know that there is an algorithm which is strictly O (1)-competitive against F O. However, it is still possible that there is an algorithm A which is strictly (1 + ε)-competitive for arbitrary ε > 0 or (which is even weaker) ε = o (1). That this is not the case states Assume that we wish to select online from a set {X 1 , ..., X k } of independent uniformly in [0, 1] distributed random variables, exactly one value of minimum weight. Let W k denote the expected objective of the best possible online algorithm B for this problem. If k = 1 then W 1 is trivially 1/2. Otherwise, if k > 1 we assume that B receives the value of X 1 . In the optimal strategy, the algorithm will accept if X 1 is smaller than W k−1 , since W k−1 is by definition the value which can be achieved by the optimal algorithm. The proof of Theorem 3 heavily relies on the following result.
Lemma 4. W k is monotone decreasing and satisfies
Proof. By W 1 = 1/2 and since the optimal algorithm accepts X 1 if and only if X 1 ≤ W k−1 , we obtain the following recursion
Proof of Theorem 3. Assume F O fixes some order e 1 , e 2 . . . , e N on the edges. Let A * be the best possible online algorithm for the minimum spanning tree problem and adversary F O. Furthermore, let T * = sol(A * ) denote the spanning tree which is returned by A * . LetT be obtained from T * by keeping for every vertex only the edge which was accepted first. For u ∈ V we denote this edge by a u . If a u = a v = {u, v} for two vertices u, v ∈ V , we simply double {u, v}. We define
On the other hand, assume we use algorithm B to chose online and independently exactly one edge b u for each vertex u ∈ V . Let ω(B) := 
We will now prove that E [ω(a u )] ≥ W n−1 for all u ∈ V . Although this is intuitively clear, we have to take into account that B and A * are defined on different probability spaces. Consider two vertices u and v. Assume that both algorithms choose for u the edge {u, v}. Then B will also make some choice for v while it is possible that A * does nothing. Thus we can not exclude that B performs worse than A * . Now, let u ∈ V . We write i(e) for the index of an edge e at u which is defined as follows. If e is the j th edge incident to u in the order fixed by F O then i(e) = j. In other words, we take all edges incident to u and index them by 1 through n − 1. Let i(a u ) and i(b u ) denote the index at u of the edges a u and b u , respectively. We can rewrite the expectation of ω(a u ) as
First, we bound the expectation of ω(a u ) given that i(a u ) < i(b u ). If this is the case then algorithm B rejects the edge a u . Therefore ω(a u ) is at least W n−i(au )+1 by definition of B. Hence, we have
Otherwise, if we condition on i(a u ) ≥ i(b u ) the expectation of ω(a u ) can be bounded as follows.
By plugging (5) and (6) into (4), we obtain by (3)
as n → ∞. In the definition ofT in (3) we have weighted for every vertex the corresponding edge by 1/2. This means we only count the equivalent of ⌈n/2⌉ edges inT . In order to obtain a lower bound on ω(T * ), we may add the weight of the ⌊n/2⌋ − 1 cheapest edges in the G. Hence, for n large enough we have
for an appropriate c > 1. This completes the proof.
Bounds for Unfair Adversaries
In this section, we shall see that it is impossible to compete successfully with UO, i.e., there is no algorithm which is strictly O (1)-competitive. Due to (1), this negative result also holds for UA. . We partition E into two subsets E 1 and E 2 = E \ E 1 , such that
The strategy of UO is to show A first all edges in E 1 then those in E 2 . Let V B denote the set of vertices that are not incident to any edge of weight less than β a . We have In order to construct a spanning tree, it is necessary that A finds at least a subgraph of minimum degree 1. Thus A has to choose an edge at each vertex. Assume that A rejects all edges in E 1 . In this case, the expected total weight is at least
since we need at least |V B |/2 = Θ( √ n) edges from E 2 to cover V B . Therefore A has to accept several edges in E 1 . It is impossible for A to determine whether v ∈ V B , since the weights of the remaining edges incident to v are independent of the edge weights in E 1 . Hence, all A can do is to accept some edges in E 1 and hope that they cover a sufficiently large fraction of V B . Even by accepting n/4 edges, A expects to cover at most half of V B , since
where a is the number of vertices covered with the n/4 edges. Thus the cost in E 2 is still Θ(log n). This means, A has to accept more than n/4 edges in E 1 . On the other hand, the minimum weight in E 1 is at least β a and the cost for accepting n/4 edges in E 1 is already Θ(log n). Hence, the algorithm pays in expectation at least Θ(log n).
Next, we prove that the lower bound claimed in Theorem 4 is asymptotically tight. In particular, we show that there is an algorithm which is strictly O (log n)-competitive against UA. By equation (1), this algorithm is also strictly O (log n)-competitive against UO. Proof. Consider the following simple algorithm A. Accept every edge which does not form a cycle with the forest constructed so far and has weight less than 3 log n/n. Furthermore, we accept edges that are necessary to gain connectedness (emergency edges). If the algorithm is not forced to take edges of weight greater than 3 log n/n, then ALG ≤ 3 log n. Otherwise, if the algorithm accepts emergency edges the weight of the solution is still at most n − 1. We claim that
That is, we may conclude that E [ALG] = 3 log n + o (1). The probability that A accepts emergency edges is equal to the probability that the edges of weight at most 3 log n/n do not induce a connected subgraph in G. As the edge weights are uniformly and independently drawn from [0, 1], this probability is equal to the probability that a random graph with edge probability p = 3 log n/n is not connected. That the latter is O n −3/2 is well-known and can be also easily checked using the first moment method.
Expected Competitive Ratio
The expectation of ρ := ALG/OPT is called the expected competitive ratio. It was recently considered by Scharbrodt, Schickinger and Steger [18] , and Souza and Steger [19] to analyze stochastic online-scheduling problems. The same measure was used before by Coffman and Gilbert [5] in a slightly different context. In specific, they bounded the average-case performance of the well-known list-scheduling algorithm of Graham [10] . The expected competitive ratio offers several advantages. For example, it shows with high probability the right order of magnitude of ρ, since the probability for ρ ≥ t · E [ρ] is by Markov's inequality 1/t. In addition, E [ALG] can be dominated by some 'hard' instances where also OPT is unusual large and therefore we intend to show that Connect also achieves a good expected competitive ratio, i.e. that E [ρ] = O (1).
Although it is very unlikely, OPT can take very small values which could mean that E [ρ] → ∞. The next lemma states that this is not the case and assures therefore that the expectation of ρ exists. Proof. In the course of the proof we will bound the probability for OPT ∈ I j , where I 0 := n −1 , 1/3 and I j := n −(j+1) , n −j for j ≥ 1. We define the contribution of I j as E [ ρ | OPT ∈ I j ] Pr {OPT ∈ I j } and claim that i) the contribution of I 0 and I 1 is o (1) and ii) if j ≥ 2 the contribution of I j is e −Θ(n(j−1) ln n) . This implies that To complete the proof, it remains to bound the contributions of the I j . First we consider the case j = 0. Let the random variable Y count the number of edges in the graph that have weight at most 1/n. Clearly µ Y = N/n = (n − 1)/2. Furthermore, let the random variable L count the number of edges in the optimal spanning tree that have weight at most 1/n. According to these definitions (n − 1 − L)n For the case j > 0 the random variable X counts the number of edges having weight less than n −j . Clearly µ X = n−1 2 n 1−j . Now, if OPT ≤ n −j , the graph must contain at least (n − 1) edges of weight less than n −j . We obtain Pr {OPT ∈ I j } ≤ Pr OPT ≤ n −j ≤ Pr {X ≥ n − 1} = Pr {X ≥ (1 + δ)µ X } for δ = 2n j−1 − 1. Once again we can bound this probability with Chernoff's inequality, i.e. Pr {X ≥ (1 + δ)µ X } ≤ e α(n) where α(n) = µ X (δ − (δ + 1) ln(δ + 1)). We obtain α(n) = n − 1 2 n 1−j 2n j−1 − 1 − 2n j−1 ln(2n j−1 ) = (n − 1) − n − 1 2 n 1−j − (n − 1) ln(2n j−1 ) = −Θ(n) , j = 1 −(j − 1)n ln n + O (n) , j ≥ 2 Since E [ ρ | OPT ∈ I j ] ≤ n j+2 = e (j+2) ln n , the contribution of I 1 is o (1) and for j ≥ 2 the contribution of I j is e −Θ(n(j−1) ln n) .
We are now ready to prove that the performance of Connect is also good, if it is measured with the expected competitive ratio. In specific, we have Pr {ALG ≥ t} dt
where the next-to-last inequality follows from Lemma 5 and ρ ≥ 1.
