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The aim of this paper is to construct some asymptotic expansions which produce
increasingly accurate approximations of the gamma function.
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1. Introduction
In recent years, several authors have concentrating on establishing new approximations for bounding the gamma
function and related functions.We refer the reader, for example, to [1–17] and all references therein. These new increasingly
better estimates are of great importance in many branches of science such as probabilities, applied statistics, statistical
physics, or in optimization theory for improving the analysis of some algorithms.
Perhaps, one of the most known and most used formulae for approximation of the gamma function is the following
Γ (x+ 1) ≈ √2pie
( x
e
)x+ 12
, (1.1)
now known as Stirling’s formula. A slightly more accurate approximation was proposed in [4]
Γ (x+ 1) ≈
√
2pi
e
(
x+ 1
e
)x+ 12
(1.2)
as an intermediate result for establishing some monotonicity properties of some functions involving the gamma function.
However, Burnside’s approximation [18]
Γ (x+ 1) ≈ √2pi
(
x+ 12
e
)x+ 12
(1.3)
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is much better. It is introduced in [4] the following class of approximations
Γ (x+ 1) ≈ e−p√2pie
(
x+ p
e
)x+ 12
(p ∈ [0, 1]), (1.4)
which incorporates (1.2) (p = 1) and also the famous estimates due to Stirling (p = 0) and Burnside (p = 1/2). This is the
reason which allows us to call (1.4) the generalized Stirling formula. Furthermore, it is proven in [4] that the most accurate
approximations (1.4) are obtained for p =
(
3±√3
)
/6.
This problem of extending known results about the Stirling formula to the entire class of approximations (1.4) was
continued in the recent paper [5] where the following integral representation associated to the Stirling formula due to
Liu [19]
Γ (n+ 1) = √2pin
(n
e
)n
exp
(∫ ∞
n
1
2 − {t}
t
dt
)
was extended for every p ∈ [0, 1] to
Γ (n+ 1) = e−p√2pie
(
n+ p
e
)n+ 12
exp
(∫ ∞
n
(
3
2 − p− {t}
t + p +
p
p{t} + [t] −
1
t
)
dt
)
.
([t] denotes the largest integer less than or equal to t and {t} = t − [t]).
The Stirling formula (1.1) is in fact the first approximation of the following asymptotic series
Γ (x+ 1) ∼ √2pie
( x
e
)x+ 12
exp
( ∞∑
k=1
Bk+1
k (k+ 1) xk
)
. (1.5)
(Bj denotes the jth Bernoulli number). See, e.g., [20, p. 257 and p. 804].
One of our main results is the asymptotic expansion associated to the generalized Stirling formula (1.4).
Theorem 1. The following asymptotic expansion holds as x→∞
Γ (x+ 1) ∼ e−p√2pie
(
x+ p
e
)x+ 12
exp
( ∞∑
k=1
ap(k)
xk
)
(p ∈ [0, 1]) , (1.6)
where for every integer k ≥ 1,
ap(k) = 1k (k+ 1)
(
Bk+1 + (−1)k pk
(
1
2
−
(
p− 1
2
)
k
))
.
It can be easily seen that case p = 0 is the Stirling series (1.5). Cases p = 1/2 and p = 1 related to the approximation
formulas (1.3) and (1.2) respectively, are gathered in the following corollaries.
Corollary 1. The following Burnside asymptotic series holds as x→∞
Γ (x+ 1) ∼ √2pi
(
x+ 12
e
)x+ 12
exp
( ∞∑
k=1
(
Bk+1 + (−1)
k
2k+1
)
1
k (k+ 1) xk
)
, (1.7)
namely
Γ (x+ 1) ∼ √2pi
(
x+ 12
e
)x+ 12
× exp
(
− 1
24x
+ 1
48x2
− 23
2880x3
+ 1
640x4
+ 11
40320x5
+ 1
5376x6
− 143
215040x7
· · ·
)
.
Corollary 2. The following asymptotic series holds as x→∞
Γ (x+ 1) ∼
√
2pi
e
(
x+ 1
e
)x+ 12
exp
( ∞∑
k=1
(
Bk+1 − (−1)k k− 12
)
1
k (k+ 1) xk
)
, (1.8)
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namely
Γ (x+ 1) ∼
√
2pi
e
(
x+ 1
e
)x+ 12 · exp( 1
12x
− 1
12x2
+ 29
360x3
− 3
40x4
+ 17
252x5
− 5
84x6
+ 89
1680x7
· · ·
)
.
Asymptotic series like (1.6) and their particular forms (1.7)–(1.8) may not, and often do not converge, but in a truncated
form of only a few terms, they provide approximations to any desired accuracy, as in the estimate
Γ (x+ 1) ≈ e−p√2pie
(
x+ p
e
)x+ 12
exp
{
m∑
k=1
ap (k)
xk
}
.
The next step in this approximation problem is to establish sharp inequalities involving the first m terms of the respective
asymptotic series. We give here some particular examples which allow us to develop a general method for discovering
such increasingly accurate bounds. The following sharp bounds are related to the asymptotic series (1.7)–(1.8) and also to a
general case of the parameter p from (1.6).
Theorem 2. For every x ≥ 0, we have
√
2pi
(
x+ 12
e
)x+ 12
exp a(x) < Γ (x+ 1) < √2pi
(
x+ 12
e
)x+ 12
exp b(x),
where
a(x) = − 1
24x
+ 1
48x2
− 23
2880x3
+ 1
640x4
+ 11
40320x5
+ 1
5376x6
− 143
215040x7
and b(x) = a(x)+ 143
215 040x7
.
Theorem 3. For every x ≥ 1, we have√
2pi
e
(
x+ 1
e
)x+ 12
exp c(x) < Γ (x+ 1) <
√
2pi
e
(
x+ 1
e
)x+ 12
exp d(x),
where
c(x) = 1
12x
− 1
12x2
+ 29
360x3
− 3
40x4
+ 17
252x5
− 5
84x6
and d(x) = c(x)+ 89
1680x7
.
Theorem 4. For every p ∈ [ 35 , 58 ] and x ∈ (0,∞), we have
exp
{
3∑
k=1
ap(k)
xk
}
<
Γ (x+ 1)
e−p
√
2pie
( x+p
e
)x+ 12 < exp
{
5∑
k=1
ap (k)
xk
}
.
Inspired by the Stirling series (1.5), Alzer [1, Theorem 8] proved that for every n ≥ 0, the functions
Fn(x) = ln Γ (x+ 1)√
2pie
( x
e
)x+ 12 −
2n∑
j=1
B2j
2j (2j− 1) x2j−1
and
Gn(x) = − ln Γ (x+ 1)√
2pie
( x
e
)x+ 12 +
2n+1∑
j=1
B2j
2j (2j− 1) x2j−1
are completely monotonic on (0,∞) and as a direct consequence of Fn > 0 and Gn > 0, he deduced
exp
(
2n∑
j=1
B2j
2j (2j− 1) x2j−1
)
<
Γ (x+ 1)
√
2pie
( x
e
)x+ 12 < exp
(
2n+1∑
j=1
B2j
2j (2j− 1) x2j−1
)
. (1.9)
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In order to extend Alzer’s result to the case of generalized Stirling formula, we denote
exp λp(x) = Γ (x+ 1)
e−p
√
2pie
( x+p
e
)x+ 12 (p ∈ [0, 1]). (1.10)
Remark that the function λ0 produces the Stirling approximation. Straightforward computations lead us to
λp(x) = λ0(x)+ p−
(
x+ 1
2
)
ln
(
1+ p
x
)
. (1.11)
Using the notations (1.10), the inequalities (1.9) can be equivalently written as
2n∑
j=1
B2j
2j (2j− 1) x2j−1 < λ0(x) <
2n+1∑
j=1
B2j
2j (2j− 1) x2j−1 (1.12)
and we extend them to the following.
Theorem 5. For every p ∈ [0, 1] , x ∈ (0,∞) and positive integer n, we have
p−
(
x+ 1
2
)
ln
(
1+ p
x
)
+
2n∑
j=1
B2j
2j (2j− 1) x2j−1
< λp(x) < p−
(
x+ 1
2
)
ln
(
1+ p
x
)
+
2n+1∑
j=1
B2j
2j (2j− 1) x2j−1 . (1.13)
Moreover, for every p ∈ [0, 1], the functions
Fn,p(x) = ln Γ (x+ 1)
e−p
√
2pie
( x+p
e
)x+ 12 − p+
(
x+ 1
2
)
ln
(
1+ p
x
)
−
2n∑
j=1
B2j
2j (2j− 1) x2j−1
and
Gn,p(x) = − ln Γ (x+ 1)
e−p
√
2pie
( x+p
e
)x+ 12 + p−
(
x+ 1
2
)
ln
(
1+ p
x
)
+
2n+1∑
j=1
B2j
2j (2j− 1) x2j−1
are completely monotonic on (0,∞).
Alzer’s inequality (1.9) is obtained from Theorem 5 in case p = 0, while Fn = Fn,0 and Gn = Gn,0. The proof of Theorem 5
follows immediately using the complete monotonicity of functions Fn and Gn, inequalities (1.9) and the connecting relation
(1.11), but as we can see in the next section, written in this form, it is very useful in practical problems.
2. The proofs
First note that easy computations lead us to the following representation in power series
up(x) = p−
(
x+ 1
2
)
ln
(
1+ p
x
)
=
∞∑
k=1
yp(k)
xk
, (2.1)
where for every integer k ≥ 1,
yp(k) = (−1)k−1 pk (2p− 1) k− 12k (k+ 1) .
Using relation (1.11) in the form λp(x) = λ0(x)+up(x), the asymptotic series (1.6) follows by adding the Stirling series (1.5)
with the power series expansion of up to obtain
ap(k) = Bk+1k (k+ 1) + yp (k) .
In this way, Theorem 1 is proved.
790 C. Mortici / Computers and Mathematics with Applications 60 (2010) 786–791
Proof of Theorem 2. In terms of (1.10), we have to prove
a(x) < λ1/2(x) < b(x).
By Theorem 5, we have
u1/2(x)+
4∑
j=1
B2j
2j (2j− 1) x2j−1 < λ1/2(x) < u1/2(x)+
3∑
j=1
B2j
2j (2j− 1) x2j−1 ,
so it suffices to show that f > 0 and g < 0, where
f (x) = u1/2(x)+
4∑
j=1
B2j
2j (2j− 1) x2j−1 − a(x)
g(x) = u1/2(x)+
3∑
j=1
B2j
2j (2j− 1) x2j−1 − b(x).
But f is strictly convex, g is strictly concave, since
f ′′(x) = 1
256x9 (2x+ 1) , g
′′(x) = − 1
128x8 (2x+ 1) ,
with f (∞) = g (∞) = 0, so f > 0 and g < 0 and the theorem is proved. 
Proof of Theorem 3. In terms of (1.10), we have to prove
c(x) < λ1(x) < d(x).
By Theorem 5, we have
u1(x)+
4∑
j=1
B2j
2j (2j− 1) x2j−1 < λ1(x) < u1(x)+
5∑
j=1
B2j
2j (2j− 1) x2j−1 ,
so it suffices to show that h > 0 and j < 0, where
h(x) = u1(x)+
4∑
j=1
B2j
2j (2j− 1) x2j−1 − c(x)
j(x) = u1(x)+
5∑
j=1
B2j
2j (2j− 1) x2j−1 − d(x).
But h is strictly convex, and j is strictly concave on [1,∞), since
h′′(x) = 89x
2 + 73x− 1
30x9 (x+ 1)2 , j
′′(x) = −231x
3 + 193x2 − 10x− 5
66x11 (x+ 1)2 ,
with f (∞) = g (∞) = 0, so f > 0 and g < 0 and the theorem is proved. 
In order to prove Theorem 4, we need the following
Lemma 1. For every p ∈ [ 35 , 58 ] and x ∈ (0,∞), we have
3∑
k=1
yp(k)
xk
< up(x) <
5∑
k=1
yp(k)
xk
.
Proof. Let us denote
fm,p(x) = up(x)−
m∑
k=1
yp(k)
xk
(m ≥ 1).
For every p ∈ [ 35 , 58 ], we have
f ′′3,p(x) =
p4 (5− 8p)
2x5 (x+ p)2
(
x+ 2p (2− 3p)
5− 8p
)
> 0
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and
f ′′5,p(x) = −
p6 (12p− 7)
2x7 (p+ x)2
(
x+ 2p (5p− 3)
12p− 7
)
< 0.
Now f3,p is strictly convex, f5,p is strictly concave, with f3,p (∞) = f5,p (∞) = 0, so f3,p > 0 and f5,p < 0 and the conclusion
follows. 
Proof of Theorem 4. By lemma,
3∑
k=1
yp(k)
xk
< up(x) <
5∑
k=1
yp(k)
xk
,
and from (1.12) with n = 1, we get
3∑
k=1
Bk+1
k (k+ 1) xk < λ0 (x) <
5∑
k=1
Bk+1
k (k+ 1) xk .
By addition, we obtain
3∑
k=1
(
Bk+1
k (k+ 1) + yp (k)
)
1
xk
< λ0(x)+ up (x) <
5∑
k=1
(
Bk+1
k (k+ 1) + yp(k)
)
1
xk
,
or
3∑
k=1
ap(k)
xk
< λp (x) <
5∑
k=1
ap(k)
xk
,
which is the conclusion. 
Finally it is to be noticed that for arbitrary given p ∈ [0, 1], sharp bounds for λp(x) of any desired accuracy can be
constructed. The proof of such results can be reduced to the variation of some strictly convex (concave) functions that tend
to zero, as the argument approaches infinity.
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