Comparison of calculated and derived error values
Like in the main article, it is assumed that the cleavage entropy of trypsin calculated from the 20 complete substrate data set is the correct value. In this part the statistical error (variance) of the 21 calculated entropies for trypsin is investigated. As shown by Roulsten [1] , the entropy variance is 22 n is the number of substrates taken to calculate the entropy, q a,i the probability for the amino acid 25 a in pocket i, and S i (n) the calculated entropy value from the subset for pocket i. The probability to find amino acid a in a pocket i is given by p a,i , n defines the number of total 51 samples and k a,i the instances where amino acid a is found in pocket i. With this mathematical 52 probability function it is possible to estimate the errors and calculate the expectation value. 53
Inserting the knowledge-based definition of the probability function (2) into the definition of the 55 cleavage entropy S i for pocket i (equation 1 main article), leads to an equation for the expectation 56 value of cleavage entropy as a function of the total sample number n. k a,i is defined as the 57 occurrence of amino acid a in pocket i. 58
According to the linearity of the expectation value we can exchange the expectation value and 60 the sums as following: 61
As outlined in the main article, we are using the binomial distribution (equation 5) to 63 mathematically model the process of experimentally finding new substrates. The probability 64 q a,i (k) of identifying k substrates having amino acid a in pocket i (e.g. S1) is a function of the 65 total number of substrates found and the probability that this amino acid is accepted in this 66 pocket. 67
It is now possible to expand the fraction in the logarithmic function by n*p a,i and splitting up the 71 terms according to log(a/b)=log(a)-log(b). 72
In a further step we can move the log (p a,i ) in front of the sum over k, resulting in the expectation 74 value of the binomial distribution (n*p a,i ) as the first term: 75
So the first term can be simplified to the definition of the cleavage entropy with the underlying 77 probability distribution by reducing n in the first term, leading us to the final result (equation 5 in 78 the paper): 79
n 2 is the number of samples used to create the second data point of our linear regression by 84 bootstrapping. As our metric is dependent on the size of the subset, different ratios were tested 85 and we finally came up with the empirically derived formula: 86 Different subsets sizes for bootstrapping were tested. For low substrate numbers a smaller ratio 96 between total substrate number and subset substrates lead to better results. However, for higher 97 total substrate values the opposite is the case. The corrected entropy values using different subset 98 sizes are shown for the substrate position S4 (upper-left), S1 (upper right), and the sum of S4-S4'
