We consider the boundary value problem is roughly S-shaped, and α > 0. We also prove that there exists at least one positive solution when g(0) < 0 (semipositone), g(s) is eventually positive for s > 0, and 0 < α < 1.
Introduction
In this paper, we consider the boundary value problem − u = φ g(u)u −α in Ω, u = 0 on ∂Ω, (1.1) where Ω ⊂ R N is a bounded domain, φ is a nonnegative function in L ∞ (Ω) such that φ > 0 on some subset of Ω of positive measure, g : [0, ∞) → R is continuous, and α > 0.
We consider two cases. The first case assumes that g(s) is positive and that f (s) = s −α g(s) is roughly S-shaped in the sense that s f (s) rises from the origin to a maximum and then descends to a minimum before rising again. Alternatively, the geometry of the nonlinearity can be captured by bounding g(s) above, then below, and then above again as s increases. This latter description is similar to that used in [9] . We prove the existence of three positive solutions. Our theorems generally extend results and methods for the nonsingular positone problems found in [1, 2, 7, 9, 11, 14] . We also employ results and methods from the study of existence and uniqueness for singular problems where g ≡ 1. For example, see [10, 13, 12, 18] .
The second case assumes that g(0) < 0, g is eventually positive for s > 0, and 0 < α < 1. We prove the existence of at least one positive solution under suitable conditions. Our theorem generalizes the nonsingular semipositone results and methods in papers such as [3] and [4] . To obtain a positive subsolution we modify a construction found in [13] . We note that ✩ This research was partially supported by the project Kontakt Czech Republic-USA, No. ME 877, Quasilinear elliptic differential equations and its systems.
there have been a number of recent results regarding singular semipositone problems also referred to as infinite semipositone problems. For example, see [15] for the single equation Laplacian case and [16] for systems involving the p-Laplacian.
In Section 2 we consider the positone case and in Section 3 we consider the semipositone case. Our method of proof is to truncate the problem, apply the method of sub-super solutions to the truncated problem, and then return to the original problem via a limit. 
where m and A * will be defined later, φ is as described above and α > 0. Then (1.1) has at least three positive solutions.
A simple example that satisfies the given hypotheses is given by the following. Therefore, we can choose β large enough so that
. It is then trivial to satisfy (G3) for large c.
To prove Theorem 2.1, we will use the following three-solution theorem by Shivaji (see [17] 
where h is a smooth function, such that u 1 We study the following auxiliary problems to define the constants that appeared in the statement of the theorem as well as to find appropriate functions needed in the construction of sub and supersolutions.
Auxiliary problems
First consider the problem
In the next four lemmas we establish that there exists a smallest A > 0 for which (2.3) has a solution by using a standard sub-super solutions method and comparison principles. 
has a positive solution, due to del Pino [6] , say ψ . Let d > 0 be such that dψ 1 on Ω 1 . Then
This shows that ψ = dψ is a subsolution of (2.3) with A = d α+1 . Now let ψ be the solution of
holds in Ω and therefore ψ is a supersolution of (2.3). Moreover, Proof. Let A n A * and let ψ n+1 ψ n be the corresponding sequence of solutions. By monotonicity, the pointwise limit ψ A * (x) = lim n→∞ ψ n (x) exists and hence Let ψ A * be the solution of (2.3) with A = A * and let M = ψ A * ∞ . Note that M 1. In fact M > 1. This follows from the fact that ψ A * is harmonic on the set {x: 0 < ψ A * < 1}, and that there must be a point x 0 ∈ {x: ψ A * = 1} and a ball B (x 1 ) ⊂ {x: 0 < ψ A * < 1} with x 0 ∈ ∂ B (x 1 ). By the Hopf maximum principle it follows that ∇ψ A * (x 0 ) = 0 and so ψ A * (x 0 ) = 1 is not a local maximum.
Finally, consider the boundary value problem 
We state and prove a simple lemma that is crucial in applying the three-solution theorem as well as in the later proof that the limiting solutions are indeed distinct.
Lemma 2.7 (Comparison lemma). If there exists a constant R
This gives v w in Ω , a contradiction. 2
Truncated problem
Recall that f (s) = g(s)s −α and let { n } be a decreasing sequence of positive real numbers such that lim n→∞ n = 0. For convenience we assume 1 < b. Since lim s→0 + f (s) = ∞, without loss of generality, we can assume that
For each n ∈ N, consider the truncated problem
Now we construct sub and supersolutions of the truncated problem, using functions from the auxiliary problems discussed earlier, satisfying the hypotheses of the three-solution theorem. Lemma 2.8. u 1 = 0 is a subsolution of (2.6).
Proof. Since φ f n 0, we have that − u 1 = 0 φ f n (u 1 ) in Ω. This proves the lemma. 2 Lemma 2.9. u 2 = bψ A * is a strict subsolution of (2.6).
Proof. Since ψ A * is zero on the boundary, ∂Ω, we only need to show that
z is a strict supersolution of (2.6).
Proof. Using (G1), we get
z is a supersolution of (2.6).
Proof. The lemma follows using (G3) and an identical argument as in the proof of the previous lemma. 2
Now we verify the hypotheses of Lemma 2.2 to get three solutions of the truncated problem for each n ∈ N. Clearly
and since a < c, we have
Clearly u 1 = 0 < bψ A * = u 2 . Next, we wish to show u 2 = bψ A * < c m z = u 2 . We have
The last inequality holds since (G2) and (G3) together imply that we must have b α+1 A * ( c m ) α+1 . Then Lemma 2.7, together with the fact that u 2 = Mb < c = u 2 , implies that u 2 < u 2 as desired. Finally, since u 1 = a < b u 2 , we must have u 1 u 2 .
Thus by Lemma 2.2, for each n ∈ N, we have three solutions, u ni , i = 1, 2, 3, of (2.6) where 0 < u n1 < u 1 and u 2 < u n2 u 2 . The third solution u n3 belongs to the set [0,
Proof of the theorem
We will now prove that the solutions of the truncated problems converge to solutions of the original problem and that the limiting solutions are all distinct. Lemma 2.12. Solutions of (2.6), {u ni } for i = 1, 2, 3, as obtained in previous section, converge to solutions of
Proof. Let δ > 0 such that g(s) δ ∀s 0 and i ∈ {1, 2, 3} be fixed. Then − u ni δφu −α ni for every n, and so, by Lemma 2.7, u ni w where w is the positive solution of
Hence w(x) u ni (x) u 2 (x) ∀x ∈ Ω and ∀n. It follows that {u ni } is uniformly bounded and is bounded below by the positive constant inf Ω ω on any compact subdomain Ω of Ω. Hence { f n (u ni (x))} is uniformly bounded on compact subdomains of Ω. Using standard regularity and embedding theorems (see [8] , as cited before) we conclude that, without loss of generality, Proof. Suppose u 3 = u 1 so that u n3 → u 1 . Then 0 u n3 a for large n so that g(u n3 ) < ( a m ) α+1 holds. Thus, for large n,
Thus by Lemma 2.7, u n3 a m z, a contradiction to the fact that u n3 must lie above u 1 at some point. 2
Lemma 2.14.
Proof. Suppose u 3 = u 2 so that u n3 → u 2 . Since u 2 > u 2 , for large n there exists > 0 such that u n3 b + on {x ∈ Ω:
b}. On the other hand, since u n3 must lie below u 2 at some point, the set Ω 1 = {x: u 2 > u n3 } is nonempty with
2 , and it follows that − u n3 > − u 2 . Therefore, u 2 u n3 on Ω 1 , a contradiction. 2
The singular semipositone case: Existence result
In this section we use similar methods to prove the existence of at least one positive solution for the problem 
It is clear that u serves as a supersolution for (3.7) and that, by a simple comparison argument, u will lie above any solution or subsolution of (3.7). Moreover, it will be clear that u will play a similar role for all of the truncated problems described below. The nontrivial part of the argument is to identify a positive subsolution. To do this we combine ideas and computations from [7] and [13] . In brief we will use u = w λ , where λ = 2 α+1 > 1 and where w is the positive solution of (3.9) where Ω ⊂⊂ Ω and χ Ω is the standard characteristic function. In order to guarantee w > 0 in Ω we need to have φ > 0 on a subset of Ω with positive measure. This will be clearly satisfied in the context below. Problems of this sort are investigated in some depth in [7] where it is shown that a careful study of (3.9) can lead to sharp bounds for existence } is a decreasing sequence of positive real numbers such that lim n→∞ n = 0. Note lim s→0 + f (s) = −∞, so each f n ≡ f ( n ) on some interval (0, n ], and so f n can clearly be extended to have the value f ( n ) at 0.
We will show that the truncated boundary value problem Thus u := w λ is a subsolution of (3.11) for each n. Also u, solution of (3.8), is a supersolution of (3.11) with u u. For each n ∈ N, let u n be a solution of (3.11) lying in the order interval [u, u] .
Note that on compact subdomains of Ω we have an L ∞ bound on {u n } and we have a strictly positive lower bound.
Standard regularity arguments show that, without loss of generality, u n converges to a positive solution u of (3.7) in C
