Abstract-In this note, we consider the statistical ranking and selection problem of finding the best alternative when the performances of each alternative must be estimated by sampling. We provide a myopic allocation policy that asymptotically achieves the sampling ratios given by the optimal computing budget allocation, an approximate solution of the optimal large deviations rate for the decreasing probability of false selection. We analyze the asymptotic sampling ratio for both known variances and unknown variances under a Bayesian framework. Numerical results substantiate the theoretical results.
I. INTRODUCTION
One of the main focuses of statistical ranking and selection (R & S) is to select the best alternative, which will be defined as the alternative with the largest mean, from a finite number k of alternatives with unknown means μ i , i = 1, . . . , k, where the mean of each alternative must be estimated by sampling. The main approaches include indifference zone procedures ( [3] , [13] , [15] , [18] , [17] , [23] ), optimal computing budget allocation (OCBA) ( [6] , [7] , [9] , [19] , [20] ), and one-step improvement procedures such as expected improvement (EI) ( [16] ), expected value of information (EVI) ( [8] , [14] ), knowledge gradient (KG) ( [11] ), as well as gradient approaches ( [5] , [21] ); see [4] for a comparison of methods. We will refer to the latter class of techniques as myopic allocation policies (MAPs). MAPs have theoretical support in the small-sample setting, but many of their asymptotic properties have not been characterized specifically.
Recently, [24] showed that EI achieves the following asymptotic ratios:
where i * is the index of the optimal alternative, δ j . = (μ j − μ i * ), j = in is the total budget, and n i , i = 1, . . . , k, is the number of replications allocated to the ith alternative. The ratio (1) is identical to (3) in the OCBA formulas ( [7] )
but (2), which prescribes that the proportion of replications allocated to the non-optimal alternatives vanish asymptotically, differs from the OCBA allocation (4) . Moreover, in terms of probability of correct selection (PCS), one of the most frequently used metrics in R & S, EI performs even worse than equal allocation (EA) asymptotically. Specifically, the probability of incorrect selection, denoted by PICS (1-PCS), of EA converges at a rate e −cn , c > 0, whereas the PICS of EI converges at e −o(n) , where o(n) denotes lower order than n. This point is dramatically illustrated by numerical examples provided in Section IV.
In this note, we propose a new variant of EI that achieves the OCBA allocation (3) and (4) in the known-variance setting. The derivation uses an analytical approach in a Bayesian framework that can also be applied to other MAPs. For the variants of EI that were previously studied in [24] , our approach yields matching results, and for KG and its extensions, [22] shows that the asymptotic sampling rate differs from OCBA; however, our technique can also be used to create new MAPs that are guaranteed to achieve any set of pre-specified asymptotic ratios, including those that characterize the asymptotically optimal sampling allocation specified in [12] . We view our contributions as follows: 1) We provide a formal Bayesian framework for analyzing the asymptotic behavior of various MAPs. 2) We provide guidance to practitioners for choosing an algorithm in the large-sample setting. 3) We propose a new MAP specifically designed to sequentially achieve the asymptotically optimal sampling allocation, which complements existing MAPs such as EI and KG.
The rest of the note is organized as follows: Section II proposes a MAP that sequentially achieves the OCBA ratio assuming known variances, and Section III provides the asymptotic sampling ratios of the proposed MAP when the variances are unknown. Numerical examples that illustrate our theoretical results are given in Section IV. Section V offers conclusions.
II. MYOPIC ALLOCATION POLICY WITH KNOWN VARIANCES
Among k alternatives following independent normal distributions N (μ i , σ 2 i ) with unknown μ i but known σ 2 i , i = 1, . . . , k, the objective is to find the best alternative defined by where each μ i is estimated by sampling. Let x i, be the observation of the th independent sampling for alternative i, with
In the Bayesian setting, μ i is treated as a random variable, which we assume follows the conjugate prior normal distribution:
Parameters in prior and posterior distributions will be referred to as hyper-parameters, to distinguish them from parameters in the distribution of the underlying alternatives. Denote the sample mean for μ i (for sample size j) bym
By conjugacy ( [10] ), the posterior distribution of
Then we propose the following MAP:
[i] } are the order statistics of the posterior means μ
and {w (n) [i] } are obtained by solving the following OCBA formula:
. Since Theorem 1 below establishes that the proposed MAP defined by (6) and (7) achieves the asymptotically optimal sampling ratio described by the OCBA formulas under known variances, we henceforth refer to it as asymptotically optimal MAP (AOMAP).
EI is similar to AOMAP but with ξ (n) [1] = 0 in (7), which makes it too greedy in allocating to the best alternative. The additional term in AOMAP for the best alternative makes allocating it less favorable as the sample size approaches infinity, allowing it to achieve the asymptotically optimal ratio. Thus, the second term (7) shares similarity with upper confidence bound policies in bandit problems ( [2] ).
Proposition 1:
Under the normal conjugate model (5), for AOMAP (5) is a function of n i , and φ and Φ are the density and cumulative distribution function (CDF) of the standard normal distribution, respectively, and
The proof is simple and standard so we omit it. After specifying a selection policy
we have the following consistency result.
Proposition 2: Under the normal conjugate model given by (5)
where
The proof of consistency basically relies on the following obser-
|E n ] is strictly positive but vanishes asymptotically with respect to any n i (keeping all other n j , j = i, fixed). Now we prove that the proportions of replications allocated to each alternative converge asymptotically to the OCBA formulas (3) and (4). 
Proof: Defining
we have
lim n→∞ n i → ∞, assuming the allocation policy is the MAP defined by (6) , and
where {w (n) i } and {w i } are the solutions of (8) and (3), respectively. Since the priors are continuous distributions so that the probability for two alternatives having equal means is zero, there exists M > 0 such that for
which implies K i [n i ] is deceasing with respect to n i . We first prove the ratios for i, j = i * . We define two special subsequences of Z + , which are the step sequences, {n (t i ) : t i ∈ Z + }, when the ith alternative is allocated and the step sequences, {n (t j ) : t j ∈ Z + }, when the jth alternative is allocated. We claim
otherwise, there would a subsequence {n
From (9), we have (9) and L'Hôpital's rule
This contradicts the AOMAP allocation rule, hence (10) holds.
Since each time the ith replication is allocated, n i /n j increases, the subsequence {n (t i ) } comprising the first step in each cycle when the ith alternative is consecutively allocated between alternatives i and j satisfies
In addition, we have
where {n (t j ) } is the subsequence comprising the last step in the cycle when the jth alternative is consecutively allocated between alternatives i and j. Using the same argument, we have
Summarizing the above results, we have
, and by the same argument, lim t j →∞ n
by noticing that n i /n j does not change outside of the subsequences {n (t i ) } and {n (t j ) }. For the ratio of replications between alternative i * and i = i * , we similarly claim
If the inequality does not hold, there exists a subsequence {n
Then we can follow almost the same procedure as in the first part of the proof to show
which completes the proof of the theorem.
Remark: Using the first part of our proof and noticing that for EI, K i * [n i * ] decreases to zero at a rate polynomial in the order of n i * , the proof in Theorem 1 can be easily adjusted to substantiate the result in [24] in the known-variance case.
III. MYOPIC ALLOCATION POLICY WITH UNKNOWN VARIANCES
In the case of unknown μ i and σ 2 i , i = 1, . . . , k, the conjugate prior follows the normal-Gamma distribution, i.e.,
NG μ
which is called the precision and G(α, β) denotes the Gamma distribution with mean α/β and variance α/β 2 (scale parameter α, shape parameter β). Denote sample variances bȳ
The information collected up to step n is
. By conjugacy ( [10] ), the posterior distribution of (μ i , λ i ), i = 1, . . . , k, is also normalGamma:
In the unknown variance case, the true variances are replaced by the estimated sample variancesv
. . , k, and in this section, AOMAP refers to the modified AOMAP.
We state the results for the AOMAP formula and its consistency under the normal-Gamma conjugate model in the following theorem. The proofs are omitted because they are basically identical to the proofs for the known-variance case.
Proposition 3: Under the normal-Gamma conjugate model (11), for AOMAP,
where ν i = 2α
, φ ν i is the density of the student t-distribution with ν i degree of freedom
Φ ν i is the corresponding CDF, and
Proposition 4:
Under the normal-Gamma conjugate model (11) , for AOMAP,
n denotes E n collected by A. Then we provide an asymptotic rate for the posterior parameters. The proof is just a simple calculation which we omit.
Lemma 1:
Under the normal-Gamma conjugate model (11) with α
where f (x) ∼ g(x) means lim x→∞ f (x)/g(x) = 1, and o(f (x)) is the residual term such that lim x→∞ o(f (x))/f (x) = 0.
The following theorem gives the asymptotic proportion of replications allocated to each alternative by following AOMAP with unknown variances, which differs from the solution of the OCBA formula (3) and (4). Theorem 2: Suppose n i , i = 1, . . . , k, is the number of replications allocated to the ith alternative when the total budget is n and the allocation policy follows the AOMAP. Under the normal-Gamma conjugate model (11),
Proof:
, by referring to [1] . Then,
and for any ε > 0 and n j large enough
with the same argument, we have, for n i * large enough
To finish the proof, we note C
, where c 1 , C 1 , c 2 , C 2 are constants. Since ε > 0 can be arbitrarily small, we can follow the same procedure in the proof of Theorem 1. Intuitively speaking, for n 1 = c 1 n, n 2 = c 2 n, to avoid either one of K 1 , K 2 dominating the other as the sample size grows to infinity, c 1 /c 2 should be the inverse of log C 1 / log C 2 , where the two constants are given in the conclusion of the theorem.
. . , k, small enough, the asymptotic sampling ratios of AOMAP for unknown variances approximately match the known-variance case, because lim x→0 log(1 + x)/x = 1. Using the first part of our proof and noticing that for EI, K i * decreases to zero at a rate polynomial in the order of n i * , the proof in Theorem 2 can be easily adjusted to show that EI under unknown variances also differs from that in the known variances setting, and (12) still holds, but lim n→∞ n i /n i * = 0.
To balance small-sample performance and large-sample performance, we introduce tuning parameters γ 1 , γ 2 ≥ 0 in AOMAP by
.
For γ 1 = 1 and γ 2 = 0, AOMAP reduces to EI. These two tuning parameters basically control the speed at which AOMAP switches to the asymptotic sampling ratio of OCBA. The reasoning for introducing the two parameters is based on the observations in [20] and [22] that some MAPs such as KG perform well relative to OCBA and EVI in the small sample setting but deteriorate in the large sample setting. In [21] , a heuristic switching strategy that switches the allocation policy from the MAP to OCBA or EVI when the sample size grows large has shown the potential to perform well in practice. Here, we offer another way to sequentially achieve the effect of the switching strategy for AOMAP. Determining appropriate values for the tuning parameters is clearly an important question for practical implementation. Although AOMAP can achieve the ratios of OCBA in the knownvariance case, it is hard to generalize and does not achieve the OCBA ratio when the variances are unknown. However, for any set of well- defined asymptotically optimal sampling ratios {w i ({μ j }, {σ 2 j })}, there is always a simple MAP to asymptotically achieve those ratios:
i } are the estimates of {w i }.
IV. NUMERICAL EXAMPLES
In this section, we contrast the sampling ratios of EI and AOMAP, compared with OCBA, using numerical experiments. The performance measured by PCS can be found in the online appendix [25] .
We use the true values of the parameters in the implementation of EI and AOMAP to facilitate convergence. This would not change the asymptotic sampling ratios, since both EI and AOMAP are consistent and the decreasing rates of
. . , k, with true parameter value and estimated parameters are asymptotically identical. Since the criterion in MAP is deterministic, the numerical results in this section are deterministic under both known variances and unknown variances. Here, the unknown variances means that we will use the formulas of variances assumption, but parameters in the allocation criterion are given by the true values. In the following experiments, there are three alternatives with equal variances σ 2 i = 1, i = 1, 2, 3, and the first alternative is the best alternative.
For EI, the proportion of replications allocated to the second and third alternatives goes to zero as the sample size grows to infinity, so the convergence of n 2 /n 3 to (3) would be very slow, since very few replications would be allocated to either of them. For μ 1 = 2, μ 2 = 1, and μ 3 = 0, the second and third alternatives will receive 6 and 2 replications, respectively, when the total budget is n = 10 5 , and 8 and 3 replications, respectively, when the total budget is n = 10 6 ; on the other hand, OCBA prescribes the proportions of the replications allocated to each alternatives as w 1 ≈ 0.452, w 2 ≈ 0.438, w 3 ≈ 0.110, and the optimal large deviations rates in [24] gives the proportions as w 1 ≈ 0.470, w 2 ≈ 0.464, w 3 ≈ 0.067. In practical applications where the parameters in the algorithms are estimated and the sample size is relatively smaller, the EI allocation may not be as dramatic, but the example serves to illustrate the undesirable asymptotic behavior.
The next example illustrates the convergence of the relative allocation proportions for EI and AOMAP to their asymptotic sampling ratios. Take μ 1 = 0.02, μ 2 = 0.01, and μ 3 = 0, and again assume variances are known. In Fig. 1 , the ratio n 3 /n 2 of EI approaches the theoretical asymptotic ratio very slowly, whereas n 2 /n 1 of EI converges to zero very quickly; n 3 /n 2 of AOMAP approaches the theoretical OCBA value at a speed much faster than its counterpart in EI, because alternatives 2 and 3 would be allocated much more often following AOMAP. In addition, we see n 2 /n 1 also quickly approaches the theoretical OCBA ratio, in contrast to the limiting value zero for EI. The allocation ratios in this example under the unknownvariance case are almost identical to the known-variance case, since the result in Theorem 2 would be almost identical to OCBA with δ With the simulation budget increasing to 10 4 , although there is a significant gap between the sampling ratio n 3 /n 2 of AOMAP and the theoretical OCBA ratio, we can see there is a visible difference between the sampling ratios under the known-variance assumption and those under the unknown-variance assumption. The top graph of Fig. 2 indicates that the sampling ratio n 3 /n 2 in the unknownvariance case is larger than the counterpart in the known-variance case, which is consistent with the theoretical results given by (3) and (12), as log(1 + δ 
V. CONCLUSION
We propose a new algorithm called AOMAP that asymptotically achieves the OCBA sampling ratios under the known-variance assumption. We show that the asymptotic sampling ratios for the knownvariance setting differ from the ratios in the unknown-variance setting for both EI (see also [24] ) and AOMAP. Numerical examples illustrate the theory and highlight the problematic large-sample performance of MAPs such as EI that do not achieve the non-zero OCBA sampling ratio with respect to the best alternative. The asymptotic analysis introduced here can be readily applied to other well-known MAPs.
