Abstract-This paper is concerned with distributed Kalman filtering for linear time-varying systems over multiagent sensor networks. We propose a diffusion Kalman filtering algorithm based on the covariance intersection method, where local estimates are fused by incorporating the covariance information of local Kalman filters. Our algorithm leads to a stable estimate for each agent regardless of whether the system is uniformly observable locally by the measurements of its neighbors which include the measurements of itself as long as the system is uniformly observable by the measurements of all the agents and the communication is sufficiently fast compared to the sampling. Simulation results validate the effectiveness of the proposed distributed Kalman filtering algorithm.
a centralized estimation. However, communications between agents are required to be sufficiently fast such that consensus can be reached between two consecutive Kalman filter updates. [14] proposed a distributed Kalman filtering (DKF) algorithm, in which agents exchange their measurements as well as their pre-estimates. Measurements of neighboring agents are integrated to perform the local Kalman filtering and get a pre-estimate of the state, after which the pre-estimates of neighboring agents are fused locally by a convex combination to refine the pre-estimates. Different from the consensus approaches, this new strategy does not rely on the consensus between two consecutive Kalman filter updates, which improves the efficiency of incorporating new measurement information. This diffusion strategy is of more practical use when dealing with dynamic systems, where new measurements must be processed in a timely manner instead of running consensus. In [15] , the DKF algorithm was further developed with adaptive weights by optimizing a locally defined cost function. However, this adaptive rule cannot guarantee the stability of estimation error dynamics for each agent. Moreover, the estimation error covariance information is not taken into consideration in the choice of combination weights in [14] and [15] , which can play an important role in improving the estimation performance.
Most of the existing distributed fusion methods involving the covariance information are based on the assumption that the correlation between the estimates of two neighboring agents is known to both the agents [1] [2] [3] [4] . However, in a decentralized network, each agent only has information about its local topology and neighbors' estimates, and the cross-correlation of the estimates between two agents is usually unknown. In [16] , a channel filter was proposed for distributed estimation where the global topology is unknown to each agent and the globally optimal estimate can be obtained for each agent if a tree connected and stationary topology is imposed on the network. However, the channel filter cannot be applied in the case of dynamic and multipath topologies, which makes the system sensitive to failures of some agents. Similar work has been delivered in [17] where the correlated information of signal and sensor data between agents is taken into consideration. However, the covariance information between the correlated estimates is required to assumed known in order to optimally fuse the sensor data and estimates. This assumption is usually hard to be satisfied under time-varying topologies where the communication links may be randomly changed. In [18] and [19] , the so-called covariance intersection (CI) algorithm was proposed for fusion of multiple consistent estimates with unknown correlations, which uses a convex combination of the estimates and chooses the combination weights by minimizing the trace or determinant of an upper bound of the error covariance matrix. References [18] , [20] [21] [22] applied the CI algorithm in the state estimation together with Kalman filter, where the estimates of individual Kalman filters are fused locally by the CI algorithm. However, no conclusion has been made on how to guarantee the estimation stability. Reference [23] addressed the problem of decomposing the centralized Kalman filter into local filters, each of which undertakes the estimation of only part of the whole system state for sparsely connected large-scale dynamical systems. The local filter at each agent runs the estimation distributedly, through which the computation load is cut down and shared by the agents while maintaining the same performance as that provided by the centralized filter. The proposed method is also based on a fixed network topology.
The major problem we are concerned with is how to get a stable estimate (i.e., with bounded error covariance) for each agent in a distributed network with unknown and time-varying topologies. As mentioned above, one typical method, e.g., the consensus-based filtering method [13] , is to let each agent collect enough measurement information from other agents through multihop communications and then compute an estimate by standard Kalman filtering, where only the measurement information is exchanged among all agents. Another typical method, e.g., the covariance intersection (CI) based algorithm [18] , is to let each agent first compute an estimate based on its local measurement information by standard Kalman filtering and then fuses the estimates of all its neighbors locally to get an improved estimate, where only the estimates and error covariance matrices are exchanged among all agents. The former method can easily guarantee the estimation stability by collecting enough measurement information. However, the measurement information cannot be promptly fused until all required information is obtained. The latter one can incorporate measurement information immediately after receiving estimates from the neighbors of each agent instead of waiting for enough information to be collected through multihop communications, and bring in new information by fusing the estimates from different agents. However, since the covariances between the estimates are usually difficult to obtain under multipath and time-varying topologies, such method cannot guarantee the estimation stability. Therefore, we seek to design a distributed filtering method which balances the advantages and disadvantages of the previous two.
Motivated by the aforementioned work of [14] which showed that the diffusion of the estimates of local Kalman filters can improve the estimation performance of the whole network, we propose a diffusion Kalman filtering algorithm based on covariance intersection (CI-DKF) which allows each agent to obtain a stable estimate by sharing information only with its neighbors. In this paper, we generalize the diffusion scheme into more comprehensive cases, where the entire system and network topology can be time-varying, and the system may be unobservable via each agent together with its neighbors. Different from the algorithm proposed in [14] which fuses the estimates of local Kalman filters by a convex combination regardless of the error covariance information, our estimates are fused by the CI algorithm which incorporates the error covariance information as an important factor for stability assurance. Further, in the case that all the agents are locally unobservable, i.e., the estimates of all the agents are unstable merely based on the local measurement information, a consensus-based information diffusion scheme is designed to achieve the local observability within a finite time duration. We prove that under certain connectivity condition on the time-varying network topologies the covariance of the estimation error of each agent by our method is bounded if the uniform observability condition for the system is satisfied under global measurements. This paper is organized as follows. We first give the system model and recall an existing DKF algorithm in Section II. In Section III, choice rules of adaptive weights are designed based on the CI algorithm. Then, we propose a CI-DKF algorithm for the case where local observability may be lost in Section IV. The effectiveness of the CI-DKF algorithm is testified by simulation in Section V.
II. BACKGROUND

A. System Description
We consider a set of agents with limited communication ranges which are spatially distributed over a surveillance region. , where is the edge set at time . Let denote the set of neighbors of agent at time , where an agent is assumed to be a neighbor of itself. The degree (number of neighbors) of agent at time is denoted as . Let the set denote the indices of the neighbors of agent at time . Then, we can define the local observation matrix for each (3)
B. Diffusion Kalman Filtering
Recently, a diffusion Kalman filtering (DKF) algorithm was proposed in [14] as shown in Fig. 1 (a). Since our method adopts the same information processing procedure as the DKF algorithm, which includes an incremental update (standard Kalman filtering update) step and a diffusion update step, we start the problem discussion from the introduction of the DKF algorithm and then illustrate our method by showing their differences and the modifications.
The objective of the DKF implementations is for every agent in the network to compute a stable estimate of the unknown state , while sharing data only with its neighbors. In the DKF algorithm, at every time instant , agent sends the quantities and to its neighbors for the incremental update and the intermediate estimate for the diffusion update. Having received the intermediate estimates from its neighbors, agent combines the intermediate estimate in the diffusion update step by a diffusion matrix as a weight which is subject to where is a identity matrix. On the basis of Kalman filtering which incorporates the realtime measurement information, the DKF algorithm improves the estimate of each agent by fusing the local estimates of its neighbors. A simplified convex combination is used for fusion of estimates with unknown correlations, which makes the algorithm applicable in a general distributed multiagent network. Though an adaptive method of choosing combination weights is developed in [15] , no conclusions have been made on how to guarantee the estimation stability for a general time-varying system. Furthermore, the assumptions in [14] , [15] are restrictive since they require that and be time-invariant and be detectable for each agent in the stability proof. This motivates us to develop a DKF algorithm with an effective diffusion strategy suitable for more general applications.
III. CI-BASED ADAPTIVE DIFFUSION MATRIX
The diffusion matrices play an important role in the diffusion update which influence the performance of the whole network through assigning different weights to different local Kalman filter estimates at each iteration. Before moving on to the design of filtering algorithms, we first give out the choice rules of diffusion matrices for fusion of estimates in this section. Heuristically speaking, a larger weight should be assigned to a local Kalman filter estimate with better estimation accuracy. Based on this idea, we introduce the CI algorithm to incorporate the information of error covariance for choosing the diffusion matrices.
Suppose agent is going to fuse the estimates from its neighbors with the estimates of their error covariance matrices . The fusion based on the CI algorithm proposed in [18] is given by (4) where (5) and are subject to and which are chosen such that the trace or determinant of is minimized. However, such optimization is nonlinear and a high computation load is required for computing the optimal . Several fast CI algorithms that produce suboptimal solutions have been proposed in terms of trace or determinant minimization [22] , [24] , [25] . For the sake of computational simplicity, we use the simplified algorithm proposed in [24] to calculate in (5). First, there always exists an agent at time such that . Then, is calculated as follows:
Based on this, a 0-1 weighting rule can be designed which implies (6) The weight choice rule (6) means that agent takes the estimate of the neighbor which has the minimum trace of estimated prediction error covariance matrix as the best estimate. It is actually a special case of rule (5) and also provides a suboptimal solution. However, it greatly simplifies the computation. In Section V, we will compare the performance of (5) and (6) by simulation.
It should be noted that does not have to be the true error covariance matrix of , and its influence on the estimation stability will be discussed later. By implementing the CI algorithm with rule (5) or (6), the following conclusion can be obtained.
Lemma 1 ([18]):
If and for , it holds that .
IV. CI-BASED DIFFUSION KALMAN FILTERING ALGORITHM
In [14] , the stability of the DKF algorithm is proved under the assumption that the local Kalman filter for each agent is stable based on its local measurement information, i.e., the measurements from its neighbors which include the measurement of itself according to the definition of neighbors. This assumption is restrictive in general. Our aim is to seek methods such that each agent can obtain a stable estimate even when the estimation based only on local measurements is unstable.
Before designing the algorithm, we recall the definition of uniform observability of linear time-varying systems [26] . Consider the system with time-varying matrix and global measurement matrix defined in (2) and let the observability Gramian be given by (7) for some integer , where and for . The matrices and are said to satisfy the uniform observability condition and the entire system is said to be uniformly observable, if there are real numbers and an integer , such that (8) In the same way, we can define the local uniform observability for each agent. Consider agent with time-varying matrix and local measurement matrix defined in (3), and let the local observability Gramian be given by (9) for some integer . The matrices and are said to satisfy the uniform observability condition and the local subsystem of agent is said to be uniformly observable, if there are real numbers and an integer , such that
In a network, (10) may not hold for all agents and we use to denote the set of agents for which (10) holds, i.e., if and satisfy the local uniform observability condition, and otherwise. In the sequel, we will discuss the problem under two scenarios, partial local uniform observability ( and at least one agent can determine ) and no local uniform observability ( or each agent cannot determine ). Remark 1: In the case of partial local uniform observability, there exists at least one agent in the network which can obtain stable estimates merely based on the measurement information from its neighbors without the need of acquiring information from other agents. However, in the case of no local uniform observability, i.e., none of the agents satisfies the local uniform observability condition, there may not exist an agent which can give a stable estimate.
Note that the uniform observability condition may be weakened. For example, for linear time-invariant systems, the observability condition can be replaced by detectability condition. A system is detectable if and only if all of its unobservable modes are stable. For a detectable system, we can decompose the whole system into two subsystems, one with all observable modes which may not be a stable system and the other with all unobservable modes which is a stable system. Then, we only need to consider the estimation stability of the subsystem with all observable modes since the estimation error covariance matrix for the stable subsystem is always bounded no matter what initial estimate is made.
A. Partial Local Uniform Observability
In this case, each agent can give a stable estimate only based on the measurement information from its neighbors.
Our main task is to let all the other agents obtain stable estimates by the diffusion of local estimates. To this end, we propose the CI-based diffusion Kalman filtering (CI-DKF) algorithm for the case of partial local uniform observability as shown in Fig. 1(b) and Algorithm 1. The CI-DKF algorithm requires that at every instant , each agent communicates to its neighbors the quantities and by one message. After receiving the messages from neighbors, each agent first fuses the estimates for in the diffusion update step based on the CI algorithm introduced in Section III. Then, the measurement information is incorporated by Kalman filtering in the incremental update step. Different from the DKF algorithm, the CI-DKF algorithm (Algorithm 1) does not require each agent to communicate an intermediate estimate which reduces the communication load as each message contains significant overhead information. However, the estimation error covariance matrix is communicated in the CI-DKF algorithm in order to get a stable estimate for each agent. The following theorem shows that the estimation stability can be obtained by implementing the CI-DKF algorithm in the case of partial local uniform observability.
Algorithm 1: CI-based diffusion Kalman filtering for partial local uniform observability
Start with for all :
Step 1: Diffusion Update: Step 2: Incremental Update:
. Proof: See Appendix A.
B. No Local Uniform Observability
In the case of no local uniform observability, one choice to make the CI-DKF algorithm applicable is to build the local uniform observability for some agents in the network. The key to building the observability is to get enough measurement information of the state. In Algorithm 1, the local measurement information of agent is contained in and , and the global information matrix and information vector which include the measurement information of all agents are, respectively (11) To obtain a stable estimate, each agent should obtain sufficient measurement information through one-hop and/or multihop communications. However, communicating and storing raw measurements information from each agent would bring heavy communication and storage burdens for agents. In recent years, many consensus approaches have been proposed for distributed information diffusion [12] , [13] , [27] [28] [29] . By these approaches, the information matrix and the information vector based on the information collected by agent are updated iteratively with the initial values respectively as and during each sampling interval, and converge to and , respectively, in an asymptotic manner as the number of communication cycles within each sampling interval goes to infinity. During each communication cycle, only the updated and are sent and stored in the memory instead of the raw measurements information from other agents, which helps the agents lower the communication burden and save much storage space. The finite-time consensus for continuous-time systems is shown to be achievable in [30] . However, there has been no effective method to achieve the finite-time consensus for discrete-time systems. [12] first applied a consensus protocol in distributed Kalman filtering where each agent implements a consensus protocol to gather measurement information between two successive Kalman filter updates as shown in Fig. 2 . However, by this approach, and may not have achieved consensus, i.e., converge to and before the next Kalman filter update, and the error caused by treating and as and respectively may destroy the estimation stability.
In this paper, we adopt the distributed consensus protocol proposed in [29] for information diffusion between two successive Kalman filter updates (Fig. 2) , but scale the updated information by multiplying an appropriate coefficient at the end of the consensus implementation. In [29] , each agent aims to let and reach a consensus by the following protocol: (12) where refers to the th sampling interval and the th communication cycle, is the number of neighbors of agent including itself at the time instant of the th communication cycle, and . Then, we can get (13) where and for . From (12) , it is easy to get (14) and are a set of weights satisfying Since for can be obtained by agent at time through communications with its neighbors, can be computed iteratively according to (14) . It has been proved [29] that for , thus and as . Remark 2: Lemma 2 shows that we can always find a finite time length for running the consensus protocol during each communication cycle such that the scaled measurement information from all agents can be collected by each agent, though the collected information from each agent is not the original one but the one scaled by weight
. In addition, it shows that the choice of guarantees that for all and . However, it is too conservative and requires large number of communications when is large. Generally, a smaller can be chosen if the agents are deployed within a closed surveillance region. Defining the longest distance between any two arbitrary points in the surveillance region as Dis, we can choose where is the communication range of each agent, i.e., the smallest integer greater than , under which the measurement information from all agents can be obtained by each agent.
Summarizing the results above, we design the information diffusion scheme (Algorithm 2), where is a given time length for running the consensus protocol during each communication cycle. Then, we can define a set , where if for all , and otherwise. With Algorithm 2 embedded, the CI-DKF algorithm for the case of no local observability is shown in Algorithm 3 which includes an information diffusion step, a diffusion update step and an incremental update step. At every time instant , each agent first takes measurement and collects measurement information from other agents to get and by implementing the information diffusion scheme in the information diffusion step. In the meantime, each agent obtains the prediction estimates and from its neighbors, which is followed by the same steps as in Algorithm 1 for diffusion and incremental updates. 
Algorithm 3: CI-based diffusion Kalman filtering for no uniform local observability
Step 1: Information Diffusion:
Take measurement, communicate and to neighbors and implement Algorithm 2 to get , and ;
Step 2: Diffusion Update:
Calculate and the diffusion matrix by (5) or (6);
If & else if , end if
Step 3: Incremental Update:
.
Theorem 2:
With and for , if there exists at least one agent and the network is connected all the time, then the estimates of all agents are uniformly stable under Algorithm 3 if and satisfy the uniform observability condition.
Proof: See Appendix C. Remark 3: Based on the definition of , each agent can obtain the measurement information from all agents within each sampling interval. For a general case with time-varying topologies, it is hard to require an agent to determine its identity if not all agents are the members of . In this case, the only method is to set a large enough such that each agent can obtain the measurement information from all agents as illustrated in Remark 2, which implies that all agents are members of . However, for time-invariant topologies, it is still possible to have a smaller , under which not all agents have to be members of . In this case, each agent can determine its identity only by checking if in the first communication cycle because is a fixed value for all under a fixed topology. For example, in a connected network with a time-invariant topology, there always exists a tree that connects all agents. Then, we can set the height (or an upper bound of it) of the tree as , which guaranties that there exists at least one agent (e.g., the root agent of the tree) with instead of all agents. Up to now, our selection of is merely for the sake of estimation stability. It should be noted that a sufficiently large can not only help more agents become uniformly observable, but also lead to an estimate that is close to the optimal one given by the centralized method since and as under Algorithm 2. Hence, users should make a trade-off between the communication energy consumption and the estimation performance for a suitable . The influence of on the estimation performance will be shown by simulation in Section V.
V. SIMULATION
A. Simulation Environment
A time-invariant unstable system model is considered for the ease of simulation, though the proposed algorithm is not restricted to it. A stationary sensor network is estimating the dynamic energy intensity of two stationary sources, the positions of which are known. Each agent has a sensing range m. We use two exponential functions to denote the energy intensity of two sources spreading over a surveillance region and the system model is given by where is the position of agent and are the positions of the two sources, is the attenuation factor, and is the indication function defined as
In the following simulations, we will set different values for the source positions and communication range to get different local observability for each agent.
We use the mean-square deviation (MSD), the same performance index adopted in [14] , to evaluate the algorithm performance. The MSD for agent at time is defined as Then, the MSD of the whole network is calculated as The results are averaged over 100 independent experiments. Besides, to show that is bounded by , we define the following averaged trace: We first implement simulations in two scenarios to compare the performance of six different algorithms: DKF algorithm with adaptive weights, no diffusion algorithm (i.e., each agent only implements the incremental update), CI algorithm, CI-DKF algorithm for partial local observability (Algorithm 1) with weight choice rule (5) and (6), and the centralized algorithm (i.e., each agent can obtain the original measurement information of all agents) which provides the optimal estimate. In Scenario I (Fig. 3) , agents are uniformly deployed over a 50 50 m square region and the positions of the two sources are fixed at and , respectively. The communication range is set as m such that each agent can obtain enough measurement information to become uniformly observable. In Scenario II (Fig. 4) , the communication range is changed to m such that not all agents can collect enough measurement information from their neighbors and thus become unobservable. In addition, ten more agents are added randomly within which are not uniformly observable since they are too far away from the sources and cannot get enough measurement information from their neighbors as well.
Then, in Scenario III, we test the performance of the CI-DKF algorithm for no local observability (Algorithm 3) with weight choice rule (5) . In this case, each agent needs to collect the measurement information using the Algorithm 2. After obtaining enough measurement information to become uniformly observable for some agents, the condition will be the same with that in Scenario I or II. Hence, we do not compare the above algorithms in Scenario III. Instead, we examine the influence of on the estimation performance of Algorithm 3. In this simulation, we again deploy agents uniformly over a 50 50 m square region, but place the sources at and , respectively, and set m such that no agent is uniformly observable as shown in Fig. 5 . In this case, the smallest time length that makes only one agent (i.e., the agent at the center of the region) be the member of is . To show the influence of on the algorithm performance, we choose several different values to test, i.e., and . The results are all compared with the centralized algorithm. 
B. Simulation Results
In Scenario I, all the six algorithms can provide stable estimation as shown in Fig. 6 . However, the results of our algorithm are closest to the optimal estimate given by the centralized algorithm which illustrates that the diffusion and incorporation of error covariance information can both improve the estimation performance. In Scenario II (Fig. 7) , the results of the DKF algorithm with adaptive weights and the no diffusion algorithm both diverge. Although the CI algorithm still provides a stable estimate, its result is much worse than that of the centralized algorithm while the results of our algorithm are close to the optimal estimate. The comparison between the algorithms with diffusion and the algorithm without diffusion in the two scenarios illustrates that diffusion can improve the network average performance. Another point to note is that the algorithm 1 with rule (5) and (6) have nearly the same performance. This suggests us to use rule (6) in real applications due to its simplified computation.
In Scenario III, Fig. 8 shows that Algorithm 3 can produce a stable estimate for each agent with only 2 consensus steps, and a sufficiently large can lead to a near optimal result. It is also shown that getting the optimal estimate requires much more communications than getting a stable estimate. In all, our algorithm provides users with an adjustable parameter, through which they can obtain a better tradeoff between their needs of performance and the communication cost.
VI. CONCLUSION
In this paper, we proposed a CI-based diffusion Kalman filtering (CI-DKF) algorithm by incorporating the covariance information. The CI-DKF algorithm can be applied in the case of lacking local observability. A consensus-based information diffusion scheme is embedded when no single agent can observe the state. Simulation shows that the CI-DKF algorithm has better performance than that by the original DKF and those by local Kalman filters.
APPENDIX A PROOF OF THEOREM 1
Proof: First, we consider agent which satisfies the local uniform observability condition.
is bounded if only the incremental update is executed for agent based on the We can further get Therefore, with the initial condition holds for all . On the other hand, for , the diffusion update replaces with the matrix , which means must be bounded by the one without diffusion update. Hence, we ignore the diffusion update and write the algebraic Riccati iteration of by only considering the Kalman filter update as (17) where and satisfies
According to Lemma 2, we have , which implies . Hence, (17) can be seen as a centralized algebraic Riccati iteration for the entire system with bounded noise covariance matrices and . According to the conclusions in [26] , there exists a positive definite matrix such that for all if the bounded matrices and satisfy the uniform observability condition. Then, it follows that which implies that Theorem 2 holds.
