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Introduction
In this article we model the real GDP series in France, Italy, Germany and the U.K. by means of fractionally integrated techniques. For this purpose, we make use of a version of the tests of Robinson (1994) that permits us to incorporate deterministic trends and to specify the model in a fully parametric way. The tests have standard null and local limit distributions and are easy to implement in raw time series. The forecasting properties of the selected models for each country are also examined, the results showing that all series are nonstationary and non-meanreverting, i.e., with the effect of the shocks persisting forever. Furthermore, the fact that the series appear to be I(d) with d > 1 implies that the standard approach of taking first differences to get I(0) stationarity may result in series still with a component of long memory behaviour.
The outline of the paper is as follows: Section 2 briefly describes the concept of fractional integration and presents the version of the tests of Robinson (1994) used in the paper. In Section 3, the tests are applied to the annual structure of the GDP in the four countries. Section 4 examines different potential models for each country and also investigates the forecasting properties of the selected models based on 10 out-of-sample observations. Section 5 concludes.
Testing of fractional integration
Following the parameterization of unit roots proposed by Bhargava (1986) , Schmidt and Phillips (1992) and others, we can consider the model, , ... , 2 , 1 ,
where β is a (kx1) vector of unknown parameters; z t is a (kx1) vector of deterministic regressors, and the regression errors x t are such that:
..., , 2 , 1 ,
where u t is an I(0) process defined as a covariance stationary process with spectral density function that is positive and finite at the zero frequency. Clearly, if d = 0 in (2), x t = u t , and a 'weakly autocorrelated' x t is allowed for; however, if d > 0, x t is said to be a long memory process, also called 'strong dependent', or 'strongly autocorrelated', so-named because of the strong association between observations widely separated in time. Note that the polynomial in (2) can be expressed in terms of its Binomial expansion such that for all real d,
This type of processes were introduced by Granger and Joyeux (1980) , Granger (1980 Granger ( , 1981 and Hosking (1980) , (though earlier work by Adenstedt, 1974, and Taqqu, 1975 , showed an awareness of its representation), and were theoretically justified in terms of aggregation of ARMA processes by Robinson (1978) , Granger (1980) , and more recently, in terms of the duration of shocks by Parke (1999) . The parameter d plays a crucial role from both statistical and economic viewpoints. Thus, if d ∈ (0, 0.5), x t will be covariance stationary and meanreverting, with the effect of the shocks dying away in the long run; if d ∈ [0.5, 1), x t will be nonstationary in the sense that the partial sums are non-summable, though still will be meanreverting; finally, if d ≥ 1, x t will be nonstationary and non-mean-reverting, with the effect of the shocks persisting forever. Complete surveys of long memory processes can be found in Beran (1994) and Baillie (1996) , and empirical applications based on fractional models like (2) are Diebold and Rudebusch (1989) , Baillie and Bollerslev (1994) and more recently, Gil-Alana and Robinson (1997) . Robinson (1994) proposed a Lagrange Multiplier (LM) test of the null hypothesis:
in (1) and (2) for any real value d o . Specifically, the test statistic is given by:
where T is the sample size and 
and g above is a known function coming from the spectral density function of t û :
), ;
( 2 ) ; ( 2 τ λ π σ τ λ g f = withτˆ obtained by minimising σ 2 (τ). Note that if u t is white noise, g ≡ 1 and, if u t is an AR process of form: φ(L)u t =ε t , g = |φ(e iλ )| -2 , so that the AR coefficients are function of τ. Robinson (1994) established that under certain regularity conditions:
Thus, an approximated one-sided test of H o (3) against the alternative: H a : d > d o , will reject H o if rˆ > z α , where the probability that a standard normal variate exceeds z α is α, and conversely,
we are in a classical large-sample testing situation by reasons described by Robinson (1994) , who also showed that the above tests are efficient in the Pitman sense against local departures from the null. This version of the tests of Robinson (1994) was used in empirical applications in Gil-Alana and Robinson (1997) and Gil-Alana (2000) and, other versions of his tests based on seasonal (quarterly and monthly) and cyclical models can be found respectively in Gil-Alana and Robinson (2001) and Gil-Alana (1999 , 2001 .
Testing the order of integration in the real output
The time series data analysed in this section correspond to the annual data of the real GPD in France, Germany, Italy and the U.K. for the time period 1870-2000, the last ten observations being discarded for forecasting purposes.
Denoting any of the series y t , we employ throughout model (1) and (2), with z t = (1,t)', t ≥ 1, 0 otherwise, i.e., ... , 2 , 1 ,
testing H o (3) for values of d o equal to 0, (0.10), 2, i.e., we test for a unit root (d = 1); for I (2) processes (d = 2); as well as other fractionally integrated possibilities. We study separately the cases of α = β = 0 a priori, (i.e., including no regressors in the undifferenced regression); α unknown and β = 0 a priori, (i.e., including an intercept), and finally, α and β unknown.
Initially, in Table 1 , we assume that u t is white noise, though later we also allow for weakly parametrically autocorrelated disturbances.
( Table 1 about 
here)
The test statistic reported across Table 1 is the one-sided one given by rˆ in (4) Tables 2   and 3 we allow weakly autocorrelated disturbances. In particular, we impose AR(1) and AR (2) disturbances. Higher order autoregressions were also tried and the results were very similar to those reported across the tables.
(Tables 2 and 3 about here)
Table 2 starts with AR(1) u t . We see that for France, Italy and Germany, the orders of integration are higher than 1, oscillating between 1.20 and 1.50 in case of France; being 1.30 and 1.40 for Italy; and 1.10 and 1.20 for Germany; while for the U.K., the unit root null hypothesis (d = 1) cannot be rejected along with d = 1.10 and 1.20. Imposing AR (2) disturbances, (in Table 3 ), there is a larger proportion of non-rejection values compared with Table 2 , probably due to the larger number of parameters required in the estimation, however, the same conclusions as in the previous table hold, with France as the most nonstationary series, followed by Italy and Germany, while U.K. appears as the less nonstationary one, observing non-rejection values even for the unit root case.
In view of these results, we can conclude the analysis of these tables by saying that the real GDP series are nonstationary for the four countries, with the orders of integration being equal to or higher than 1 in case of the U.K. and being strictly higher than 1 for France, Italy and Germany. These results are obtained independently of the inclusion or not of deterministic trends and of the different ways of modelling the I(0) disturbances.
Potential model specifications and prediction
In this section we are concerned with which might be the best model specification for each series according to two different criteria. First, we choose for each country the models which best fit the data in a way such that the residuals are the closest to white noise. Then, we look at the models in terms of forecasting, trying to predict the last ten obsrvations and looking at the mean square errors.
( Table 4 reports for each series nine different models, each corresponding to the different cases for z t , (i.e., with no regressors, with an intercept, and with an intercpet and a linear time trend), and to the different types of I(0) disturbances, (i.e., white noise, AR(1) and AR (2)), taking the value of d for each model which produces the lowest | rˆ| across d o . The intuition behind this is that the model with the lowest | rˆ| will give us the closest residuals to white noise.
We see in this table that for France the values of d range between 1.34 (in case of white noise u t and no regressors) and 1.55 (AR(2) u t and z t = 0); for Italy, the values are between 1.30 and 1.47; for Germany, between 1.14 and 1.34, and finally for the U.K., they oscillate between 1.08 (with AR(1) u t with an intercept) and 1.38 (with white noise u t and a linear time trend). Thus, in all cases we observe orders of integration higher than 1, implying that the series are nonstationary and non-mean reverting, with the effects of the schocks persisting forever.
Furthermore, the fact that d is higher than 1 also implies that the standard approach of taking first differences may still lead to series with a component of long memory behaviour (i.e., I(d) with d > 0).
(Table 5 about here)
In Table 5 , we have calculated the mean square errors of the nine selected models for each country based on the last ten observations. The first thing that we observe here is that the inclusion of an intercept and a linear trend produces larger mean square errors for all countries compared with the cases of no regressors or of an intercept, implying that a linear time trend may not be required when modelling these series. We see that according to the mean square errors, the best models change in case of the first three or four predictions, however, if we predict for more than four periods ahead, for each country we observe a model that performs the best. Thus, for France, it appears to be an I(1.37) with an intercept; for Italy, it is a pure I(1.30); for Germany, an I(1.33) with AR(2) u t ; while for the UK, it is an I(1.09) with an intercept and AR(2) disturbances.
Conclusions
The annual structure of the real GDP in France, Italy, Germany and the U.K. has been examined in this article by means of fractionally integrated techniques. Using a version of the tests of Robinson (1994) for testing I(d) statistical models, we show that all series may be specifed in terms of I(d) models with d > 1. This result is obtained independently of the inclusion or not of deterministic trends and of the different ways of modelling the I (0) disturbances. In order to be more specific about the degree of integration of each series we choose the value of d which produces the lowest statistic in absolute value across d. The results
indicate that the real GDP in France is the most nonstationary series with d fluctuating between 1.34 and 1.55. This value is between 1.30 and 1.47 in case of Italy, and between 1.14 and 1.34
for Germany. Finally, the results for the UK suggest that d oscillates between 1.08 and 1.38.
We also analysed the forecasting properties of the selected models and, according to the mean square errors based on the last ten observations, the preferred models appear to be with orders of integration of 1.37 for France, 1.33 for Germany, 1.30 for Italy, and 1.09 for the UK. Thus, we conclude by saying that even taking first differences, the series have a component of long memory behaviour. 1.21' -0.49' -1.62' -2 
TABLE 2
Testing the order of integration with AR(1) disturbances Country z t / d o 1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 1.90 2 0.60' -0.47' -1.30' -1 (1, t)' 1.08' 0.08' -0.94' -1.77 -2.34 -2.70 -2.92 -3.05 -3.16 -3.26 -3.37 ' and in bold: Non-rejection values at the 95% significance level.
TABLE 3
Testing the order of integration with AR(2) disturbances Country z t / d o 1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 1.90 2.00 ---2.46 1.44' 1.13' 0.87' 0.50' 0.15' -0.17' -0.46' -1 75 1.09' 0.56' 0.10' -0.31' -0.65' -1.04' -1.64' -1 
