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Abstract. In this paper we consider singular integral equations
of the rst kind with multiplicative Cauchy{type kernels dened
on n{dimensional domains. We give their general solutions in the
class of H older continuous functions and propose the statements
of uniqueness problem.
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1. Introduction
In the one{dimensional case the theory of singular integral equations is
more fully developed [2, 11, 13, 20, 23, 26], and its results are formulated
more simply than the corresponding results in the multi{dimensional case.
Furthermore, it is well known that one{dimensional equations often arise in
certain problems in uid and solid mechanics [7, 10, 18, 23] and are closely
related to the theory of boundary value problems [3, 13, 22, 23, 26]. In the
monograph [18] (and in [5, 29]) the stationary linear problem of ideal uid
ow around a nite{span wing was reduced to the solution of the singular
integral equation with multiplicative Cauchy kernel of the form
1
2
ZZ
D
'(1;2)
(1   x)(2   y)
d1d2 = f (x;y); (x;y) 2 D;
where D is a rectangle. The theory of this equation was well developed
in the works [4, 6, 12, 18, 19, 26]. Moreover, three{dimensional equation,
where D is a cube, was discussed in [27]. General solution in the class of
H older continuous functions with the statement of uniqueness problem was
obtained there. It is worth noting that various kinds of multidimensional
singular integral equations were studied in detail in the books [9, 21].78 P. Karczmarek, D. Pylak and P. W ojcik
Our main objective in this paper is to determine general formulas for the
solutions and give the statement of uniqueness problems for the following
equations:
1
n
1 Z
 1
:::
1 Z
 1
'(t1;:::;tn)
(t1   x1)  :::  (tn   xn)
dt1 :::dtn = f (x1;:::;xn);
(x1;:::;xn) 2 ( 1; 1)
n ;
(1)
1
n
+1 Z
0
:::
+1 Z
0
'(1;:::;n)
(1   x1):::(n   xn)
d1 :::dn = f (x1;:::;xn);
(x1;:::;xn) 2 (0; +1)
n ;
(2)
1
(i)
n
+1 Z
 1
:::
+1 Z
 1
'(1;:::;n)
(1   x1):::(n   xn)
d1 :::dn = f (x1;:::;xn);
(x1;:::;xn) 2 Rn;
(3)
assuming that all the appearing functions are H older continuous. Equa-
tion (1) was discussed in [18] but without general formula for solution and
without statement of uniqueness conditions.
Solving an integral equation dened on an innite domain can be a chal-
lenging problem which many papers and books were dedicated to (cf. [1]).
Such equations have received signicant attention during the last years. In
the case n = 1; equation (2) was considered in [11, 13, 24]. The case n = 2
was fully described in [24], and for n = 3 the inversion formulas with unique-
ness conditions were presented in [28]. In the case n = 1 (this problem is
known as Hilbert transform) (3) was considered in [8, 13, 24]. As previously,
the results for n = 2; 3 were presented in [24, 28]. Finally, exact solution
of equations with double Cauchy{type kernels in the case of half{plane was
described in [14] and numerical solutions of equations in the case of innite
domains of integration were investigated in [15, 16, 17, 25]. The theory of the
rst kind singular integral equations dened on the innite areas diers from
the similar theory for the nite domains of integration. For instance, in the
case n = 1 to solve (2) one has to transform it to the equation dened on the
nite interval and then solve it as the airfoil equation (cf. [13, 23, 26]). The
conditions for solvability in the class of H older continuous functions lead to a
system of equations dened on innite area. This system is always solvable.
The equation dened on the nite integration domain can be unsolvable in
the class of H older continuous functions (bounded on the whole domain).
Similarly, in the case of (3) one transforms it to the equation dened onSingular integral equations with ... 79
a unit circle, which theory is simple [23], but the solution formulas for the
equation dened on the real axis are more complicated [24].
2. Function classes
Let us introduce function classes that will be used when solving (1), (2)
and (3).
Denition 1. We write '(x1;:::;xn) 2 h( 1;1), if it satises the
H older inequality
(4)
 '(x1;:::;xn)   '
 
x0
1;:::;x0
n
  6
n X
j=1
Kj
 xj   x0
j
  ;
where 0 <  6 1, and Kj > 0 are constants independent of the choice of
points (x1;:::;xn);(x0
1;:::;x0
n) 2 [ 1;1]n, i.e. '(x1;:::;xn) 2 H([ 1;1]n).
Denition 2. We write '(x1;:::;xn) 2 h0, if it satises an inequality
of the form (4) in each closed subset contained in the domain ( 1;1)n, and
the representation
'(x1;:::;xn) =
'(x1;:::;xn)
(1  x1)1  :::  (1  xn)n ; 0 6 j < 1; j = 1;:::;n;
where '(x1;:::;xn) 2 H([ 1;1]n), is valid near the boundary points xj =
1, j = 1;:::;n.
Denition 3. We write '(x1;:::;xn) 2 h(0;+1), (x1;:::;xn) 2 (0;+1)
n,
if the function
' (t1;:::;tn) = '

1 + t1
1   t1
;:::;
1 + tn
1   tn

;  1 6 tj < 1; j = 1; :::; n;
satises the inequality
(5)
 '  
t0
1;:::;t0
n

  '  
t00
1;:::;t00
n
  6
n X
j=1
Kj
 t0
j   t00
j
 j ;
Kj > 0; 0 < j 6 1; j = 1; :::; n; (t0
1;:::;t0
n) 2 [ 1;1)
n ; (t00
1;:::;t00
n) 2
[ 1;1)
n, and
lim
tj!1 0
' (t1;:::;tn) = lim
xj!+1
'(x1;:::;xn) = 0;
8(t1;:::;tj 1;tj+1;:::;tn) 2 [ 1;1)
n 1 :
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Denition 4. We write '(x1;:::;xn) 2 h(+1); (x1;:::;xn) 2 (0; +1)
n,
if the function ' (t1;:::;tn) satises the inequality (5) in each closed do-
main contained in ( 1;1)
n, and in a neighbourhood of tj =  1; j = 1; :::; n,
the condition
' (t1;:::;tn) =
' (t1;:::;tn)
(1 + tj)
j ; 0 6 j < 1; j = 1; :::; n;
is fullled. Here ' (t1;:::;tn) satises H older condition on [ 1;1]
n and
the condition (6) holds.
Denition 5. We write '(x1;:::;xn) 2 h(1); (x1;:::;xn) 2 Rn; if
the function
' (t1;:::;tn) = '

i
1 + t1
1   t1
;:::;i
1 + tn
1   tn

;
(t1;:::;tn) 2 L1  :::  Ln; Lj = ftj : jtjj 6 1g, j = 1; :::; n; satises the
inequality of the form (5).
3. Solutions of equations
Theorem 1. Let a function f(x1;:::;xn) 2 h( 1;1) be dened in the
domain [ 1;1]n. Then the general solution of (1) in the class h0 can be
represented by the formula
'(x1;:::;xn) =
1
p
1   x2
1   
p
1   x2
n
R(f;x1;:::;xn)
+
n X
j=1
Cj(x1;:::;xj 1;xj+1;:::;xn)
q
1   x2
j
;
where
R(f;x1;:::;xn) =
( 1)n
n
1 Z
 1
:::
1 Z
 1
q
1   t2
1 :::
p
1   t2
n f(t1;:::;tn)

dt1:::dtn
(t1   x1) ::: (tn   xn)
; (x1;:::;xn) 2 ( 1;1)n;
and Cj(x1;:::;xj 1;xj+1;:::;xn); j = 1;:::;n are arbitrary functions of
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In addition, if the solution '(x1;:::;xn) satises the conditions
1

1 Z
 1
'(x1;:::;xi 1;ti;xi+1;:::;xn)dti (7)
= gi(x1;:::;xi 1;xi+1;:::;xn);
where gi(x1;:::;xi 1;xi+1;:::;xn); i = 1;:::;n; are given functions of the
class h0 such that
1
k
1 Z
 1
:::
1 Z
 1
'(x1;:::;ti1;:::;tik;:::;xn)dti1 :::dtik (8)
=
1
k 1
1 Z
 1
:::
1 Z
 1
gij (x1;:::;xn)dti1 :::dtij 1dtij+1 :::dtik;
k = 2;:::;n   1; j = 1;:::;k; ij = j;:::;n   k + j;
and
1
n
1 Z
 1
:::
1 Z
 1
'(t1;:::;tn)dt1 :::dtn (9)
=
1
n 1
1 Z
 1
:::
1 Z
 1
g1(t2;:::;tn)dt2 :::dtn
= ::: =
1
n 1
1 Z
 1
:::
1 Z
 1
gn(t1;:::;tn 1)dt1 :::dtn 1 = A;
then the unique solution of the problem (1), (7)-(9) is given by the formula
'(x1;:::;xn) =
R(f;x1;:::;xn)
q 
1   x2
1

:::(1   x2
n)
(10)
+
n X
i=1
gi(x1;:::;xi 1;xi+1;:::;xn)
q
1   x2
i
+
n 1 X
k=2
( 1)k 1
n k+1 X
i1=1
n k+2 X
i2=i1+1
:::
n X
ik=ik 1+1
1
q
1   x2
i1 :::
q
1   x2
ik

1
k 1
1 Z
 1
:::
1 Z
 1
gi1(x1;:::;ti2;:::;tik;:::;xn)dti2 :::dtik82 P. Karczmarek, D. Pylak and P. W ojcik
+ ( 1)n 1 A
q
1   x2
i1  ::: 
q
1   x2
in
:
The proof of the theorem (and of the others in this section) is based on
mathematical induction. Initial cases were proved in the works [23, 24, 26,
28].
Theorem 2. Let f(x1;:::;xn) 2 h( 1;1). If the solution of equation
(1) is sought in the function class h( 1;1) and the following necessary and
sucient conditions
(11)
1

1 Z
 1
f(x1;:::;i;:::;xn)
q
1   2
i
di = 0; i = 1;:::;n;
hold, then the unique solution of the problem (1), (11) is given by
'(x1;:::;xn) =
q
1   x2
1   
p
1   x2
n

( 1)n
n
1 Z
 1
:::
1 Z
 1
1
p
1   t2
1 :::
p
1   t2
n
f(t1;:::;tn)dt1:::dtn
(t1   x1) ::: (tn   xn)
:
Theorem 3. Let f (x1;:::;xn) 2 h(0;+1); (x1;:::;xn) 2 (0; +1)
n.
Then the general solution of (2) in the function class h(+1) is given by the
formula
'(x1;:::;xn) = ( 1)
n R(f;x1;:::;xn) (12)
+
n X
i=1
1
p
xi
Ci (x1;:::;xi 1;xi+1;:::;xn);
where
R(f;x1;:::;xn) =
1
p
x1 :::xn
1
n
+1 Z
0
:::
+1 Z
0
p
1 :::n

x1 + 1
1 + 1
:::
xn + 1
n + 1
f (1;:::;n)
(1   x1):::(n   xn)
d1 :::dn;
and Ci (x1;:::;xi 1;xi+1;:::;xn), i = 1;:::;n; are arbitrary functions from
the class h(+1).
If the solution '(x1;:::;xn) is subjected to the conditions
1

+1 Z
0
'(x1;:::;xi 1;i;xi+1;:::;xn)
i + 1
di (13)
= gi (x1;:::;xi 1;xi+1;:::;xn); i = 1; :::; n;Singular integral equations with ... 83
where gi (x1;:::;xi 1;xi+1;:::;xn); i = 1; :::; n; are given functions from
the class h(+1) satisfying
1
k
+1 Z
0
:::
+1 Z
0
gi (x1;:::;xj1 1;j1;xj1+1;:::;xjk 1;jk;xjk+1;:::;xn)
(j1 + 1):::(jk + 1)
(14)
dj1 :::djk
=
1
k
+1 Z
0
:::
+1 Z
0
gr (x1;:::;xj1 1;j1;xj1+1;:::;xjk 1;jk;xjk+1;:::;xn)
(j1 + 1):::(jk + 1)
dj1:::djk;
k = 1;:::;n   2; i;r 2 f1;:::;ng; i 6= r;
1
n 1
+1 Z
0
:::
+1 Z
0
gi (1;:::;i 1;i+1;:::;n)
(1 + 1):::(i 1 + 1)(i+1 + 1):::(n + 1)
(15)
d1:::di 1di+1:::dn
= A; i = 1; :::; n;
then the unique solution is given by
'(x1;:::;xn) = ( 1)
n R(f;x1;:::;xn)
+
n X
i=1
1
p
xi
gi (x1;:::;xi 1;xi+1;:::;xn)
+
n 1 X
i=2
n i+1 X
j1=1
n i+2 X
j2=j1+1
n i+3 X
j3=j2+1
:::
n X
ji=ji 1+1
( 1)
i+1
pxj1 :::xji
1
i 1

+1 Z
0
:::
+1 Z
0
gj1 (x1;:::;xj1 1;xj1+1;:::;xj2 1;j2;
(j2 + 1):::
xj2+1;:::;xji 1;ji;xji+1;:::;xn)
(ji + 1)
 dj2 :::dji + ( 1)
n+1 A
p
x1 :::xn
:
Remark 1. Note that using the identity x+1
(+1)( x) = 1
 x  1
+1; formula
(12) can be rewritten as
'(x1;:::;xn) =
( 1)
n
p
x1 :::xn
1
n
+1 Z
0
:::
+1 Z
0
p
1 :::nf (1;:::;n)84 P. Karczmarek, D. Pylak and P. W ojcik

d1 :::dn
(1   x1):::(n   xn)
+
n X
i=1
1
p
xi
C
i (x1;:::;xi 1;xi+1;:::;xn);
where C
i (x1;:::;xi 1;xi+1;:::;xn), i = 1; :::; n; are arbitrary functions
from the class h(+1).
Theorem 4. Let f (x1;:::;xn) 2 h(0;+1);(x1;:::;xn) 2 (0; +1)
n.
Then the solution of the system of (2) and the following equations:
1

+1 Z
0
'(x1;:::;k;:::;xn)
k + 1
dk (16)
=
p
x1 :::xk 1xk+1 :::xn
( 1)
n 1
n

+1 Z
0
:::
+1 Z
0
f (1;:::;n)
p
1 :::n (1   x1):::(k 1   xk 1)
d1 :::dn
(k + 1)(k+1   xk+1):::(n   xn)
k = 1;:::;n, in the class of functions h(0;+1) is given by
'(x1;:::;xn) =
p
x1 :::xn
( 1)
n
n
+1 Z
0
:::
+1 Z
0
f (1;:::;n)d1 :::dn p
1 :::n (1   x1):::(n   xn)
:
Theorem 5. Let f (x1;:::;xn) 2 h(1), (x1;:::;xn) 2 Rn and let
lim
jxjj!+1
f (x1;:::;xn) = 0,  1 < x1;:::;xj 1; xj+1;:::;xn < +1, j =
1;:::;n. Then the general solution of (3) in the function class h(1) is
given by the formula
'(x1;:::;xn) = R(f;x1;:::;xn) (17)
+
n X
k=1
Ck (x1;:::;xk 1;xk+1;:::;xn);
where
R(f;x1;:::;xn) =
1
(i)
n
+1 Z
 1
:::
+1 Z
 1
x1 + i
1 + i
:::
xn + i
n + i
f (1;:::;n)
(1   x1):::(n   xn)
d1 :::dnSingular integral equations with ... 85
and the functions Ck (x1;:::;xk 1;xk+1;:::;xn), k = 1;:::;n, are arbitrary
functions from the class h(1).
If the solution '(x1;:::;xn) of (3) is subjected to the conditions
1
i
+1 Z
 1
'(x1;:::;xk 1;k;xk+1;:::;xn)dk
k + i
(18)
= gk (x1;:::;xk 1;xk+1;:::;xn);
 1 < x1; :::;xk 1; xk+1; :::;xn < +1; k = 1; :::; n;
where gk (x1;:::;xk 1;xk+1;:::;xn), k = 1;:::;n, are given functions from
the class h(1) such that
1
(i)
k
+1 Z
 1
:::
+1 Z
 1
gp (x1;:::;xj1 1;j1;xj1+1;:::;xjk 1;jk;xjk+1;:::;xn)
(j1 + i):::(jk + i)
(19)
dj1:::djk
=
1
(i)
k
+1 Z
 1
:::
+1 Z
 1
gr (x1;:::;xj1 1;j1;xj1+1;:::;xjk 1;jk;xjk+1;:::;xn)
(j1 + i):::(jk + i)
dj1:::djk;
k = 1;:::;n   2; p; r 2 f1; :::; ng; p 6= r;
1
(i)
n 1
+1 Z
 1
:::
1 Z
 1
gk (1;:::;k 1;k+1;:::;n)
(1 + i):::(k 1 + i)(k+1 + i):::(n + i)
(20)
d1 :::dk 1dk+1 :::dn = A; k = 1;:::;n;
then the unique solution of (3) has the form
'(x1;:::;xn) = R(f;x1;:::;xn)
 
n X
k=1
gk (x1;:::;xk 1;xk+1;:::;xn)
 
n 1 X
k=2
n k+1 X
j1=1
n k+2 X
j2=j1+1
n k+3 X
j3=j2+1
:::
n X
jk=jk 1+1
+1 Z
 1
:::
+1 Z
 1
gj1
 
x1;:::;xj1 1;xjj+1;:::;xj2 1;j2;
xj2+1;:::;xjk 1;jk;xjk+1;:::;xn)
dj2 :::djk
(j2 + i):::(jk + i)
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Remark 2. Note that using the identity x+i
(+i)( x) = 1
 x   1
+i, one
can rewrite formula (17) in the form
'(x1;:::;xn) =
1
(i)
n
+1 Z
 1
:::
+1 Z
 1
f (1;:::;n)
(1   x1):::(n   xn)
d1 :::dn
+
n X
k=1
C
k (x1;:::;xk 1;xk+1;:::;xn);
where C
k (x1;:::;xk 1;xk+1;:::;xn), k = 1;:::n, are arbitrary functions
from the class h(1).
Remark 3. If we look for the solution of (3) fullling the condition
lim
jx1j!+1;:::;jxnj!+1
'(x1;:::;xn) = 0;
then the functions Ck (x1;:::;xk 1;xk+1;:::;xn), k = 1;:::;n, appearing
in (17) satisfy the identity
lim
jx1j!+1;:::;jxnj!+1
n X
k=1
Ck (x1;:::;xk 1;xk+1;:::;xn)
=
1
(i)
n
+1 Z
 1
:::
+1 Z
 1
f (1;:::;n)
(1 + i):::(n + i)
d1 :::dn:
In the case n = 3 this statement was presented in [28]. The proof of the
general case is similar.
4. Examples
Example 1. Let n = 3 and
f (x1;x2;x3) =
1
(x1   a1)(x2   a2)(x3   a3)
;
where ai > 1 for i = 1;2;3. Then the operator R(f;x1;x2;x3) has the form
R(f;x1;x2;x3) =  
 
1 +
p
a2
1   1
x   a1
! 
1 +
p
a2
2   1
x   a2
! 
1 +
p
a2
3   1
x   a3
!
:
Thus, the general solution of (2) in the h0 class takes the form
'(x1;x2;x3) =
1
p
1   x2
1
p
1   x2
2
p
1   x2
3
R(f;x1;x2;x3)
+
C1(x2;x3)
p
1   x2
1
+
C2(x1;x3)
p
1   x2
2
+
C3(x1;x2)
p
1   x2
3
;  1 < x1;x2;x3 < 1;Singular integral equations with ... 87
where Cj(); j = 1;2;3 are arbitrary functions of the class h0. The functions
Cj() on the right-hand side in the above expression are uniquely determined
if (2) is supplemented by the conditions (7)-(9), where
g1(x2;x3) =
1   x2x3 p
1   x2
2
p
1   x2
3
; g2(x1;x3) =
1   x1x3 p
1   x2
1
p
1   x2
3
;
g3(x1;x2) =
1   x1x2 p
1   x2
1
p
1   x2
2
:
By (10) the solution of the problem (2), (7)-(9) is given by the formula
'(x1;x2;x3) =
R(f;x1;x2;x3)   x2x3   x1x3   x1x2 + 1
p
1   x2
1
p
1   x2
2
p
1   x2
3
:
Example 2. Let n = 3,
f (x1;x2;x3) =
1
(1 + x1)(1 + x2)(1 + x3)
; x1; x2; x3 2 (0; +1);
g1 (x2;x3) =
p
3
2
1
x
1
2
2 x
2
3
3
; g2 (x1;x3) =
p
3
2
p
2
1
x
1
4
1 x
2
3
3
; g3 (x1;x2) =
1
p
2
1
x
1
4
1 x
1
2
2
:
Then A = 1 and the solution of the problem (2), (13), (14), (15) in the
function class h(+1) is of the form
'(x1;x2;x3) =
1
8
p
x1x2x3
(x1   1)(x2   1)(x3   1)
(x1 + 1)(x2 + 1)(x3 + 1)
+
p
3
2
p
2
1
x
1
4
1 x
1
2
2 x
2
3
3
:
Moreover, the solution of (2), (16) in the function class h(0;+1) is given
by
'(x1;x2;x3) =
p
x1x2x3
(x1 + 1)(x2 + 1)(x3 + 1)
:
Example 3. Let
f (x1;:::;xn) =
1
(1 + x1)
2 :::(1 + xn)
2; (x1;:::;xn) 2 (0; +1)
n ;
gi (x1;:::;xi 1;xi+1;:::;xn) =
1
p
x1 :::xi 1xi+1 :::xn
; i = 1;:::;n:
Then
A =
1
n 1
+1 Z
0
:::
+1 Z
0
1
p
1 :::i 1i+1 :::n

d1 :::di 1di+1 :::dn
(1 + 1):::(i 1 + 1):::(i+1 + 1):::(n + 1)
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and the solution of (2), (13), (14), (15) in the class of functions h(+1) is
'(x1;:::;xn) =
1
8n
1
p
x1 :::xn
x2
1 + 6x1   3
(x1 + 1)
2 :::
x2
n + 6xn   3
(xn + 1)
2 +
1
p
x1 :::xn
:
The solution of the system (2), (16) in the class h(0;+1) is given by
'(x1;:::;xn) =
p
x1 :::xn
1
2n
x1 + 3
(x1 + 1)
2 :::
xn + 3
(xn + 1)
2:
Example 4. Let
f (x1;:::;xn) =
1
(x1 + i)
2 :::(xn + i)
2; (x1;:::;xn) 2 Rn;
gk (x1;:::;xk 1;xk+1;:::;xn) =
1
(x1 + i):::(xk 1 + i)(xk+1 + i):::(xn + i)
;
k = 1; :::; n. Then A = 0 and the solution of the problem (2), (18), (19), (20) is
given by
'(x1;:::;xn)
=
1
(x1 + i)
2 :::(xn + i)
2  
n X
k=1
1
(x1 + i):::(xk 1 + i)(xk+1 + i):::(xn + i)
:
5. Future work
As future work, the authors are going to present the solutions of the
equation
1
n
Z
L
:::
Z
L
'(1;:::;n)
(1   x1):::(n   xn)
d1 :::dn
+

n
Z
L
:::
Z
L
k(x1;:::;xn;1;:::;n)'(1;:::;n)d1 :::dn
= f (x1;:::;xn); (x1;:::;xn) 2 Ln; n > 2;
where L is ( 1;1), (0;+1) or ( 1;+1).
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