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Abstract
Cochlear implants (CIs) are devices that restore some level of hearing to deaf indi-
viduals. Because of their design and the impaired nature of the deafened auditory
system, CIs provide listeners with limited spectral and temporal information, re-
sulting in speech recognition that degrades more rapidly for CI listeners than for
normal hearing listeners in noisy and reverberant environments [1]. This research
project aimed to mitigate the effects of reverberation by directly manipulating the CI
pulse train. A reverberation detection algorithm was initially developed to control
processing when switching between the mitigation algorithm and a standard signal
processing algorithm used when no mitigation is needed. Next, the benefit of re-
moving two separate effects of reverberation was studied. Finally, two reverberation
mitigation algorithms were developed. Because the two algorithms resulted in com-
parable performance, the effect of one algorithm on speech recognition was assessed
in normal hearing (NH) and CI listeners.
Reverberation detection, which has not been thoroughly investigated in the CI
literature, would provide a method to control the initiation of a reverberation mitiga-
tion algorithm. Although a mitigation algorithm would ideally remove reverberation
without affecting non-reverberant signals, most noise and reverberation mitigation
algorithms make errors and should only be applied when necessary. Therefore, a
reverberation detection algorithm was designed to control the reverberation mitiga-
tion algorithm and thereby reduce unnecessary processing. The detection algorithm
iv
was implemented by first developing features from the frequency-time matrices that
result from the standard CI speech processing algorithm. Next, using these features,
a maximum a posteriori classifier was shown to successfully discriminate speech in
quiet, reverberation, speech shaped noise, and white Gaussian noise with 94% accu-
racy.
In order to develop the mitigation algorithm that would be controlled by the
reverberation detection algorithm, a unique approach to reverberation mitigation
was considered. This research project hypothesized that focusing mitigation on one
effect of reverberation, either self-masking (masking within an individual phoneme)
or overlap-masking (masking of one phoneme by a preceding phoneme) [2], may
allow for a reverberation mitigation strategy that operates in real-time. In order to
determine the feasibility of this approach, the benefit of mitigating the two effects
of reverberation was assessed by comparing speech recognition scores for speech
in reverberation to reverberant speech after ideal self-masking mitigation and to
reverberant speech after ideal overlap-masking mitigation. Testing was completed
with normal hearing listeners via an acoustic model as well as with CI listeners using
their devices. Mitigating either effect was found to improve CI speech recognition
in reverberant environments. These results suggested that a new, causal approach
could be taken to reverberation mitigation.
Based on the success of the feasibility study, two initial overlap-masking mitiga-
tion algorithms were implemented and applied once reverberation was detected in
speech stimuli. One algorithm processed a pulse train signal after CI speech process-
ing, while the second algorithm processed the acoustic signal. Performance of the
two overlap-masking mitigation algorithms was evaluated in simulation by compar-
ing pulses that were determined to be overlap-masking with the known truth. Using
the features explored in this work, performance was comparable between the two
methods. Therefore, only the post-CI speech processing reverberation mitigation
v
algorithm was implemented in a CI speech processing strategy.
An initial experiment was conducted, using NH listeners and an acoustic model
designed to present the frequency and temporal information that would be avail-
able to a CI listener. Listeners were presented with speech stimuli in the presence
of both mitigated and unmitigated simulated reverberant conditions, and speech
recognition was found to improve after reverberation mitigation. A subsequent ex-
periment, also using NH listeners and an acoustic model, explored the effects of
recorded room impulse responses (RIRs) and added noise (speech shaped noise and
multi-talker babble) on the mitigation strategy. Because reverberation mitigation
did not consistently improve speech recognition in these conditions, an analysis of
the fundamental differences between simulated and recorded RIRs was conducted.
Finally, CI listeners were presented with simulated reverberant speech, both with
and without reverberation mitigation, and the effect of the mitigation strategy on
speech recognition was studied. Because the reverberation mitigation strategy did
not consistently improve speech recognition, future work is required to analyze the
effects of algorithm-specific parameters for CI listeners.
vi
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1Introduction
Reverberation, which is caused by the reflections of sound waves off of surfaces in the
listening environment, results in delayed and attenuated reproductions of an original
sound. Both normal hearing and hearing impaired listeners experience decreased
speech intelligibility in reverberant conditions, resulting from smeared harmonic and
temporal speech elements, blurred binaural cues, and flattened formant transitions [3;
4]. However, normal-hearing subjects often do not suffer decreased speech recognition
until reverberation times (RTs) exceed approximately 1 second [e.g 3; 5], while an RT
as low as 0.5 seconds may decease speech intelligibility for subjects with sensorineural
hearing loss [e.g. 6; 7].
Although many cochlear implant users are able to function well in quiet condi-
tions, receiving speech recognition scores of 80% or higher [8; 9], the addition of
reverberation can be very detrimental to their speech intelligibility. Kokkinakis et
al., 2011 found that a linear increase in RT results in an exponential decrease in
speech intelligibility for CI listeners [7]. Therefore, this work aimed to mitigate the
effects of reverberation in CI pulse trains.
Because reverberation decreases speech recognition for both normal hearing and
1
hearing impaired listeners, mitigating its effects has been studied in the acoustic
literature. Unfortunately, many acoustic reverberation mitigation algorithms involve
filtering the reverberant signal through the inverse of a room’s impulse response
(RIR) [e.g. 10; 11; 12; 13; 14; 15; 16]. These methods are not applicable for real-
time CI processing, as their calculations are computationally demanding [e.g. 17].
Additionally, as the RIR depends on conditions such as room characteristics and
source and microphone location, it must be updated frequently.
Reverberation mitigation strategies have also been studied in the implant litera-
ture. Kokkinakis et al., 2011 mitigated reverberation effects via a channel-selection
strategy based on the signal-to-reverberant ratio within each frequency channel [7].
In a following study, Hazrati and Loizou, 2013 calculated channel-specific residual-
to-reverberant ratios, using the residual signal resulting from the application of linear
prediction strategies to the reverberant signal. An adaptive threshold was applied
to these ratios to determine which channels should be retained and which should
be discarded [18]. A third study, conducted by Hazrati et al., 2013, calculated
channel-specific ratios of the variance of a speech signal raised to some power and
the variance of the signal’s absolute value. These features were then compared to an
adaptive threshold to determine whether the given sample was dominated by speech
or reverberation [19].
Although the aforementioned studies were shown to improve speech recognition in
reverberation, real-time implementation of the strategies is not feasible. In the study
presented by Kokkinakis et al., 2011, knowledge of the anechoic signal is required [7].
Alternatively, the work conducted by Hazrati and Loizou, 2013 requires condition-
specific parameter tuning [18]. Finally, the algorithm presented by Hazrati et al.,
2013 must contain knowledge of the future signal in order to update the adaptive
threshold [19].
The goal of the current research project was to develop a causal reverberation
2
mitigation strategy that focused on statistical models of reverberant speech, rather
than focusing on ratios of quiet and reverberant speech as attempted in previous
studies. This project hypothesized that focusing mitigation on either the early or
late reverberation reflections may result in a reverberation mitigation strategy that
does not require RIR estimation and that is therefore feasible for real-time imple-
mentation.
Before a reverberation mitigation strategy was implemented, however, a rever-
beration detector was developed that operated on the simplified CI pulse train. This
detector was developed to initiate a reverberation mitigation strategy, such that the
strategy will minimally interfere with quiet CI processing [20]. Next, because this
work aimed to mitigate either the early or late reverberation reflections, an initial
study was conducted to investigate the possible impact of mitigating either effect.
Specifically, speech recognition of unmitigated reverberant speech was compared to
that in reverberation after ideal early- and late- reflection mitigation [21]. Although
a similar study was completed by Kokkinakis and Loizou, 2011, their study only
approximated the mitigation of each effect via manipulations of the vowel and con-
sonant information. Specifically, to isolate self-masking and overlap-masking effects,
respectively, reverberant consonants were replaced with clean consonants and rever-
berant vowels were replaced with clean vowels. [1]. Therefore, the ideal mitigation
implemented in this work advanced the work of Kokkinakis and Loizou, 2011 by
achieving results that are not influenced by the impact of vowel and consonant in-
formation on speech recognition.
Because it was unknown whether the additional information present in an acoustic
signal would benefit reverberation mitigation, two reverberation mitigation strate-
gies were developed: one operating on the acoustic signal and one that utilized the
CI pulse train. Because comparable performance resulted from the two strategies,
the following research project assessed the effect of the latter strategy on speech
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recognition for both normal hearing (NH) listeners using an acoustic model and for
CI listeners using their own devices. The aim of this research is to improve upon
previous research by being both robust to noise, via the design of machine learning
algorithms, and by operating in real-time, using signal features that depend only on
current and previous time data.
4
2Background
2.1 Cochlear Implants
In a normally hearing ear, small bones located in the middle ear convert pressure
waves received by the outer ear into mechanical vibrations. As a result, fluid inside
the cochlea (located in the inner ear) vibrates and causes the basilar membrane to
shift. Hair cells that are attached to the basilar membrane bend in response to this
shift. As a direct result of being bent, neurotransmitters are released from the hair
cells, causing neighboring neurons to fire. A common form of deafness is caused by
a loss of hair cells [e.g. 22]. However, if the nerves are intact, they can be excited
with electrical stimulation and caused to fire.
The cochlear implant (CI) is a device designed to address the loss of hair cells. An
array of up to 22 electrodes is inserted into the cochlea, and these are used to electri-
cally stimulate the surviving neurons. In a normal hearing ear, the basilar membrane
vibrates maximally at different locations given different stimulation frequencies, from
low frequencies at one end (the apex) to high frequencies at the opposite end (the
base) of the cochlea. Electrodes within the array of a cochlear implant are able to
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make use of this tonotopic arrangement. Specifically, each electrode is responsible
for transmitting the information corresponding to one frequency band (for a review,
see [23]).
All cochlear implants are equipped with a microphone that sends sound to a
speech processor (see Figure 2.1). The speech processor filters the input into the
available frequency bands and converts the sound into electrical signals that will be
transmitted to the implanted device either transcutaneously via a radio frequency
(RF) signal or percutaneously (not shown). From here, the signal is decoded, trans-
formed from a bit stream into current levels, and transmitted to the electrode array
inside the cochlea. These electrodes, in turn, stimulate the auditory nerve, and this
results in the perception of sound.
6
Figure 2.1: Diagram of a human ear with a cochlear implant. Sound is transmit-
ted from a microphone to the speech processor. The signal, which is filtered into the
available frequency bands and converted into electrical signals, is transmitted tran-
scutaneously or percutaneously (not shown). The signal is then transformed into
currents and sent to the electrode array located inside the cochlea, which is respon-
sible for stimulating the auditory nerve (National Institutes of Health, Division of
Medical Arts).
Although several speech processing algorithms are currently utilized in the cochlear
implant population, the algorithm used in this work is the Advanced Combination
Encoder (ACE) strategy. In this strategy (see Figure 2.2), sound travels from the
microphone to an array of M bandpass filters, each corresponding to one electrode.
The signal segments are then lowpass filtered and rectified in order to extract their
envelopes. Next, the electrodes corresponding to the ‘N’ (less than ‘M’) frequency
band envelopes with the greatest energy in each temporal analysis window are se-
lected for stimulation. Following this step is an amplitude compression stage, which
accounts for the reduced dynamic range of electric hearing. This signal then modu-
lates a biphasic current pulse train, which is presented to the electrodes [e.g. 24].
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Figure 2.2: Diagram outlining the ACE processing strategy [e.g. 24]. Sound trav-
els from the microphone to an array of bandpass filters. The envelopes are then
extracted from the signal segments. Next, the electrodes corresponding to the ’N’
frequency band envelopes with the greatest energy in each window are selected for
stimulation. Following this step is an amplitude compression stage. Finally, the sig-
nal is modulated with a biphasic current pulse train, which is sent to the electrodes.
The speech processing algorithms determine the temporal and frequency infor-
mation that will be presented to the cochlear implant user. This information can be
visualized in plots termed electrodograms, as shown in Figure 2.3. Electrodograms
are plots of amplitude at a given electrode location as a function of time. If an
electrode is to be stimulated at a given time, a “tick” will appear with amplitude
corresponding to the stimulation current level. Because each electrode corresponds
to a different frequency band, electrodograms are a method of displaying the fre-
quency and temporal content of the stimulation pattern, similar to a spectrogram
for acoustic signals. High frequencies, which stimulate the base of the cochlea, are
represented by lower numbers in the electrode array.
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Figure 2.3: Cochlear implant stimulation pattern of the speech token “asa.” This
stimulation pattern, referred to as an electrodogram, demonstrates the frequency
and temporal information that is presented to a cochlear implant user during the
speech token “asa.” Time is plotted on the x axis, and the y axis designates elec-
trode number. If an electrode is to be stimulated at a given time, a “tick” mark,
with amplitude corresponding to the stimulation current level, will appear at the
corresponding location.
2.2 Reverberation
As previously mentioned, reverberation is especially detrimental to CI speech recog-
nition. Reverberant speech, as observed by a microphone, can be described using
Equation 2.1, where s(t), h(t), and n(t) represent the speech signal, the transfer
function from the signal to the ear (the room impulse response, or the RIR), and
the background noise, respectively, and * denotes convolution [e.g. 25]. The RIR is
sensitive to many factors such as room dynamics (e.g. room size, shape, and surface
materials), as well as the position of the listener and the sound source.
9
y(t) = h(t) ∗ s(t) + n(t) (2.1)
Another reverberation parameter, the reverberation time (RT), can be used to
quantify the amount of reverberation present in a given room. The RT is defined as
the amount of time required for a given frequency to decay to 60 decibels (dB) (rel-
ative to its original intensity) after the original sound is terminated. Reverberation
time can be estimated using Equation 2.2, where V is the room volume (measured in
ft3) and ΣSα represents the sum of the surface areas of the materials in a given room
(S, measured in ft2), multiplied by their absorption coefficients at a given frequency
(α) [26]. Most materials are poor at absorbing low frequencies, and as a result lower
frequencies experience longer reverberation times [e.g. 27].
RT =
0.049V
ΣSα
(2.2)
Reverberation results in two main effects: self-masking (early reflections) and
overlap-masking (late reflections) [4; 2]. Self-masking, which occurs during the first
50 ms following the source signal, alters the temporal and frequency information
within an individual phoneme. Specifically, self-masking flattens formant transitions
and flattens both the F1 and F2 formants, which can result in diphthongs being
confused with monophthongs [4; 28]. This is especially detrimental to cochlear im-
plant listeners, as they often find it difficult to perceive F1 and F2 formants in non-
reverberant conditions. Kokkinakis and Loizou, 2011 hypothesize that the flattened
formant transitions resulting from self-masking are the primary cause for speech
intelligibility degradation for cochlear implant users [1].
Overlap-masking, on the other hand, results from reflections occurring greater
than 50 ms following a source signal. This type of masking causes temporal smearing
and can result in the reverberant sound from one phoneme masking a following
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phoneme. Because vowels contain greater energy than consonants, overlap-masking
has the potential to cause consonants to be masked by reverberant vowel data. In
extreme conditions, entire words or parts of sentences may overlap, resulting in
difficulty distinguishing the boundaries between words or sentences.
As mentioned previously, reverberation can hinder speech intelligibility for both
normal hearing and hearing impaired listeners by smearing harmonic and temporal
elements of speech, flattening formant transitions, and blurring binaural cues [4; 29].
To demonstrate some of these effects, Figure 2.4 displays an acoustic presentation
of the sentence “She had your dark suit in greasy wash water all year”, a sentence
contained in the TIMIT database [30]. The top portion of this figure displays the
acoustic waveform of the sentence in quiet, while the bottom signal includes rever-
beration with an RT of 1.2 seconds. This figure clearly illustrates the smearing of the
temporal envelope that results from overlap-masking and that may disrupt phoneme
and word boundaries.
11
0 500 1000 1500 2000 2500 3000
−1
−0.5
0
0.5
1
Time (ms)
A
m
pl
itu
de
Acoustic Signal, No Reverberation
0 500 1000 1500 2000 2500 3000
−1
−0.5
0
0.5
1
Time (ms)
Acoustic Signal, RT60 = 1.2s
A
m
pl
itu
de
Figure 2.4: The sentence “She had your dark suit in greasy wash water all year,”
from the TIMIT database, in quiet (top) and in reverberation (bottom) with a re-
verberation time of 1.2s. This figure illustrates the smearing of word and phoneme
boundaries that results from overlap-masking, as demonstrated in the bottom plot.
To visualize the effects of reverberation on a CI pulse train, Figure 2.5 displays
electrodograms for the same sentence for which the acoustic waveform was plotted
in Figure 2.4. This sentence was processed using the ACE coding strategy, in which
nine electrodes were stimulated during each processing window. The top plot displays
the electrodogram that results after the quiet signal was processed using the ACE
strategy, while the electrodogram in the bottom plot was produced using the ACE
strategy after reverberation was added with an RT of 1.2 seconds. The bottom plot
of Figure 2.5 clearly displays smearing of the vowel-consonant boundaries. Although
self-masking is also present, its effects are less easy to visualize in an electrodogram.
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Figure 2.5: Cochlear implant stimulation pattern for the sentence “She had your
dark suit in greasy wash water all year,” from the TIMIT database, in quiet (top)
and in reverberation (bottom) with a reverberation time of 1.2s. This sentence was
processed using the ACE strategy, in which nine electrode channels were stimulated
per window. The bottom figure demonstrates temporal smearing, which results in
the loss of vowel-consonant boundaries.
2.2.1 Acoustic Reverberation Removal and Parameter Estimation
Because reverberation causes such detrimental effects to speech intelligibility, re-
moving these effects in acoustic scenarios has been the focus of much research [e.g.
17; 31; 32]. One of the most common methods to reduce the impact of reverberation
involves passing the reverberant signal through a filter designed to invert the effects
of reverberation [e.g. 33; 34]. Unfortunately, these methods require estimations of
the RIRs, which are difficult and computationally expensive to acquire [e.g. 17]. Ad-
ditionally, the RIRs change frequently, as they depend on the room characteristics
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as well as the position of the speaker and the listener.
Although challenging, many studies have attempted to estimate the RIR for re-
verberant acoustic signals. One study, conducted by Lin and Lee (2006), developed
the Bayesian Regularization and Nonnegative Deconvolution (BRAND) algorithm
to compute the RIR [35]. However, this algorithm assumes knowledge of speaker
and microphone characteristics, information that may not be realistic in real-time
computations. Another class of algorithms uses a test signal to predict the RIR
[for a review, see 36]. Some test signal examples include the Maximum Length Se-
quence (MLS) [37], the Inverse Repeated Sequence (IRS) [38; 39; 40], Time-Stretched
Pulses [41; 42], and a Sine Sweep, consisting of varied-frequency signals [43; 44]. Un-
fortunately, dependence on test signals is not feasible for real-time reverberation
mitigation.
Other studies have focused on estimating the reverberation time of acoustic sig-
nals. Keshavarz et al., 2012 utilized linear predictive residuals and a maximum
likelihood estimator to approximate the reverberation time [45]. Other methods
involve a test signal, switching the signal off in order to measure the decay rate
[e.g. 46]. The necessity of test signals in these algorithms limits their applications
because, not only is it impractical to introduce test signals into real-world scenar-
ios, but clean measurements of such test signals also cannot be guaranteed. Other
methods that have been developed for determining RT are sensitive to the system’s
variables. One method, which is sensitive to speaker gender, utilizes a signal’s peri-
odicity to estimate RT [47]. Another algorithm, which is too complex for real-time
implementation, estimates the power of a signal’s envelope to predict reverberation
time [48]. Yet another algorithm estimates the RT value by using a time-frequency
decay model. However, both a long speech sample and speech immediately following
a pause are required for the success of this method [49], and these speech tokens are
not guaranteed in real-world listening environments. As a final example, Ratnam
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et al., 2003 developed an algorithm that estimates the reverberation time using a
maximum likelihood estimate of reverberant decay. However, this algorithm is highly
susceptible to background noise [50].
Although acoustic reverberation has been the focus of many research studies, the
results will not suffice for reverberation mitigation in cochlear implants. Acoustic
RIR estimation is often too computationally expensive for real-time processing, as-
sumes knowledge of some room characteristics, or requires a test signal for implemen-
tation. Reverberation-time estimation is also difficult for real-time implementation,
as many algorithms utilize a test signal, are sensitive to system parameters, or are
too complex to be implemented in real-time. However, in addition to the research
conducted with NH listeners, there is also some research on reverberation mitigation
in cochlear implants.
2.2.2 Removing Reverberation in Cochlear Implants
Many cochlear implant speech processing algorithms select only the frequency chan-
nels that have the greatest energy within an analysis window for stimulation. Because
vowels (and their subsequent reverberation effects) often contain more energy than
the subsequent consonants, cochlear implant processing strategies often select the re-
verberant vowel channels, rejecting the consonant channels altogether [7]. With this
in mind, Kokkinakis et al., 2011 implemented a new channel selection criterion, which
aimed to improve speech recognition for cochlear implant subjects in reverberant en-
vironments. This method used the signal to reverberant ratio (SRR), a measure of
the ratio of signal energy from the direct and early reflections to the signal energy
from late reflections. Channels with an SRR that existed below a threshold were
rejected, eliminating temporal envelope smearing. The authors found that the new
strategy improved speech intelligibility in reverberant conditions with an RT value of
1 second [7]. However, as the aforementioned method requires knowledge of the non-
15
reverberant target envelopes, more work is required to reduce real-time reverberation
effects in cochlear implants.
Another study, completed by Hazrati and Loizou, 2013, uses a reverberant signal’s
linear prediction (LP) residual to mitigate reverberation. This study is motivated by
the fact that the LP residual of a reverberant signal approximates the convolution
of an anechoic signal’s LP residual with the RIR [51; 52; 32]. At various time-
frequency (TF) bins, the residual-to-reverberant ratio (RRR) was computed as the
logarithm of the ratio of the residual signal’s energy to the reverberant signal’s energy.
This ratio was compared against an adaptive threshold consisting of the weighted
average of previous RRR values within the same frequency bin. RRR values larger
than the threshold were dropped, as small RRRs suggest the presence of strong
formant peaks. Although the reverberation mitigation algorithm implemented by
Hazrati and Loizou, 2013 showed significant improvements in speech recognition
over unprocessed reverberant speech, future work is still required. For example, the
parameters associated with the adaptive threshold calculation are not optimal for all
reverberation conditions and must be tuned for different configurations. Additionally,
this algorithm may result in a delay depending on the processing power of the given
device. Finally, their mitigation strategy only works at high SNRs, SNR > 20dB,
because LP calculations vary in the presence of additional noise [18].
A separate reverberation mitigation strategy, the binary blind reverberant mask
(BRM), was developed by Hazrati et al., 2013. This algorithm is applied to re-
verberant signals that have been binned into TF segments. Within each bin, the
algorithm calculates the logarithm of the ratio of the variance of the signal raised
to some power, to the variance of the absolute value of the signal. The exponent
used in the feature calculation was determined experimentally. This feature was
selected because of its similarity to kurtosis, which is lower in reverberant speech
compared to anechoic speech [53; 54]. An adaptive threshold containing feature data
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from 10 previous and 2 future frames was then applied to this feature, and TF bins
with features less than the threshold were considered to be dominated by reverbera-
tion and were removed from the stimuli. The BRM algorithm resulted in significant
speech intelligibility improvements for CI subjects at RT = 0.6s and 0.8s, but no
statistically significant improvements were seen at RT = 0.3s. The lack of signifi-
cant improvements at RT = 0.3s may be due to the fact that the BRM mitigates
overlap-masking effects and, at low reverberation times, self-masking is dominant.
Although promising, this algorithm requires future knowledge of the speech signal
in order to calculate the adaptive threshold, which makes real-time implementation
difficult. Additionally, the BRM loses information in the low frequency electrodes,
further complicating speech intelligibility [19].
2.2.3 Current Approach to Reverberation Mitigation
A large body of research has investigated mitigating reverberation in acoustic signals
using either estimates of RIRs or estimates of RTs. To date, these methods are not
applicable to the real-time processing needs of CI speech processing due to the need
to continuously update estimates under changing conditions or to present test sig-
nals to characterize the reverberant space. Research into algorithms specifically for
mitigating reverberation in CIs are also to date not applicable for real-time process-
ing. These algorithms rely on estimates of the non-reverberant signal, thus requiring
non-causal features.
As an alternative to these methods of mitigating reverberation, a framework was
developed that relied on machine learning to both control the onset of reverberation
mitigation, thereby minimizing potential errors in low reverberation environments,
as well as to apply the mitigation. The use of causal features for both reverberation
detection and mitigation allows for real-time implementation without knowledge of
the quiet signal or future information.
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The rest of the document is structured as follows. In Chapter 3, the design of the
reverberation detection algorithm is described, and the algorithm’s performance un-
der quiet, varying noise, and varying reverberant conditions is presented. This algo-
rithm is envisioned as a switch to determine under what conditions the reverberation
mitigation algorithm would be applied. In Chapter 4, the feasibility of the mitiga-
tion approach is investigated through ideal mitigation of self- and overlap-masking
to verify that mitigating these effects independent of each other has the potential to
improve speech recognition. Chapter 5 builds on the success of the feasibility study
by developing two mitigation algorithms. Both algorithms aim to mitigate overlap
masking but differ in the signals from which the features are extracted, with one
algorithm based on the acoustic signal and the other based on the CI pulse train.
While the acoustic pulse train has a much finer resolution in time and frequency,
an algorithm based on the CI pulse train is more readily incorporated directly into
the speech processing algorithm. Because comparable performance resulted from the
two algorithms, only one algorithm was implemented for testing in subjects. The
results from testing this algorithm under several conditions are presented in Chapter
6.
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3Reverberation Detection
Ideally, a reverberation mitigation algorithm would affect only the reverberant speech,
leaving quiet speech unaltered. Because such an algorithm is difficult if not impos-
sible to achieve, the goal of this research was to develop a reverberation detection
algorithm that can be used to initiate a reverberation mitigation algorithm. An ac-
curate reverberation detection algorithm would result in a mitigation algorithm that
can be tailored specifically to reverberant speech.
Speech stimuli were degraded under a variety of simulated noise and reverberant
conditions in order to develop and test the reverberation detection algorithm. This
research used the CI pulse train, a signal with a much lower time and frequency res-
olution than the corresponding acoustic signal, to simplify modeling the statistical
characteristics of reverberant speech. The simplified models were hypothesized to be
less sensitive to reverberation condition changes such as head location and room dy-
namics. Further, by relying on the CI pulse train, implementation of the algorithms
could occur within the CI speech processing algorithm rather than having to be ap-
plied as a pre-processing step. Therefore, all stimuli were processed into their CI
pulse train representation. Features were then extracted from the signals to describe
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characteristics specific to each class, and classification strategies were trained using
these features. Finally, performance was evaluated for varying room and stimulation
conditions.
3.1 Model Setup
3.1.1 Reverberation Room Model
In order to simulate the reverberation effects on an acoustic signal, RIRs for pre-
defined rooms must be determined. In this experiment, a room was defined by the
source and receiver position vectors, the room dimensions, and the reverberation
time. Once an RIR was generated for a predefined room, the reverberant audio data
was created by convolving the RIR with the source signal, as outlined in Equation
2.1. To approximate the RIRs, this work used the Modified Image Source Method
(Modified ISM) technique, created by Lehmann and Johansson, 2008, based on the
original ISM technique created by Allen and Berkley, 1978 [10; 55]. Simulated RIRs
allowed various combinations of reverberation times, room dimensions, and source
and microphone locations to be considered.
Using the original ISM technique, the RIR was calculated from the source to
the receiver. This model uses image sources, located on mirror rooms which extend
infinitely in all dimensions. Each image source contributes to the final signal in the
form of a delayed and attenuated version of the original (source) signal. The sum
of the power from the image sources distributed around the receiver is calculated
to determine the power of the transfer function from the source to the microphone
[10; 55].
The Modified ISM technique was developed to improve on the performance of the
original technique. The original ISM method represents the RIR using a histogram,
in which the bins represent discrete time values during which impulses were pre-
sented to the receiver by all image sources. One drawback of this technique is that
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the time values must be rounded to fit into discrete bins, resulting in inaccuracies.
Additionally, the original method requires a high-pass filter to allow the histogram
to resemble an acoustic transfer function. To address these drawbacks, the Modified
ISM technique operates in the frequency domain. In doing so, this model is able
to accommodate time delays other than those at integer multiples of the sampling
frequency [55].
Another alteration made by the Modified ISM technique involves the reflection
coefficients β, which are defined for each surface in the given room. The reflection
coefficients are calculated from the surfaces’ absorption coefficients, α, as described
in Equation 3.1. Differing from the original ISM technique, the modified technique
utilizes the negative definition of the reflection coefficients [55].
β = ±√1− α (3.1)
3.1.2 Cochlear Implant Stimulation Model
Once the RIR was created for a given reverberation time, it was convolved with
an acoustic signal, resulting in the reverberant signal. This reverberant signal was
then processed using the ACE speech processing strategy as presented in Section 2.1.
This resulting reverberant cochlear implant pulse train was then processed by the
reverberation detectors, which will be discussed in Section 3.2.2.
3.2 Methods
Although the ultimate goal of this work was to detect reverberation in cochlear
implant pulse trains, it is important to ensure that speech in reverberation is differ-
entiable from both quiet speech as well as from speech in other noise conditions. To
begin, this research project classified sentences from the TIMIT database, created
by Texas Instruments (TI) and the Massachusetts Institute of Technology (MIT)
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[30]. These sentences were classified as existing in quiet, containing white Gaussian
noise (WGN), containing speech shaped noise (SSN, noise that contains frequency
characteristics of a long-term speech signal), or containing reverberation. Using
MATLAB R©, 3-15 dB (discretized in 2 dB increments) of WGN and SSN were added
to the signals, while reverberation was added with an RT between 0.4 and 1.6 seconds
(discretized in 0.2 second increments). The parameters were drawn from uniform dis-
tributions. The SSN was created using a 78th order finite impulse response (FIR)
filter [56], with coefficients derived from an SSN sample supplied by the House Ear
Institute. The WGN was created by randomly generating samples from a normal
distribution in MATLAB R©. Different instances of SSN and WGN were added to each
TIMIT sentence used. For the reverberation simulation, a MATLAB R© implemen-
tation of the Modified ISM technique, provided by Lehmann and Johansson, 2008,
was used to create RIRs [55]. These RIRs were then convolved with the TIMIT
sentences, via multiplication in the frequency domain, to create reverberant signals.
3.2.1 Modeling Speech in Cochlear Implant Pulse Trains
Both the quiet and noisy speech tokens were processed according to the ACE process-
ing strategy, resulting in signals containing as many as 22 frequency bins. However,
the process was interrupted prior to maxima selection, such that the stimuli from all
active channels were modeled. Additionally, the stimuli used for classification were
extracted prior to subject-specific dynamic range scaling. The result is an algorithm
that is not influenced by dynamic range or maxima selection.
To model the activity in the frequency channels under various noise conditions,
the timing between pulses, or the inter-stimulus intervals (ISIs), and the stimulation-
lengths, or the duration (in ms) over which each channel remained active (was “on”),
were considered for each channel in the ACE-generated frequency-time matrices. The
presence of noise in a channel results in increased activity and decreased ISIs, because
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shorter ISIs describe channels that do not remain off for large amounts of time. The
stimulation-length distributions, on the other hand, were hypothesized to be nega-
tively correlated with the ISI distributions. Therefore, locations of increased activity
also experience increased stimulation-length values. Assuming that the state of the
stimuli (“on” or “off”) can be modeled as a Bernoulli random variable, the probabil-
ities of the ISIs and the stimulation lengths were modeled as geometric distributions.
Different noise and interference scenarios should result in different activation pat-
terns, allowing the aforementioned features to describe the signal characteristics. Be-
cause SSN is concentrated in the frequency bins associated with speech, its presence
increases the amount of activity in the lower frequency regions. Although WGN is
equally distributed across all frequencies, high-frequency channels contain more ac-
tivity after the addition of WGN. This occurs because the cochlear implant channels
are spaced logarithmically, to mimic the frequency arrangement of the cochlea. Be-
cause the high-frequency channels have a greater bandwidth, they also contain more
WGN activity. Finally, because reverberation contains the original speech signal plus
delayed and attenuated versions of this signal, it results in activation trends similar
to quiet speech. However, more activity exists in each channel, resulting from the
additional versions of the original stimuli that are present.
Figure 3.1 demonstrates the activation differences, in the form of normalized
histograms of the ISIs, for a high frequency channel (left column) and a low frequency
channel (right column). The TIMIT database was used to demonstrate speech in
quiet (top row), as well as speech in 0 dB of SSN (second row), 0 dB of WGN (third
row), and reverberation with an RT of 1.2s (bottom row). Figure 3.1 shows that SSN
increases activity (decreases ISIs, with values closer to zero) in the speech-related
low frequency channels, WGN increases activity in the high frequency regions, and
reverberant speech resembles quiet speech but contains slightly shorter ISIs overall,
resulting from additional reverberant stimuli.
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Figure 3.1: Normalized histograms describing ISIs for both a high frequency chan-
nel (left column) and a low frequency channel (right column) for speech in quiet (top
row), SSN (second row), WGN (third row), and reverberation (bottom row). Shorter
ISIs are apparent in the low frequency channels for quiet speech, speech in SSN, and
speech in reverberation. Alternatively, shorter ISIs exist in the high frequency chan-
nels for speech in WGN, resulting from the logarithmic distribution of CI frequency
bins [20].
The normalized histograms corresponding to a high frequency and a low frequency
channel’s stimulation-lengths are shown in Figure 3.2. (Note the scaling of the y-axis
between 0 and 0.5). These features, which model the duration during which each
channel remains “on” were expected to oppose the aforementioned ISI distributions,
which describe the duration during which the channels were in an off state. An
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example of this trend is visible for the low frequency channel in SSN (row 2, column
2): the ISI distribution is sharp, while the stimulation-length distribution experiences
smearing. The high frequency channel in WGN (row 3, column 1) demonstrates the
same effect. Although the two models are related, including both models improved
the classifiers’ performances, suggesting that both models contain some independent
information.
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Figure 3.2: Normalized histograms describing stimulation-lengths for both a high
frequency channel (left column) and a low frequency channel (right column) for
speech in quiet (top row), SSN (second row), WGN (third row), and reverberation
(bottom row). Smeared stimulation-lengths exist in the low frequency channels for
quiet speech, speech in SSN, and speech in reverberation. However, as expected,
longer stimulation-lengths exist in the high frequency channels for speech in WGN,
resulting from to the logarithmic distribution of CI frequency bins [20].
3.2.2 Classification Algorithms
To describe the channel-specific models outlined in Section 3.2.1, geometric proba-
bility distributions were fit to each channel’s ISI and stimulation-length data, and
the resulting p-values were used as features to describe the speech models. Prior to
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classification, features were normalized to have zero mean and unit variance.
Two classifiers, a maximum a posteriori (MAP) and a relevance vector machine
(RVM), were considered. The MAP, a more generalized classifier, assumes that a
multivariate normal distribution is adequate for describing the data. This assumption
allows flexibility when presented with variable data, but the model could suffer if
presented with data that does not follow the assumed distribution. The distributions
resulting from the second classifier, the RVM, are formed from kernel functions placed
at the feature locations. If the training and testing data do not vary significantly, the
feature-specific distributions resulting from the RVM may be beneficial. Conversely,
if the training and testing data do vary significantly, the RVM may result in over-
training.
Cross-Validation
The classifiers considered in this research were trained and tested using ten-fold
cross-validation. All TIMIT sentences were used for testing and training, and each
TIMIT sentence was included in only one noise category (quiet, reverberation, SSN,
or WGN). Cross-validation divides the available data into ten groups, or folds, with
approximately equal representation for each noise condition in each fold. During
each iteration, nine folds are used to train the classifiers, and the remaining fold is
used for testing purposes. Each fold acts as the testing fold for one iteration, and
this process is completed ten times [e.g 57].
Classification
First, a MAP classifier was used to detect reverberation. Given the features, this
classifier selects the hypothesis that maximizes the posterior distribution. [e.g. 57].
Using maximum likelihood estimation to calculate the mean and covariance matrices,
a multivariate normal distribution was assumed to describe each class’ features.
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Next, a kernel-based classifier, the RVM, was implemented as a classification al-
gorithm. After placing kernel functions at the training point locations, the RVM
creates sparsity by removing or “pruning” some of the less-informative kernel func-
tions [58]. Gaussian radial basis functions containing a width of one were used as
kernels, and DC kernels were also included to account for any offsets in the data.
3.3 General Reverberation Detection
3.3.1 Stimuli
Cochlear implant stimulation parameters are subject-specific. The classifiers were
first tested using a general set of cochlear implant clinical parameters with a pulse
rate of 800 pulses per second (pps) and 22 active electrodes.
The speech samples were created in quiet, in speech shaped noise (SSN), in white
Gaussian noise (WGN), and in reverberation. Noise levels varied, discretized in 2 dB
increments, between 3-15 dB for SSN and WGN, and reverberation was simulated
with an RT varying between 0.4s and 1.6s. The RIRs were simulated with a room
dimension of (10.0 x 6.6 x 3.0)m, a source location of (2.4835 x 2.0 x 1.8)m, and a
microphone located at (6.5 x 3.8 x 1.8)m, as used by Champagne et al., 1996 [59].
The room dimension was selected such that it was large enough to contain adequate
reverberation, but small enough to be applicable to everyday situations.
3.3.2 Results
The labels estimated by the classifiers and the known class labels were used to score
the results for accuracy. The classification results generated by the MAP and RVM
classifiers are provided in the confusion matrices in Figure 3.3. In a confusion matrix,
correct classification categories are displayed across rows (top to bottom: speech
in quiet, speech in SSN, speech in WGN, and reverberant speech) and classifier
assignments are displayed down columns (left to right: speech in quiet, speech in
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SSN, speech in WGN, and reverberant speech). Percentage values across the diagonal
of the figures represent correct classifications, while the remaining squares represent
incorrect classifications. As seen in the left plot of Figure 3.3, the MAP classified
reverberation 91.7% of the time it was present, with an overall detection accuracy
of 91.14% across all signal classes. The RVM (right), on the other hand, correctly
identified reverberation 96.2% of the time it was present, with an overall accuracy
of 91.48%.
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Figure 3.3: Confusion matrices displaying the MAP (left) and RVM (right) classi-
fication results for reverberant data created with RT varying between 0.4s and 1.6s,
in intervals of 0.2s. The remaining reverberant room parameters were assigned as
in Champagne et al., 1996 [59]. In the figures, rows display the correct classifica-
tion labels (truth), while columns represent classifier assignments (response). The
diagonals contain the percentages of correct classification, while incorrect classifica-
tion percentages appear in the segments corresponding to each signal’s actual and
assigned labels. According to these confusion matrices, reverberation was accurately
classified 91.7% and 96.2% of the time it was present for the MAP and RVM classi-
fiers, respectively. The overall accuracy across all signal classes was 91.14% for the
MAP and 91.48% for the RVM [20].
Application of both classifiers resulted in similar performance, and reverberation
was not overly confused with the remaining noise categories. Using the aforemen-
tioned specific listening conditions, the ISI and stimulation-length features resulted
in good discrimination. However, classification was completed assuming a generic set
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of CI subject clinical parameters. Because, in reality, each CI listener has a unique
set of parameters that could affect the performance of the reverberation detection
algorithms, a sensitivity analysis was conducted to investigate the effect of these
parameters on performance.
3.4 Classifier Robustness to Subject Clinical Program Parameters
3.4.1 Stimuli
Each cochlear implant listener has a unique set of parameters resulting in subject-
specific stimulation pulse trains. Some parameters, for example the subjects’ dy-
namic ranges and the number of channel maxima stimulated per time window, have
no effect on the reverberation detection performance because the implant pulse trains
were processed before applying these variables to generate the final stimulation pat-
terns. Other parameters, which alter the signals presented to the classifiers, could
affect performance. These parameters include the set of channels selected for stim-
ulation, the channel stimulation rate, and the equation mapping current (in µA) to
cochlear implant current steps, shown in Equations 3.2 and 3.3. Current steps, used
by Cochlear Corporation to define the amount of current presented to the electrodes,
are represented by CL in Equations 3.2 and 3.3.
I(µA) = 10e
CL·ln(175)
255 (3.2)
I(µA) = 17.5 · 100CL255 (3.3)
To test the algorithms’ sensitivity to different clinical parameters, 100 simulated
configurations were created with varying parameters. Between 18 and 22 channels
were selected at random, the channel stimulation rate was randomly assigned a value
between 500 and 1200 pps (discretized in 100 pps increments), and the current-
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mapping equation was randomly determined. As a result of randomly generating
parameters, duplicate parameter configurations may exist. Each set of parameters
was then used to process all TIMIT database sentences, and the MAP and RVM
reverberation detection algorithms were applied to the data using ten-fold cross-
validation for each parameter set separately. Results were compared to the those
presented in Figure 3.3, which utilized 22 channels, a stimulation rate of 800 pps,
and Equation 3.3 to map the current in µA to current steps.
3.4.2 Results
Figure 3.4 displays histograms of the MAP and RVM classification performance
across noise types, using the varied subject parameters described in Section 3.4.
When using the set of subject clinical parameters described in Section 3.3.1, the MAP
and the RVM correctly classified all signals with accuracies of 91.14% and 91.48%,
respectively. Varying the subject stimulation parameters resulted in performance
comparable to the performance observed for the original fixed subject stimulation
parameters.
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Figure 3.4: Histograms displaying the percentage of correctly labeled signals, across
all noise types, for the MAP (left) and RVM (right) classifiers. These results were
trained and tested using 100 random subject stimulation parameter configurations.
(The training and testing was completed for each parameter configuration sepa-
rately.) For each parameter set, the detection algorithms classified signals as existing
in quiet, or containing SSN, WGN, or reverberation. These results are comparable
to the results generated with the original subject parameters described in Section
3.3.1 [20].
Histograms displaying the percentage of reverberant signals correctly labeled by
the MAP and the RVM are displayed in Figure 3.5. Results determined when using
differing parameters are comparable to those using the general stimulation param-
eters, which had an accuracy of 91.7% for the MAP and 96.2% for the RVM. The
MAP results vary more substantially than the RVM results, which could be due to
the naive MAP classifier distributions, which assume that features can be described
by a multivariate normal distribution, compared to the more precise distribution
that results from the application of kernels in the RVM.
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Figure 3.5: Histograms representing the MAP (left) and RVM (right) reverbera-
tion detection accuracy. 100 randomly generated subject parameters were used to
generate the frequency-time matrices used for classification, and training and testing
occurred on each parameter set separately. Performance does not appear to suffer
compared to the results created using one set of subject stimulation parameters. [20]
The results found when varying subject parameters, seen in Figures 3.4 and 3.5
were comparable to those that resulted from the general parameters, suggesting that
performance is robust to differing clinical parameters. Although seemingly robust
to subject clinical parameters, many of the reverberation parameters in this and
the previous section were fixed, assuming known room characteristics. In a more
realistic listening scenario, the room dimensions and the locations of the source and
microphone may be unknown. Therefore, performance when presented with different
room parameters was investigated.
3.5 Classifier Robustness to Room Configurations
3.5.1 Experimental Setup
In this study, the classifiers’ robustness to various room configurations was tested by
randomly varying the parameters used to generate the RIRs. First, the impact of
varying the room dimensions, the positions of the source and microphone, and the
RT was investigated (see Section 3.5.2). This experiment was followed by experi-
ments to test the sensitivity of the classification algorithms to specific reverberation
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parameters. Scenarios were created in which each parameter was set to a constant,
allowing the remaining parameters to vary randomly.
Because allowing the reverberation parameters to vary increases the level of diffi-
culty for the classification algorithms, three sentences from the TIMIT database were
concatenated for each training and testing speech token in the following sections.
This ensures that enough data was present given the increased level of difficulty.
Because the following results were generated with additional sentences in each train-
ing and testing feature set, the classifications cannot be compared directly with the
results reported previously. In the remaining sections, using ten-fold cross-validation
and concatenated sentences, the classifiers had access to 675 training and 75 testing
groups in each fold. There was no overlap between the training and testing folds.
3.5.2 Results: Varying All Parameters
Room dimensions were generated between (2 x 2 x 2)m and (50 x 50 x 50)m (in an
effort to create realistic room configurations, length and width were within a factor
of 2 of each other, and the height could not be greater than twice the length or
width). The source and the microphone were also randomly positioned within the
room, and the reverberation time varied varied between 0.4s and 1.6s.
The confusion matrix that resulted from application of the MAP classifier to this
data is shown in the left column of Figure 3.6, while the result of the RVM classifier
is displayed in the right column. The MAP classifier correctly detected reverberation
in 93.7% of the signals in which it existed, and the classifier’s overall accuracy was
90.48%. The RVM resulted in worse performance, with 86.8% reverberation detection
accuracy and 88.36% accuracy across signals. However, RVM parameters, such as
the radial basis functions describing the kernel functions, were not optimized, and it
is possible that the RVM performance may increase with post hoc optimization. The
MAP classifier is advantageous in that the parameters do not require optimization.
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Figure 3.6: Classification performance of the MAP classifier (left) and the RVM
classifier (right) in the presence of varying reverberant conditions, with room dimen-
sions varied from (2 x 2 x 2)m to (50 x 50 x 50)m, source and microphone locations
randomly positioned within the room, and RT varied from 0.4s to 1.6s. The MAP
classifier correctly identified reverberation in 93.7% of signals and correctly labeled
all signals with an accuracy of 90.48%. The RVM correctly classified reverberation
in 86.8% of reverberant signals, with across-class accuracy of 88.36% [20].
3.5.3 Results: Impact of Each Parameter on Classification
To test the impact of the reverberation time, the MAP and RVM classifiers were
applied to data in which the RT was fixed and the remaining parameters varied as
in Section 3.5.2. RT was set to either a relatively low level of reverberation (0.5s) or
a relatively high level of reverberation (1.2s). The top row of Figure 3.7 displays the
classification performance resulting from an RT value of 0.5s. Unsurprisingly, the low
RT impedes performance, with the MAP and RVM classifiers correctly detecting re-
verberation with 85.7% and 72.5% accuracy, respectability. Alternatively, increasing
the RT to 1.2s increased performance for both the MAP and RVM classifiers, shown
in the second row of Figure 3.7. The difference in detection performance between
the low and high reverberation times suggests that this parameter greatly impacts
the algorithms’ performance.
The room dimensions were then fixed to (10.0 x 6.6 x 3.0)m, as described by
Champagne et al., 1996 [59], and the remaining parameters varied as described in
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Section 3.5.2. The results for these conditions can be seen in the third row of Figure
3.7. Because the performance improved over varying all room parameters (see Figure
3.6), knowledge of the room layout appears to improve reverberation detection per-
formance. However, fixing the microphone position (row 4, Figure 3.7) or the source
position (row 5, Figure 3.7) resulted in little accuracy increase when compared to
varying all room parameters (Figure 3.6). The source and microphone positions
are known to influence the room impulse response, but their impact appears to be
reduced when considering the pulse train stimuli presented to a cochlear implant.
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Figure 3.7: MAP (left column) and RVM (right column) classification results ap-
plied to data in which reverberant signals had a fixed RT of 0.5s (top row), a fixed
RT of 1.2s (second row), room dimensions fixed at (10.0 x 6.6 x 3.0)m, as used by
Champagne et al., 1996 (third row), microphone location positioned at the room’s
center (fourth row), or source location held at the center of the room (fifth row). The
reverberation detectors seem to suffer at low reverberation times, and the locations
of the source and microphone seem to have the smallest impact on the reverberation
detection performance. [20]
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3.6 Performance in Combined Reverberation and Noise
3.6.1 Experimental Setup
Because real-world listening environments often include speech samples containing
both reverberation and noise, the performance of reverberation detection in the pres-
ence of either SSN or WGN was evaluated. Noise samples were added prior to the
application of reverberation, and speech signals were classified in three groups: quiet
speech, speech in the presence of noise, or speech in the presence of noise and re-
verberation. Three sentences were concatenated from the TIMIT database for each
testing and training feature set. Noisy speech was created by adding WGN or SSN
to quiet speech samples, with SNRs ranging from 3-15 dB (discretized in 2 dB in-
crements). Noisy speech in the presence of reverberation was created by introducing
either WGN or SSN (with SNRs of 3-15 dB, discretized by 2 dB increments) to the
quiet tokens, followed by the addition of reverberation, with room characteristics
randomized as described in Section 3.5.2.
3.6.2 Results
Performance of the classifiers applied to quiet speech, noisy speech, or noisy speech
in a reverberant environment is shown in Figure 3.8. With varying parameters such
as noise type, noise level, and reverberation condition, data within each class vary
considerably. When presented with this challenging data, the MAP and RVM clas-
sifiers succeed in detecting reverberation in 87% and 86.5% of signals, respectively.
Overall classification performance has 86.24% and 83.33% accuracy for the MAP and
RVM classifiers, respectively.
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Figure 3.8: Confusion matrices displaying the classification performance of the
MAP classifier (left) and the RVM classifier (right) when presented with varying
noise and reverberation conditions. The categories for classification include quiet
speech (“Quiet”), speech with the addition of either SSN or WGN (“Noise”), and
speech with the addition of either SSN or WGN in the presence of reverberation
(“Reverb”). The MAP correctly detected reverberation with 87% accuracy, and
had an overall across-class detection accuracy of 86.24%. The application of the
RVM resulted in 86.5% reverberation detection accuracy and 83.33% across-class
classification accuracy [20].
3.7 Discussion
This research differs from previous research that often focused on estimating either
an acoustic signal’s reverberation time or room impulse response. These algorithms
are not only computationally demanding, but they also assume the presence of rever-
beration and must be recalculated as room parameters change. Because the cochlear
implant pulse train is lower in time and frequency resolution than the acoustic signal,
the CI pulse train was used to detect reverberation with changing room characteris-
tics, with the hypothesis that the CI pulse train might be less sensitive to changing
reverberation parameters.
ISI and stimulation-length features were used as classifier inputs in order to dis-
criminate reverberant speech from speech in quiet, speech in SSN, and speech in
WGN. The features also seemed to describe reverberation in the presence of noise,
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as reverberant speech in the presence of either SSN or WGN was detectable. Ad-
ditional features, such as the amplitudes of pulses, the changes in consecutive pulse
amplitudes, and the total pulse count in each channel were also considered. These
features were not included in the final classification, as they did not consistently
improve performance of the classifiers.
Higher values of RT increased performance, as did knowledge of the room dimen-
sions. Prior information about the source and microphone position, on the other
hand, had less of an effect on detection performance, suggesting that these parame-
ters have little effect on the cochlear implant activation patterns.
The performance of the reverberation detection algorithms was highly dependent
on reverberation time, with a change in RT from 1.2 seconds to 0.5 seconds resulting
in a drop in MAP classifier detection performance from 100% to 85.7%. Much of this
performance decrease was due to misclassification between reverberant speech and
quiet speech, with quiet speech labeled as containing reverberation in about 14% of
cases and reverberant speech labeled as quiet speech in about 20% of cases. Labeling
quiet speech as reverberant speech will result in a mitigation algorithm incorrectly
being activated. The impact of this misclassification will depend on the errors in-
troduced in the quiet speech pattern by the reverberation mitigation algorithm and
requires further investigation to determine whether the impact would be significant.
On the other hand, incorrectly labeling reverberant speech as quiet will simply result
in not initiating a reverberation mitigation algorithm when reverberation is present.
Kokkinakis et. al., 2011 suggest that reverberation containing a reverberation time
of 0.5 seconds can result in speech recognition scores decreasing from 90% correct
to 50% correct. If a 14% miss rate of detecting reverberation is considered, a 6%
drop in speech recognition might be hypothesized to result from failing to mitigate,
assuming ideal mitigation when reverberation is detected. Although it is expected
that reverberation detection performance will decrease as reverberation time drops
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below 0.5 seconds, the impact should be minimized due to an increase in speech
recognition performance of cochlear implant subjects in less reverberant conditions.
Because this research only considered noise and reverberation scenarios generated
in simulations, future research would include testing the algorithms with recorded
noise samples and room impulse responses. Because recorded room impulse responses
contain more variable frequency responses, they may introduce more challenging lis-
tening situations. However, the results presented in this chapter suggest that re-
verberation is not only detectable in cochlear implant pulse trains, but may also be
robust to changing room dynamics and cochlear implant stimulation parameters. Re-
verberation detection provides a key first step in the efforts to mitigate reverberation
effects for CI listeners. Once reverberation has been detected in an implant pulse
train, a reverberation mitigation algorithm can be initiated. In order to develop a
real-time reverberation mitigation strategy, this research project aimed to mitigate
either self- or overlap- masking. Before such a mitigation algorithm could be devel-
oped, however, the potential for speech intelligibility improvement after ideal self-
or overlap- masking mitigation was investigated in a feasibility study, presented in
Chapter 4.
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4Effects of Self- and Overlap- Masking on Speech
Intelligibility
As mentioned in Section 2.2, reverberation results in self-masking (masking within
an individual phoneme) and overlap-masking (the masking of one phoneme by a
preceding phoneme). The ultimate goal of this research was to mitigate the effects of
reverberation, and focusing on either self- or overlap- masking may provide a tangible
first step. To determine whether mitigating either of these two effects independently
of each other has the potential to improve speech recognition, a feasibility study was
conducted using ideal mitigation.
4.1 Subjects
The use of human subjects in the experiments associated with this work was approved
by The Institutional Review Board of Duke University, and the participants of this
experiment were compensated for their time.
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4.1.1 Normal Hearing Subjects
Four female and six male normal hearing subjects were recruited for an initial experi-
ment. Reverberant speech was presented using an acoustic model that approximates
the frequency and temporal information that is available to a CI listener [60]. The
experiment required one test session lasting approximately 45 minutes.
4.1.2 Cochlear Implant Subjects
Four CI subjects, all postlingually deaf and users of Cochlear Corporation’s implants,
were recruited for this experiment. Their demographic information is presented in
Table 4.1. The ACE processing strategy, which is used by all participants, was
used for the speech recognition tasks in this experiment, and only electrodes that
were active in each subject’s clinical parameter set were used. This experiment was
completed in one approximately 3 hour session.
Table 4.1: Demographic information for the implanted subjects.
Subject Gender Age Age at onset Age at Implant type
ID (years) of deafness implantation
(years) (years)
S1 M 71 55 67 CI24RE
S2 M 59 48 49 CI24R
S3 M 61 15 53 CI24RE
S4 F 50 10 41 CI24RE
4.2 Experimental Design
4.2.1 RIR Generation
Similar to the methods used in Chapter 3, the Modified ISM technique was used
to approximate the RIRs [55]. RIRs were generated with varying RTs, while other
parameters remained fixed. The room dimensions were set to (10.0 x 6.6 x 3.0)m,
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the source location was (2.4835 x 2.0 x 1.8)m, and the microphone was located at
(6.5 x 3.8 x 1.8)m [59].
4.2.2 Isolating the Effects of Reverberation
In order to isolate the effects of reverberation, sentences were created that contained
either solely self-masking or solely overlap-masking effects. To label sections of self-
and overlap- masking, both the unmitigated reverberant speech and the original non-
reverberant speech were used. The reverberant and non-reverberant stimuli were
smoothed on a channel-by-channel basis post-CI processing, using a summing filter
that spanned five windows. (In this experiment, CI window lengths were 2 ms in
duration, resulting in a summing filter spanning 10 ms). For both stimuli, windows
resulting in sums greater than each subjects’ channel-specific thresholds were labeled
as speech tokens, while the remaining segments were labeled as quiet. Smoothing was
required because the unsmoothed sporadic nature of the CI pulse train could result
in the incorrect labeling of speech tokens as quiet segments. Figure 4.1 illustrates
this sporadic nature. A zoomed-in section of the speech token “asa” is visible in the
upper right corner of the figure. Within this focused time block, channels 13-17 are
in a speech state. However, gaps, mostly evident in channel 13 (the top channel in
the region of interest) and 16 (the second channel from the bottom of the zoomed-in
image), exist during this segment. Without smoothing, these small sections of “off”
pulses would incorrectly be labeled as quiet segments.
44
0 100 200 300 400 500 600 700 800
22
21
20
19
18
17
16
15
14
13
12
11
10
9 
8 
7 
6 
5 
4 
3 
2 
1 
0 
El
ec
tr
od
e
Time (ms)
Stimulation Pattern of ’Asa’
Figure 4.1: The speech token “asa” as processed by the ACE processing strategy.
A section of the token has been magnified to visualize the sporadic nature of the CI
pulse train. As can be seen in the zoomed-in portion of the figure, channels often
alternate between an “on” and “off” state during speech segments. When labeling
channel-specific stimuli as containing speech or quiet, smoothing is required to avoid
mislabeling speech tokens as quiet segments during the sporadic “off” instances.
To isolate self-masking, effects of overlap-masking were removed from sentence
stimuli by removing segments that were labeled as quiet in the reverberation-free
speech but that contained stimuli in the reverberant speech. The resulting token
contained solely self-masking effects. Conversely, to isolate overlap-masking, speech
segments from the reverberation-free stimuli were inserted into the corresponding
segments of the reverberant speech, resulting in stimuli containing only overlap-
masking effects.
Figure 4.2 demonstrates an electrodogram containing labeled self- and overlap-
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masking segments. Self-masking mitigation would be completed by inserting quiet
speech tokens into the reverberant speech tokens shown in black, allowing the gray
overlap-masking pulses to remain in the stimulus. Overlap-masking mitigation would
require removing the gray pulses representing overlap-masking segments, while al-
lowing the black reverberant speech segments to remain unaltered.
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Figure 4.2: Electrodogram displaying both self-masking and overlap-masking ef-
fects. (The sentence shown here is “She had your dark suit in greasy wash water
all year,” from the TIMIT database.) Mitigating self-masking requires replacing
the black pulses by quiet speech stimuli without altering the gray overlap-masking
pulses. Conversely, to mitigate overlap-masking, the gray pulses would be removed
from the token and the black pulses would remain unaltered [21].
Figure 4.3 displays a more detailed visual of ideal self- and overlap- masking mit-
igation. The top left section of the figure displays an anechoic segment extracted
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from an example channel during a sentence token. The top right plot shows the given
time segment in the presence of reverberation. Specifically, self-masking is visible in
the amplitude corruption occurring in the black active speech segments, and overlap-
masking is evident by the additional gray pulses that exist solely in the reverberant
stimuli. Ideal overlap-masking mitigation (bottom left) causes the amplitude corrup-
tion during active speech to remain, while removing the gray overlap-masking pulses.
Alternatively, ideal self-masking mitigation (bottom right) corrects the amplitude
corruption in the black active speech segment, while allowing the overlap-masking
pulses to remain.
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Figure 4.3: An example of the stimuli present on a given channel in quiet (top
left), reverberation (top right), reverberation after ideal overlap-masking (bottom
left), and reverberation after ideal self-masking mitigation (bottom right). After
reverberation is added to the anechoic signal, self-masking effects are visible in the
amplitude corruption occurring in the black active speech segment, and overlap-
masking effects are visible in the additional gray pulses (top right). Ideal overlap-
masking mitigation (bottom left) allows the amplitude corruption in the active speech
segment to remain, but removes the overlap-masking pulses in gray. Conversely,
ideal self-masking mitigation (bottom right) mitigates the amplitude corruption in
the active speech segment, while having no effect on the overlap-masking pulses [21].
4.2.3 NH Methods
Ten normal hearing listeners were presented with speech using the acoustic model
described in Section 4.1.1. The subjects were presented with three types of stim-
uli: reverberant stimuli, reverberant stimuli from which self-masking effects were
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removed, and reverberant stimuli from which overlap-masking effects were removed.
Reverberation times of 0.5s, 1.0s, and 1.5s were presented in increasing order of dif-
ficulty, and each subject was presented with one list containing ten sentences from
the Hearing in Noise Test (HINT) database per condition [56]. Prior to beginning
the experiment, subjects were presented with a list of 10 vocoded sentences in quiet,
in order to become familiar with vocoded speech. The order of the tasks within each
RT (original reverberant speech, reverberant speech after self-masking mitigation,
and reverberant speech after overlap-masking mitigation) was randomized.
The percentage of words correctly identified per subject per condition was calcu-
lated. All words were considered in the final score, excluding articles. Only words
that were completely accurate, with the exception of plurality, were scored as correct.
4.2.4 CI Methods
Four CI listeners were presented with the same three conditions as the NH subject
group (reverberant stimuli, reverberant stimuli after self-masking mitigation, and
reverberant speech after overlap-masking mitigation). Three lists (each containing
ten sentences) were presented per condition, and the reverberation time was set to
1.5s. The Central Institute for the Deaf (CID) sentence database [61] was used,
as the CI listeners had begun to learn the HINT sentences after performing other
studies in our lab.
4.3 Results: Self- and Overlap- Masking Effects on Speech Intelligi-
bility
Given the total number of correctly identified keywords and the number of keywords
presented in all test sentences, a beta distribution was used to describe the probability
of correctly identifying a keyword [62]. In the plots containing the results, displayed
in Figures 4.4 and 4.5, the height of each bar represents the distribution’s mean, and
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95% confidence intervals are demonstrated by the error bars. Statistically significant
differences in performance between conditions is illustrated by a line connecting the
two corresponding bars. (Pcondition1 > Pcondition2) >= 0.95 was used to determine
statistical significance.
4.3.1 Normal Hearing Experiment
Figure 4.4 displays the results of the NH listening experiment pooled across subjects.
The percentage of keywords correctly identified in the NH data (grouped for all sub-
jects) is shown for unmitigated reverberation, reverberation after self-masking miti-
gation, and reverberation after overlap-masking mitigation. Statistically significant
improvements in speech recognition resulted from mitigating either self- or overlap-
masking at all three reverberation times. Further, mitigating overlap-masking re-
sulted in statistically significant improvements in speech recognition compared to
mitigating self-masking at reverberation times of 1.0s and 1.5s.
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Figure 4.4: Speech recognition performance averaged across subjects for NH lis-
teners presented with unmitigated reverberant speech and reverberant speech after
ideal self- or ideal overlap- masking mitigation. The height of the each bar rep-
resents the mean of the performance distribution, and the error bars illustrate the
95% confidence intervals. Lines connecting two bars represent statistically significant
differences. At all three reverberation times, speech recognition statistically signif-
icantly improved after mitigating either reverberation effect for the grouped data.
Overlap-masking mitigated speech resulted in statistically significantly better speech
recognition performance than self-masking mitigated speech at reverberation times
of 1.0s and 1.5s [21].
4.3.2 Cochlear Implant Experiment
The speech recognition performance of four CI listeners presented with a reverber-
ation time of 1.5s are shown in Figure 4.5. Each row provides the results for an
individual subject. Reverberant speech after either self- or overlap- masking mitiga-
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tion resulted in statistically significant improvements in speech recognition compared
to unmitigated reverberant speech for all four subjects.
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Figure 4.5: Speech recognition results shown for four CI subjects (down rows) in
reverberant conditions with an RT of 1.5s after no reverberation mitigation, after
ideal self-masking mitigation, or after ideal overlap-masking mitigation. Each bars’
height represents the mean of the performance distribution, error bars signify 95%
confidence intervals, and lines connecting two bars represent significant differences.
Statistically significant improvements in speech recognition for all four subjects was
seen after mitigating either self- or overlap- masking, when compared to unmitigated
reverberant speech [21].
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4.4 Discussion
This experiment suggests that mitigating either self-masking or overlap-masking has
the potential to improve speech recognition for CI listeners in reverberant environ-
ments. Similarly, Kokkinakis and Loizou, 2011 found both self- and overlap- masking
to be detrimental to speech intelligibility. However, their study found that self-
masking may be the dominant cause of speech recognition degradation. Conversely,
the current experiment found no statistically significant difference between the detri-
mental effects of the two forms of masking for three of four CI listeners. Further,
the current experiment found that for two of the three reverberation times presented
to the NH listeners, overlap-masking was statistically significantly more detrimental
to speech recognition than self-masking. The discrepancy between the two studies’
results may be explained by the different implementations of masking mitigation.
While the current work referenced the reverberant and non-reverberant implant pulse
trains to mitigate the reverberation effects ideally, Kokkinakis and Loizou, 2011
either replaced reverberant vowels with clean vowels (approximating self-masking
mitigation) or replaced reverberant consonants with clean consonants (approximat-
ing overlap-masking mitigation) [1]. The assumption made by their study was that
vowel stimuli fully describe self-masking effects while consonant stimuli fully contain
overlap-masking effects. This study was therefore confounded by the influence of
vowel and consonant information on speech intelligibility. Because a previous study
found that vowels are more informative for speech intelligibility than consonants
[63], the results of Kokkinakis and Loizou, 2011 may have been influenced by the
inclusion of clean vowel information when considering self-masking effects and clean
consonant information when considering overlap-masking effects. The current exper-
iment, however, ideally mitigated reverberation without the confounding factors of
the importance of vowel and consonant information for speech recognition.
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Because the current experiment concluded that mitigating either self-masking or
overlap-masking increased CI speech intelligibility in reverberant conditions, speech
processing algorithms could benefit from a reverberation mitigation algorithm that
mitigates either effect. Mitigating self-masking involves correcting amplitude cor-
ruption, which may require an estimation of the RIR. On the other hand, because
overlap-masking exists after the speech signal has terminated, mitigating its effects
can be accomplished by detecting and removing the associated pulses via machine
learning techniques. Therefore, Chapter 5 describes the development of two overlap-
masking mitigation strategies. One implementation focused on mitigating overlap-
masking using an acoustic input signal, while another strategy utilized the CI pulse
train with the goal of determining whether statistical models based on the limited
information that is presented in the CI pulse train would be as efficacious as models
based on higher resolution signals. The advantage of mitigation algorithms based on
the CI pulse train is the possibility of more direct incorporation into the CI speech
processing algorithm. To avoid interfering with a quiet speech processing strategy
in non-reverberant conditions, it is envisioned that these overlap-masking mitigation
strategies would be initiated by the reverberation detection algorithm outlined in
Chapter 3.
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5Reverberation Mitigation
As demonstrated in Chapter 4, both self- and overlap- masking effects are signif-
icantly detrimental to CI speech intelligibility in reverberant environments. Miti-
gating self-masking effects requires that the amplitude corruption be corrected and
may require knowledge of the RIR in order to inverse filter the reverberant sig-
nal. Such an algorithm may pose difficulties for real-time implementation. Alterna-
tively, because overlap-masking occurs after active speech has terminated, mitigat-
ing its effects simply requires removing the pulses associated with overlap-masking.
Therefore, machine learning techniques were used to detect and subsequently remove
overlap-masking pulses from implant stimuli. Desmond et al., 2013 utilized the lim-
ited information present in CI stimuli to develop a reverberation detector that was
relatively insensitive to room and CI stimulation parameters [20]. The results of that
study suggested that using the simplified CI pulse train may result in performance
advantages compared to using the more complex acoustic signal for overlap-masking
detection as well. To investigate this hypothesis, two overlap-masking detection al-
gorithms were investigated; one algorithm processes the CI pulse train, while another
algorithm processes the acoustic signal.
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Because overlap-masking may occur in one frequency bin while active speech
is simultaneously presented in a separate frequency bin, overlap-masking detection
and mitigation must occur on a channel-by-channel basis for both acoustic and CI
pulse train stimuli. To successfully detect overlap-masking using either data type,
features modeling the signal properties under quiet and reverberant conditions were
first extracted, the true labels (speech stimuli vs. overlap-masking pulses) were
determined for training, and a detection algorithm was trained and tested on the
dataset.
5.1 CI Pulse Train Reverberation Mitigation
Initially, a reverberation mitigation strategy was developed that used features ex-
tracted from the frequency-time matrices generated by a CI speech processing al-
gorithm. Because it was unknown whether the additional information available in
an acoustic signal would be helpful for overlap-masking mitigation, the performance
of the CI-based detector was subsequently compared to that of an acoustic-based
strategy.
5.1.1 Feature Extraction
Features were selected to capture the differences between overlap-masking segments
and active speech. Figure 5.1 shows an example of the pulsatile information within
a given channel during a speech time window (black) followed by that during an
overlap-masking time window (gray). During overlap-masking (gray), active speech
energy sources are no longer present, resulting in an exponential decay with time
[e.g. 2]. Conversely, as speech energy drives the signal during active speech tokens
(black), the same decaying trend is not present in these segments. Therefore, in order
to discriminate speech and overlap-masking, one feature described the energy present
in windowed tokens, while another feature consisted of the differences in energies of
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consecutive time windows. The frequency bins were determined by the ACE CI
processing strategy, and the time windows were sliding windows containing a 30 ms
duration. The sliding windows advanced by 2 ms, corresponding to the given within-
channel CI stimulation rate, such that each pulse had its own set of features. The 30
ms duration was determined experimentally. These two energy-based features were
developed to discriminate the exponentially decaying overlap-masking time segments
from the speech segments that are driven by active speech energy.
Because the reverberation mitigation algorithm aimed to classify each pulse as
“speech” or “overlap-masking,” non-windowed, pulse-specific features were also con-
sidered. Specifically, because the amplitudes of stimuli within decaying overlap-
masking segments may be smaller than those from active speech segments, pulse
amplitudes were modeled statistically. To further capture the pulse-specific decay-
ing property of overlap-masking stimuli, the differences in amplitudes of consecutive
active pulses were also included as a feature.
Finally, the standard deviation was calculated for the previously described win-
dowed data. Windows containing active speech, with constantly changing excita-
tion energy, would most likely have higher standard deviations than slowly decaying
overlap-masking windows. In an effort to include all of the available information
for detection, features were extracted from CI stimuli prior to maxima selection in
the ACE processing strategy. All features were scaled to have zero mean and unit
variance prior to classification.
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Figure 5.1: An example of a channel-specific 30 ms speech time window (black)
followed by a 30 ms overlap-masking time window (gray). Because active speech
energy sources are not present in overlap-masking segments, the corresponding pulse
amplitudes decay exponentially with time [e.g. 2]. Conversely, the same decay is not
present in active speech tokens, which result from active speech energy.
A plot of the probability density estimates of each classes’ features is shown
in Figure 5.2. (Recall that the features have been scaled to have zero mean and
unit variance). The colors represent separate classes (blue and red represent speech
and overlap-masking, respectively), and feature labels are shown along the x-axis.
Data is displayed for a speech-related low frequency electrode (electrode 20). The
windowed energy differences, energies, pulse amplitudes, and standard deviations are
often larger for speech tokens compared to overlap-masking segments, which can be
explained by the decaying nature of the latter’s amplitudes. The differences between
the amplitudes of the given pulse and the previous pulse, however, are more variable
in speech tokens. Because the source is no longer active during overlap-masking, we
expect a subtle decay between pulses, while the speech token amplitudes vary to a
greater degree as the excitation energy changes. This variability is most likely not
seen in the windowed-energy differences because, by considering data across a 30 ms
time window, the overall trend is modeled, rather than the pulse-to-pulse variability.
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Figure 5.2: Probability density estimates of each feature within each class for CI
overlap-masking detection. The features, shown here for data selected from one
sentence, are labeled on the x-axis (from left to right: the difference in windowed-
energies, the windowed-energy, the given pulse amplitude, the difference between the
given pulse amplitude and the previous pulse amplitude, and the standard deviation).
The two classes are shown in blue (speech) and red (overlap-masking). Although
some separability is obvious here, the interaction between features, not illustrated
here, often increases the between-class feature separability.
5.1.2 Labeling Truth
For training and testing purposes, the CI data must be labeled as “speech”, “overlap-
masking”, or “quiet”. The anechoic pulse train was referenced to create the truth
labels, which was completed using methods similar to those described in Section 4.2.2.
Specifically, the signal was smoothed using the same channel-specific summing filter
spanning five time windows. Sums that were greater than each subjects’ channel-
specific thresholds were labeled as speech tokens, and the remaining segments were
labeled as “quiet”. Active pulses in the unsmoothed reverberant pulse train that
occurred in the quiet segments of the anechoic signal were labeled as overlap-masking.
Smoothing was not required for the reverberant pulse train because unactivated
pulses were not of interest for classification since they would not affect a stimulation
pattern.
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5.1.3 Application of the RVM to CI Overlap-Masking Detection
A relevance vector machine (RVM) was implemented to detect overlap-masking
within CI reverberant stimuli. As discussed in Section 3.2.2, RVMs are able to
precisely describe data distributions by placing kernel functions at the feature loca-
tions. The less informative kernels are then pruned to create sparsity [58]. Because
it was successful in detecting reverberation in general, as discussed in Chapter 3, this
study hypothesized that the RVM would also be successful at detecting a specific
effect of reverberation, overlap-masking. Other classifiers were considered, but when
implemented resulted in poorer performance than the RVM.
5.1.4 CI Classifier Performance
In this example, the CI-based classifier was trained on ten sentences randomly se-
lected from the TIMIT database, and testing was completed using a separate set of
ten sentences. Reverberation with an RT of 1s was added to all sentences prior to
processing. Because the overlap-masking mitigation algorithms will be implemented
after reverberation has been detected in a pulse train, as discussed in Chapter 3,
only speech in reverberation was considered for this study.
The results of the CI overlap-masking detection algorithm are shown for selected
electrodes in Figure 5.3. The receiver operating characteristic (ROC) curves display
the probabilities of detection as functions of the probabilities of false alarms. For
application as an overlap-masking mitigation algorithm, a threshold must be selected
that considers the trade-off between both probabilities.
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Figure 5.3: Performance of the CI overlap-masking detector, shown for electrodes
2, 5, 8, 11, 14, 17, and 20. The ROC curves display the probabilities of detection as
functions of the probabilities of false alarm. A threshold that considers the trade-off
between these probabilities will be selected for implementation.
Once implemented into a speech processing algorithm, correct detections will
result in overlap-masking pulses being removed from the stimuli. False alarms, on
the other hand, will result in the incorrect labeling of speech stimuli as overlap-
masking, followed by their removal from the speech token. Although the results
demonstrated in Figure 5.3 suggest that a high false alarm rate will be required
to achieve an adequate probability of detection, this is not necessarily the case. It
is possible that a low probability of detection, which would result in a lower false
alarm rate, may be adequate for speech recognition improvements in reverberation,
as some previously-masked information may become more audible. Alternatively, a
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higher false alarm rate may be acceptable for speech perception. Because speech
contains redundant information, many studies have found that CI listeners are able
to compensate for dropped pulses [64; 65; 66; 67; 68; 69].
5.2 Acoustic Reverberation Mitigation
Similarly to CI overlap-masking detection, acoustic overlap-masking detection must
be performed within time-frequency bins in order to align detection results with CI
pulses. Because the acoustic overlap-masking mitigation algorithm will eventually
be applied to mitigate reverberation in cochlear implants, the acoustic signal was
initially bandpass filtered into logarithmically spaced frequency bands corresponding
to those resulting from CI processing.
The general overlap-masking detection methods were also comparable for both
the CI and acoustic implementations. Initially, features describing the different signal
classes must be extracted from the speech stimuli, the true state of each signal at
each moment in time (speech, overlap-masking, or quiet) must be labeled, and a
detection algorithm must be trained and tested using the extracted features.
5.2.1 Feature Extraction
Initially, acoustic variations of the features used for CI overlap-masking detection
were considered. The acoustic windowed features were calculated as described in
Section 5.1.1, using 30 ms time windows. Because this detection algorithm will even-
tually be applied to CI data, sliding time windows advanced by 2 ms, corresponding
to the pulse rate of the CI parameter set under consideration. This ensures that a
unique set of features was calculated for each corresponding CI pulse.
However, the pulse-specific features (the pulse amplitude and the differences in
amplitudes of consecutive active pulses) required calculations unique to the acoustic
signal, which does not present pulsatile information. Using a pulse rate of 500pps,
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one CI pulse corresponds to a 2ms acoustic time window. To ensure that each feature
corresponded to one CI pulse, the acoustic versions of “pulse-specific features” were
calculated using average amplitudes over 2ms time windows.
The probability density estimates of each acoustic classes’ features (scaled to
have zero mean and unit variance) are shown in Figure 5.4. Each color represents
a different class (speech is shown in blue and overlap-masking is represented by
red), and the feature labels are given on the x-axis. Features are shown for a low
frequency bin (corresponding to electrode 20). Similarly to the CI-based features,
the windowed energy differences, energies, pulse amplitudes, and standard deviations
of the data are often larger for speech tokens compared to overlap-masking segments.
Also comparable to the features extracted from CI stimuli, the differences between
consecutive pulse amplitudes are more variable in speech tokens.
Figure 5.4: Probability density estimates of each feature within each class for
acoustic overlap-masking detection. The features have been selected from an example
sentence, and they are labeled on the x-axis (from left to right: difference between
consecutive windowed-energies, windowed-energy, the average amplitude within a
2ms window, the difference in consecutive mean amplitudes calculated over 2ms
windows, and the standard deviation). The classes are shown in blue (speech) and red
(overlap-masking). The interaction between features, not shown here, may increase
the between-class feature separability.
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5.2.2 Labeling Truth
Because the acoustic overlap-masking detection algorithm will eventually be applied
to mitigate reverberation in CI pulse trains, CI stimuli were used to label the acoustic
truth matrices. Although methods were similar to those described in Section 5.1.2
for CI overlap-masking detection, slight modifications were required. Previously, the
reverberant stimuli did not require smoothing, as off pulses were not of interest to
the classification algorithm. However, acoustic stimuli is more continuous than CI
processed stimuli, requiring both the reverberant stimuli and the anechoic stimuli to
be smoothed prior to generating the truth matrices. For both stimuli, windows with
sums less than the subject- and channel- specific thresholds, as specified in each CI
listener’s parameter set, were labeled as quiet, while those above the thresholds were
labeled as containing stimuli. Segments that contained stimuli in the reverberant
tokens but not the anechoic versions were labeled as overlap-masking, segments that
contained stimuli in both tokens were labeled as speech, and the remaining segments
were labeled as quiet.
5.2.3 Acoustic Classifier Performance
Because the RVM successfully detected overlap-masking in CI stimuli, it was hy-
pothesized that the classifier may also effectively detect overlap-masking in acoustic
stimuli. To explore this hypothesis, the RVM was applied to the acoustic features
described in Section 5.2.1, and the results are shown in Figure 5.5. When using com-
parable features and the RVM, the acoustic classifier results in similar performance
to the CI classifier, as expected. However, the potential advantage of using acoustic
data is that more information may be available to improve classification. With that
in mind, several additional features were investigated.
65
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Probability of False Alarm
Pr
ob
ab
ili
ty
 o
f D
et
ec
tio
n
Acoustic Overlap−Masking Detection Performance
 
 
Electrode 2
Electrode 5
Electrode 8
Electrode 11
Electrode 14
Electrode 17
Electrode 20
Figure 5.5: Overlap-masking detector performance resulting from the application
of an RVM to the acoustic features. Performance is comparable to that obtained
using CI features.
Effect of Additional Features on Performance
Although the application of an RVM to both the acoustic and CI-based features
resulted in comparable overlap-masking detection accuracy, the addition of acoustic-
specific features may further improve performance. Specifically, the average mod-
ulation depth within each time window was investigated as a feature because re-
verberation has been found to reduce this depth [70]. The correlation between two
consecutive time windows was also considered because the reverberant signal present
during overlap-masking was hypothesized to correlate with the previous active speech
window. Additionally, features that utilize linear predictive coding (LPC) residuals
were considered, as the LPC residuals of a reverberant signal approximate the con-
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volution of an anechoic signal’s LPC residuals with the RIR [51; 52; 32]. Specifically,
the difference in consecutive time windows’ LPC residual energies was investigated.
Finally, to approximate the similarities between consecutive time windows, one win-
dow’s LPC coefficients were applied to the following window, and the resulting resid-
ual energy was used as a feature.
Figure 5.6 displays the area under the curve (AUC) plots for the ROCs that
resulted when each of these features was added to the base set of acoustic features
described in Section 5.2.1. The AUCs are plotted as a function of electrode, and
the CI overlap-masking detector AUCs are plotted in blue for reference. This fig-
ure shows that the addition of each acoustic feature independently did not improve
acoustic performance above that of the CI overlap-masking detector. Additionally,
including all acoustic features simultaneously (shown in black) did not improve de-
tection accuracy.
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Figure 5.6: Area under the curve (AUC) plots for the ROCs resulting from the CI
overlap-masking detector (“CI Detector”), the acoustic detector with similar features
to the CI detector (“Base Acoust. Detector”), and the acoustic detector with the
addition of features including the average modulation depth (“Avg. Mod. Depth”),
the residual energy resulting from the application of one window’s LPC coefficients on
the following window (“Applied LPC”), the correlation between two time windows
(“Correlation”), and the difference in LPC residual energies between consecutive
time windows (“LPC Diff.”). Classification performance using all acoustic features
simultaneously is also shown (“All Acoust. Feats.”). The addition of acoustic-specific
features did not improve the acoustic detector performance.
While adding additional acoustic-based features did not result in improved de-
tection, it was surprising that the acoustic-based features did not at least achieve the
same performance as that provided by using pulse-based features. Similar perfor-
mance was achieved between the pulse-based detectors and acoustic-based detectors
for higher frequency channels, but not lower frequency channels. Because the band-
pass filtered acoustic signals, unlike the CI channel-specific data, contain frequency
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information within each band, it was hypothesized that lower frequencies may require
longer time windows for better resolution. To test this theory, the AUCs resulting
from the acoustic-based detector using two different feature windows is plotted in
Figure 5.7. The pulse-based detector results are included for comparison. This
plot suggests that a 30 ms time window benefits higher acoustic frequencies (lower
numbered electrodes), while a 60 ms window performs better for lower acoustic fre-
quencies. These results suggest that a frequency-dependent window may be best if
acoustic-based features are used.
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Figure 5.7: AUCs demonstrating overlap-masking detection performance for the
CI detector (“CI Detector, 30ms Win.”) compared to the acoustic detector using a
30ms time window for feature extraction (“Acoust. Detector, 30ms Window”) and
a 60ms time window (“Acoust. Detector, 60ms Window”). These results suggest
that the acoustic detector performs better with a 30ms feature-extraction window at
higher frequencies, while a 60ms window improves performance at lower frequencies
(higher electrodes).
5.3 Discussion
Because overlap-masking occurs once the source signal is no longer active, remov-
ing its effects is as simple as accurately detecting its presence. Two methods, one
utilizing the CI pulse train and another utilizing acoustic stimuli, were implemented
for overlap-masking detection because it was unknown whether the limited informa-
tion that is presented to a CI would be beneficial or detrimental for overlap-masking
detection and mitigation. This study found that, with some probability of false
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alarm, overlap-masking was detectable in various frequency channels using either CI
or acoustic stimuli.
Although previous reverberation mitigation methods have been developed in the
CI literature, no feasible real-time implementation exists. Hazrati and Loizou, 2013
implemented a reverberation mitigation strategy that thresholded on residual-to-
reverberant ratios, but the algorithm required condition-specific parameter tuning
[18]. Another study, completed by Hazrati et al., 2013, applied an adaptive thresh-
old to a feature based on a ratio of variances, in an effort to mitigate overlap-masking
effects. However, the algorithm assumes knowledge of the future signal, making real-
time implementation difficult [19]. In a third example, Kokkinakis et al., 2011 imple-
mented a channel-selection strategy based on the signal-to-reverberant ratio within
each frequency channel for reverberation mitigation. Unfortunately, knowledge of
the anechoic signal was required [7]. By utilizing only causal features, the current
algorithm advances previous studies via the possibility of real-time implementation.
Overlap-masking was attempted acoustically using features similar to those used
for CI detection. Using these descriptors and an RVM, detection performance was
comparable to that resulting from the CI-based features. Because the addition of
acoustic-specific features did not further improve performance, only the CI reverber-
ation mitigation strategy was implemented into the CI speech processing algorithm.
The efficacy of this algorithm at mitigating reverberation effects was evaluated in
speech recognition experiments, as will be discussed in Chapter 6.
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6Reverberation Mitigation Algorithm Assessment
As presented in Chapter 5, overlap-masking detectors based both on CI and acoustic
signals were developed. Mitigating overlap-masking, which exists after active speech
has terminated, requires detecting and removing the corresponding pulses from the
CI stimulation pattern.
Because performance was comparable between the CI- and acoustic-based overlap-
masking detectors, only the CI-based detector was implemented into the speech pro-
cessing strategy. The CI pulse-train-based detector not only requires less data than
the acoustic detector for overlap-masking mitigation, but it is also easily integrated
into the speech processing algorithm, as it utilizes a CI-processed signal.
Once the CI-based detector was implemented into the speech processing strategy,
experiments were conducted to determine the algorithm’s effect on speech intelligibil-
ity. Initial experiments were performed with normal hearing listeners and an acoustic
model because NH subjects are more readily available than CI listeners and because
their similarity in speech recognition performance allows for the pooling of their re-
sults for thorough statistical analysis. In addition to exploring the efficacy of the
algorithm at mitigating overlap masking, the initial experiments were designed to
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select an algorithm operating point (threshold), defining the trade-off between the
probability of detection (PD) and the probability of false alarm (PFa). In a final
experiment, CI listeners were recruited to further investigate the effects of overlap-
masking mitigation on speech recognition.
6.1 Normal Hearing Subject Sentence Recognition Performance in
Simulated RIRs
The overarching goal of this study was to examine the false alarm errors that a
CI listener can tolerate while benefiting from reverberation mitigation. An initial
experiment presented NH listeners with an acoustic model representing CI pulse
trains in unmitigated reverberation as well as in reverberation after overlap-masking
mitigation. The results were utilized to determine the efficacy of the mitigation
strategy and to determine the final algorithm operating points. These operating
points define the balance between the amount of overlap-masking pulses correctly
detected and the number of speech stimuli falsely labeled as containing overlap-
masking.
6.1.1 Algorithm Performance
The overlap-masking mitigation strategy was trained on simulated rooms with re-
verberation times ranging from 0.5s to 1.5s, widths between 2m and 11m, lengths
ranging from 5m to 20m, and heights varying between 2.2m and 3.2m. The initial
experiment presented NH listeners with speech in reverberation in simulated RIRs
with a room dimension of (10.0 x 6.6 x 3.0)m, a source location of (2.4835 x 2.0 x
1.8)m, and a microphone located at (6.5 x 3.8 x 1.8)m [59]. Three reverberation
times of 0.5s, 1.0s, and 1.5s were presented. Performance of the overlap-masking
detection algorithm when applied to these simulated rooms is shown in Figure 6.1.
From left to right, the figure displays performance ROCs for simulated RTs of 0.5s,
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1.0s, and 1.5s. Within each plot, performance for electrodes 2, 5, 8, 11, 14, 17, and
20 is shown.
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Figure 6.1: ROCs demonstrating overlap-masking detection performance in simu-
lated RIRs with a room dimension of (10.0 x 6.6 x 3.0)m, a source location of (2.4835
x 2.0 x 1.8)m, and a microphone located at (6.5 x 3.8 x 1.8)m [59]. RT values were set
to 0.5s (left), 1.0s (middle), and 1.5s (right). This figure demonstrates performance
for the RIRs that were presented to NH listeners in an initial experiment.
6.1.2 Methods
Fifteen NH subjects were recruited to study the effects of reverberation mitigation
on speech recognition. In order to become familiar with the CI acoustic model,
subjects completed a training task prior to testing. During training, listeners were
presented with twenty sentences, post-CI processing, from the TIMIT database [30],
and they were instructed to type what they heard. Feedback was provided. Once
the initial twenty sentences were presented, sentences continued to be presented until
the subject’s speech recognition plateaued, improving by less than 10% between
consecutive five-sentence groups. The responses were graded automatically.
After the training session was complete, one list containing ten sentences from
the HINT sentence database [56] was presented per subject per condition. The three
reverberation conditions that were added to the speech signals prior to mitigation
were those outlined in Section 6.1.1. The reverberation mitigation strategy was ap-
plied to the stimuli using channel-specific PDs of 90%, 75%, 60%, 45%, 30% and
15%, presented in random order. Speech intelligibility resulting from the applica-
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tion of the mitigation algorithm was compared to that resulting from unmitigated
reverberation.
6.1.3 Results
The NH speech recognition performance is shown in Figure 6.2. As discussed in
Section 4.3, a beta distribution describes the probability of correctly identifying a
keyword, given the total number of correctly labeled keywords and the number of key-
words contained in all sentences. The distribution’s mean is represented by the height
of each bar, and error bars demonstrate the 95% confidence intervals. A line con-
necting two error bars illustrates a statistically significant difference in performance,
and statistical significance is determined by (Pcondition1 > Pcondition2) >= 0.95.
The three separate groups in Figure 6.2 represent performance in reverberation
with RTs of 0.5s, 1.0s, and 1.5s. Within each group, performance in unmitigated
reverberation is displayed in the left-most blue bar. Viewing results from left to right
within each group, performance in mitigated reverberation is demonstrated for PDs
of 15%, 30%, 45%, 60%, 75%, and 90%.
Speech recognition improved in mitigated reverberation using assorted thresh-
olds. As the PD increased from a value of 0 (unmitigated reverberation), speech
recognition performance increased as more overlap-masking pulses were successfully
removed. However, as PD was further increased, speech intelligibility eventually be-
gan to decrease, as too many speech pulses were misclassified as overlap-masking and
were therefore removed from the stimuli (i.e. as PFa increased).
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Figure 6.2: Speech recognition results for NH listeners using an acoustic model in
simulated reverberation with RTs of 0.5s (left), 1.0s (middle), and 1.5s (right) in both
unmitigated and mitigated reverberation. Each cluster represents performance for
a different RT. Within each group, listeners were presented with unmitigated rever-
beration (blue: far left), and mitigated reverberation using various PDs (increasing
in value from left to right).
One goal of this experiment was to determine the algorithm operating point(s)
defining the trade-off between PD and PFa. As previously mentioned, speech intelli-
gibility initially improved with increasing PD, followed by a decrease in performance
as a greater PD also resulted in a larger PFa. Based on the speech recognition results
shown in Figure 6.2, it was determined that PDs of 30%, 45%, and 60% removed ade-
quate overlap-masking stimuli, while simultaneously retaining enough speech pulses
for improved speech recognition after reverberation mitigation. These thresholds,
therefore, were selected for future experiments.
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Although Figure 6.2 suggests that overlap-masking mitigation successfully im-
proves speech recognition at varying RTs and varying PDs, this experiment was
conducted using simulated RIRs and no added noise. A more real-world environ-
ment, however, might consist of both added noise and reverberation resulting from
recorded RIRs. Therefore, Section 6.2.1 explores the effects of both real-world RIRs
as well as added noise on speech recognition, both with and without reverberation
mitigation.
6.2 Normal Hearing Subject Sentence Recognition in the Presence of
Noise and Recorded RIRs
To determine the algorithm’s robustness to noise, speech in the presence of speech-
shaped noise (SSN) and reverberation as well as multi-talker babble and reverber-
ation were presented to the subjects. Both SSN and multi-talker babble have been
used in the literature to test CI speech recognition in noise [e.g. 71]. Reverbera-
tion was added to the signals using recorded RIRs, with the goal of creating a more
realistic listening environment.
6.2.1 Algorithm Performance in Noise
As described in Section 6.1.1, training was completed using simulated reverberant
rooms with RTs varying from 0.5s to 1.5s, widths between 2m and 11m, lengths
ranging from 5m to 20m, and heights existing in the range of 2.2m to 3.2m. In this
experiment, NH listeners were presented with RIRs recorded in a lecture hall (10.8m
by 10.9m), an office (5.0m by 6.4m), and a corridor (18.25m by 2.0m), available
from [72]. Before reverberation was introduced to the signal, sentences were either
presented in quiet, corrupted with SSN, or corrupted with multi-talker babble.
Overlap-masking detection performance in the three recorded RIRs used in this
experiment is shown across the columns of Figure 6.3, and performance in the three
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types of added noise (none, SSN, multi-talker babble) is shown across the rows.
Performance is displayed for electrodes 2, 5, 8, 11, 14, 17, and 20. This figure
demonstrates that the mitigation algorithm trained in simulated RIRs with no added
noise is robust to both recorded RIRs as well as to outside noise sources.
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Figure 6.3: Overlap-masking detection performance in a lecture hall (left column),
an office (middle column), and a corridor (right column), with either no added noise
(top row), the addition of SSN (middle row), or the addition of multi-talker babble
(bottom row). Performance is displayed in the form of ROCs for electrodes 2, 5, 8,
11, 14, 17, and 20. These results suggest that the reverberation mitigation strategy
is robust to both recorded RIRs and to added noise sources.
6.2.2 Methods
NH subjects were recruited to investigate the effects of both recorded RIRs and added
noise on speech recognition in unmitigated and mitigated reverberation. Similarly
to the experiment described in Section 6.1.2, listeners initially completed a training
task. This task was considered complete when speech recognition of sentences from
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the TIMIT database [30] improved by less than 10% between consecutive groups
containing five-sentences.
Subjects were then presented with speech in reverberation, speech in SSN and
reverberation, or speech in multi-talker babble and reverberation. RIRs recorded in
a lecture hall (RT = 0.57s), an office (RT = 0.73s), and a corridor (RT = 1.44s)
were used [72], and unmitigated reverberant speech as well as speech in mitigated
reverberation with PDs set to 0.3, 0.45, or 0.6 were presented.
The City University of New York (CUNY) sentence database was used for this
experiment. Because additional experimental conditions were included to explore
the effects of added noise and reverberation on speech recognition, a more extensive
database than that provided by HINT was required. The CUNY database was
selected as it not only contains enough sentences for the current experiment, but it
also consists of “everyday sentences,” similar to the HINT collection. One sentence
list from the CUNY database was presented per subject per condition, and results
were pooled across listeners.
In total, four NH studies were conducted, and the differences between the studies
are highlighted in Table 6.1. The first difference was the type of RIR that was con-
volved with the stimuli, either simulated or recorded. The experiment introduced in
Section 6.1 utilized simulated RIRs, while the experiments discussed in Sections 6.2.3,
6.2.4, and 6.2.5 presented stimuli in recorded RIRs. Next, the sentence databases
varied. The initial experiment presented in Section 6.1 utilized professional record-
ings from the HINT database. The subsequent experiment, which will be introduced
in Section 6.2.3, presented listeners with sentences that were recorded by seven male
native English speakers at Duke University. Because the lists consisted of twelve sen-
tences, each speaker recorded one or two sentences for each list. Finally, to ensure
that non-professional recordings were not interfering with performance, professional
recordings of the CUNY sentences were used in the experiments presented in Sections
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6.2.4 and 6.2.5.
The final parameter that was adjusted between studies altered the method of
algorithm threshold selection. In all experiments, electrode-specific thresholds were
selected to achieve a given PD. However, as shown in the performance ROCs plotted
in Figure 6.3, algorithm accuracy varies in different noise and reverberation condi-
tions. As a result of this variation, a threshold that achieves one PD in a certain
RIR may produce a different PD in a separate RIR. Therefore, the accuracy of the
target PD is affected by whether thresholds are selected with or without knowledge of
the reverberation parameters. Specifically, thresholds that are selected with knowl-
edge of the RIR should result in more accurate experiential PDs than those selected
without knowledge of the RIR.
Table 6.1: Parameters Affecting the NH Studies
Study RIR Sentence Threshold
Number Type Database Selection
Method
1 Simulated Professionally Recorded HINT Known RIR
2 Recorded Duke University CUNY Unknown RIR
3 Recorded Professionally Recorded CUNY Unknown RIR
4 Recorded Professionally Recorded CUNY Known RIR
6.2.3 Results using Duke University CUNY Recordings and Unknown RIR Param-
eters for Threshold Selection
The study outlined in this section corresponds to Study 2 in Table 6.1. Sentences
from the CUNY database, as recorded by Duke University, were exposed to recorded
reverberant conditions. Thresholds were selected assuming no knowledge of the ex-
perimental RIR, and SSN and multi-talker babble were added prior to reverberation,
with an SNR of 5dB.
Ten normal hearing listeners were recruited for this experiment, and the sen-
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tence recognition results are presented in Figure 6.4. The top plot displays results in
reverberation alone, the middle plot presents speech recognition in SSN and rever-
beration and the bottom plot shows performance in multi-talker babble and rever-
beration. Reverberation mitigation did not consistently improve speech recognition
for all subjects across conditions in this experiment.
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Figure 6.4: NH speech recognition performance in reverberation (top row), SSN
with an SNR of 5dB and reverberation (middle row), and multi-talker babble with
an SNR of 5dB and reverberation (bottom row). Within each plot, the first group of
results was collected using the RIR recorded in a lecture hall, the middle group uti-
lized an RIR recorded in an office, and the rightmost group used an RIR recorded in
a corridor [72]. Speech recognition was studied in unmitigated reverberation (blue),
as well as reverberation after overlap-masking mitigation at varying PDs. Rever-
beration mitigation did not consistently improve speech recognition for all subjects
across conditions in this experiment.
As presented in Section 6.1.3, reverberation mitigation improved speech recogni-
tion performance across listeners in simulated RIRs. However, as shown in Figure
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6.4, the same improvement was not observed in recorded rooms. In addition to dif-
ferences between the RIRs used in each experiment, the sentence material differed
between the two trials. The initial task utilized professionally recorded HINT sen-
tences [56], while the experiment presented in this section used amateur recordings
of CUNY sentences [73]. Because the HINT sentence database does not contain
enough lists to run the current task, professional recordings of the CUNY sentences
were obtained for a follow-up study. A preliminary experiment concluded that 8dB
SNR should be added to the signals when presenting noise and reverberation simul-
taneously. Aside from the new sentence material and noise levels, the methods for
this task remain identical to those outlined in Section 6.2.2.
6.2.4 Results using Professional CUNY Recordings and Unknown RIR Parameters
for Threshold Selection
The results outlined in this section utilized the parameters given in Study 3 in Ta-
ble 6.1. Fifteen NH listeners were presented with professionally recorded CUNY
sentences, and their performance is displayed in Figure 6.5. Data is presented in a
similar format to that shown in Figure 6.4, with sentence recognition in reverbera-
tion represented by the top plot, in SSN and reverberation displayed in the middle
plot, and in multi-talker babble and reverberation shown in the bottom plot. Each
subgroup represents data collected in different reverberation conditions. Results for
unmitigated reverberation are displayed in blue, while the remaining colors represent
performance after reverberation mitigation at varying PDs. Similarly to the results
presented in Figure 6.4, speech recognition did not consistently improve after the
application of the reverberation mitigation strategy.
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Figure 6.5: NH speech recognition performance using professionally recorded
CUNY sentences in reverberation (top), SSN and reverberation (middle), and multi-
talker babble and reverberation (bottom). RIRs were recorded in a lecture hall (left),
an office (middle), and a corridor (right). Similarly to the results shown in Figure
6.4, performance did not consistently improve after the application of reverberation
mitigation for all subjects and all conditions.
One final difference between the experiments conducted with recorded RIRs and
that in Section 6.1.3 was the method of determining electrode-specific algorithm
thresholds. The detection performance ROCs, demonstrated in Figure 6.3, vary in
different noise and reverberation conditions. Therefore, a threshold that achieves one
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PD in a given RIR may result in a completely different PD in a separate reverberant
condition. When conducting the experiment in Section 6.1.3, thresholds were selected
assuming knowledge of the reverberant room parameters, resulting in highly accurate
PDs. Conversely, the experiments in this section did not assume such knowledge,
resulting in PDs that may vary from the target values.
Figures 6.6 and 6.7 demonstrate this phenomenon. Both figures plot different
recorded reverberant rooms along the columns (from left to right: a corridor, lecture
hall, and office), while the different noise conditions are plotted across the rows (from
top to bottom: reverberation alone, reverberation and SSN, reverberation and multi-
talker babble). Each line within a given plot represents the data from one electrode.
Figure 6.6 plots the electrode-specific kernel density estimates (KDEs) that would
result if thresholds aiming to achieve a PD of 45% were selected assuming knowledge
of the reverberant conditions. As expected, most KDEs are centered around a PD
of 45%. Alternatively, Figure 6.7 displays the electrode-specific PD kernel density
estimates that result from thresholds selected without any knowledge of reverberation
parameters. Compared to the KDEs in Figure 6.6, the distributions in Figure 6.7
vary much more, suggesting that the target PDs may differ significantly from the
actual PDs that are presented to the listeners. As a result, one hypothesis was that
the speech recognition performance presented in Figures 6.4 and 6.5 suffered as a
result of inaccurate threshold selection.
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Figure 6.6: Electrode-specific kernel density estimates of experimental PDs. The
thresholds used to achieve these PDs were determined with knowledge of the RIRs,
and the target PD was 45%. From left to right, the plots down the columns represent
results in a corridor, a lecture, and an office. From top to bottom, the plots across
the rows represent data collected in reverberation, reverberation and SSN, and re-
verberation and multi-talker babble. Because knowledge of the RIR was assumed,
the KDEs are mostly centered around a PD of 45%.
86
0 0.5 1
0
5
10
PD: 0.45, Unknown RIR, Corridor
R
ev
er
b.
0 0.5 1
0
10
20
R
ev
er
b.
 a
nd
 S
SN
0 0.5 1
0
10
20
30
R
ev
er
b.
 a
nd
 B
ab
bl
e
0 0.5 1
0
2
4
6
PD: 0.45, Unknown RIR, Lecture
0 0.5 1
0
2
4
0 0.5 1
0
2
4
6
PD
0 0.5 1
0
2
4
6
PD: 0.45, Unknown RIR, Office
0 0.5 1
0
2
4
6
0 0.5 1
0
5
10
Figure 6.7: Electrode-specific kernel density estimates of experimental PDs. The
thresholds used to achieve these PDs were determined without knowledge of the
RIRs, and the target PD was 45%. The plots down the columns represent tokens in
a corridor, a lecture, and an office. The plots across the rows correspond to stimuli
in reverberation, reverberation and SSN, and reverberation and multi-talker babble.
The KDEs, which demonstrate PDs that result from thresholds selected without
knowledge of the RIR, contain greater variation than those plotted in Figure 6.6,
which result from threshold selection in known RIRs.
6.2.5 Results using Professional CUNY Recordings and Known RIR Parameters for
Threshold Selection
To determine the effect of threshold selection on speech recognition in mitigated
reverberation, a subsequent study was conducted. The study presented in this sec-
tion corresponds to Study 4 in Table 6.1. Eleven NH listeners were presented with
speech corrupted by recorded RIRs, both with- and without- reverberation miti-
gation. Thresholds for mitigation were calculated assuming knowledge of the re-
verberant conditions. Experimental methods are as outlined in Section 6.2.2, and
the resulting speech recognition performance is demonstrated in Figure 6.8. As
demonstrated in this figure, reverberation mitigation did not consistently improve
speech recognition when assuming knowledge of the listening conditions for algorithm
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threshold selection.
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Figure 6.8: NH speech recognition performance in reverberant and noisy-
reverberant listening conditions, with and without reverberation mitigation. The
mitigation strategy applied in this experiment assumed knowledge of the RIR when
selecting an operating point. Similarly to the results presented in Figures 6.4 and
6.5, speech recognition performance did not increase as a result of reverberation
mitigation in recorded RIRs.
The reverberation mitigation strategy increased speech recognition performance
in simulated reverberant environments, but was unable to improve speech intelligi-
bility consistently for all subjects in recorded reverberant conditions. It was there-
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fore hypothesized that the discrepancies between the performances in simulated and
recorded reverberant rooms may be due to some fundamental difference between the
two listening conditions.
6.3 Comparison of Simulated and Recorded RIRs
A visualization of a sentence in both a simulated and recorded environment is shown
in Figure 6.9. These plots demonstrate sections of active speech in black and sections
of overlap-masking in gray. For simplification, the stimuli in Figure 6.9 simply display
binary pulses representing activity, and no amplitude information is conveyed.
The leftmost plot demonstrates the speech token in a simulated reverberant condi-
tion while the rightmost stimulus was exposed to a recorded RIR. Although there are
comparable amounts of overlap-masking in the high electrode channels (low frequen-
cies) between the two stimuli, the amount of overlap masking greatly reduces in the
low electrode numbers (high frequency channels) in the recorded RIR condition. Con-
versely, the amount of overlap-masking activity remains relatively consistent across
channels in the simulated environment.
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Figure 6.9: A visualization of the speech (black) and overlap-masking (gray) ac-
tivity in a sentence stimulus in a simulated reverberant condition (left) and recorded
a reverberant condition (right). Simulated RIRs assume that a surface’s absorp-
tion coefficients are both frequency- and angle- independent, while the absorption
coefficients of real-world RIRs depend on both frequency and angle. Therefore, the
sentence in a simulated RIR (left) contains comparable quantities of overlap-making
throughout the frequency channels, while the overlap-masking in the sentence in a
recorded RIR (right) decreases with increasing frequency.
A quantification of the overlap-masking present in each channel is shown in Fig-
ure 6.10. This figure plots the electrode-specific percentages of pulses that were
labeled as overlap-masking for CUNY sentences in a simulated RIR (blue) as well
as in a recorded RIR (green). Both sentences recorded by male and female speakers
were considered [73]. This figure demonstrates that for higher numbered electrodes
(lower frequencies), similar amounts of overlap-masking are present in simulated and
recorded reverberant conditions. Conversely, for the lower numbered electrodes, sen-
tences exposed to simulated RIRs tend to contain more overlap-masking pulses than
those exposed to recorded RIRs.
It should also be noted that, although a general decay in the percentage of overlap-
masking pulses is evident in the higher numbered electrodes in both simulated and
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recorded RIRs, this does not result from decreased reverberation in these channels.
Rather, as shown in Figure 6.9, higher numbered electrodes often contain more speech
stimuli than lower numbered electrodes, resulting in overlap-masking segments that
are interrupted by a following speech token before they decay completely. Such
interruptions are most likely responsible for the decrease in overlap-masking pulses
in the higher numbered electrode channels.
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Figure 6.10: Quantification of the amount of overlap-masking pulses present in
each channel in simulated reverberant conditions (blue) and recorded reverberant
conditions (green). Similar amounts of overlap-masking are present in simulated
and recorded conditions in the higher numbered electrodes (lower frequencies). Con-
versely, sentences exposed to simulated RIRs tend to contain more overlap-masking
in the lower numbered electrodes than those exposed to recorded RIRs. The dis-
crepancy results from the simulated RIR assumption that each surface’s absorption
coefficients are both frequency- and angle- independent, while real-world absorption
coefficients depend on both frequency and angle.
The discrepancies can be explained by the methods used to generate simulated
RIRs. In real world reverberant environments, each surface’s reflection coefficients
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are dependent on both frequency and angle. However, the simulated RIRs were
generated assuming that the reflection coefficients are both frequency- and angle- in-
dependent [55]. Because real-world absorption is greater for higher frequencies (low
electrode numbers), the simulated RIRs result in an unnatural amount of reverber-
ation in the high frequency regions.
Although algorithm operating points were selected for each electrode in the ex-
periments outlined in both Sections 6.1 and 6.2, the PDs that determined these
operating points were constant across electrodes. One hypothesis is that reverbera-
tion mitigation may successfully improve speech recognition in recorded reverberant
environments if PDs were allowed to differ between electrodes. Specifically, higher
frequency bands may benefit from a less aggressive reverberation mitigation thresh-
old. This is hypothesized because not only do these channels contain less overlap
masking than the lower frequency channels, but they also often contain consonants
which tend to be masked by higher energy vowels.
Because a follow-up experiment may require systematically varying the algorithm
thresholds for all 22 electrodes, a large sentence database must first be developed.
Once a new database has been developed, a thorough experiment can be conducted,
aimed at selecting subject- and electrode- specific thresholds that result in improved
speech recognition performance in mitigated reverberation.
The NH experiments presented in Sections 6.1 and 6.2 were conducted because
NH listeners are more readily available than CI users and because the similarity in
their speech recognition allows results to be pooled across listeners. Although NH
studies can provide insight into an algorithm’s effect on CI speech recognition, a
study involving cochlear implant listeners is required to understand the full impact.
Therefore, Section 6.4 investigates CI speech recognition in simulated RIRs with and
without reverberation mitigation.
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6.4 Cochlear Implant Sentence Recognition in Simulated RIRs
Reverberation mitigation, as presented in Section 6.1, successfully improved speech
recognition in simulated reverberant conditions for normal hearing listeners using an
acoustic model. To investigate the mitigation strategy’s efficacy on mitigating rever-
beration for CI listeners using their own devices, a subsequent study was conducted.
6.4.1 Methods
Four CI subjects were recruited to study the effect of reverberation mitigation on
speech recognition in simulated RIRs. Initially, speech was presented with simulated
reverberation conditions with RTs set to 0.5s, 1.0s, and 1.5s, in a room with a
dimension set to (10.0 x 6.6 x 3.0)m, a source located at (2.4835 x 2.0 x 1.8)m,
and a microphone positioned at (6.5 x 3.8 x 1.8)m. However, after conducting three
repeats with one subject, it was determined that a reverberation time of 1.5s was too
high to adequately test speech recognition, as floor effects resulted. Subsequently,
reverberation with RTs of 0.5s, 0.7s, and 1.0s were presented to the listeners.
Because each CI subject’s results cannot be pooled due to differences in etiology
and the relative physiological health of the neural population, five repeats per con-
dition, with one sentence list presented per repeat, were conducted. Therefore, only
three PDs were used to compare speech recognition between unmitigated reverber-
ant speech and speech after reverberation mitigation. The PD values of 30%, 45%,
and 60%, were presented in random order. This experiment used the professionally
recorded CUNY sentence lists, and reverberation was the only noise added to the
tokens. Speech in SSN and reverberation and multi-talker babble and reverberation
could not be presented, as the CUNY database does not consist of enough sentences
lists.
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6.4.2 Results
The results of the CI speech intelligibility study using simulated RIRs are displayed
in Figure 6.11, plotted as percent of correctly identified speech. Results from each
subject are displayed in separate subplots, and each group of data represents the
presentation of a different reverberation time. Within the groups, performance in
unmitigated reverberation is displayed in blue, while speech intelligibility after the
application of reverberation mitigation is displayed at varying PDs in the remaining
bars. Statistical significance is indicated by a line connecting two bars.
Subject S1 conducted five repeats at reverberation times of 0.5s and 1.0s. Due to
the low speech intelligibility at an RT of 1.5s, only three repeats were conducted in
this condition. Subsequently, two repeats were conducted using an RT of 0.7s. For
the remaining subjects, five repeats were presented per condition. Figure 6.11 sug-
gests that speech recognition performance trends are not consistent across subjects
and algorithm thresholds (PDs).
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Figure 6.11: Speech recognition performance for four CI subjects (in separate sub-
plots) in 3-4 reverberation conditions in both unmitigated reverberation (blue) and
speech after reverberation mitigation (green, red, cyan). Speech recognition did not
consistently improve across subjects and PDs after the application of reverberation
mitigation.
Unlike the normal hearing listeners, whose similarity in speech recognition perfor-
mance allows the results to be pooled across subjects, performance of CI listeners is
more subject-dependent, requiring a separate study to be conducted for each subject.
Many subject-specific differences, including duration of deafness, nerve survival, elec-
trode placement, and bone growth, may affect the way sound is perceived. Therefore,
a “one size fits all” approach to algorithm threshold selection may be less applicable
to the CI population.
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Specifically, CI listeners may benefit from PD values that vary between electrodes.
For example, depending on the perception resulting from each channel, one electrode
may benefit from a more aggressive PD of 60%, while another electrode may result in
stronger performance using a PD of 30%. Additional experiments would be required
to test subject- and electrode- specific thresholds in CI listeners. To conduct this
testing, a more complete sentence database would be required.
6.5 Discussion
The experiments in this chapter studied the efficacy of the reverberation mitigation
algorithm in multiple reverberant environments for both NH listeners with stimuli
presented with an acoustic model and for CI listeners using their own devices. In
simulated reverberant conditions, speech recognition for NH listeners improved after
the application of reverberation mitigation for several PDs. As PD initially increased
from a value of 0 (unmitigated reverberation), speech recognition tended to increase.
However, once the PD passed a critical point, speech recognition began to decrease,
likely due to too many speech stimuli being removed. Based on these results, PDs of
30%, 45%, and 60% were selected for subsequent studies.
Three additional NH studies were conducted to examine the effects of reverber-
ation mitigation in recorded reverberant environments, as well as in the presence
of reverberation and additional noise. The mitigation strategy did not consistently
improve speech recognition across subjects. However, a comparison of the effects
of recorded and simulated RIRs on sentence stimuli highlighted uneven amounts
of reverberation in different frequency channels in the presence of recorded RIRs,
compared to more consistent frequency-specific reverberation levels in simulated re-
verberation. This discrepancy suggests that channel-specific PDs may improve the
efficacy of reverberation mitigation in recorded RIRs. Future work is required to test
this hypothesis.
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Next, a study was conducted that presented CI listeners with speech in simu-
lated reverberant conditions, both before and after reverberation mitigation. Speech
recognition did not consistently improve for the four individual subjects. Unlike NH
subjects, whose speech recognition similarities allow for the pooling of data, many
subject-specific variables effect CI speech recognition. A few of these variables in-
clude duration of deafness, nerve survival, electrode array insertion depth, and bone
growth. Such subject- and channel- specific properties suggest that CI listeners may
benefit from a reverberation mitigation strategy that is tailored to both subject and
electrode. Future work requiring a more extensive sentence database is necessary to
test this hypothesis.
97
7Conclusions
This research project aimed to detect and mitigate reverberation effects in cochlear
implant pulse trains. Initially, it was demonstrated that reverberant speech can
be successfully discriminated from speech in quiet, SSN, or WGN. Reverberation
detection appeared to be robust to both subject clinical parameters as well as to
most environment conditions. Reverberation detection was an important first step
towards reverberation mitigation, as a detection algorithm can be used to initiate
the mitigation strategy. This initiation allows the mitigation strategy to be tailored
to reverberant speech, minimizing its effect on quiet stimuli.
It was hypothesized that the design of a mitigation algorithm that focused on
reverberation effects such as self-masking or overlap-masking would allow for the
design of a causal mitigation algorithm. While other mitigation algorithms proposed
in the literature have shown potential benefits, these algorithms rely on non-causal
features in an attempt to estimate the quiet signal. In order to determine if the
hypothesized approach might be feasible, an initial study was conducted using both
NH and CI listeners, investigating the impact of ideally mitigating self- and overlap-
masking effects independently. This study found that mitigating either effect had
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the potential to benefit speech recognition in reverberant environments, suggesting
that the hypothesized approach was feasible.
Although mitigating either self- or overlap- masking resulted in improved speech
recognition, mitigating self-masking would require correcting for amplitude corrup-
tion during active speech, which may be difficult for real-time implementation.
Overlap-masking mitigation, on the other hand, does not occur during active speech
segments and would require detecting and removing the masking pulses. Therefore,
this study developed two overlap-masking mitigation strategies, one operating on the
acoustic signal, and the other operating on the CI-processed signal. Because per-
formance was comparable between the two methods, only the CI-based mitigation
strategy was implemented into a speech processing algorithm.
To test the efficacy of the reverberation mitigation strategy, an initial study was
conducted with NH subjects and an acoustic model. Listeners were presented with
speech in simulated reverberant conditions both with- and without- reverberation
mitigation, and their speech recognition was studied. Speech intelligibility was found
to improve after reverberation mitigation, and PDs of 30%, 45%, and 60% were
selected as the operating points for subsequent experiments.
Next, three studies presented NH listeners with reverberant speech using recorded
RIRs, and speech recognition in mitigated reverberation was compared to that in un-
mitigated reverberation. The initial study presented CUNY sentences recorded by
amateur speakers, while the following two studies used professional recordings. Addi-
tionally, different methods of threshold selection were investigated: one that assumed
no prior knowledge of the RIRs, and another with access to the reverberation pa-
rameters. However, in all three studies, reverberation mitigation did not consistently
improve speech recognition performance.
One hypothesis to explain why speech recognition performance did not improve in
recorded reverberant conditions considers the effects of both simulated and recorded
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RIRs on speech stimuli. In recorded reverberant environments, reverberation is de-
pendent on both frequency and angle, with higher frequencies experiencing less re-
verberation. In simulated environments, on the other hand, reverberation effects are
assumed to be both frequency- and angle- independent, resulting in similar levels
of overlap-masking in all frequency channels. Because higher frequency channels
in recorded RIRs experience less reverberation, and therefore less overlap-masking
effects, the mitigation algorithm may benefit from electrode-specific PDs.
Future work is required to test whether electrode-specific PDs could improve
speech recognition in mitigated reverberation in recorded RIRs. Recall that PDs of
30%, 45%, and 60% resulted in speech recognition improvements in simulated RIRs,
as presented in Section 6.1. Also recall that similar quantities of overlap-masking
are present in high numbered electrodes in both simulated and recorded RIRs (see
Figure 6.10). Therefore, it is hypothesized that a PD of 30%, 45%, or 60% should
be selected for electrodes 19-22. Because less overlap-masking is present in the lower
numbered electrodes, it is hypothesized that PDs of equal or lesser values should be
selected for electrodes 1-18. An initial study to test this hypothesis could present NH
listeners with unmitigated and mitigated reverberation using electrode-specific PDs.
To reduce experimental conditions, PDs could be assigned in groups of 3-4 electrodes,
such that electrodes 1-3, 4-6, 7-10, 11-14, 15-18, and 19-22 would be assigned the
same value. PDs for electrodes 1-18 could vary between 15% and 60%, and PDs for
electrodes 19-22 could vary between 30% and 60%. Speech recognition using various
combinations of electrode-specific PDs could be collected, with the goal of improving
speech intelligibility in mitigated reverberant conditions using recorded RIRs.
As a final experiment in this work, a CI speech intelligibility study was conducted
to determine whether the mitigation algorithms can improve speech recognition for
CI listeners in reverberant environments. Because speech recognition did not consis-
tently improve for CI listeners after reverberation mitigation, future work requires
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determining whether subject- and electrode- specific mitigation parameters may im-
pact performance.
Unlike NH listeners presented with an acoustic model, many subject-specific vari-
ables affect CI listeners’ speech recognition. Further, the perception resulting from
each electrode in a CI listener’s electrode array can vary based on nerve survival
and bone growth, as well as other factors. For this reason, a future study should in-
vestigate the effect of selecting subject- and electrode- specific PDs for reverberation
mitigation in CI listeners. Similarly to the proposed NH study, electrode-specific PDs
could be assigned in groups of 3-4 electrodes. Assuming an initial study is conducted
with CI listeners and simulated RIRs, PDs for each electrode-group could vary from
30% to 60%. If electrode-specific PDs are found that improve speech recognition,
a follow-up study should be conducted presenting CI listeners with mitigated and
unmitigated reverberation in recorded RIRs.
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