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ABSTRACT
Active Galactic Nuclei (AGN) and star-forming galaxies are leading candidates for
being the luminous sources that reionized our Universe. Next-generation 21cm surveys
are promising to break degeneracies between a broad range of reionization models,
hence revealing the nature of the source population. While many current efforts are
focused on a measurement of the 21cm power spectrum, some surveys will also image
the 21cm field during reionization. This provides further information with which to
determine the nature of reionizing sources. We create a Convolutional Neural Network
(CNN) that is efficiently able to distinguish between 21cm maps that are produced by
AGN versus galaxies scenarios with an accuracy of 92-100%, depending on redshift and
neutral fraction range. An exception to this is when our Universe is highly ionized, since
the source models give near-identical 21cm maps in that case. When adding thermal
noise from typical 21cm experiments, the classification accuracy depends strongly on
the effectiveness of foreground removal. Our results show that if foregrounds can be
removed reasonably well, SKA, HERA and LOFAR should be able to discriminate
between source models with greater accuracy at a fixed redshift. Only future SKA
21cm surveys are promising to break the degeneracies in the power spectral analysis.
Key words: dark ages, reionisation, first stars - galaxies: active - galaxies: high-
redshift - galaxies: quasars - intergalactic medium
1 INTRODUCTION
Low-frequency radio interferometer experiments, such as the
Low Frequency Array (LOFAR; van Haarlem et al. 2013),
the Precision Array for Probing the Epoch of Reioniza-
tion (PAPER; Parsons et al. 2010), the Hydrogen Epoch
of Reionization Array (HERA; DeBoer et al. 2017), the
Murchison Wide field Array (MWA; Bowman et al. 2013;
Tingay et al. 2013), the Giant Metre-wave Radio Tele-
scope (GMRT; Paciga et al. 2011), and the Square Kilo-
meter Array (SKA; Mellema et al. 2015), are promising in-
struments for detecting reionization on cosmological scales
in the near future. These growing observational efforts mo-
tivate the development of statistical tools for efficiently ex-
tracting astrophysical and cosmological information.
The nature of sources driving cosmic reionization re-
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mains a debated topic. While many studies (e.g. Shapiro &
Giroux 1987; Hopkins et al. 2007; Haardt & Madau 2012;
Hassan et al. 2018) conclude that reionization is mainly
driven by star-forming galaxies, there remain some discrep-
ancies that might be resolved by allowing Active Galactic
Nuclei (AGN) to reionize the Universe. These discrepan-
cies include the flat slope of ionising emissivity measure-
ments (Becker & Bolton 2013), the early and extended tim-
ing of Helium reionization (Worseck et al. 2016), and large
scale intergalactic opacity fluctuations (Becker et al. 2015).
In addition, the Giallongo et al. (2015) high-redshift AGN
measurements indicate a flatter slope at the faint end of the
luminosity function, hence implying the presence of suffi-
cient AGN to complete reionization as opposed to what was
previously believed.
In Hassan et al. (2018), we studied the role of galaxies
versus AGN during reionization using an improved semi-
numerical simulation. This simulation implements realistic
and physically motivated recipes to include ionizing photons
c© 2017 The Authors
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from galaxies, following the Finlator et al. (2015) radiative
transfer simulations, and from AGN, following the Giallongo
et al. (2015) observations and a fixed Quasar Halo Occu-
pancy Distribution. We found that AGN-dominated scenar-
ios are unable to simultaneously match current reionization
constraints, namely the Planck (2016) optical depth, ionis-
ing emissivity measurement by Becker & Bolton (2013), and
the Fan et al. (2006) neutral fraction constraints at the end
of reionization. This shows that AGN are highly unlikely to
be the sole drivers of cosmic reionization. However, a model
with equal photon contributions from AGN and galaxies is
still allowed given the large uncertainties of current obser-
vational constraints. The broad range of theoretical models
allowed by current reionization observations is expected to
narrow when data from 21cm surveys become available. We
found in Hassan et al. (2018) that power spectrum mea-
surements from LOFAR, HERA and SKA could potentially
discriminate between galaxies-only models and those with
AGN contributions. This is because the latter produce larger
ionized bubbles, and hence boost the 21cm power spectrum
by a factor of ∼ 2 as compared to the former.
Future 21cm observations are also expected to provide
huge datasets of large-scale 21cm images that will encode
more information than just the 21cm power spectrum. These
images might provide an alternative approach to constrain
the contribution of different reionizing sources. Here we as-
sess the viability of using Convolutional Neural Networks
(CNNs) to discriminate between AGN and galaxy models.
This approach has been successfully employed in astronomy
and cosmology to perform regression (e.g. Gupta et al. 2018;
Gillet et al. 2018) and classification (e.g. Aragon-Calvo
2018; Huertas-Company et al. 2018; Schaefer et al. 2018).
In this paper, we first examine the CNN capability to
discriminate between these models at several redshifts as a
function of neutral fraction when the simulations are free
of instrumental effects. We then include real-world survey
effects, adding realistic instrumental noise and foreground
mitigation cuts in order to test the CNN performance on
datasets as they will be seen by the SKA, HERA, and LO-
FAR surveys. We finally consider the case where our differ-
ent reionization models share similar power spectra. This is
essentially a test of our CNN’s ability to break degeneracies
inherent in a power spectral analysis.
This paper is organized as follows: Section 2 provides a
brief summary of the simulations used for this study, a de-
scription of our two reionization models (galaxies, AGN),
and details of our instrument simulations. We introduce
Convolutional Neutral Networks and describe the classifier
architecture in Section 3. We describe our training datasets
in Section 4, present the results in Section 5 and summarize
our conclusions in Section 6.
2 SIMULATIONS
We use the Time-integrated version of our semi-numerical
code SimFast21 (Santos et al. 2010) that has been devel-
oped in Hassan et al. (2017). We describe here the gen-
eral components of our simulation and refer to Santos et al.
(2010) for the full description of the algorithm and to Hassan
et al. (2016, 2017) for more details on the Time-integrated
version development.
We first generate the dark matter density field using
a Monte-Carlo Gaussian approach in the linear regime. We
then dynamically evolve the linear density field into a non-
linear field by applying the Zel’Dovich (1970) approxima-
tion. Using the underlying non-linear density realizations,
the dark matter halos are identified using the well known ex-
cursion set formalism (ESF, Press & Schechter 1974; Bond
et al. 1991) in which a region x is assumed to collapse into
halos, if its mean overdensity δ(x) is higher than an overden-
sity threshold of δc(z) ∼ 1.68/D(z), where D(z) is the linear
growth factor. Around each point in the density grid, the
mean overdensity is obtained through a sequence of top-hat
filters, starting with the largest possible size (the box size)
and decreasing down to the smallest size (the cell size). The
minimum halo mass is set to 108 M, which corresponds to
the hydrogen cooling limit during reionization. In the Time-
integrated model, the ionised regions are identified using a
similar ESF that is based on comparing the time-integrated
ionisation rate Rion with that of the recombination rate Rrec
and the local neutral hydrogen density within each spherical
volume specified by the ESF. Regions are flagged as ionised
if∫
fescRion dt ≥
∫
xHII Rrec dt+ (1− xHII)NH , (1)
where fesc is the photon escape fraction, xHII is the ionised
fraction, and NH is the total number of hydrogen atoms.
Equation (1) represents the ionisation condition used in
the Time-integrated model. The recombination field Rrec is
modelled using a derived parametrization taken from a high-
resolution radiative simulation (Finlator et al. 2015) to ac-
count for the small scale inhomogeneity below our cell size
and clumping factor effects. The recombination rate, Rrec,
is parametrized as a function of overdensity ∆ and redshift
z as follows:
Rrec
V
= Arec(1 + z)
Drec
[
(∆/Brec)
Crec
1 + (∆/Brec)
Crec
]4
, (2)
where Arec = 9.85 × 10−24cm−3s−1 (proper units), Brec =
1.76, Crec = 0.82, Drec = 5.07, and V refers to the cell
size. We refer to Hassan et al. (2016) for more details on
the derivation of Rrec and the effect of this parameter on
reionization observables.
The key difference between the galaxy and AGN models
is in their prescriptions for computing Rion. We dub this
variable R? for the galaxy model and RAGN for the AGN
model.
2.1 Galaxies
Our parameterization for the ionizing photon output from
galaxies R? is motivated by a combination of radiative trans-
fer simulations (Finlator et al. 2015) and larger hydrody-
namic simulations (Dave´ et al. 2013) that have been cali-
brated to match wide range of observations. In particular,
R? is parametrized as a function of halo mass Mh and red-
shift z as follows:
R?
Mh
= A? (1 + z)
D? (Mh/B?)
C? exp
(−(B?/Mh)3) , (3)
where A? = 1.08 × 1040 M−1 s−1, B? = 9.51 × 107 M,
C? = 0.41 and D? = 2.28. This ionization rate R? is com-
puted directly from the star formation rate (SFR) of galaxies
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in these hydrodynamic simulations. This R? parametriza-
tion has been dervied fully in Hassan et al. (2016). The
emissivity amplitude A? here scales the ionization rate R?
by the same amount for every ionizing photon source and
adjusts the total ionizing emissivity evolution in redshift.
The C?, in turns, scales the ionization rates super-linearly
with halo mass, insuring that more massive halos emit more
photons than the less massive ones, and hence generating
larger ionized bubbles. This is a key parameter to control
the ionized bubble sizes. The B? represents the halo mass
quenching scale for the turn over at the low halo masses and
faint ionizing sources. As previously considered in Hassan et
al. (2017), we keep all other parameters fixed and vary the
photon escape fraction fesc,?, the emissivity amplitude A?
and the emissivity-halo mass power dependence index C? to
produce different ionizing emissivities N˙?, for our training
samples, as follows:
N˙? = fesc,?R? = const. fesc,?A?M
C?+1
h , (4)
where the proportionality constant is
const. = (1 + z)D? B−C?? exp
(−(B?/Mh)3) . (5)
2.2 AGN
We compute the ionizing photon output from AGN using the
strong correlations seen in local Universe observations (Fer-
rarese 2002; Tremaine et al. 2002) between black hole
masses Mbh and circular velocities vcir of their host halos.
This correlation is written as
Mbh
M
= AAGN
( vcir
159.4 km s−1
)5
, (6)
where the constant AAGN may be regarded as the black hole
formation efficiency, which is a free parameter in the AGN
source model besides fesc,AGN. Assuming the Eddington lu-
minosity in the B-band (Choudhury & Ferrara 2005) and a
power law spectral energy distribution, the AGN ionization
rate is given by:
RAGN =
∫ ∞
ν912
L912
hν
(
ν
ν912
)−1.57
dν =
L912
1.57h
, (7)
where h is Planck’s constant and
L912
ergs s−1 Hz−1
= 1018.05
LB
L,B
and
LB
L,B
= 5.7× 103 Mbh
M
,
where the L912 and ν912 are the luminosity and frequency
at the Lyman limit, corresponding to 912 A˚. To study the
effect of massive and less massive AGN, it is reasonable to
assume a non-linear relation between RAGN and Mbh, due to
the fact that more massive AGN have stronger feedback ef-
fects than the smaller ones, which implies more photons are
being produced. This is, in principle, similar to our Galax-
ies source model in which R? depends non-linearly on Mh
through C?. Thus, we introduce a new parameter CAGN in
the above relations. This leads to an AGN model with three
free parameters: AGN photon escape fraction fesc,AGN, ion-
ising emissivity-black hole mass dependence (the non-linear
scale index) CAGN, and ionising emissivity amplitude AAGN
(equivalent to the black hole formation efficiency). We keep
all other parameters fixed and vary these parameters to gen-
erate different ionizing emissivities N˙AGN, for our training
datasets, using:
N˙AGN = fesc,AGNRAGN = const. fesc,AGN AAGN M
CAGN+1
bh .
(8)
where the proportionality constant is const. = 6.15 × 1047.
This shows how the AGN ionizing emissivity is related to
the host halo mass. We next use the Giallongo et al. (2015)
luminosity function at z ∼ 6 to find the corresponding AGN
duty cycle for each halo mass bin, which is the ratio be-
tween the number of AGN to the number of possible host
halos. This ratio is alternatively called the Quasar Halo Oc-
cupancy distribution (QHOD). The QHOD then provides a
probability for a particular host halos to have an AGN that
is actually active, and we use the QHOD to randomly des-
ignate a given halo as one that produces ionizing photons
according the prescription outlined above. Instead of using
a fixed luminosity function, we use a fixed QHOD at higher
redshifts to find the number of AGN. This is motivated by
the fact that QHOD doesn’t evolve strongly with redshift
as the AGN luminosity functions do. We defer to Hassan
et al. (2018) for the full details of our AGN source model
prescription.
In Figure 1, we show different 21cm images for Galaxies
and AGN models at z = 9, 8, 7 at different stages of reion-
ization when xHI ∼ 0.27, 0.5, 0.25. Each image is extracted
from an 21cm box that is generated from a different real-
ization of the underlying density field (different seed) and
different set of astrophysical parameters. These parameters
are quotes above each image, in the format (fesc,?, A?, C?)
for Galaxies and (fesc,AGN, AAGN, CAGN) for AGN. These
images are randomly selected from our training datasets,
whose assembly we explain in greater detail in Section 4. We
see that Galaxies scenarios (odd columns) have more small
scale bubbles than AGN scenarios (even columns), which
tend to have larger bubbles. As mentioned before, the size
of ionised bubbles in each model is basically controlled by
the emissivity’s dependence on mass, namely C? and CAGN
for Galaxies and AGN, respectively. In other words, C? and
CAGN parameters quantify the models’ departure from the
linear to non-linear dependence on mass. However, the de-
generacy among these parameters (see eq. 8 and 4) and the
variation in the underlying density field for each realization
prevent direct comparison between these maps to isolate
the impact of each individual parameter. In Hassan et al.
(2018) and by using the same density field realization, we
have shown that the AGN models (with CAGN = 0.0 corre-
sponding to a linear relation between N˙AGN and Mbh) still
produce larger ionized bubbles than Galaxies models (with
C? = 0.44 corresponding to non-linear relation between N˙?
and Mh). Regardless these parameters degeneracy, we can
see some differences as follows:
• Galaxies models require much larger C? value than
AGN models use for CAGN to produce larger ionized bubbles
(see fig. 1 at z=8,7 at xHI=0.8,0.3, respectively).
• For Galaxies and AGN models that have the same C?
and CAGN values, AGN models will typically still produce
larger ionised bubbles at same neutral fraction and redshift.
(see fig. 1 at z = 9 and xHI= 0.8).
Of the remaining parameters, the photon escape frac-
tion fesc and the emissivity amplitude A linearly increase the
MNRAS 000, 1–16 (2017)
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Figure 1. Several 21cm images, each with a thickness of a single cell size (0.535 Mpc), as produced by Galaxies (odd columns) and AGN
(even columns) at z= 9, 8, 7 at xHI ∼ 0.75, 0.5, 0.25. We quote in subtitles the astrophysical parameters used for Galaxies (fesc,?, A?, C?)
and for AGN (fesc,AGN, AAGN, CAGN). Regardless these parameters degeneracy, the AGN-only models tend to produce larger ionized
bubbles whereas Galaxies-only models produce more small scale ionized bubbles.
ionising emissivity by the same amount for every source, and
hence they have a bigger effect on the reionization history
than on the reionization topology. Figure 1 displays a ran-
dom sample from our training dataset for the purpose of
showing the models’ variations and parameters degeneracy
which we hope to distinguish using the developed classifier.
To summarize, the main differences between our Galax-
ies and AGN models are:
• Both models have ionizing emissivities that scale super-
linearly with halo mass, but the Galaxies model includes an
exponential cut-off at low masses; see Equations (8) and (4).
• The AGN model accounts for redshift evolution follow-
ing their host halos, whereas the Galaxies model has an ex-
tra redshift evolution factor which is important to match
the ionizing emissivity evolution at higher redshifts as com-
pared with observations (e.g. Becker & Bolton 2013 ionising
emissivity measurements); see Equation (4).
• In Galaxies model, the star-formation duty cycle is as-
sumed to be unity, which means that all identified halos are
forming stars and contributing to the total ionizing emissiv-
ity. On the other hand, AGN models implement a duty cy-
cle following the Giallongo et al. (2015) luminosity function,
which means that not all halos host AGN and contribute to
the photon production rate.
2.3 21cm Instrument Simulations
We now describe our methodology for including realistic
21cm instrumental effects. Doing so requires accounting for
the finite angular resolution of telescopes, the effects of fore-
ground cleaning, and the presence of instrumental noise.
2.3.1 Angular resolution
We account for the finite angular resolution of an 21cm ex-
periment by exploiting its detailed baseline distribution. The
21cm brightness of a batch in the sky along x and y coor-
dinates can be converted in terms of baseline length in u
and v coordinates. The comoving wavenumber in the di-
rections perpendicular to our line of sight (i.e., the angular
directions) is given by k⊥ = 2piu⊥/Dc, where Dc is the co-
moving distance to the observed 21cm batch at redshift z.
The k⊥ and u⊥ here are expressed in terms of kx − ky and
u− v components accordingly. In the u− v plane, we com-
pute the uv coverage which represents the total number of
baselines that observe a given uv pixel using 21cmSense1.
In Figure 2, we show the uv coverage for our three 21cm
array designs, namely the SKA, HERA and LOFAR at z=8
(ν = 157.8 MHz). The zero pixels (blue color) show the
signal modes that lie beyond the experiments angular reso-
lution. This shows the angular resolution limitation for each
experiment. The SKA and HERA have higher uv coverages
(red color) as compared to the sparse baseline distribution
in case of LOFAR, and hence we expect better classification
performance for these experiments.
Our recipe for adjusting the 21cm brightness tempera-
1 https://github.com/jpober/21cmSense
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Figure 2. The uv coverage for the SKA, HERA and LOFAR arrays at ν=157.8 MHz (z=8) using 21cmSense. Zero coverage pixels
(blue color) correspond to non-measured signal modes which lie beyond the experiments’ layout angular resolution.
ture images to account for an instrument’s angular resolu-
tion is as follows:
• We compute the uv coverage from the antenna distribu-
tion of the 21cm experiment in question at a given frequency
(redshift).
• We convert the u and v coordinates into their corre-
sponding kx and ky modes.
• We Fourier transform the 21cm image.
• We zero out all Fourier modes corresponding to zero
uv coverage at kx and ky, assuming that these modes are
non-measured.
• We inverse Fourier back to the real space to obtain the
angular resolution limited 21cm image.
2.3.2 Foreground cleaning
We next adjust the 21cm brightness temperature boxes by
removing k modes that are contaminated by foregrounds.
These k modes come in the form of a “foreground wedge” in
the k⊥-k‖ plane (see, e.g., Liu et al. 2014 for more details
on the wedge and its complement, the reionization window),
where k‖ is the comoving wavenumber in the direction par-
allel to the line of sight. The wedge can be parameterized by
saying that modes satisfying
k‖ ≤ mk⊥, (9)
are foreground contaminated, where m is a wedge slope that
is given by
m =
DH0 E(z) sin θ
c(1 + z)
, (10)
where H0 is the Hubble parameter, c is the speed of light,
E(z) ≡ √Ωm(1 + z)3 + ΩΛ, and θ is the beam angle. A
conservative way to fight foregrounds is simply to zero all
modes within the wedge.
Using Equation (10), the wedge slope m value is about
m ∼ 3 during reionization redshifts, if one assumes that
θ = 90◦ (horizon limit) for all experiments. However, we
also consider smaller values of m to model foreground miti-
gation algorithms that are able to reduce the Fourier space
footprint of the contaminants. Such algorithms reduce the
number of modes that need to be zeroed out, preserving
more of the information content of the data.
To mimic the effect of foreground contaminants (and the
effect of their removal) in our boxes, we proceed as follows:
• We compute the wedge slope m at the appropriate red-
shift z using Equation (10) and additionally consider wedge
slopes that are smaller than this value.
• We zero out all Fourier modes satisfying k‖ < mk⊥.
2.3.3 Thermal noise
The thermal noise error of the observed visibilities in the
uv-plane are uncorrelated between measurements (Furlan-
etto et al. 2006), and hence can be drawn from a Gaussian
distribution of a zero mean and a standard deviation (Zal-
darriaga et al. 2004) given by:
√
〈|n|2〉[Jy] = 2 kB Tsys
Adish
√
∆ν Tint
, (11)
where 〈|n|2〉 is the averaged noise squared, the Boltzmann
constant is kB = 1.38 × 10−23 [J/K], Adish is the area of a
single antenna, and Tint is the integration time to observe
a single visibility at a frequency resolution ∆ν. The Tsys
is the system temperature which is a combination of the
sky temperature Tsky and the receiver temperature Trcvr.
We adopt the commonly used power law model (Thomp-
son et al. 2007) for Tsky as a function of frequency such
that Tsky = 60(ν/300.0)
−2.55 [K], which agrees with low fre-
quency observations. Equation (11) provides the flux error
in unit of Jansky which we convert to Kelvin using:
√
〈|n|2〉[K] = λ
2
2 kB Ω
×
√
〈|n|2〉[Jy] = λ
2 Tsys
Adish Ω
√
∆ν Tint
,
(12)
where Ω ≈ θ2 is the beam area and λ is the signal wavelength
at the observation redshift z. The receiver temperature, with
other parameters, is listed in Table 1.
Our recipe to generate the 2D thermal noise realization
is as follows:
• We first generate 2D grid (in k⊥ direction) from a Gaus-
sian distribution of a mean zero and a standard deviation√〈|N |2〉 both independently in the imaginary and real parts
in Fourier space.
MNRAS 000, 1–16 (2017)
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Figure 3. A summary of the 21cm instrumental effect pipeline. Bottom left: a 21cm slice with a thickness of a single cell size (0.535
Mpc) from our Galaxies source model of a simulation box of L = 75 Mpc and N =1403 at z = 8. Second, third and fourth columns:
the signal as seen by SKA, HERA and LOFAR, respectively. First row: the angular resolution limited signal. Second row: instrumental
thermal noise realizations. Last row: the addition of the thermal noise to the angular resolution-limited signal.
• At non-zero uv coverage pixels, we suppress the noise
by the amount of the uv coverage (baselines intensity) as
1/
√
Nuv.
• We reduce the noise further over the total observation
days by a factor of 1/
√
Ndays.
• We inverse Fourier transform the thermal noise to the
real space.
We note that a similar pipeline has been previously de-
veloped in Ghara et al. (2017).
As a final step, we add the noise realization to our cos-
mological signal image (which has been treated for angular
resolution and foreground effects, as discussed above). This
then forms our foreground-removed 21 cm observations
Figure 3 illustrates the impact of instrumental effects.
There, we show a slice from a box based on our Galaxies
model at z = 8 (bottom left), the same slice but angular
resolution limited (excluding k-modes at zero uv coverage;
first row), the thermal noise contributions from each exper-
iment (second row), and finally the image as observed by
SKA, HERA, and LOFAR, respectively. In the first row,
we see the effect of angular resolution, which is set by the
detailed baseline distribution in the uv-plane. As seen in
Figure 2, the SKA has the highest uv coverage that extend
down to very small angular scales of about 3.6 h Mpc−1, and
hence its angularly limited version (top of second column) is
quite similar to the original signal (bottom left). The com-
pact design of HERA also obtains a high uv coverage but on
somewhat larger angular scales up to 0.6 h Mpc−1, which
prevents the feature resolution on smaller scales of the sig-
nal, but bubbles can still be detected on large scales (top of
third column). While the uv coverage of LOFAR extends to
smaller scales down to 2 h Mpc−1, the uv coverage is low due
to the sparse baseline distribution. This leads to a poorer an-
gular resolution on both large and small scales features (top
of forth row). Next, we produce thermal noise maps (second
row). As expected, the SKA has a slightly dimmer noise map
than HERA and LOFAR do. Finally, we add the noise maps
to the angular resolution-limited to produce mock images as
MNRAS 000, 1–16 (2017)
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Experiment LOFAR HERA SKA
Antennae design 48 tiles of bow-tie high band 350 hexagonally packed 866 compact core
Antenna diameter, D [m] 30.75 14 35
Collecting area [m2] 35,762 50,953 833,189
system temperature [K] (= Tsky + Trcvr) Tsky + 140 Tsky + 100 1.1 Tsky + 40
Dish area, Adish [m
2] = pi(D/2)2 742.64 153.93 962.11
Integration time Tint [s] 60 60 60
Band width (B) [MHz] 8 8 8
Number of channels (Nchan) 82 82 82
frequency resolution ∆nu = B/Nchan [KHz] 97.6 97.6 97.6
Number of observing hours/days 6/180 6/180 6/180
Redshift/frequency [MHz] 8 / 157.82 8 / 157.82 8 / 157.82
Beam angle θ [rad] 0.618 1.358 0.543
Default wedge slope m, Equation. (10) 2.0 3.4 1.8
Maximum k⊥ [h Mpc−1] 2.0 0.6 3.6
Averaged thermal noise error,
√〈|N |2〉 [Jy]/[mK] 0.69/236 3.03/215 0.45/200
Table 1. Summary of parameters used in this study to obtain the thermal noise sensitivity for each experiment.
SKA
m = 3.4 m = 2.0 m = 1.0 m = 0.5 m = 0.25 m = 0.0
HERA
LOFAR
Figure 4. Same 21cm signal as in Figure 3, after the angular resolution and thermal noise treatment, but with different wedge filtering
levels, as quoted in subtitles. First, second and third rows are the signal as seen by the SKA, HERA and LOFAR, respectively. At a
wedge slope m . 0.5, the signal features start to appear more clearly, particularly for the SKA.
seen by our experiments (last row). We see that angular res-
olution has a higher impact on the signal than the thermal
noise does, since the angular resolution limited signal im-
ages are similar to the final images after adding the thermal
noise, albeit HERA and LOFAR are more noisy than SKA
due to the higher thermal noise. Because of the low angular
resolution, we expect that LOFAR may not be able to easily
distinguish between images generated from the Galaxies and
AGN scenarios.
In Figure 4, we explore the effect of different wedge fil-
tering levels. The default wedge slope m values, from equa-
tion (10), are 2.0, 3.4 and 1.8 for LOFAR, HERA and SKA
respectively. Since these values are quite large, we consider
rather a range of wedge slopes to gradually display the ef-
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fect of foreground contamination level based on our method.
Hence, we show the signal’s response to different wedge
slopes m = 3.4, 2.0, 1.0, 0.5, 0.25, 0.0 (no wedge applied,
100% successful foreground removal). Results for the SKA,
HERA and LOFAR are shown in the first, second, and third
row, respectively. As expected, the lower the wedge slope,
the clearer the signal features are, since fewer k-modes are
removed due to foregrounds. At m < 0.5, the signal promi-
nent features on large scales begin to appear more clearly,
and hence we expect better classification performance at this
limit of wedge filtering, particularly for the SKA. On the
other hand, adding any amount of foreground contamina-
tion, even as very low as using m = 0.25, destroys the signal
features, on large spatial scales along k‖ and on small spatial
scales along k⊥, for HERA and LOFAR, and hence we expect
that these arrays might only be able distinguish between our
Galaxies and AGN models at m = 0.0, which corresponds to
100% successful foreground removal. In Section 5, we will ex-
plore the classifier ability to discriminate between Galaxies
and AGN models as a function of the wedge slope.
3 REIONIZATION MODELS CLASSIFIER
ARCHITECTURE
We employ Convolutional Neural Networks (CNNs) to build
up the reionization models classifier. CNNs are a class of
deep learning models that are powerful for large scale image
recognition (for a comprehensive review see Rawat & Wang
2017). Similar to the classical Artificial Neural Networks
(ANNs), CNNs are feedforward networks that take in an in-
put (x) and eventually outputs a predicted label (y). The
connection between these is constructed by stacking neuron
layers, each of which is a linear combination of the compo-
nents of x with weights and biases. Each layer can produce
multiple outputs of the form
yj = φ
(
N∑
i
wji xi + b
j
)
, (13)
where N is the number of inputs in the layer, yj is the jth
output (or “feature”), wji is the weighting of the ith input
in the jth feature, and bj is the bias in the jth feature. The
function φ is a nonlinear function response function that is
chosen by the architect of the neural network.
The CNN architecture is comprised of a series of differ-
ent type of neuron layers that each have a specific form for
the weights:
• Convolutional layers extract different features by
convolving the input image with learned weights of 2-
dimensional kernels.
• Pooling layers reduce the dimension and spatial reso-
lution of features. They speed up the network performance
and prevent over-fitting. Examples of pooling layers are
average-pooling or max-pooling in which the input image
is divided into non-overlapping sub-images where the val-
ues of each sub-image are the average or max of its original
values from the input image, respectively.
• Fully connected layers are the classical ANN layers
in which the input is connected to all neurons.
Two other standard techniques are employed in our CNN:
Step Layer type Output dimension
1 3×3 Convolution 16×140×140
2 Batch Normalization + ReLU −
3 3×3 Convolution 16×140×140
4 Batch Normalization + ReLU −
5 2×2 max-pooling 16×70×70
6 3×3 Convolution 32×70×70
7 Batch Normalization + ReLU −
8 3×3 Convolution 32×70×70
9 Batch Normalization + ReLU −
10 2×2 max-pooling 32×35×35
11 3×3 Convolution 64×35×35
12 Batch Normalization + ReLU −
13 3×3 Convolution 64×35×35
14 Batch Normalization + ReLU −
15 2×2 max-pooling 64×18×18
16 3×3 Convolution 128×18×18
17 Batch Normalization + ReLU −
18 3×3 Convolution 128×18×18
19 Batch Normalization + ReLU −
20 2×2 max-pooling 128×9×9
21 Flattening 10368
22 Fully connected 1024
23 Batch Normalization+ ReLU −
24 Dropout (25%) −
25 Fully connected 1024
26 Batch Normalization+ ReLU −
27 Dropout (25%) −
28 Fully connected 1024
29 Batch Normalization + ReLU −
30 Dropout (25%) −
31 Fully connected + softmax 2
Table 2. Architectural summary of our classifier that is used to
map the input 140×140 21cm images into binary model classes
(0-Galaxies, 1-AGN).
• Dropout regularizes the training process by randomly
switching off neurons with a given probability. This prevents
coadaptations of same features and overcomes the problem
of overfitting.
• Batch Normalization insures that the input images,
before each layer, are uncorrelated while keeping the aver-
ages µ and variances σ fixed. Batch normalization scales and
shifts the input by two new learned parameters γ and β as
follows:
yi = γ
xi − µ√
σ2 + 
β, (14)
where  is a small constant to avoid arithmetical instability.
This technique has shown to improve training performance
significantly (e.g. Roy et al. 2018; Schaefer et al. 2018).
Combining this together, our CNN architecture is as fol-
lows: the network is composed of four blocks of convolu-
tional layers, three fully connected layers, and an output
layer. Similar CNN architectures have been very successful
to perform large-scale image recognition (e.g. Simonyan &
Zisserman 2015; Schaefer et al. 2018). In each block, there
are two convolutional layers with convolutional kernels of
size 3×3 and a single 2×2 max-pooling layer. The number
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feedforward
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Figure 5. Reionization models classifier architecture. Each 21cm map is processed into four blocks of two convolutional and pooling
layers that are followed by three fully connected layers to eventually output the image class (0-Galaxies, 1-AGN). Dropout regularizations
are only applied on the fully connected layers during training, keeping 75% of the neurons. Batch normalization is applied before all
layers except the final output layer.
of generated features increases from one block to another
while the features’ dimension decreases through the max-
pooling. The final output layer with two neurons is applied
to classify the input 21cm map by providing the probabili-
ties that the input images were generated from the Galaxies
or AGN models. Dropout is applied on all fully connected
layers (only during training) to keep 75% of the neurons.
Before each layer, batch normalization is applied except for
the final output layer where a softmax activation is applied
instead. The softmax function reads as follows:
S(xi) =
expxi∑
j expx
j
. (15)
The Rectified Linear Unit (ReLU) activation function is
applied on all convolutional and fully connected layers. The
ReLU function is defined as:
ReLU(x) = max(x, 0), (16)
which returns 0 if the input x is negative; otherwise it keeps
the raw input. Figure 5 shows our classifier design and Ta-
ble 2 summarizes the image processing steps through the
classifier layers as outlined above.
At the beginning of training, we need to initialize all lay-
ers weights and biases with different small numbers to break
the symmetry between layers neurons. There are different
initialization strategies, and the most common approach is
the use of random numbers sampled from a Gaussian distri-
bution of zero mean and finite unitless standard deviation
(e.g., σ = 0.1 or 0.01 ). However, in order to ensure faster
training and keep the input data properties, particularly, the
variance, we initialize all weights and biases with a general-
ized form of Xavier initializer (Xavier & Yoshua 2010) that
is called the Variance Scaling initializer. In such an initial-
ization, the random numbers are drawn from a zero mean
Gaussian distribution with a variance equal to the inverse
of the average of the number of input and output neurons.
This initializer insures that the variance of the input data is
preserved through all the classifier layers.
At each training step, we first calculate the distance
between the true and predicted labels. While the simple
Cartesian distance (
√
x2true − x2predicted) often works, many
studies found that the cross entropy ( −xtrue log(xpredicted))
is more numerically stable measure, and hence we use the
cross entropy as our loss function. We next minimize the
loss function using a mini-batch gradient descent momentum
optimizer. With this optimizer, the loss gradients are com-
puted with respect to the classifiers’ parameters (weights,
biases and the batch normalization parameters) for a mini-
batch of the training dataset to indicate in which directions
of parameter space one should move in order to approach
the global minimum. The update is controlled by the learn-
ing rate, which speeds/slows the learning process, and with
the momentum term, which accelerates the update direction
by keeping a fraction of the previous update direction. This
fraction is called momentum and is usually set to a value
close to unity. At zero momentum, the Momentum optimizer
becomes the standard Gradient Decent optimizer. Here, we
use a value of 0.9 for the unitless momentum and 0.01 for
the unitless initial learning rate, which then exponentially
decays by 97% for every 20 training steps.
It is worthwhile to mention that the architecture in this
paper is different from and more complex than previous ar-
chitectures used to classify the same models in Hassan et al.
(2018). In Hassan et al. (2018), the training datasets were
obtained by varying the models’ astrophysical parameters
while leaving the underlying density realization fixed. The
treatment of instrumental effects was also considerably sim-
pler. As a result, a very simple network architecture, with
two convolution blocks and a single fully connected layer,
could produce high accuracy ( > 95%) from the first few
training epochs. With the more complicated training sets of
this paper, deeper and more complex networks are necessary.
To illustrate how the classifier extracts different features
from the input 21cm images, we show in Figure 6 an exam-
ple of a single 21cm image as it passes through the different
layers of the trained neural network. We show only the first
16 filters (i.e., convolution kernel) from each convolutional
layer. We also show the convolution of each filter with the
input image, together with the application of the ReLU ac-
tivation function. We see that different filters extract sub-
tly different features of the ionised bubbles from the input
image. The input image responds differently to each filter
MNRAS 000, 1–16 (2017)
10 S. Hassan et al.
Input map
Filter1
Filter2
Filter3
Filter4
Filter5
Filter6
Filter7
Filter8
Conv1
Conv2
Conv3
Conv4
Conv5
Conv6
Conv7
Conv8
Figure 6. The evolution of a single 21cm map (top-middle) through the first 16 filters of the classifier layers as stored in the final
step of training, for the SKA model in Section 5.3. Titles indicate the filters and the results of the convolutions (conv), including the
application of the ReLU activation function, which sets all negative pixels to zero as shown by the blue color. The numbers indicate the
order of the convolutional layers in the network as shown in Figure 5. Some filters detect small scale features but most of them strongly
highlight the large scale bubbles. It is evident that the classification is driven by the large-scale bubbles.
and the convolution output shows different levels of bub-
bles detections. The ReLU activation function then clears
away the less important features (negative pixels) and keeps
the most prominent features (positive pixels). This process
continues through all convolutional layers. The eighth con-
volutional layer is the last step before the two-dimensional
information is collapsed into an abstract data vector. At
this layer (Conv8; last row), we see that most of the fil-
ters strongly highlight the large scale bubbles while a few
of the filters extract small scale features. In addition, the
max-pooling layer is applied three times before the last con-
volutional layer, which reduces the input image dimension
from 140×140 to 18×18, and hence smooths the small scale
features more than the large scales ones. This indicates that
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the classification might be primarily determined by the sizes
of large-scale bubbles. As we saw in Figure 4, the prominence
of large-scale bubbles depends on the effectiveness of fore-
ground removal. For the SKA, a foreground cut higher than
m > 0.5 makes ionised bubbles difficult to identify, and the
large scale features reappear at lower m values. Any amount
of added foreground contaminants washes away the remain-
ing signal features in the case of HERA and LOFAR, since
the angular resolution filtering of the signal already removed
most of the signal prominent features. At 100% successful
foreground cleaning (m = 0.0), the signal features can be
easily recognized even in the presence of thermal noise lev-
els representative of our experiments.
4 TRAINING DATASET
We generate our training dataset from a simulation box of
size 75 Mpc with 1403 cells. We choose this box size since it
partially covers the relevant scales that future 21cm surveys
will be sensitive to. In addition, we have previously tested
the 21cm power spectrum convergence with the box size and
found that our simulations are well converged down to a box
size of 75 Mpc (Hassan et al. 2016).
We run 1,000 reionization simulation realizations with
1,000 different random seed numbers for the initial density
field fluctuations from each model. We choose 1,000 values
out of the following parameters ranges:
• Galaxies: (0.5≥ fesc,? ≥0.01), (1040 ≥ A? ≥ 1039),
(1.0≥ C? ≥0.0).
• AGN: (1.0≥ fesc,AGN ≥0.5), (107 ≥ AAGN ≥ 105),
(1.0≥ CAGN ≥0.0).
These parameters range translate into a spread in the total
ionizing emissivity of each source model. For instance with
this range, at z = 5, Galaxies have a total ionization rate
range of log(N˙?,tot) = (−2.5, 2.7) [photons/seconds/Mpc3],
whereas the AGN total ionization rate has a range
from log(N˙AGN,tot) = (−1.5, 8.9) [photons/seconds/Mpc−3].
These ranges are much larger than the 1σ level
of the ionising emissivity measurements at z = 5
by Becker & Bolton (2013), which is log(N˙tot) =
−0.014+0.454−0.355 [photons/seconds/Mpc−3]. By neglecting such
additional constraints in this paper, we are conservatively
considering a wider parameter space than is currently al-
lowed by observations. In future work, one hopes that the
job of a classifier can be made easier by using ionising emis-
sivity observations to restrict the possible parameter space
of models.
In addition to the variations in the astrophysical pa-
rameters, our training datasets also have varied underlying
density fields (by initializing each box with a different ran-
dom seed). Our training set is thus much more complex than
the ones previously considered in Hassan et al. (2018) and
more suitable for training classifiers that might be applied
to realistic 21cm surveys. The specific ranges chosen for the
Galaxies parameters come from Hassan et al. (2017). The
ranges are essentially the 1σ level obtained in an MCMC
parameter estimation to match various reionization observ-
ables. As for the AGN source model, the AGN photon escape
fraction fesc,AGN is most commonly assumed to be unity due
to the observed hardness of AGN spectra. However, we relax
this assumption and consider as lower values as 50%. In Has-
san et al. (2018), we showed that the AGN model reproduces
ionising emissivity constraints if AAGN ∼ 106, and hence we
consider one order of magnitude above and below this value.
The emissivity’s non-linear dependence on black hole mass
CAGN follows our choice of the similar parameter C? from
Galaxies models. However, as previously shown in Hassan
et al. (2017), these parameters are degenerate, particularly
between the photon escape fraction and emissivity ampli-
tude, so simulation realizations with values lie outside these
ranges can easily be extrapolated.
We note that, from each simulation, one may extract
140 images of 21 cm fluctuations, choosing one of the prin-
cipal axes (x, y, or z) of the simulation as the line-of-sight
axis. A two-dimensional image is generated by extracting a
slice with the line-of-sight axis having a thickness of a single
cell (0.535 Mpc), and the full extent of the box (75 Mpc)
along the other two axes. This shows that 1,000 simulation
realizations, in fact, contain 140×3×1000 = 420,000 possi-
ble different 21cm images, which is sufficient for training a
deep network. However, close 21cm slices from the same box
might share similar features, and hence we jump at least for
∼ 2 Mpc comoving distance2 before we extract the follow-
ing slice. Out of these 1,000 boxes, there are around ∼ 300
boxes that produce a neutral fraction between 95% > xHI >
5% at different redshifts, and hence we limit our study to
those boxes since we expect our two models to produce very
similar 21cm fluctuations at the beginning (xHI > 95%) and
end (xHI < 5%) of reionization.
After generating our training samples, we use ∼ 8% for
testing, ∼8% for validation, and ∼86% for training. For each
study, we use at least 6,000 different images of each class for
training and at least 1,000 different images of each class for
testing and validation. At each training step, we randomly
select a batch of 32 labelled images for training and test-
ing. We have tested the effect of selecting small versus large
batches and the result remains unchanged.
5 RESULTS
We quantify the classifier performance by its accuracy, which
is defined as the percentage of images that are recognized
correctly. For each section, we run the classifier five times
using different random seeds for initializing the learned pa-
rameters of the network. This examines the classifier ability
to converge to same results irrespective of the random ini-
tializations of weights. For these five different runs, we use
the validation sample to evaluate the classifier accuracy at
the end of training. We then express all results in terms of
the mean accuracy and standard deviation out of these five
runs.
2 This is the minimum distance in our simulations beyond which
slices are not correlated, which we choose in order to support our
training samples with as distinct features as possible.
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Figure 7. Classifier accuracy and loss as a function of training step for different redshifts and different neutral fraction range. Solid and
dashed lines are the mean accuracy of training and testing samples. Red, blue, green, cyan shaded areas are the 1σ level out of the 5 runs
with different random number generator to initialize the classifier weights. The classifier converges after the first ∼ 2000 training steps
(∼ 5 training epochs). Accuracy is greatest at highest redshifts, or when datasets are restricted to narrow neutral fraction ranges. Except
at z = 7 (when the universe is highly ionized), the classifier is able to discriminate between models at an accuracy of about 92-100%,
depending on redshift and neutral fraction range.
Accuracy
xHI range z=7 z=8 z=9 z=10
0.55 > xHI> 0.45 1.0000 ± 0.0000 0.9971 ± 0.0018 1.0000 ± 0.0000 1.0000 ± 0.0000
0.75 > xHI> 0.25 0.9680 ± 0.0031 0.9875 ± 0.0020 0.9925 ± 0.0021 0.9969 ± 0.0012
0.95 > xHI> 0.05 0.6662 ± 0.0109 0.9159 ± 0.0096 0.9608 ± 0.0025 0.9642 ± 0.0018
Table 3. Summary of the classifier accuracy and loss as a function of redshift and neutral fraction at the final training step as evaluated
on the validation dataset. Results are quoted in terms of the mean and standard devation of the five classifier runs with different random
number generator to initialize the weights. Instrumental effects are not taken into account.
5.1 Dependence on redshift and neutral fraction
(without noise and foreground removal)
We first study the classifier accuracy and loss ( the cross en-
tropy as described earlier which is similar to the error rate)
as a function of redshift and neutral fraction, without in-
cluding noise and foreground effects. The results are shown
in Figure 7. The red, blue, green, and cyan colours represent
the redshifts 10, 9, 8, and 7, respectively. Solid lines indicate
the mean accuracy/loss from training samples whereas the
dashed lines are from testing samples. Shaded areas show the
1σ regions out of the five runs with different random seeds. In
all cases, the classifier converges within the first 2000 train-
ing steps (∼ 5 training epochs) to yield accuracies and losses
that stay approximately constant. The 1σ levels (shaded ar-
eas) are quite small when one is restricted to narrow neutral
fraction ranges. This shows that our classifier is robust and
insensitive to the random initialization of network weights.
We note that the classifier accuracy increases as the neutral
fraction range decreases and redshift increases. We summa-
rize the accuracy on the whole validation set for the 5 differ-
ent runs in Table 3. When the universe is highly ionized at
z = 7, AGN-only and galaxies-only models tend to produce
similar ionization and 21cm fields, and hence the accuracy
is low (∼66%) on the testing and validation samples. In this
case, we see that the loss increases slowly, which is an indi-
cation of slight over-fitting—with a large degree of similarity
between these models at end of reionization, the network is
resorting to simply memorizing the inputs and outputs of
the training sets. Such an approach naturally fails for the
test samples, so the loss rises. Excluding z = 7 (when our
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Test Accuracy
No Instrumental Effects 0.990 ± 0.002
Angular resolution + Thermal noise
Angular resolution m=0.0 m=0.25 m=0.5 m=1.0
SKA 0.984 ± 0.001 0.976 ± 0.001 0.977 ± 0.001 0.957 ± 0.004 0.860 ± 0.011
HERA 0.952 ± 0.001 0.946 ± 0.004 0.881 ± 0.005 0.851 ± 0.017 0.749 ± 0.005
LOFAR 0.920 ± 0.007 0.895 ± 0.001 0.839 ±0.004 0.775 ± 0.017 0.672 ± 0.009
Table 4. Summary of the classifier accuracy for different 21cm experiments at z = 8 and neutral fraction range of 0.25 < xHI< 0.75
as a function of the wedge slope. Results are expressed in terms of the mean and standard deviation of the accuracy evaluated on the
validation dataset at the final training step for the different five runs.
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Figure 8. Classifier accuracy as a function of the wedge slope
for different 21cm experiments at fixed redshift z = 8. The red
solid, blue dashed, and green dash-dotted lines are the mean vali-
dation accuracy from the mock datasets as observed by the SKA,
HERA, and LOFAR. Shaded areas are the 1σ level of the valida-
tion accuracy for the different five runs. It is evident that 100%
successful foreground removal (m=0.0) is required for these ex-
periments to achieve the desired accuracy, except the SKA can
still discriminate between source models at stronger foreground
contamination levels m < 1.0 .
Universe is highly ionized), the classifier is able to attain an
accuracy of 92-100% from the testing and validation samples
across a wide variety of neutral fractions.
5.2 Classification at a fixed redshift (with noise
and foreground removal)
We now determine the classifier accuracy in the presence of
instrumental effects. To illustrate the impact of these effects,
we use the dataset from z = 8, restricted to the neutral frac-
tion range of 0.75 > xHI> 0.25. We then add noise and in-
strumental effects from SKA, HERA, and LOFAR. For each
experiment, we consider five datasets; the first is with the
effects of the angular resolution only, and the rest includes
the addition of the thermal noise with different wedge slopes
m = 0.0 (100% successful foreground removal), 0.25, 0.5, 1.0
to remove foreground-contaminated k-modes. We train the
classifier on each of the five datasets five times with differ-
ent random seeds for the generation of initial weights and
biases.
We show the classifier accuracy as a function of the
wedge slope in Figure 8. The red solid, blue dashed and
green dash-dotted lines are the mean validation accuracy
on datasets as observed by SKA, HERA, and LOFAR re-
spectively. The corresponding shaded areas are the 1σ levels
from five different runs. We see that the accuracy gradually
increases as the wedge slope decreases as the signal features
start to reappear more prominently. As quoted in Table 4,
only accounting for the angular resolution effects reduces the
accuracy, as compared to the case without adding instru-
mental effects (=0.99%), by ∼ 1%, 4% and 7% for the SKA,
HERA and LOFAR, respectively. Nevertheless, all experi-
ments are here able to score an accuracy of & 90%. However,
the SKA, HERA, LOFAR are still able to score an accuracy
of ∼ 98%, 95% and 90% respectively, in the presence of their
thermal noise on top of the angular resolution effects, but as-
suming that 100% successful foreground removal is perfectly
achieved using m = 0.0.
As expected, adding more foreground contaminants
with higher values of m reduces the accuracy significantly,
particularly for HERA and LOFAR. As mentioned before,
the default wedge slope values for these experiments are
quite large (see Table 1) at which our classifier would clearly
fail to distinguish between the models. This is not surpris-
ing given the feature disappearance and the noisy images of
these experiments at high m values as depicted in Figure 4.
Nonetheless, the SKA is still able to score an accuracy of
more that 90% for wedge slope m < 1.0. As seen from Fig-
ure 4, a wedge slope value of m . 1.0 is roughly when large-
scale bubbles begin to be recognizable, at least in the case of
the SKA. That the classifier achieves high accuracy (> 90%)
at this point is suggestive of the interpretation that the clas-
sifier determines the differences between these models based
on large-scale bubble. We summarize the validation accuracy
for the five different runs in Table 4.
5.3 Classification at a fixed power spectrum (with
noise and foreground removal)
In order to determine whether our classification algorithm is
taking advantage of information in the 21cm images beyond
what is available in the power spectrum, we consider a spe-
cial case when the two models produce similar 21cm power.
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Test Accuracy
No Instrumental Effects 0.999 ± 0.0001
Angular resolution + Thermal noise
Angular resolution m=0.0 m=0.25 m=0.5 m=1.0
SKA 0.910 ± 0.004 0.908 ± 0.002 0.720 ± 0.024 0.721 ± 0.015 0.666 ± 0.004
HERA 0.703 ± 0.005 0.695 ± 0.007 0.578 ± 0.003 0.578 ± 0.012 0.540 ± 0.002
LOFAR 0.664 ± 0.005 0.644 ± 0.009 0.576 ± 0.019 0.516 ± 0.013 0.503 ± 0.006
Table 5. Summary of the classifier accuracy for different 21cm experiments at a fixed power spectrum as a function of the wedge slope.
Results are expressed in terms of the mean and standard deviation of the accuracy evaluated on the validation dataset at the final
training step for five different runs.
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Figure 9. 21cm power spectra from our Galaxies model at z =
7 and our AGN model at z = 8 in the neutral fraction range
0.45< xHI < 0.95. At these redshifts and neutral fractions, the
two models have similar 21cm power spectra and the 21cm maps
from these simulations test the classifier’s ability to discriminate
between these models using information beyond the 21cm power
spectrum.
A Galaxies-only model yields 21cm power spectra at z = 7
that are almost identical (at least in shape) to those obtained
by the AGN-only model at z = 8, within the neutral frac-
tion range 0.45 < xHI < 0.95. This is shown in Figure 9. As
the AGN-only models produce larger ionized bubbles that
source a larger amplitude power spectrum, the Galaxies-only
models require a greater contribution of power from the mat-
ter density field—available at lower redshifts due to struc-
ture growth—to compensate for this and to obtain a similar
21cm power spectrum. In any case, comparisons of different
semi-numerical simulations reveal that different codes have
better agreement when compared at matched neutral frac-
tions rather than at matched redshifts (Zahn et al. 2011).
This suggests considerable theoretical uncertainty in the ion-
ization history, and thus it is not unreasonable to consider
simulations shifted in redshift as we do here.
In artificially pairing boxes at different redshifts, it is
important to also harmonize their respective noise simula-
tions. The thermal noise depends on the system tempera-
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Figure 10. Same as Figure 8 but for the case when the two
models share similar power spectra (shown in Figure 9). Fixing
the power spectra of the two models makes it more difficult to
distinguish between the models, and foregrounds must be 100%
successfully removed (m = 0.0) for successful classification by the
future SKA observations.
ture (
√〈|N |2〉 ∝ Tsys), which in turn depends on the red-
shift/frequency through the foreground sky model. Thus,
adding a z = 7 noise realization to our Galaxies boxes and
a z = 8 to our AGN boxes will result in different levels of
signal to noise. As a result, the classifier might be able to
discriminate between these models based on differences in
Tsys. To exclude the possibility that the classifier doing this,
we conservatively add the noise from z = 8 to both two
datasets.
We then re-do the same exercise as in the previous sec-
tion and consider the effect of the angular resolution alone
and that of the thermal noise with different wedge slopes
with m = 0.0, 0.25, 0.5, 1.0 to generate five different datasets
for each of our experiments. We display the classifier accu-
racy as a function of the wedge slope in Figure 10. The
effect of the angular resolution here is much stronger than
the previous case. The SKA is the only experiment is able
distinguish between our models with an accuracy of ∼ 91%.
This is lower by a factor of ∼ 9% as compared to the case
without instrumental effects. At fixed power spectrum, nei-
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ther HERA nor LOFAR is able to score an accuracy of more
than 70% for any level of thermal noise or foreground re-
moval, since the angular resolution effects already present a
significant challenge for these experiments in this case. As-
suming 100% successful foreground removal (m = 0.0) and
in the presence of thermal noise, the SKA only is able to dis-
criminate between our models with a similar accuracy due
to the angular resolution alone. However, all experiments
fail to classify between our models if any amount of fore-
ground contaminants is added. Still, this shows that SKA
is promising telescope for differentiating between our mod-
els (even with degenerate power spectra) when foreground
removal is 100% successful. We summarize the validation
accuracy for the five different runs in Table 5.
Unlike Figure 8, we find that the accuracy evolution
as a function of wedge slope is not gradual. Here, we see
that the accuracy from all experiments is almost constant
between m = 1.0 and 0.25. This sets a limit of m < 0.25
for the SKA particularly to discriminate between Galaxies
and AGN models. This limit is roughly a factor of four more
stringent than the limit found in the previous section, sug-
gesting that robust foreground mitigation is particularly im-
portant for breaking degeneracies that are present in a power
spectral analysis alone.
6 CONCLUSION
In this work, we created a CNN-based classifier of reion-
ization models that is able to discriminate between 21cm
images produced by Galaxy- and AGN-driven reionization.
In order to prepare this classifier for future 21cm surveys,
we included instrumental effects for experiments such as the
SKA, HERA, and LOFAR. We have studied the classifier
performance as a function of redshift and neutral fraction.
We further explored the impact of instrumental assumptions
on the classification accuracy and the ability of these 21cm
experiments to discriminate between our two models at fixed
redshift and with power spectra tuned to be the same be-
tween the two scenarios.
Our key findings are as follows:
• The classifier accuracy increases at high redshifts
and/or for restricted neutral fraction ranges. Excluding the
case when the universe is highly ionized at z = 7, the clas-
sifier is able to correctly classify more than 92-100% of the
images, with some dependence on redshift and neutral frac-
tion range (see Figure 7 and Table 3).
• At a fixed redshift of z = 8 and neutral fraction range
0.25 < xHI < 0.75, the SKA, HERA and LOFAR achieve ∼
98%, 95% and 90% accuracy in the presence of the thermal
noise and the angular resolution effects but assuming 100%
successful foreground removal is achieved (no wedge is ap-
plied, m = 0.0), respectively (see Figure 8 and Table 4). The
SKA is the only experiment is able to score an accuracy of
& 90% for wedge slope m > 0.0 in this case.
• If the power spectrum is constrained to be nearly identi-
cal between the two scenarios, the SKA is still able to achieve
∼ 91% of accuracy in the presence of thermal noise and an-
gular resolution effects, but again assuming 100% successful
foreground removal is achieved (see Figure 10 and Table 5).
• None of the experiments are able to achieve a classifica-
tion accuracy of & 90% for conservative values of the wedge
slope, which is about m ∼ 3−4 at reionization redshifts (i.e.
z = 6 to 10).
Our results show the preliminary promise of directly
using 21cm images from future surveys to discriminate be-
tween Galaxy and AGN reionization scenarios. These di-
rect constraints also have the potential to break degenera-
cies that would be present in a power spectrum analysis
alone. For our proposed techniques to be maximally effec-
tive, however, it is important to be able to clean foreground
contaminants beyond the most conservative wedge regions
in Fourier space.
While the foreground removal presents a significant
challenge to our classifier, the CNN might still be able to per-
form perfectly well at a strong contamination levels if more
careful post-processing to our training samples is applied.
Such post-processing techniques include the use of super-
pixels method as suggested by Giri et al. (2018), and the
Principal Component Analysis to reduce the image dimen-
sions and extract directly the 2-D information before passing
the datasets to the CNN. Moreover, adding the redshift evo-
lution information by using the light cones rather than static
images might improve the CNN performance. We leave ex-
ploring these possibilities for future works.
It is worth mentioning that our results might be lim-
ited by the relatively small box size (∼ 75 Mpc) and coarse
resolution (∼ 0.5 Mpc) used in this study. The differences be-
tween Galaxies and AGN reionization models might be more
prominent for larger cosmological volumes and higher reso-
lutions, hence relaxing the requirement for smaller wedge
slopes. We leave exploring larger volumes and higher reso-
lutions for future work. The approximation implemented in
these semi-numerical models of Galaxies and AGN place an
additional limitation to the presented results. Nonetheless,
this work provides a step forward in our quest to extract as-
trophysical and cosmological information from future 21cm
surveys to reveal the nature of cosmic reionization.
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