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Durante los últimos años, se ha experimentado un notable aumento en la utilización de 
tecnologías de comunicación inalámbricas de bajas prestaciones. Han aparecido una gran 
cantidad de plataformas que permiten soportar estas comunicaciones, así como múltiples 
grupos de trabajo y estándares de comunicación. 
Este trabajo se enmarca dentro de las redes de sensores de tipo mesh, redes sin 
infraestructura. Las redes de sensores están formadas por dispositivos inalámbricos de bajas 
prestaciones y consumo reducido con capacidad para actuar como terminal y router. Estas 
redes presentan enlaces de calidad variable, nodos con movilidad y velocidades de transmisión 
muy reducidas, obligando a la creación de una pila de protocolos nueva. Actualmente, un 
amplio porcentaje de los dispositivos utilizan módulos radio inalámbricos compatibles con el 
estándar IEEE 802.15.4. Este estándar cubre los niveles físico y de acceso al medio para 
abordar los problemas mencionados anteriormente. 
Las comunicaciones en redes de sensores se consiguen gracias a protocolos de 
encaminamiento. La ETSETB a través de su departamento de ingeniería telemática y del grupo 
de redes inalámbricas ha desarrollado un protocolo de encaminamiento basado en el AODV 
(ad hoc on Demmand Distance Vector Routing) para redes de sensores denominado nst-AODV. 
Varios proyectos de fin de carrera realizados por alumnos de la UPC se han basado en 
implementar este protocolo o aportarle mejoras. El objetivo de este trabajo es continuar en la 
misma dirección y sumar nuevas soluciones para una red de sensores basada en IEEE 802.15.4 
y el nst-AODV. La contribución realizada a través de este proyecto se basa en aportar fiabilidad 
a las comunicaciones en una red de estas características mediante el diseño e implementación 
de un protocolo de transporte. 
Las redes de sensores presentan diferencias importantes respecto a las redes convencionales 
que impiden la utilización de los mecanismos de transporte habituales. En este sentido el 
protocolo TCP presenta una serie de inconvenientes. El overhead asociado al proceso de 
establecimiento de sesión, el tamaño excesivo de las cabeceras o el esquema de retransmisión 
no son adecuados en redes de sensores. Otras soluciones como el UDP, propuesta en el 
esquema de protocolos 6LoWPAN para redes de sensores, no aportan fiabilidad a las 
comunicaciones.  
La fiabilidad en las redes de sensores no siempre es necesaria. En muchas ocasiones es 
suficiente con asegurar la detección de un evento o un porcentaje de entrega y no la entrega 
de todos y cada uno de los paquetes generados. Sin embargo, determinadas aplicaciones si 
requieren asegurar la entrega de cada uno de los paquetes generados. Es el caso de 
aplicaciones sensibles a las pérdidas o de algunos mensajes de interés como podrían ser 
mensajes de configuración de nodos o mensajes de alarma. Este es el espacio que pretende 





En un esquema de protocolos convencional en redes de sensores existen dos posibles 
propuestas cuando nos referimos a la inclusión de una pila de protocolos para transmitir 
paquetes IP. La primera de ellas se denomina route over y consiste en incluir las funciones de 
enrutamiento en el nivel IP siguiendo la arquitectura propuesta por la OSI. La segunda 
alternativa se denomina mesh under y propone incluir las funcionalidades de enrutamiento 
debajo del nivel de red IP. En la figura siguiente se muestran las dos posibles configuraciones: 
 
 
En este caso, el nivel de adaptación 6LoWPAN, es la propuesta de la IETF para el nivel de 
adaptación entre IP y los mecanismos propios de las redes de sensores. Su función principal es 
fragmentar y reensamblar los mensajes IP en tamaños manejables dentro de la red de 
sensores. La principal ventaja de las soluciones mesh under, es que la fragmentación de los 
paquetes y su posterior reensamblado solamente se realizan en el nodo origen de la 
comunicación y en el nodo destino en lugar de en cada salto tal y como ocurre en las 
soluciones route over. Por este motivo, en las redes de sensores, donde las capacidades de 
memoria y procesado de los dispositivos son reducidas, las soluciones mesh under son una 
alternativa razonable. La propuesta realizada en este proyecto es adjuntar junto al nivel de 
encaminamiento mesh under un protocolo de transporte de diseño específico para redes de 
sensores que permita garantizar la fiabilidad sin la necesidad de utilizar TCP en los niveles 
superiores. 
El marco de actuación del proyecto se centra en la adaptación del protocolo de 
encaminamiento y del diseño de un protocolo de transporte adecuado, teniendo presentes las 
particularidades y mecanismos ofrecidos por el estándar IEEE 802.15.4. El nivel de adaptación, 
el nivel de transporte convencional y el nivel IP quedan fuera de los objetivos de este proyecto. 
  
Nivel de Transporte (TCP/UDP) 
Nivel de red (IP) 
Nivel de adaptación (6LoWPAN) 
Nivel de acceso al medio (IEEE 802.15.4) 
Nivel físico (IEEE 802.15.4) 
Nivel de acceso al medio (IEEE 802.15.4) 
Nivel físico (IEEE 802.15.4) 
Nivel de Transporte (TCP/UDP) 
Nivel de red (IP) 
Encaminamiento 
Encaminamiento 
Mesh Under Route Over 
Nivel de adaptación (6LoWPAN) 
Ilustración 1. Comparativa entre las soluciones mesh under y route over. 





El objetivo es diseñar un nivel de transporte extremo a extremo dentro de la red de sensores, 
destinado a garantizar la entrega de cada paquete. También se desea que la solución diseñada 
sea adaptada al nst-AODV, dando origen a una solución de tipo cross-layer, en la cual la capa 
de routing y la de transporte dentro de la red de sensores están acopladas. Otro objetivo 
importante es conseguir una solución lo más genérica posible. Algunos protocolos de 
transporte en redes de sensores están diseñados para abordar tipos de tráfico concretos o 
para aplicaciones especificas. La solución implementada debe ser válida para el máximo 
número de aplicaciones posibles. La utilización del estándar IEEE 802.15.4 y sus 
funcionalidades a nivel de mecanismos de control de errores y retransmisiones a nivel de 
enlace, condicionan también la implementación del protocolo. Por último, se desea que la 
solución desarrollada sea simple, presentando si es posibles cabeceras de tamaño reducido, y 
que utilice la mínima cantidad de recursos posibles debido a las limitaciones que presentan los 
nodos. 
Para describir como se ha desarrollado el proyecto se ha estructurado una memoria en 4 
capítulos fundamentales, del 2 al 5. 
En el segundo capítulo se realiza una introducción a las redes de sensores y sus 
particularidades. Se exponen las plataformas disponibles y las tecnologías que emplean, 
prestando especial atenció al estándar IEEE 802.15.4. También se comentan las características 
de las redes mesh y el estado de los protocolos de encaminamiento en redes de sensores.  
El tercer capítulo, requisitos, se centra en los protocolos de transporte en redes de sensores. 
Se definen las particularidades que presentan estas redes para poder definir los requisitos 
deseables para nuestra solución. Finalmente se realiza un estudio del estado de los protocolos 
de transporte existentes con el fin de comprobar si existe alguna solución adaptable a nuestros 
requisitos. 
El cuarto capítulo es la explicación del diseño realizado. Se divide en dos partes, la primera de 
ellas hace mención al protocolo de encaminamiento nst-AODV y la tarea de adaptación que ha 
sido necesario realizar en él. En la segunda parte se comentan las características del protocolo 
de transporte diseñado y la implementación que se ha realizado. 
Nivel de red (IP) 






Nivel de acceso al medio (IEEE 802.15.4) 
Nivel físico (IEEE 802.15.4) 
Ilustración 2. Puntos de interés del proyecto. 





Finalmente, el trabajo concluye en el capítulo 5, en el cual se muestran los resultados que se 
han obtenido al probar las implementaciones realizadas. 
El resto de la memoria la componen las conclusiones finales y los anexos. En los anexos es 
posible encontrar información adicional sobre alguna de las tecnologías empleadas, como el 
IEEE 802.15.4 o las características del nst-AODV. También se adjunta la totalidad del código 
implementado.




2 Redes de sensores 
Las WSN (Wireless Sensor Networks) son redes formadas por dispositivos independientes, 
llamados nodos, que en la mayoría de los casos son capaces de monitorizar el valor de una o 
varias magnitudes físicas y transmitir esta información a través de una red formada por estos 
mismos dispositivos. Para realizar esta tarea, los nodos sensores suelen estar formados 
básicamente  de un microcontrolador, de un chip radio, de uno o varios sensores y de una 
fuente de energía. 
Las redes formadas por este tipo de dispositivos suelen ser redes inalámbricas ad-hoc, en las 
cuales cada nodo de la red es capaz de monitorizar variables del entorno y de actuar como 
parte de una red multisalto para transmitir la información. Como se verá en apartados 
posteriores dos de las características más importantes en las redes de sensores son las 
restricciones energéticas y las bajas prestaciones de los dispositivos.  
2.1 Aplicaciones 
El número de aplicaciones encontradas para las redes de sensores está en continuo 
crecimiento a día de hoy. Inicialmente las redes de sensores fueron diseñadas con propósitos 
militares, para la monitorización de variables de campo. Actualmente existe una gran cantidad 
de aplicaciones civiles. Es relativamente sencillo encontrar ejemplos de redes de sensores en la 
agricultura, aplicaciones de control ambiental, la domótica, la monitorización de tráfico, la 
medicina y muchos más.  
En el ámbito internacional existen una gran cantidad de proyectos relacionados con las redes 
de sensores. Uno de los campos más importantes es el dedicado al control ambiental. El 
proyecto realizado en Great Duck Island, en el estado de Maine en los Estados Unidos(1), 
consiste en instalar sensores en los nidos de una determinada especie de pájaro para 
monitorizar variaciones de temperatura, humedad y luminosidad para poder estudiar los ciclos 
reproductivos de estos animales sin presencia humana que pueda modificar su 
comportamiento.   
El proyecto ARGO(2) es otro ejemplo de aplicación para redes de sensores en el campo del 
control ambiental. Este proyecto consiste en desplegar sensores en el océano para medir 
condiciones de temperatura y salinidad que son transmitidas posteriormente a un satélite. 





Ilustración 3. Un nodo Mica utilizado en el proyecto de WSN en Great Duck Island extraído de (1). 
Las redes de sensores también pueden ser de utilidad para actuar en situaciones de 
emergencia. Un ejemplo de esta aplicación es un proyecto de ayuda para rescatar víctimas de 
avalanchas(3) consistente en entregar un nodo a las personas que puedan estar en riesgo para 
ayudar al personal de rescate en caso de avalancha para seleccionar las personas que están 
más graves para ser atendidas en primer lugar. Las medidas que se toman en dicho proyecto 
son la cantidad de oxigeno en sangre de las víctimas y el nivel de oxigeno en el espacio en el 
que están atrapadas.  
También podemos encontrar ejemplos de redes de sensores en entornos industriales. 
Concretamente existe un proyecto destinado a la monitorización de la temperatura a la que 
están los productos alimenticios durante el proceso de distribución(4). Para ello se utilizan 
nodos sensores de bajo coste que viajan junto con los productos y se encargan de recolectar 
los datos que se transfieren posteriormente a nodos de mayor complejidad.  
La agricultura es uno de los campos con mayor número de aplicaciones relacionadas con las 
redes de sensores. Una de las aplicaciones más comunes la encontramos en los invernaderos, 
donde las redes de sensores y actuadores empiezan a ser comunes. Un ejemplo concreto de 
redes de sensores en la agricultura lo encontramos en el proyecto desarrollado en el estado de 
Oregón en Estados Unidos consistente en la monitorización de las condiciones en grandes 
extensiones de viñedos(5). En este proyecto se miden parámetros como la humedad del suelo, 
la temperatura, el nivel de luz mediante una red de sensores desplegada regularmente con 
una separación de unos 20 metros entre nodos. La información es enviada a través de la red 
hasta un Gateway que a su vez se la transmite a un ordenador, lo que permite controlar el 
estado del campo.   
La Universidad Politécnica de Catalunya  a través del departamento de telemática y su grupo 
de redes móviles sin hilos ha llevado a cabo varios proyectos basados en redes de sensores. 
Uno de ellos consiste en la monitorización de parámetros en trenes de alta velocidad (6) 
mediante la instalación de sensores en las ruedas de los trenes con el objetivo de medir 




situaciones anormales en la temperatura o la vibración de las mismas. Con este diseño se ha 
conseguido controlar estos parámetros sin la necesidad de crear una infraestructura 
complicada. Otro de los proyectos realizados, se basa en instalar una red de sensores en un 
hospital. Con este despliegue se conseguía dotar a los pacientes de un mecanismo de alerta y 
localización en caso de emergencia además de reducir los errores de administración de 
medicación del personal sanitario. Un tercer proyecto es el que se está llevando a cabo en la 
localidad de Sant Vicens dels Horts. El despliegue consiste en instalar una red de sensores en 
algunas farolas de esta localidad con el objetivo de crear una red entre ellos y, entre otras 
aplicaciones, monitorizar la posición de los autobuses que circulan por la localidad.  
2.2 El nodo sensor 
La mayoría de las aplicaciones que se han comentado en el apartado 2.1 tienen en común 
diversas características. Una de ellas es la necesidad de funcionar de manera autónoma y 
continuada, es deseable que un nodo de una red de sensores sea capaz de funcionar sin 
alimentación durante un período de tiempo relativamente elevado. Por este motivo uno de las 
variables a valorar en este tipo de dispositivos es el consumo.  
En muchos de los casos comentados se puede observar, sin entrar en gran detalle, que la 
cantidad de información que manejan los nodos de las WSN suele ser bastante reducido. La 
lectura de magnitudes físicas no acostumbra a implicar la transmisión de grandes cantidades 
de información. En las redes de sensores la información transmitida es en la mayoría de los 
casos simple y de volumen reducido. Esto en combinación con las limitaciones en el consumo 
sugiere que este tipo de dispositivos no requerirán capacidades de memoria y procesado 
excesivamente elevadas. 
El método de comunicación utilizado en todos los ejemplos comentados es siempre 
inalámbrico dado que uno de los grandes objetivos de las WSN es que sean sencillas de instalar 
y modificar. La introducción de cables no es una alternativa aceptable en este tipo de redes. 
En general cuando hablamos de un nodo sensor nos referimos a un dispositivo de tamaño 
reducido, de bajo coste, capaz de comunicarse de manera inalámbrica, de prestaciones 
limitadas y con un consumo bajo lo que implica que el alcance de este tipo de dispositivos va a 
ser limitado también. Esto quiere decir que en la mayoría de los casos no serán capaces de 
comunicarse a distancias mayores que unas decenas de metros e implicará la necesidad de 
crear protocolos de encaminamiento a través de la red que permitan incrementar el alcance 
mediante el envío de mensajes multisalto. Por lo tanto, en la mayoría de aplicaciones, un nodo 
sensor no solo tendrá la tarea de medir las magnitudes físicas deseadas, deberá ser capaz de 
encaminar mensajes que le lleguen de los nodos vecinos a través de la red. Para realizar dicha 
tarea existen una serie de protocolos de encaminamiento. En el apartado 2.4 se realiza una 
explicación detallada de los protocolos existentes y cuál de ellos se ha seleccionado para la 
implementación de nuestra solución. 
Teniendo en cuenta todos los factores comentados hasta el momento en los siguientes 
apartados se procede a realizar un resumen de las tecnologías existentes para cada uno de los 




componentes que acostumbran a componer los nodos sensores. Los nodos sensores están, 
fundamentalmente, formados por un microcontrolador, un transceptor, algún tipo de fuente 
de alimentación, sensores y unidades de memoria externa. El análisis de las fuentes de 
alimentación y los sensores no queda dentro de los objetivos de este documento. 
2.2.1 Microcontroladores 
El microcontrolador es el elemento principal del nodo sensor debido a que es el componente 
encargado de procesar toda la información del nodo sensor mediante tareas como la 
recolección de datos procedente de los sensores, el procesado de esta información, la gestión 
de donde y cuando debe ser enviada dicha información, el control de los actuadores si es que 
el nodo dispone de ellos y en general cualquier operación que realiza el nodo.  
Los procesadores utilizados en las redes de sensores son mucho más simples y modestos a 
nivel de prestaciones que los que se utilizan en otro tipo de dispositivos. En este sentido, estos 
microcontroladores presentan un consumo reducido y, en la mayoría de los casos, disponen de 
mecanismos para dejar inactivas determinadas partes del mismo cuando no son necesarias.  
En el momento de la redacción de este proyecto existen, básicamente, dos familias de 
microcontroladores ampliamente usadas en los dispositivos diseñados para operar en redes de 
sensores.  
El primero de ellos es el Atmel ATmega 128L (7), un procesador de 8 bits diseñado 
específicamente para sistemas embedidos. Este procesador opera hasta a 16 MHz y ofrece una 
memoria SRAM de 4 kB. Con el objetivo de ahorrar consumo, el procesador ofrece 6 estados 
de espera, en los cuales el consumo del mismo se reduce de manera notable. En modo activo y 
a una frecuencia de 4 MHz el consumo es de 550 μA mientras que en modo espera el consumo 
es de 250 μA. 
La segunda familia de microcontroladores usada de manera masiva en redes de sensores es la 
del Texas Instruments MSP430 (8). La familia de microcontroladores MSP430 está diseñada 
específicamente para sistemas embedidos. El MSP 430 es un procesador de 16 bits que puede 
llegar hasta una frecuencia de reloj de 4 MHz y ofrece de 2 a 10 KB de memoria RAM. Dispone 
de 5 modos de funcionamiento que permiten reducir el consumo en periodos de inactividad. 
En el modo activo el consumo del MSP 430 es de 330 μA mientras que en modo standby el 
consumo se reduce hasta los 1,1 μA. 
2.2.2 Tecnologías de comunicación 
Uno de los elementos más importantes de un nodo sensor es el transceptor. Este modulo es el 
encargado de recibir y transmitir mensajes. Mayoritariamente se ha optado por la utilización 
de tecnologías de radiofrecuencia. En este apartado se describen los pros y los contras de las 
diferentes tecnologías de comunicación existentes para las capas física y MAC que son o han 
podido ser candidatas a ser utilizadas en las redes de sensores.  




Dentro de estas tecnologías, las más comunes en las WSN son las redes WPAN (Wireless 
Personal Area Networks). Esta familia de estándares de comunicación está orientada a 
comunicaciones en distancias cortas, unas pocas decenas de metros, que son precisamente los 
valores que habíamos comentado anteriormente. Dentro de las WPAN las soluciones más 
interesantes son las LR-WPAN (Low Rate WPAN) que son aquellas destinadas a transmisiones 
de datos a tasas reducidas. Entre las posibles alternativas que se tuvieron en cuenta durante 
los inicios de las redes de sensores no encontramos las tecnologías Wi-Fi (802.11). Las 
características de la información transmitida en las redes de sensores y las restricciones 
energéticas desaconsejan usar esta tecnología que implica una complejidad y un ancho de 
banda demasiado elevados.  
2.2.2.1 IEEE 802.15.1 – Bluetooth 
La tecnología Bluetooth (IEEE 802.15.1 Task Group 1) ha sido utilizada en algunos modelos de 
nodo sensor como solución para las transmisiones inalámbricas en las WSNs. De todas formas 
su uso está mucho menos extendido que el del IEEE 802.15.4 que es el estándar que se ha 
acabado imponiendo en este tipo de redes.  
Bluetooth opera en bandas sin licencia, concretamente en la banda ISM (Industrial, Scientifical, 
Medical) de 2,4 GHz donde dispone de 79 canales. Utiliza una modulación GFSK (Gaussian 
frequency shift keying) y sistemas de frequency hopping en el transceptor para combatir las 
interferencias. La versión 2 de bluetooth incorpora modulaciones DQPSK y DPSK que permiten 
incrementar la tasa de envío. La transmisión es full dúplex utilizando TDD (Time division 
duplex) como método de duplexado. Para gestionar el canal se forman grupos de dispositivos 
llamados piconets, en lo que hay un master y varios slaves hasta un máximo de 7. El nodo 
master da la referencia para conseguir la sincronización de todos los dispositivos que permite 
gestionar el proceso de frequency hopping y asignar espacios temporales de transmisión. 
Bluetooth ofrece una velocidad de transmisión de unos 3 Mbits/s, una capacidad que es en la 
mayoría de las aplicaciones superior a la requerida, y, tal y como veremos en la comparativa de 
los módulos radio, su consumo es superior al de otras opciones. Además presenta otros 
inconvenientes estructurales tal y como se expone en (9). Debido a la arquitectura master-
slave, si se utiliza Bluetooth en una WSN será necesario tener uno de los nodos, el master, 
realizando un dispendio de energía mayor realizando tareas de sincronización con los 
dispositivos esclavos. Además aparece una limitación en el número de nodos, máximo de 8 
nodos en cada piconet, lo que implica problemas si se quiere desplegar una red de sensores de 
alta densidad. 
2.2.2.2 IEEE 802.15.4 
El IEEE 802.15.4 es el protocolo de nivel físico y MAC más extendido en redes de sensores. Este 
es el sistema de comunicación que incorpora el chip radio del nodo sobre el que se ha 
implementado este proyecto. El IEEE 802.15.4 fue diseñado con el objetivo de conseguir 
transmisiones fiables, de corto alcance, a bajo coste y de bajo consumo energético. A 
continuación se ofrece un resumen de las prestaciones y mecanismos propuestos por el IEEE 




802.15.4, aunque se adjunta una explicación más detallada de los mismos y otros datos 
relevantes en el Anexo 1. IEEE 802.15.4. 
Características de la capa física (PHY) 
A nivel frecuencial, puede operar en 3 bandas distintas, la de los 2450 MHz en la que hay 16 
canales disponibles, 10 canales en la de 915 MHz y 1 canal en los 868 MHz. Las características 
de operación en cada una de estas bandas se exponen en la tabla siguiente. 
PHY 
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0 0 300 BPSK 20 20 Binary 






0 1 400 ASK 250 12.5 20-bit PSSS 






0 2 400 O-QPSK 100 25 16-ary 
Orthogonal 






11-26 0 2000 O-QPSK 250 62,5 16-ary 
Orthogonal 
Tabla 1. Características de la capa física IEEE 802.15.4, extraída de (10). 
El estándar define 4 niveles físicos de los cuales dos tres por DSSS (Direct Sequence Spread 
Spectrum) y uno por PSSS (Paralel Sequence Spread Spectrum) con las modulaciones 
especificadas en la tabla anterior. También se puede comprobar que la tasa de transmisión 
varía entre 20 Kb/s y un máximo de 250 Kb/s. Durante la realización de este proyecto se ha 
optado por trabajar en la banda de los 2450 MHz con una tasa de transmisión de 250 Kb/s. 
Debido a que opera en la banda ISM, los dispositivos que utilizan el IEEE 802.15.4 son 
interferidos por otros sistemas. Uno de ellos son las redes Wi-Fi. En la figura siguiente se 
muestran los espectros comparadas de estas dos tecnologías, donde se puede observar que 
existen tres canales IEEE 802.15.4 que no se solapan con el espectro de las redes Wi-Fi. 
Ilustración 4. Comparación de los espectros ocupados por el IEEE 802.15.4 y IEEE 802.11, procede de (11). 




Características de la capa de control de acceso al medio (MAC)
El estándar admite dos tipos de topologías distintas, en estrella y 
caso se dispone de un nodo especial, llamado 
red se comunican a través de este nodo. En el segundo caso existe un 
cualquier nodo puede comunicarse con otro directamente siempr
alcance. El estándar también define dos clases de nodos, los FFD (
RFD (Reduced Function Device
como PAN coordinator. 
Ilustración 5. Esquema de las topologí
Para redes de sensores se utiliza la topología 
estructuras mucho más compleja
El IEEE 802.15.4 utiliza el mecanismo de acceso al medio CSMA
Acces with Collision Avoidance
desea transmitir una trama, se espera un tiempo aleatorio (tiempo de 
tiempo finaliza y si el canal radio no está siendo utilizado para otra transmisión, el dispositivo 
procede con la transmisión de la trama.
Opcionalmente, el IEEE 802.15.4 permite la confirmación de las tramas correctamente 
recibidas mediante una trama
transcurrido un determinado periodo origina una retransmisión p
misma manera, se incorpora a las tramas de datos un campo de FCS 
de 2 bytes que permite detectar errores mediante un código de CRC
Check). Estos dos mecanismos combinados aportan fiabilid
significativos cuando queramos definir el protocolo de transporte a implementar en el 
apartado 3. 
2.2.2.3 IEEE 802.15.4a 
El estándar IEEE 802.15.4a es una 
transferencia superiores introduciendo una serie de modificaciones. 
exponen las prestaciones que se pueden obtener y las distintas categor
bandas disponibles. 
protocolo de transporte para una WSN
peer-to-peer
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5-15 4 - - - - - 
Tabla 2. Características de la capa física IEEE 802.15.4a extraídas de (12). 
Las diferencias principales respecto al IEEE 802.15.4 es la utilización de una capa física basada 
en dos posibles alternativas, UWB (Ultra Wide Band) y CSS (Chirp Spread Spectrum) que 
aportan robustez ante la propagación multicamino. El resultado son tasas de transmisión 
mayores y un consumo algo menor. 
A pesar de ofrecer prestaciones superiores al IEEE 802.15.4 no existen, actualmente,  
plataformas comerciales disponibles con el IEEE 802.15.4a por tanto no será utilizado en este 
proyecto. 
2.2.2.4 Comparativa de Transceptores comerciales 
 CC1000 CC2420 TC2001 
Tecnología No estandarizada IEEE 802.15.4 Bluetooth 
Banda Frecuencias 
[MHz] 
300 – 1000 2400 2400 








Sleep Mode [uA] 0.2 - 1 1 Hasta 40 mA 
Standby Mode [uA] - 426 
RX [mA] 9.3 (433 MHz) 11.8 
(868 MHz) 
19.7 
TX Min [mA] 8.6 8.5 
TX Max [mA] 25.4 17.4 
Tabla 3. Características de los principales transceptores utilizados en redes de sensores. 
En la Tabla 3 se presenta una comparativa entre tres transceptores comerciales de distintas 
características, utilizados en plataformas comerciales. El CC2420 se ajusta al estándar 802.15.4 
mientras que el TC2001 es un transceptor de bluetooth y el CC1000 provee facilidades radio 
para transmisiones de corto alcance mediante una modulación FSK. El objetivo de esta tabla es 
ilustrar lo que se ha comentado en los apartados anteriores. 
2.2.3 Relación de plataformas disponibles 
Actualmente existe una gran cantidad de plataformas comerciales disponibles para redes de 
sensores. Muchas de estas plataformas son de propósito general lo que permite adquirir los 




dispositivos para programarlos y realizar aplicaciones propias sin necesidad de desarrollar una 
plataforma propia.  
Existen diversos tipos de nodos en función de su propósito o sus características. En algunos 
casos se diseñan nodos de carácter específico destinados a realizar una función concreta y, que 
por tanto, no se pueden utilizar para realizar otras tareas o adaptar a otros entornos. Los 
nodos de propósito general son aquellos que pueden ser adaptados para realizar diferentes 
medidas y se pueden utilizar en múltiples aplicaciones. En algunos casos estos nodos 
incorporan entornos completos para el desarrollo de aplicaciones como los sistemas 
operativos TinyOS, SOS, NanoRK o MoteWorks entre otros. Además, muchos de ellos 
incorporan un conector estándar de 51 pins que permite conectar placas de sensores y medir 
prácticamente cualquier parámetro físico que se desee. Existe otra clase de nodos, 
denominados nodos Gateway. Este tipo de dispositivos incorporan varias interfaces de 
comunicación diferentes. Esto permite comunicar una WSN con una red exterior ya se vía WiFi, 
USB o un puerto serie. En este apartado nos vamos a concentrar en comentar las plataformas 
de propósito general que son a las que está orientado este proyecto. 
En la tabla siguiente se enumera una selección de algunos dispositivos de propósito general 
para redes de sensores y sus principales características a modo de ejemplo. Una relación más 
completa de dispositivos existentes se puede encontrar en (13). 
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Tabla 4. Características de las plataformas más comunes para WSNs 
La plataforma Eyes (Energy Efficient Sensor Networks) (14) nace como resultado de un 
proyecto europeo desarrollado entre los años 2002 a 2005 que tenía por objetivo el desarrollo 




de una arquitectura de protocolos para redes de sensores y la creación de una plataforma 
nueva. Entre el trabajo realizado se incluyen protocolos de encaminamiento, de fiabilidad, de 
sincronización y localización entre otros. Los dispositivos que resultaron fueron el EyesFXv1 y 
su evolución el EyesFXv2. El EyesFXv2 va equipado con un transceptor TDA5250 que 
proporciona tasas de hasta 19,2 Kbits/s en la banda de los 868 MHz. 
La compañía Crossbow Technology (15) es el fabricante de las plataformas Imote2, Mica2, 
Mica2dot, Micaz, Telosb e IRIS. Esta empresa nació de un grupo de investigadores de la UCB 
(University of California, Berkley). 
Los dispositivos Micaz, Mica2 y Mica2dot (15) son unos de los modelos más comunes para 
desarrollar redes de sensores y conforman la tercera generación de esta familia de nodos. El 
Mica2 es el nodo principal del cual derivan los otros dos. Opera en la banda de frecuencias 
entre los 868 y los 916 MHz a través de su transceptor radio C1000. Los microcontroladores 
utilizados en cada uno de los nodos están basados en el Atmel ATmega128L. Este 
microcontrolador ofrece una memoria SRAM de 4 Kbytes y una memoria flash externa de 512 
Kbytes. El nodo Mica2dot es básicamente igual que el Mica2 pero con un tamaño mucho 
menor y algunas prestaciones ligeramente menores. Una de ellas es que el Mica2dot no ofrece 
el conector de expansión estándar de 51 pins, en su lugar se ofrecen 18 pins sin soldar y una 
serie de placas de sensores compatibles. Tanto el MicaZ como el Mica2 incorporan el conector 
estándar de 51 pins para conectar placas provistas de sensores. El nodo MicaZ es una 
evolución que permite a esta familia de nodos cumplir con el estándar IEEE 802.15.4 mediante 
un chip radio CC2420 ya que tanto el Mica2 como el Mica2dot utilizan soluciones de 




Imote (Intel Mote) (15) es la plataforma desarrollada por Intel Corporation en colaboración con 
la Universidad de Berkley, UCB, para redes de sensores. El objetivo era conseguir una 
plataforma que ofreciera mejores prestaciones que las existentes con el objetivo de abordar 
aspectos como la medida de vibraciones o aceleración para usos industriales que comportan 
una cantidad de información mayor que el caso de las medidas convencionales de humedad, 
temperatura, presión entre otras. Por este motivo sus prestaciones de memoria y procesado 
son muy superiores a las ofrecidas por otros dispositivos como los Mica, Telosb o similares. En 
Ilustración 6. A la izquierda se muestra un nodo MicaZ, en el centro un dispositivo Mica2 y a la derecha de la 
imagen un Mica2dot. 




la primera versión, el Imote, la tecnología de comunicación utilizada fue Bluetooth, mediante 
el chip radio TC2001. El Imote2 abandona la tecnología Bluetooth para centrarse en el IEEE 
802.15.4 mediante el chip radio CC2420. 
 
Ilustración 7. El Imote2 con procesador PXA271 y radio CC2420 acorde con el estándar IEEE 802.15.4. 
La plataforma IRIS(15) comercializada también por Crossbow Technology incorpora un chip 
radio que cumple el IEEE 802.15.4 y permite un alcance superior al de los nodos Mica que 
puede llegar a ser de hasta 500 metros en situaciones de visión directa.  
Para la realización de este proyecto se ha seleccionado entre las plataformas disponibles, el 
Telosb. Esta plataforma fue desarrollada inicialmente la compañía Moteiv Corporation con el 
nombre de Tmote Sky aunque actualmente es comercializado por Crossbow Technology como 
Telosb (15). A nivel de radio el Telosb utiliza el transceptor CC2420 que sigue el estándar 
802.15.4 y que permite una tasa de transmisión de hasta 250 Kbps con un alcance que pueda 
llegar como máximo a 125 metros. A nivel de memoria el Telosb es sensiblemente superior a 
los nodos de la familia Mica ya que incorpora un microcontralador con una memoria RAM de 
10 Kbytes y un modulo de memoria flash externo de 1 Mbyte, lo que duplica la capacidad de 
los Mica. Debido a la necesidad de implementar buffers para el desarrollo de mecanismos de 
fiabilidad, la memoria RAM disponible será un factor importante. El Telosb no incorpora 
ningún conector de expansión para sensores, solamente la posibilidad de incorporar un sensor 
de humedad y uno de temperatura, se trata de un nodo diseñado específicamente para 
permitir el desarrollo de arquitecturas, protocolos y aplicaciones en WSNs sobre el estándar 
802.15.4. Por este motivo y por sus características de memoria y su coste reducido el Telosb es 
la plataforma más indicada para realizar este proyecto. En el apartado 4.1.1 se ofrecen más 
detalles de la arquitectura y las peculiaridades del Telosb.  
 
Ilustración 8. Fotografía de un dispositivo Telosb. 




2.3 Topología de las redes de sensores 
En el apartado anterior se ha comentado algunas de las características habituales de los nodos 
que forman las redes de sensores. Una de ellas es el alcance reducido que tienen dichos nodos 
y sus capacidades de procesado limitadas. De la misma manera, en el apartado 2.1 se han 
comentado algunos ejemplos de aplicaciones en los que queda patente que en estas 
aplicaciones la superficie a cubrir por las redes de sensores es mucho mayor al alcance de un 
solo nodo. En la mayoría de casos, las redes de sensores se diseñan con el objetivo de reportar 
información procedente de la red hasta un punto o varios concretos de la misma, donde esa 
información puede ser tratada o reenviada a través de cualquier otro tipo de red hasta otro 
punto. Por lo tanto, en una red de sensores, se tiene una parte de la red que opera en modo 
infraestructura, ya que la información debe ser reportada a un nodo que juega el papel de 
punto de acceso y otra parte de la red que funciona de manera ad hoc, debido a que no todos 
los nodos de la red disponen de un enlace directo con los nodos que juegan el papel de punto 
de acceso. Este tipo de redes se denominan redes Mesh. 
 
 
Las redes de sensores no disponen de infraestructura asociada, más allá de los nodos que 
juegan el papel de recopiladores de información. En la bibliografía asociada a las redes de 
sensores este tipo de nodos suelen ser denominados como estaciones base (Base Station) o en 
algunos casos como sumidero (sink). Los demás nodos de la red forman una red ad hoc en la 
cual los nodos se asocian para transmitir, a través de múltiples saltos, la información hasta la 
estación base jugando todos los nodos el papel de host y de router de manera indistinta. De 



















Wireless Sensor Network 
Enlace exterior 
Ilustración 9. Ejemplo de red Mesh. 




necesidad de estar dentro del alcance de una estación base ni de crear infraestructura nueva 
más allá de tener conectividad con cualquier nodo que forme parte de la red.  
2.4 Redes de sensores multisalto 
Tal y como se ha comentado en el apartado anterior en las redes de sensores se hace 
necesaria la inclusión de mecanismos que permitan transmitir información desde zonas 
alejadas respecto al destino que se pretende alcanzar. La solución consiste, en la mayoría de 
los casos, en incluir protocolos de encaminamiento (routing) encargados de crear rutas o 
mecanismos que permitan utilizar los propios dispositivos sensores para retransmitir los 
paquetes procedentes de los distintos puntos de la red hacia su destino.  
El problema del routing o encaminamiento en las redes de sensores resulta complejo y es aun 
un área en la que hay proyectos de investigación abiertos debido a que el routing en redes de 
sensores presenta algunas diferencias respecto al que se puede encontrar en redes similares. 
Algunas de estas particularidades son: 
 Un modelo de tráfico que en muchos de los casos consiste en el envío de información 
desde varios dispositivos sensores hacía un único nodo o estación base, aunque 
también es posible encontrar otros patrones de tráfico. 
 Las limitaciones propias de los dispositivos que forman las WSNs. La baja capacidad en 
términos de memoria y de procesamiento además de la necesidad de gestionar de 
manera adecuada los recursos energéticos.  
 El hecho de que, aunque generalmente los nodos de una red son estáticos, pueden 
existir dispositivos móviles o se puede variar la ubicación de alguno de los dispositivos, 
lo que exige que los protocolos de encaminamiento sean capaces de adaptarse a los 
cambios topológicos de la red. 
 La fuerte dependencia que existe en función de la aplicación que se desea 
implementar. Esto significa que para algunas aplicaciones será mejor un tipo de 
algoritmo de encaminamiento u otro llegando al extremo de que algunos algoritmos 
no son validos para según qué aplicaciones. Este fenómeno se puede observar en el 
hecho de que existen protocolos de encaminamiento y hasta de transporte diseñados 
para cumplir propósitos diferentes. Por ejemplo, podemos encontrar protocolos 
diseñados para diseminar información desde una estación base hacia los nodos 
diseñados específicamente con este propósito que no son validos para realizar el 
proceso inverso. 
 El tipo de información generado en las redes de sensores suele ser redundante en 
sensores muy cercanos dentro de la misma red. Por este motivo es una estrategia 
habitual aprovechar este fenómeno para reducir la cantidad de información a 
transmitir. 
 Los cambios topológicos debido a una caída de uno de los dispositivos, ya sea por 
motivos energéticos o de cualquier otra índole. 
Por estos motivos existe una gran variedad de protocolos de encaminamiento disponibles para 
redes de sensores. Aunque no es el objetivo de este proyecto realizar un estudio detallado de 




los mismos, sí que resulta necesaria una introducción y enumeración de los protocolos 
existentes con el fin de justificar la elección de uno de ellos. En los siguientes apartados se 
presenta un breve resumen de los protocolos de encaminamiento más importantes diseñados 
de manera específica para WSNs y se expone con mayor detalle las características del 
algoritmo elegido, el AODV (Ad hoc on Demand Distance Vector Routing) . 
2.4.1 Protocolos de encaminamiento en redes de sensores 
En muchos de los estudios realizados con el objetivo de exponer que protocolos de 
encaminamiento existen en las redes de sensores como en los casos (16),(17) y (9) se realizan 
diversas clasificaciones de los mismos en función de sus características. De esta manera 
encontramos clasificaciones en función de la estructura de red definida, en función del modelo 
de operación que se aplica o en función de las técnicas utilizadas para obtener la ruta hasta el 
destino. 
Si nos fijamos en la clasificación en función de la estructura de la red encontramos tres clases 
distintas de protocolos de encaminamiento. Los denominados flat-based, hierachical-based y 
los location-based.  
 Los flat-based son aquellos protocolos que asumen que todos los nodos poseen las 
mismas características y juegan el mismo papel dentro de la red.  
 Los hierachical-based también se conocen como cluster-based son aquellos protocolos 
en los cuales los nodos juegan papeles diferentes dentro de la red, de manera que en 
la mayoría de casos se tiende a la creación de clusters o grupos de nodos dentro de los 
cuales tenemos unos nodos encargados de capturar información del entorno y otros 
encargados de transmitir y procesar dicha información. De esta manera se facilita la 
Data Agregation, la transmisión de información de múltiples sensores agregada. 
 Los Location-based se basan en el conocimiento de la posición de cada uno de los 
dispositivos conformadores de la red. El direccionamiento de los nodos se realiza 
mediante la ubicación de cada uno de ellos y en la mayoría de estos protocolos se 
calcula la distancia entre nodos mediante la detección de la potencia recibida de los 
vecinos. 
A nivel operacional se pueden encontrar cinco clases de protocolos de encaminamiento. Los 
multipath-based, query-based, negotiation-based, coherent-based. 
 Multipath-based: Los protocolos basados en multipath se basan en mantener más de 
una ruta desde los nodos sensores hasta la estación base. De esta manera se consigue 
aumentar la tolerancia del protocolo a posibles fallos en la red. Los principales 
inconvenientes de estas soluciones son que acostumbran a implicar un aumento en el 
consumo energético y el tráfico en la red.  
 Query-based: En este tipo de soluciones cuando una estación base desea obtener 
información de la red se genera una query o consulta. Esta consulta consiste en 
propagar un mensaje por la red de sensores de manera que cuando un nodo sensor la 




recibe y dispone de la información requerida la envía a través de la red hasta el origen 
de la consulta.  
 Negotiation-based: Los protocolos de encaminamiento que usan mecanismos de 
negociación tienen por objetivo eliminar información redundante de manera que se 
realiza una negociación previa con el nodo al que se desea transmitir con el objetivo 
de transmitir solamente la información que no está ya disponible en el nodo.  
 QoS-based: Los protocolos de encaminamiento que implementan calidad de servicio 
son capaces de mantener un compromiso entre la energía consumida en la red y la 
calidad de la transmisión. 
Finalmente, se pueden clasificar los protocolos de encaminamiento en función del mecanismo 
utilizado para encontrar la ruta hasta el destino. 
 Proactivos: Las rutas se establecen previamente a que sean requeridas para transmitir 
información. Este tipo de protocolos sólo son adecuados para situaciones en los que 
los nodos son estáticos. 
 Reactivos: Las rutas se establecen en el momento en el que se requiere su uso. 
 Híbridos: Algunos protocolos combinan los dos métodos comentados anteriormente. 
En la tabla siguiente se exponen las características y los nombres de algunos de los protocolos 
de encaminamiento más comunes desarrollados de manera específica para redes de sensores. 
Todos ellos están pensados para abordar el encaminamiento desde un nodo sensor cualquiera 




Clasificación Modelo de operación 
Negotiation MultiPath Query QoS 
SPIN Flat-based Si Si Si No 
Directed Diffusion Flat-based Si Si Si No 
Rumor Routing Flat-based No Si Si No 
GBR Flat-based No No Si No 
MCPA Flat-based No No No No 
CADR Flat-based No No No No 
COUGAR Flat-based No No Si No 
ACQUIRE Flat-based No No Si No 
EAR Flat-based No No Si No 
LEACH Hierachical-based No No No No 
TEEN & APTEEN Hierachical-based No No No No 
PEGASIS Hierachical-based No No No No 
MECN & SMECN Hierachical-based No No No No 
SOP Hierachical-based No No No No 
HPAR Hierachical-based No No No No 
VGA Hierachical-based Si Si No No 
TTDD Hierachical-based No Posible Posible No 
GAF Location-based No No No No 
GEAR Location-based No No No No 
SPAN Location-based Si No No No 
MFR, GEDIR Location-based No No No No 






Clasificación Modelo de operación 
Negotiation MultiPath Query QoS 
GOAFR Location-based No No No No 
SAR QoS Si No Si Si 
SPEED QoS No No Si Si 
Tabla 5. Lista de protocolos de encaminamiento para redes de sensores. Basado en  (16). 
Para más información sobre estos protocolos consultar el documento (16) donde se adjuntan 
referencias a cada uno de ellos. 
Flat-based 
Dentro del grupo de protocolos flat-based encontramos diferentes mecanismos. Uno de los 
más populares es el Directed Diffusion se basa en conseguir información mediante el envío de 
mensajes de broadcast por parte de la estación base en busca de una determinada 
información. La propagación de estos mensajes de búsqueda permite generar múltiples rutas a 
través de los nodos de la red. El Rumor Routing es una variante del Directed Diffusion que 
pretende evitar la inundación de la red mediante la utilización de unos mensajes denominados 
agentes que propagan información de eventos que se han producido en la red. El GBR 
(Gradient-Based Routing) y el CADR (Constrained Anisotropic Diffusion Routing) son, también, 
variantes del Directed Diffusion. El EAR (Energy Aware Routing) es otra variante del Directed 
Diffusion que pone el énfasis en la gestión de los recursos energéticos de la red. 
El SPIN (Sensor Protocols for Information via Negotiation) asume que cualquier nodo de la red 
es una estación base en potencia para que cada nodo transmita información a sus vecinos 
después de un proceso de negociación. El MCFA (Minimum Cost Forwarding Algorithm) se basa 
en mantener en cada nodo una estimación del coste para llegar a una estación base desde el 
mismo. Este protocolo se aprovecha del hecho que solo pretende mandar mensajes a las 
estaciones base pudiendo evitar el mantener las identidades de los demás nodos de la red. Los 
protocolos COUGAR y ACQUIRE conciben la red de sensores como una gran base de datos 
distribuida. El COUGAR realiza una selección de una serie de nodos para que actúen como 
líderes y sean los encargados de recopilar la información de los demás nodos para realizar un 
proceso de agregación de datos que permita reducir la transmisión de información redundante 
y enviarla a la estación base.  
Hierachical-based 
Entre los protocolos de encaminamiento basados en jerarquías tenemos el LEACH (Low Energy 
Adaptative Clustering Hierarchy). El principio de funcionamiento del LEACH se basa en 
seleccionar de manera aleatoria una serie de nodos para actuar como CHs (Cluster Heads) que 
van cambiando en el tiempo con el objetivo de ahorrar energía. Estos nodos se encargan de 
recibir los mensajes procedentes de los nodos del mismo cluster y enviar, de manera periódica, 
la información a la estación base. El protocolo PEGASIS (Power-Efficient Gathering in Sensor 
Information Systems) es una mejora del LEACH que se basa en conseguir que cada nodo se 
comunique únicamente con el nodo más cercano y establecer unos turnos de comunicación 
con la estación base con el objetivo de reducir la energía consumida.  




Los protocolos TEEN (Threshold-sensitive Energy Efficient Protocols) y APTEEN (Adaptative 
Periodic Threshold-Sensitive Energy Efficient sensor Network Protocol) están pensados para 
aplicaciones con requerimientos temporales estrictos siendo el APTEEN una mejora del 
primero. 
El protocolo SOP (Self Organizazing Protocol) utiliza una serie de nodos como routers de 
manera que cualquier nodo sensor que desee formar parte de la red debe estar en el alcance 
de uno de estos routers. La identificación en este tipo de redes se realiza mediante el 
identificador del nodo que actúa de router que son los únicos capaces de comunicarse con las 
estaciones base. El SAR (Sensor Aggregates Routing) se basa en la monitorización de eventos 
de manera colectiva entre múltiples nodos. De la misma manera que otros protocolos 
jerárquicos asigna una serie de nodos como líderes de manera que cada nodo tiene un nodo a 
distancia un salto que actúa como tal. En el protocolo VGA (Virtual Architecture Routing) se 
propone realizar una división de la red en clusters de siguiendo formas geométricas de manera 
que se puede dividir el área sobre la que se despliega la red en rectángulos. En cada una de 
estas subdivisiones se asigna un nodo como Local Agregator Node, aunque paralelamente se 
asigna a determinados nodos de la red como Master Aggregator lo que permite realizar una 
doble agregación de datos. 
La última de las propuestas basadas en jerarquías es el HPAR (Hierarchical Power-aware 
Routing). Este protocolo se basa en el establecimiento de grupos de sensores que actúan como 
una solo unidad a partir de criterios de proximidad geográfica.     
Location-based 
El último gran grupo de protocolos de encaminamiento son los que se basan en criterios 
geográficos o de distancia para realizar el direccionamiento. EL GAF (Geographic Adaptative 
Fidelity) es un protocolo originalmente pensado para redes móviles ad-hoc aunque sus 
características lo hacen adecuado a las redes de sensores. El protocolo se basa en dividir el 
área total ocupada por la WSN en zonas fijas. En dichas zonas se elije cada cierto tiempo uno 
de los nodos para representar dicha zona. Este nodo se mantiene activo para atender 
comunicaciones y transmitir a la estación base mientras los demás nodos permanecen 
dormidos. La ubicación dentro de la red se consigue mediante un sistema de GPS.  
El protocolo GEAR (Geopgraphic and Energy Aware Routing) opera de manera similar al 
Directed Diffusion, comentado anteriormente, la diferencia es que en el momento de realizar 
las consultas a la red de sensores en busca de una determinada información se restringe el 
envío de dicha consulta a una determinada región geográfica de manera que se consigue un 
ahorro a nivel energético. 
Existen una serie de protocolos de encaminamiento basados en la localización que actúan 
transmitiendo cualquier paquete que reciben o generan hacia un nodo vecino que está más 
cerca del destino final que el nodo que transmite la trama. Dentro de este grupo encontramos 
dos ejemplos, el MFR (Most Forward within Radius) y el GEDIR (The Geographic Distance 
Routing). La diferencia entre ambos es el criterio que se utiliza para determinar el nodo vecino 
al que debe ser transmitida cada trama. Dentro de este tipo de algoritmos también 




encontramos el GOAFR (The Greedy Other Adaptative Face Routing). Este protocolo propone 
una serie de soluciones para solucionar un problema común en los protocolos que se basan en 
el encaminamiento por distancia, la posibilidad de que una trama acabe encerrada en un 
mínimo local, o lo que es lo mismo, un nodo en el cual ninguno de los vecinos está a menor 
distancia del destino que el mismo nodo. 
Por último, el SPAN es un algoritmo basado en jerarquías pero con la particularidad de que los 
nodos principales, denominados coordinadores, se eligen en función de la posición que ocupan 
dentro de la red de sensores. 
2.4.2 AODV  
Los protocolos que se han comentado en el apartado anterior fueron diseñados 
específicamente para funcionar en redes de dispositivos de bajas prestaciones como las redes 
de sensores. Otra característica común en estos protocolos es que abordan la comunicación 
dentro de este tipo de redes desde el punto de vista de una red de sensores de manera que en 
la mayoría de ellos se concentran en la comunicación entre sensores y estación base. En este 
trabajo se enfocan las redes de sensores desde un punto de vista diferente en el cual cada 
nodo de la red puede ser accesible por cualquier otro nodo de la misma. En este paradigma de 
comunicación cobran interés otros tipos de protocolos, algunos de ellos, originalmente 
diseñados para otros tipos de redes como es el caso del AODV (ad hoc on Demmand Distance 
Vector Routing).  
El AODV fue inicialmente desarrollado por Nokia con el objetivo de crear un protocolo de 
encaminamiento para redes móviles ad hoc, conocidas como MANETs. Es posible encontrar 
sus características de funcionamiento en el RFC 3561 (18).El objetivo principal es conseguir un 
protocolo capaz de adaptarse rápidamente a los cambios que se puedan producir en la red, ya 
sea fallos en algún nodo o cambios en la topología debido a movilidad, además de conseguir 
un overhead y necesidades de procesamiento reducidas.  
Si nos basamos en las características comentadas en el apartado 2.4.1 el protocolo AODV es 
flat-based, todos los nodos juegan el mismo rol en la red, reactivo, debido a que las rutas se 
crean en el momento en el que son necesarias, y no es multipath, lo que significa que se crea 
una única ruta desde un origen concreto hasta el destino deseado.    
El AODV utiliza tres tipos diferentes de mensajes de control para conseguir enrutar 
correctamente a través de la red. Los RREQ (Route Request), los RREP (Route Reply) y los RERR 
(Route Error). A nivel de memoria, cada uno de los nodos de la red debe ser capaz de 
almacenar una tabla de rutas. Esta tabla se compone de una entrada para cada uno de los 
destinos conocidos por el nodo. Cada una de estas entradas tiene asociado una serie de 
campos que deben ser almacenados para el correcto funcionamiento del protocolo. En el 
Anexo 2. AODV – RFC 3561 se pueden encontrar detalles sobre el formato de estos mensajes y 
también de la información que debe almacenar cada uno de los nodos participantes en el 
establecimiento de rutas. 
Establecimiento de rutas 




Como hemos comentado anteriormente, el AODV es un protocolo de encaminamiento 
reactivo, de esta manera cuando se desea mandar un mensaje desde un nodo a otro y no se 
dispone de una entrada para ese destino en la tabla de rutas del nodo origen, el AODV  genera 
un mensaje de tipo RREQ. Este mensaje se propaga en modo broadcast, de manera que 
cualquier nodo vecino al nodo origen recibe el RREQ. Cuando un nodo recibe un RREQ, 
comprueba si él es el nodo buscado o si dispone de una ruta disponible hasta este destino en 
la tabla de rutas. En el primer caso se procede a generar una respuesta, denominada RREPLY. 
En el segundo caso, solo se genera si el número de secuencia de destino incorporado en el 
RREQ es menor que el que está presente en la tabla de rutas del nodo que acaba de recibir el 
RREQ. Este mecanismo permite asegurar la no existencia de bucles en las rutas creadas. El 
mensaje de respuesta se manda a través de la ruta inversa hasta el nodo origen y se utiliza 
para generar la ruta desde el origen hasta el destino. La ruta entre destino origen, ruta inversa, 
se genera durante el envío del RREQ. En caso que un nodo que recibe un RREQ no disponga de 
información sobre el destino, el RREQ es propagado en modo broadcast hasta sus vecinos. La 
métrica utilizada para valorar la calidad de las rutas en el AODV es el número de saltos, esto 
significa que en caso de disponer de más de una ruta hasta un destino el protocolo se queda 
con la ruta que presenta un menor número de saltos. 
En el ejemplo de la Ilustración 10 se muestra un supuesto proceso de establecimiento de ruta 
en el cual se muestran el recorrido del mensaje de RREQ y el de RREPLY. Para poder 
reconstruir la ruta inversa a través de la cual se envía el RREPLY, el AODV crea rutas hasta al 
nodo origen del mensaje de RREQ a medida que se van recibiendo. Esto quiere decir que, en el 
ejemplo de la Ilustración 10 a parte de la ruta entre los nodos 1 y 7, se han creado rutas para ir 
desde los nodos 2, 3, 4, 5, y 6 hasta el nodo origen 1. Esto quiere decir que, por ejemplo, en la 
tabla de rutas del nodo 2, existe una entrada que indica que para alcanzar el nodo 1 un 
mensaje de datos debe ser transmitido hacia el nodo 4. En el momento en el que se genera el 









Ilustración 10. Ejemplo de establecimiento de ruta mediante el protocolo AODV. 




del nodo 7 ha quedado especificado que para alcanzar el nodo 1, el siguiente salto debe ser el 
nodo 6. En el ejemplo también se puede observar que existe una ruta alternativa que pasaría a 
través del nodo 5. Esta ruta es descartada ya que su métrica, número de saltos, es peor que la 
que no utiliza el nodo 5 como nodo intermedio. Concretamente, la ruta a través del nodo 5 
presenta 4 saltos desde el origen hasta el destino mientras que la ruta sin el nodo 5 requiere 
únicamente 3.   
La lista de precursores 
Una de las particularidades más importantes del AODV es el mantenimiento de lo que se 
denomina como lista de precursores por parte de cada uno de los nodos en su tabla de rutas. 
Cada entrada en la tabla de rutas mantiene para cada uno de los posibles destinos una lista de 
nodos denominados precursores. El precursor es la dirección de un vecino que es posible que 
utilice el nodo que nos ocupa como siguiente salto hasta el destino. La lista de precursores se 
crea en el momento en el que se recibe un RREQ ya que en ese momento se conoce la 
dirección del salto anterior del que procede el RREQ. 
 
En el ejemplo de la Ilustración 11 se puede ver un ejemplo de las rutas que existen en una red 
para alcanzar el nodo 8. En este ejemplo la lista de precursores del nodo 5 para el destino 7 la 
integrarían las direcciones 2, 3 y 4. La del nodo 3 seria solamente el nodo 1, mientras que la del 
nodo 7 estaría formada por el nodo 6. La lista de precursores es fundamental en el AODV para 
el mantenimiento de las rutas. 
Mantenimiento de rutas 
Tal y como hemos comentado anteriormente, cada nodo que utiliza el AODV mantiene una 
tabla de rutas en la que hay una entrada para cada destino del que se conoce el siguiente 
salto. Uno de los parámetros que se mantienen en dichas entradas es si la ruta es activa o no. 









Salto en la ruta 
Ilustración 11. Ejemplo del funcionamiento de la lista de precursores en el protocolo AODV. 




El mantenimiento de las rutas en el AODV se realiza mediante dos mecanismos. Se considera 
que una ruta se ha perdido si pasado un determinado tiempo no se ha recibido ningún 
mensaje del siguiente salto de dicha ruta o, si se dispone de un mecanismo de notificaciones a 
nivel de enlace y no se ha recibido la correspondiente confirmación posteriormente a la 
transmisión de un mensaje de datos hasta el siguiente salto en la ruta. Para conseguir 
mantener las rutas activas incluso cuando no existe actividad en ellas, se utilizan unos 
mensajes que se denominan “Hello Messages”, que permiten a los nodos vecinos comprobar 
que el enlace sigue siendo utilizable.  
En el momento en el que mediante cualquiera de uno de estos mecanismos se descubre que la 
ruta ya no puede ser utilizada se procede a realizar el proceso de Local Repair, explicado en el 
siguiente apartado, si este proceso falla se genera un mensaje de RERR (Route Error). El 
mensaje de RERR se utiliza para notificar a los nodos que forman parte de la ruta que esta ha 
expirado. Este mensaje se transmite a los nodos que forman parte de la lista de precursores 
para esta entrada en la tabla de rutas del nodo. Cuando un nodo recibe un RERR con una 
determinada dirección de destino, asume que la ruta hasta esta dirección ya no está disponible 
y marca la ruta como inactiva. Si seguimos el ejemplo de la Ilustración 11 de la página 33 y 
suponemos que el enlace entre los nodos 5 y 8 ya no está disponible, el comportamiento del 
AODV sería propagar un mensaje de RREQ con origen en el nodo 5 hasta los nodos 2, 3 y 4 que 
procedería marcando como inactiva la ruta con destino el nodo 8. De la misma manera el nodo 
3 enviaría un RERR al nodo 1 ya que forma parte de la lista de precursores para este nodo de la 
ruta hacia el nodo 8.  
Proceso de Local Repair 
Tal y se ha expuesto en el apartado anterior, el proceso de Local Repair se inicia cuando un 
enlace de una ruta activa se rompe. Si esto ocurre el AODV genera un mensaje de RREQ desde 
el nodo intermedio de la ruta, de manera que la reconstrucción de la ruta no se realiza desde 
el nodo origen sino desde el nodo intermedio. El proceso que se sigue es muy similar al 
especificado en el establecimiento de rutas. Si este procedimiento no consigue reparar la ruta 
se procede a la generación de un RERR tal y como se ha comentado en el apartado de 
mantenimiento de rutas.  
2.4.3 nst-AODV 
Tal y como hemos comentado en el apartado anterior, el AODV fue diseñado inicialmente para 
funcionar en un tipo de redes que no son las redes de sensores. Por este motivo y con el 
objetivo de poder utilizarlo en WSNs, se han realizado diversos trabajos para conseguir 
versiones del AODV adecuadas para este tipo de redes. Básicamente, estas modificaciones 
consisten en eliminar o modificar algunas de las funcionalidades del AODV que resultan más 
costosas a nivel computacional, de memoria o energético. En este sentido la Universidad 
Politécnica de Catalunya a través del departamento Entel y de su grupo de comunicaciones sin 
hilos ha realizado el desarrollo de una versión simplificada del protocolo AODV para redes de 
sensores denominado nst-AODV (not so tiny Ad hoc on Demmand Distance Vector Routing) los 
detalles del cual se pueden encontrar en los documentos (19) y (20) . Este proyecto está en la 




línea de otros trabajos realizados por otras entidades como son el AODVjr (21), el LOAD (22), o 
el TinyAODV (23). Todos ellos tienen en común que eliminan algunas de las funcionalidades del 
AODV convencional, comentadas en el apartado 2.4.2, y en algunos casos modifican el 
comportamiento del mismo, por ejemplo introduciendo nuevas métricas con el objetivo de 
mejorar su rendimiento en las redes de sensores. 
Con el objetivo de continuar el trabajo realizado anteriormente se ha elegido el nst-AODV 
como protocolo de encaminamiento para la realización de este proyecto. En el momento en el 
que se ha iniciado dicho proyecto se disponía de una versión implementada del nst-ADOV para 
la plataforma Telosb programada para el sistema operativo TinyOS 1. Este hecho ha sido 
determinante también en la elección del mismo ya que una parte muy importante del 
proyecto ha consistido en la adaptación y mejora de algunos aspectos del mismo para su 
implementación en el sistema operativo TinyOS 2 tal y como se verá en el apartado 4.3.  
A nivel operacional, el AODV convencional y el nst-AODV presentan una serie de diferencias. 
Estas modificaciones simplifican el protocolo y eliminan requisitos tanto de memoria como de 
tráfico de mensajes de control. Básicamente, las principales diferencias entre el AODV y el nst-
AODV son las siguientes: 
 Mantenimiento de la conectividad: En el nst-AODV se eliminan los “Hello Messages” 
como base para comprobar si la disponibilidad de nodos vecinos. En lugar de este 
mecanismo, se utilizan las notificaciones de nivel de enlace en el momento de la 
transmisión de un mensaje de datos. Si no se recibe correctamente dicha notificación 
se considera que el enlace no está disponible. Con este mecanismo se consigue reducir 
el tráfico de mensajes de control.  
 Lista de precursores: La implementación de este mecanismo implica la reserva de 
memoria adicional para las tablas de rutas en cada nodo, por este motivo se elimina la 
lista de precursores. La eliminación de la lista de precursores implica la necesidad de 
modificar el comportamiento de los mensajes de RERR explicado en el apartado 2.4.2 
para el AODV. En el nst-AODV los mensajes de RERR son enviados en broadcast de 
manera que cualquier nodo que recibe dicho mensaje actualiza su tabla de rutas y solo 
retransmite el mensaje si la ruta que se pretendía eliminar en el RERR estaba presente 
en la tabla de rutas en el momento de la recepción. En la Ilustración 12 se puede 
observar un ejemplo de propagación de un mensaje de RERR en ambos casos. En ella 
se presenta una situación en la cual el enlace entre los nodos 4 y 7 ya no está 
disponible de manera que se genera un RERR que se propaga por la red con dirección 
de destino 7. En el caso del nst-AODV, derecha de la ilustración, debido a que los 
mensajes de RERR son enviados en broadcast se eliminan las rutas de los nodos 5 y 6 
hasta el nodo 7 cuando en realidad no sería necesario. Por tanto, la eliminación de la 
lista de precursores implica una ventaja en cuanto a la memoria disponible en los 
nodos aunque aparece la posibilidad de la eliminación innecesaria de rutas. 







 Establecimiento de rutas: en este apartado el proceso que se sigue es igual al que del 
AODV aunque por razones de ahorro de memoria se realiza una modificación. En el 
AODV durante el proceso de establecimiento de rutas se generan rutas hacia el nodo 
origen a medida que se van recibiendo los RREQ en los nodos intermedios. En el 
ejemplo de la Ilustración 13 se muestra un proceso de RREQ con destino el nodo 4 y 
origen el nodo 1. El AODV no solo genera las rutas entre el nodo 1 y 4 sino que 
también crea una ruta en el nodo 3 con destino 1 en el momento en el que el nodo 3 
recibe el RREQ. Este tipo de comportamiento provoca la creación de rutas que puede 
que no sean necesarias. El nst-AODV habilita un espacio de memoria limitado que 
permite almacenar los datos recibidos de los RREQ, de manera que la ruta inversa solo 
se crea en el momento en el que se recibe el RREP procedente del destino basándose 
en los datos almacenados en esta memoria. En el ejemplo anterior la entrada en la 
tabla de rutas del nodo 2 correspondiente al destino 1, se crea en el momento de la 
recepción del RREP, en cambio, la ruta desde el nodo 3 al nodo 1 no llega a generarse 


















Ilustración 12. Ejemplo de propagación de un mensaje de RERR en los protocolos AODV (izquierda) y nst-AODV 
(derecha). 






Respecto al AODV, el nst-AODV conserva algunas funcionalidades destacadas que algunos de 
los otros protocolos basados en AODV para redes de sensores no implementan. Una de ellas es 
la capacidad de generar respuestas, RREP, en nodos intermedios si se dispone de una ruta 
hasta el destino. También se mantiene la métrica utilizada en el AODV, basada en el número 










Ilustración 13. Ejemplo de establecimiento de rutas mediante RREQ en el AODV y en el nst-AODV. 





3.1 Esquema de protocolos 
A lo largo del apartado 2 se han expuesto algunas de las características principales de las redes 
de sensores. Hemos visto que alternativas tecnológicas existen para las capas física (PHY) y 
MAC y también los diferentes protocolos de enrutamiento existentes en estos escenarios. La 
conclusión es que las mejores alternativas para la realización de este proyecto son la 
utilización del estándar IEEE 802.15.4 para los niveles físico y MAC y de el protocolo nst-AODV 
para el enrutamiento.  
El objetivo de este proyecto es aportar fiabilidad a las redes de sensores de una manera 
sencilla y que no implique la utilización de mecanismos costosos, ya sea a nivel computacional, 
de requisitos de memoria o energéticos. La solución que se pretende se introduce dentro del 
esquema de protocolos justo por encima de estos tres niveles expuestos anteriormente. 
 
En la Ilustración anterior se muestra el posible esquema de protocolos. Los niveles inferiores lo 
forman las capas física y de control de acceso al medio implementadas por el estándar IEEE 
802.15.4. Encima se ubica el protocolo de nivel red dentro de la red de sensores. El objetivo de 
este proyecto es desarrollar un nuevo nivel de transporte adaptado al protocolo de red, el nst-
AODV. El nivel de transporte se sitúa justo encima del nst-AODV aunque lo que se pretende es 
que los mecanismos implementados sean una extensión del mismo.  
La parte superior del diagrama se corresponde con la solución propuesta por la IETF para el 
envío y recepción de paquetes IPv6 sobre una red 802.15.4, RFC 4944. El 6LoWPAN no define 
Fuera del alcance del documento 
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como debe ser el encaminamiento a nivel mesh y propone como protocolo de transporte el 
UDP. El protocolo UDP no aporta fiabilidad a las comunicaciones, por tanto, dentro de una red 
de sensores que opera con el stack propuesto en el 6LoWPAN la fiabilidad no está garantizada. 
Una posible línea para conseguir fiabilidad es la adaptación del protocolo TCP para las redes de 
sensores. En nuestro caso, la solución pasa por conseguir un protocolo de encaminamiento 
mesh fiable, de esta manera se consiguen transmisiones fiables dentro de la red de sensores 
aun usando el protocolo UDP. Una de las posibles aplicaciones del nivel de transporte que se 
pretende desarrollar sería su inclusión debajo del stack 6LoWPAN. Esta solución implica tener 
dos niveles de transporte, UDP y el nst-AODV fiable, de la misma manera que se tienen dos 
niveles de red, IP y el protocolo de encaminamiento mesh, en la solución propuesta por el 
6LoWPAN. 
El objetivo de este proyecto se limita al desarrollo de un protocolo de transporte adaptado al 
nst-AODV. El tratamiento en profundidad de su adaptación a una arquitectura de este tipo 
queda para trabajos futuros.  
  




3.2 Fiabilidad en redes de sensores 
De la misma manera que los protocolos de encaminamiento presentaban ciertas 
particularidades en las redes de sensores, ocurre lo mismo para los protocolos de transporte. 
El concepto de fiabilidad en si mismo presenta diversas alternativas en las redes de sensores. 
De esta forma y tal y como se comenta en (24), encontramos dos tipos de fiabilidad. 
 Fiabilidad de paquete (packet reliability): Se asegura la transmisión correcta de todos 
los paquetes o de un determinado porcentaje de paquetes (fiabilidad estocástica). 
 Fiabilidad de evento (event reliability): Se asegura la detección de un evento, no la 
correcta transmisión de todos los paquetes. Esta opción se utiliza en diversos 
protocolos de encaminamiento en WSNs y se basa en la posibilidad de que un mismo 
evento físico sea detectado por más de un sensor. 
El esquema de retransmisiones es otro de los puntos que define un protocolo de transporte en 
el caso de utilizar mecanismos ARQ. En una red de sensores la notificación ante la pérdida de 
información puede ser: 
 Hop-by-Hop: Esta solución consiste en generar la notificación de pérdida en el nodo en 
el que se ha producido la misma, de esta manera es el nodo inmediatamente anterior 
el encargado de realizar la retransmisión. 
 End-to-End: La detección de la pérdida se realiza desde el nodo destino de manera que 
la notificación debe ser enviada al origen y la información debe ser reenviada desde el 
origen.  
Se considera que, en las redes de sensores, resulta más conveniente un esquema de 
retransmisiones Hop-by-Hop (24). Esto es debido a que en los esquemas End-to-End las 
notificaciones viajan múltiples saltos en la ruta inversa provocando un mayor consumo y una 
probabilidad de pérdida mayor y inevitablemente las retransmisiones serán End-to-End 
también presentando los mismos inconvenientes. 
Otra característica de los protocolos de transporte con mecanismos de ARQ es el esquema de 
notificaciones. Existen tres variantes posibles en redes de sensores. 
 ACK (acknowledgement): Un ACK es un paquete de control dedicado que se genera en 
el nodo receptor cuando se recibe un mensaje de datos correctamente. Este mensaje 
se transmite desde el receptor hasta el nodo emisor. Un ACK confirma la recepción de 
una determinada cantidad de información. 
 NACK (negative acknowledgement): El NACK es un mensaje de control dedicado que 
solo se transmite en el caso que se detecte en recepción un error en la transmisión. 
Esto se produce cuando se recibe una o varias tramas de manera desordenada, cuando 
esto ocurre se notifica al nodo emisor mediante un NACK que le indica que 
información no se ha recibido correctamente para que este proceda a la 
retransmisión. 
 IACK (implicit acknowledgement): Un IACK es un paquete de datos que contiene en su 





ha recibido un ACK si es capaz de escuchar en el canal la retransmisión del mismo 
paquete hasta el siguiente nodo de la red. Estas soluciones aplicadas a redes de 
sensores son utilizadas en arquitecturas Hop-by-Hop y requiere que los nodos sean 
capaces de  escuchar el canal presentando problemas en canales no simétricos. 
En la figura siguiente se muestra una comparación de cómo funcionan los mecanismos de 
retransmisión en los casos de NACK y ACK donde la línea discontinua roja indica la pérdida de 
una trama. 
 
Pese a que el uso de mensajes de notificación negativos es muy efectivo en redes de sensores 
(25), también presenta algunas inconvenientes. El primero de ellos es que no es posible cubrir 
el caso en el cual todos los paquetes que forman un mensaje se pierden, en ese caso el nodo 
receptor no es capaz de advertir que se está transmitiendo un mensaje y enviar los NACKs. 
Además, es necesario conocer el número de fragmentos que conforman un mensaje de 
antemano. 
El último aspecto que trataremos sobre los protocolos de transporte es el control de la 
congestión en la red. Debido a las particularidades de la red la congestión presenta unas 
características especiales. Básicamente, existen dos tipos de congestión posibles, la debida a 
que la tasa de paquetes es superior a la capacidad de servicio del nodo y las limitaciones en la 
capacidad del canal debido a errores o al tráfico de las cuales se encargan los mecanismos 
implementados en el IEEE 802.15.4.  
En las redes de sensores la congestión acostumbra a ser más severa en los nodos ubicados 
alrededor de las estaciones base debido a que generalmente todos los mensajes van dirigidos 
a ellas. Por este motivo se hacen necesarios los mecanismos de control de congestión. Las 
tareas que deben realizarse para controlar la congestión son las siguientes: 





















Ilustración 15. Ejemplo de retransmisiones mediante NACK (izquierda) y mediante ACK (derecha). 




 Detección: En las redes de sensores es habitual utilizar métodos proactivos de 
detección basados en la monitorización de la ocupación de colas en los nodos, el 
tiempo de servicio de los paquetes u otros métodos similares. 
 Notificación: Cuando se detecta congestión en la red es necesario notificarlo a los 
nodos que generan el tráfico. La notificación se realiza mediante la inclusión de un bit 
de congestión, la tasa máxima permitida o el grado de congestión en los mensajes de 
datos (notificación implícita) o en mensajes de control dedicados (notificación 
explicita). 
 Ajuste de tasa: En función del tipo de notificación que se dispone se opta por reducir la 
tasa mediante algoritmos de AIMD (Additive Increase, Multiplicative Decrease) o 
similares u otros tipos de ajuste más precisos en el caso que se disponga de 
información del grado de congestión o de la tasa permitida. 
El tratamiento del control de la congestión y el aporte de fiabilidad admite diversas 
aproximaciones en redes de sensores (24). Concretamente, se puede abordar de manera 
conjunta o separada. En el segundo caso, la solución consiste en utilizar dos protocolos, uno de 
congestión y otro de fiabilidad de manera independiente. A nivel de eficiencia, resulta mejor 
utilizar un protocolo que aborde ambos problemas de manera conjunta. 
Además de todas estas particularidades, el tipo de protocolo de encaminamiento utilizado es 
también relevante cuando se implementa un protocolo de transporte en una WSN, en este 
sentido algunos protocolos existentes aplican métodos diferentes para esquemas multipath o 
unipath. 
Existen, también, clasificaciones de los protocolos de transporte en función del tipo de tráfico 
en la red (26) desde el punto de vista del transporte. En este sentido nos encontramos con tres 
tipos de tráfico en redes de sensores. El primero de ellos es la entrega de un paquete 
individual (Single Packet). El caso Single Packet es un ejemplo de una red de sensores que tiene 
un alto grado de agregación. El segundo caso es el Packet Block. En este caso se desea 
transportar una gran cantidad de información repartida entre varios paquetes. Este esquema 
es el único que permite el uso de mensajes de notificación de tipo NACK. El último tipo de 
tráfico se denomina Packet Stream. En este caso los nodos sensores generan información de 
manera periódica y constante.   
Desde el punto de vista del tráfico también existe una diferenciación en función del sentido del 
tráfico. En este sentido algunos protocolos de transporte se orientan al tráfico denominado de 
downstream, desde una estación base hasta uno o varios nodos de la red (sink-to-sensor), 
otros están diseñados para atender al tráfico de upstream, desde un nodo de la red hasta una 
estación base (sensor-to-sink), mientras que la última opción es el enfoque sensor a sensor 
(sensor-to-sensor). 
3.3 Requisitos para la solución adoptada 
El siguiente paso una vez definida la fiabilidad en las redes de sensores, es escoger que 





El objetivo principal, es conseguir un protocolo de transporte que permita ofrecer fiabilidad en 
una red de sensores con una arquitectura basada en el 802.15.4 y el nst-AODV. Además, el 
protocolo buscado debe ser genérico, en el sentido que no conocemos el tipo de tráfico con el 
que tratará. 
Debido a la presencia del protocolo 802.15.4, las funcionalidades de fiabilidad hop-by-hop 
quedan cubiertas con las retransmisiones a nivel de enlace. Además, las tramas 802.15.4 
incorporan un FCS que permite detectar errores en las transmisiones salto a salto. Por ello, 
parece adecuada afrontar la fiabilidad desde el punto de vista de la comunicación extremo a 
extremo. Dado que las pérdidas por error del canal las trata el 802.15.4, el protocolo de 
transporte debe prestar especial atención al control de congestión y en consecuencia, 
implementar mecanismos para combatirla. 
La utilización del protocolo de encaminamiento nst-AODV debe ser tenida en cuenta también 
ya que invalida opciones basadas en el aporte de fiabilidad basado en transmisión por 
múltiples caminos. Además, uno de los objetivos del proyecto, es conseguir una solución que 
se adapte en la medida de lo posible al nst-AODV, que tenga en cuenta sus procesos y pueda 
aprovechar sus particularidades. 
Debido al desconocimiento del tipo de tráfico a atender y a los problemas presentados 
anteriormente relacionados con los NACK, se opta por un esquema de notificaciones basado 
en ACK. Tal y como se ha comentado anteriormente los NACK solo pueden ser usados para el 
caso Packet Block, por tanto con el objetivo de implementar una solución lo más genérica 
posible la solución debería basarse en notificaciones de tipo ACK.  
Por último, se desea que el protocolo diseñado sea capaz de confirmar la entrega de cada uno 
de los paquetes generados, por tanto no se contempla como una solución válida un protocolo 
orientado a evento. 
3.4 Protocolos de transporte existentes en redes de sensores 
En este apartado se presenta un estudio de los protocolos de transporte existentes en redes 
de sensores con el fin de comprobar si existe alguno adaptado a nuestras necesidades. Existen 
tres clases de protocolos nivel transporte en las redes de sensores, los que están orientados a 
aportar únicamente fiabilidad, los que se orientan a solucionar los problemas de congestión o 
los que abordan ambos problemas al mismo tiempo.  
En los siguientes apartados se hace un repaso a los protocolos más utilizados poniendo 
especial énfasis en aquellos destinados al aporte de fiabilidad o que abordan los dos 
problemas. A continuación se exponen algunos de los inconvenientes que invalidan TCP para 
ser usado en redes de sensores y se comenta la existencia de otra línea de trabajo consistente 
en modificar el protocolo TCP para adaptarlo a las redes de sensores. Finalmente se expone un 
resumen final en el que se descartan los protocolos ya existentes en función de las 
características previamente expuestas de cada uno de ellos y las líneas básicas de la solución 
adoptada. 




3.4.1 Protocolos orientados a ofrecer fiabilidad 
3.4.1.1 HHRA i HHBA 
Se trata de una familia de esquemas  de transmisión (27) formada por cuatro variantes 
denominadas HHR (Hop-by-Hop Reliability), HHRA (HHR with acknowledgements), HHB (Hop-
by-Hop broadcast) y HHBA (HHB with acknowledgments). Estas soluciones permiten aportar 
fiabilidad estocástica mediante un esquema de notificaciones Hop-by-Hop. 
HHR 
El esquema de fiabilidad propuesto por el HHR consiste en enviar una serie de copias del 
paquete a transmitir a través de un único camino (unipath). Cada uno de los nodos que 
interviene en la ruta hasta el destino transmite hasta el siguiente salto de la ruta varias copias 
del mismo paquete con el objetivo de aumentar la probabilidad de recepción. El número de 
copias a transmitir se determina mediante la probabilidad de error del canal y la probabilidad 
de recepción deseada. El cálculo de la probabilidad de recepción es el siguiente: 
r1/h = 1 - eNHHR 
Donde r es la probabilidad deseada en destino, h el número de saltos, NHHR el número de 
copias a transmitir en cada nodo y e la probabilidad de error del canal. 
HHRA 
Se trata de una modificación del HHR añadiendo únicamente reconocimientos mediante 
mensajes de ACK.  
 
 
El HHRA permite reducir el número de copias a transmitir del mismo paquete al poder notificar 
al origen que la transmisión se ha realizado de forma correcta. El HHRA es mejor que el HHR 
para canales con baja probabilidad de error y viceversa.  
HHB 
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El HHB es una mejora de los dos esquemas presentados anteriormente que consiste en 
transmitir la información por más de un camino (multipath) con el objetivo de aprovechar la 
densidad de las redes de sensores para aportar fiabilidad. En este caso el número de copias a 
transmitir, NHHR, depende también del número de nodos dentro del alcance del nodo 
transmisor. Si se dispone de 3 nodos vecinos y según el cálculo del apartado anterior son 










Solo los nodos que están a distancia menor que el nodo emisor, en número de saltos hasta el 
destino, participan en la transmisión. En el ejemplo de la figura el nodo 10 no participa debido 
a que su distancia respecto al destino, nodo 9, es mayor que la del nodo 1. Para evitar que un 
número de paquetes muy elevado circule por la red solo se retransmite un paquete recibido 
con probabilidad:  
pf = 1/(K - e
NHHB) 
Este es el caso de los nodos 2, 3 y 5 en el ejemplo de la figura que pese a recibir copias del 
mensaje no realizan la retransmisión. El número de copias a retransmitir en cada salto se 
calcula en función del número de vecinos y del número de copias calculadas para el HHR. 
NHHB = NHHR/K 
El formato de la cabecera de los paquetes de datos en el HHB es la siguiente: 
 
 
El número de secuencia S permite a los nodos identificar si el paquete ha sido recibido 
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Ilustración 17. Ejemplo de propagación con HHB. 
Ilustración 18. Cabecera HHB. 




al destino. En caso de que el paquete sea aceptado se retransmite con probabilidad pf con 
todos los campos de la cabecera actualizados excepto los campos R y H. 
HHBA 
El HHBA incorpora mensajes de confirmación (ACK) al HHB. Estos mensajes de ACK solo son 
transmitidos al nodo anterior en caso que el nodo que recibe el paquete decida retransmitirlo. 
En la Ilustración 17 el nodo 4 generaría un ACK hacia el nodo 1, pero los nodos 2 y 3 no lo 
harían porque no retransmiten el paquete. 
3.4.1.2 ReInForM 
El ReInForM (28), es una solución para aportar fiabilidad en redes de sensores basada en el 
aprovechamiento de las diferentes rutas que pueden existir entre el nodo sensor y la estación 
base, node-to-sink. Se trata de una solución similar a la aportada por la familia del HHRA y 
HHBA comentada anteriormente. El ReInForM está diseñado para aportar fiabilidad 
estocástica, lo que significa que garantiza la entrega de un paquete con una determinada 
probabilidad. Esta probabilidad puede ajustarse en función de la importancia del paquete. Para 
ello, no se utilizan mecanismos de ARQ ni colas de ningún tipo en los nodos de la red.  
En el ReInForM los nodos de la red requieren el conocimiento de algunos parámetros de la red 
para su correcto funcionamiento. Cada nodo debe conocer la distancia en saltos hasta la 
estación y la de los vecinos, además de la probabilidad de error del canal en su entorno. Para 
conseguirlo la estación base envía de manera periódica un paquete, denominado routing 
update, que inunda la red. Cuando un nodo recibe este paquete, es capaz de determinar la 
distancia h a la que se encuentra de la estación base, además de descubrir los nodos vecinos 
que tiene y si estos nodos están a distancia h-1 o h+1  de la estación base. Esta información es 
importante debido a que el ReInForM se encarga paralelamente de aportar fiabilidad y enrutar 
los paquetes hasta la estación base. 
Cuando un nodo quiere transmitir un paquete a la estación base, el primer paso que realiza es 
asignar lo que se denomina como nivel de prioridad. En el ReInForM se definen n niveles de 
prioridad. Cada uno de estos niveles está asociado a una determinada probabilidad de entrega 
que debe cumplirse. Con esa información y el conocimiento de la probabilidad de error del 
canal, además de su distancia hasta la estación base, se calcula el número de copias del 
paquete necesarias, P. Los detalles matemáticos asociados al ReInForM pueden encontrarse 
en (28). El nodo origen, que está a distancia h de la estación base, envía las copias del paquete 
de manera preferente a los nodos que se encuentran a distancia h-1. En caso de no haber 
suficientes nodos se envían las copias a los nodos a distancia h o distancia h-1 en caso de ser 
necesario. La elección de cada uno de estos nodos dentro de estos tres grupos se realiza de 
forma aleatoria. Cada nodo que recibe un paquete realiza un proceso similar al del nodo 
origen para determinar el número de copias que debe generar. Para conseguirlo los paquetes 
de datos incorporan información adicional relacionada con la probabilidad de error del salto 





información más la local, ya comentada anteriormente, se calcula el número de copias a 
enviar. 
Estos mecanismos permiten distribuir la transmisión de los mensajes entre muchos nodos 
dentro de la red, permitiendo alargar la vida de las baterías de todos los nodos. 
3.4.1.3 RMST 
El protocolo RMST (Reliable Multi-Segment Transport) (29) es en realidad una mejora del 
protocolo de encaminamiento Directed Diffusion, comentado en este documento en el 
apartado 2.4.1 de la página 27, que permite añadir fiabilidad a las funciones de enrutamiento 
que ya ofrece. Se trata de un protocolo de transporte orientado al transporte de bloques de 
información en el esquema de comunicación sensor-to-sink. 
El protocolo RMST presenta dos modos de funcionamiento denominados caching mode y non-
caching mode. En el caching mode, los nodos intermedios disponen de una cola que les 
permite almacenar los paquetes que pasan a través de ellos para una posible retransmisión. En 
el non-caching mode solo es posible realizar retransmisiones extremo a extremo. Por tanto, el 
protocolo RMST presenta un esquema de retransmisiones end-to-end en el caso non-caching y 
hop-by-hop en el caso caching. Las notificaciones se realizan mediante mensajes de control 
tipo NACK. Los mensajes de datos deben contener, como mínimo, la siguiente información: 
 RmstNo: permite distinguir entre diferentes flujos de información.  
 FragNo: dentro de cada flujo de información, este campo actúa como número de 
secuencia y permite diferenciar los paquetes unos de otros. El número de total de 
fragmentos se conoce a través de otro campo denominado MaxFrag. 
La detección de pérdidas se realiza mediante la inspección del campo FragNo. En el momento 
en el que, ya sea en un nodo intermedio o en el destino, se detecta un salto en la secuencia de 
FragNo recibidos se supone que ha habido alguna perdida y se procede al envío de un NACK 
que contiene los FragNo pendientes de ser recibidos. En el caso del caching mode, los NACK se 
mandan al nodo inmediatamente anterior en la ruta, en el caso de no disponer del paquete 
perdido en el buffer se reenvía el NACK a través del reinforced path, ver apartado 2.4.1, hasta 
el nodo inmediatamente anterior. En el caso non-caching mode el NACK se manda desde la 
estación base hasta el sensor a través del reinforced path.  
3.4.1.4 RBC 
El RBC (Reliable Bursty Convergecast) (30) es un protocolo de transporte diseñado para aportar 
fiabilidad en redes de sensores en las cuales se producen eventos puntuales que llevan a la 
generación de tráfico. El protocolo está diseñado para adaptarse a eventos de la red que si 
bien son muy puntuales en el tiempo, en el momento que se producen generan un tráfico 
elevado que acaba derivando en un aumento de las colisiones y del tiempo de entrega. El 
protocolo aborda las comunicaciones sensor-to-sink mediante un esquema de retransmisiones 
hop-by-hop y notificaciones mediante mensajes de ACK. El modelo de tráfico consiste en 
grandes bloques de información. 




El RBC incorpora las retransmisiones hop-by-hop con el objetivo de reducir el número de 
pérdidas de mensajes de control y aumentar la utilización del canal. En este sentido también 
incorpora un mecanismo de ordenamiento para evitar las colisiones y la competencia entre 
paquetes retransmitidos y paquetes nuevos.  
El mecanismo de retransmisiones se denomina window-less block acknowledgement y se basa 
en el supuesto que no es necesaria la entrega de los paquetes formantes de un mismo 
mensaje de manera ordenada. Con esta consideración se pretende mantener una transmisión 
continua paquetes que aumente la utilización del canal. El mecanismo propuesto consiste en 
implementar en cada nodo una serie de linked lists denominadas virtual queues. 
Concretamente se implementan M+2 virtual queues donde M es el número máximo de 









En el momento en el que se recibe un paquete nuevo se elimina el primer paquete de la cola 
QM+1 y se enlaza el paquete recibido al último elemento de la cola Q0. El siguiente paquete a 
transmitir es siempre el primer paquete de la cola de menor número que contiene algún 
paquete. Una vez transmitido, el paquete se enlaza al final de la cola de número 
inmediatamente superior. Cuando se recibe un ACK se retira el paquete correspondiente a 
esta confirmación de la cola en la que estaba ubicado y se sitúa al final de la cola QM+1. Los 
paquetes de la cola QM+1 son aquellos que, o bien ya han sido retransmitidos M veces y deben 
ser descartados, o bien ya han sido confirmados mediante un ACK. Mediante este mecanismo 
se asegura que se transmite siempre primero los paquetes que han sufrido menos 
retransmisiones.  
Para evitar colisiones el RBC incorpora un mecanismo basado en la ocupación de las colas 
mencionadas anteriormente. Este consiste en adjuntar a los paquetes de datos un campo 
denominado Rank. Este campo es mayor cuando mayor es el número de la última cola 
ocupada y más grande es el número de paquetes que hay en ella. Los nodos vecinos se 
comunican el Rank entre ellos, escuchando el canal o mediante la recepción de mensajes de 
datos. Cuando un nodo tiene un Rank superior al de sus vecinos detiene la transmisión de 





Envío del paquete 
QM+1 






El protocolo PSQF (Pump Slowly, Fetch Quickly) (31), de la misma manera que el RBC, fue 
inicialmente pensado para afrontar una situación concreta en una red de sensores. En este 
caso, el objetivo es aportar fiabilidad a las comunicaciones sink-to-sensors en el caso en el que 
se quiera transmitir la misma información desde la estación base hasta todos los nodos de la 
red de sensores. Este caso es útil en situaciones en las que, por ejemplo, se desee reprogramar 
todos los nodos que forman una red de manera masiva. Para conseguir la fiabilidad se utiliza 
un esquema de retransmisiones Hop-by-Hop, con un esquema de notificaciones basado en 
NACKs y orientado a la transmisión de bloques de paquetes. El nombre del protocolo indica el 
principio básico sobre el que se basa este protocolo. La idea es que los datos son transmitidos 
desde la estación base lentamente (Pump Slowly) para conseguir que las operaciones de 
retransmisión, si son necesarias se puedan realizar en los intervalos vacios entre transmisiones 
de datos nuevos, (Fetch Quickly). En otras palabras, las operaciones de recuperación de 
paquetes perdidos son más rápidas que la cadencia normal de envío. 
A nivel de funcionamiento el PSQF lo forman tres fases u operaciones básicas. La Pump 
Operation, Fetch Operation y Report Operation.  
La Pump Operation, tal y como indica el nombre, consiste en introducir, o bombear, los 
paquetes de datos en la red a un determinado ritmo. Los paquetes de datos y de control 
deben incorporar las siguientes cabeceras. 
 
En referencia a la estructura del mensaje de datos, el campo File ID sirve para diferenciar entre 
distintos mensajes mientras que el campo File Length indica el número de paquetes de datos 
que forma el mensaje completo identificado por File ID. El campo Sequence Number se utiliza 
para diferenciar cada fragmento del mensaje y mantener el orden. En el mensaje de NACK el 
campo Loss Window se utiliza para marcar que paquetes deben ser retransmitidos cuando se 
produce una pérdida. 
En la Pump Operation, el ritmo de bombeo de los paquetes viene determinado por un timer, 
de nombre Tmin. Cuando un nodo recibe un paquete de datos, decrementa el campo TTL y si 
este no es 0 el paquete es reenviado a todos los vecinos pasado un tiempo aleatorio entre Tmin  
y Tmax. El tiempo transcurrido entre la recepción y el reenvio es aprovechado para escuchar en 
el canal si algún vecino está retransmitiendo el mismo paquete, identifiacado por los campos 
File ID File Length Sequence Number TTL 
File ID File Length Loss Window 
Cabecera de un mensaje de datos 
Cabecera de un mensaje de NACK. 
Ilustración 20. Cabeceras PSQF. 




File ID y Sequence Number. En caso de ser así se cancela la retransmisión. Este mecanismo se 
utiliza para evitar el envío de duplicados.  
La Fetch Operation solo se produce cuando se detecta un agujero en la secuencia de Sequence 
Number recibidos para un mismo File ID.  
 
 
La Ilustración 21 muestra un ejemplo del funcionamiento de las dos operaciones básicas del 
PSQF. Cuando el nodo 1 detecta que hay un salto en los números de secuencia recibidos, inicia 
la Fetch Operation. Esta consiste en enviar un mensaje de NACK a todos los vecinos (nodos 
dentro del alcance radio) indicando el bloque de información no recibido, en el ejemplo de la 
figura el número de secuencia 2. Este NACK se envía transcurrido un tiempo Δ. Cada Tr+Δ 
(donde Tr<Tmax i Δ << Tr) el mensaje de NACK es retransmitido en caso de no haber recibido 
la información requerida. La relación entre Tr y Tmax define un parámetro importante en el 
PSQF, el ratio entre la Pump y la Fetch operation. En caso de que se agote el número máximo 
de NACK enviados se amplía la distancia a la que son enviados estos NACK a más de un salto, 
más allá de los nodos vecinos. 
Tal y como se ha comentado en el apartado 3.2, los NACK presentan una serie de problemas 
en la detección de pérdidas. Si durante la transmisión de un mensaje, mismo File ID, se pierde 
el último o los últimos paquetes, no será posible la detección mediante los métodos descritos 
hasta el momento para el PSQF. Por este motivo se define un tiempo, denominado Tpro. Si un 















Tmin < T < Tmax 
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nodo que está recibiendo un mensaje, no recibe ningún fragmento durante este período de 
tiempo y detecta que le quedan fragmentos pendientes de ser recibidos, mediante el campo 
File Length, se procede a realizar una Fetch Operation proactiva. Esto quiere decir que el nodo 
envía un NACK a los vecinos sin la necesidad de haber detectado un salto en los números de 
secuencia recibidos. 
La última operación de la que dispone el PSQF es la Report Operation que se utiliza para 
informar a la estación base del estado de diseminación del mensaje que hay en la red. Cuando 
se agota el campo TTL, se ha llegado al número máximo de saltos permitidos, se genera un 
mensaje (report message) que se envía en el sentido inverso hasta la estación base. Este 
mensaje se encarga de recopilar información de los fragmentos del mensaje recibidos por 
todos los nodos por los que pasa hasta la estación base.  
3.4.1.6 GARUDA 
El protocolo GARUDA (25) aborda un escenario similar al que hemos comentado 
anteriormente para el protocolo PSQF en el apartado 3.4.1.5. En consecuencia, el protocolo 
GARUDA está orientado a la diseminación de información en redes de sensores en el sentido 
sink-to-sensor y comunicaciones punto a multipunto, desde la estación base hasta múltiples 
nodos sensores de la red. El protocolo GARUDA solo funciona correctamente en entornos 
estáticos, los nodos no son móviles, en los que solo existe una única estación base en la red. El 
formato de las cabeceras, de los distintos mensajes existentes en el GARUDA, no está definido 
en la bibliografía (25).  
El protocolo GARUDA presenta una serie de particularidades respecto al marco que habíamos 
presentado hasta el momento. En este sentido, el esquema de retransmisiones utilizado en el 
GARUDA no es ni hop-by-hop ni end-to-end propiamente dichos. Se utiliza un esquema 
denominado por los propios autores como Two-Stage Loss Recovery. El esquema de 
notificaciones se basa en NACKs pero no se mantiene el orden de entrega. Esto significa que un 
nodo puede seguir retransmitiendo fragmentos de un mensaje a los demás aunque no 
disponga de todos los fragmentos anteriores. Además, el protocolo especifica un mecanismo 
basado en un pulso denominado WFP (Wait-for-First-Packet pulse) que requiere modulaciones 
y características especiales, propias del nivel físico.  
La primera fase del GARUDA empieza cuando la estación base dispone de información a 
diseminar por la red de sensores. En este punto, la estación base genera una serie periódica y 
finita de pulsos WFP. Los nodos cercanos a la estación, que quedan dentro del alcance de la 
misma y reciben el pulso inician la transmisión del mismo pulso aprovechando el espacio 
temporal que deja la estación base entre la transmisión de dos pulsos WFP. Este mecanismo 
permite propagar sin peligro de colisiones el pulso por toda la red de sensores. La recepción de 
este pulso por parte de un nodo implica que el nodo descubra que la estación base está a 
punto de iniciar la transmisión del primer paquete correspondiente a un mensaje. Cuando la 
estación base finaliza la serie finita de pulsos transmite el primer fragmento del mensaje. 




La transmisión del primer paquete en el GARUDA es diferente a todas las demás. La estación 
base transmite a todos sus vecinos este mensaje y de la misma manera cada nodo se encarga 
de retransmitirlo, lo que deriva en un proceso de inundación de la red. Este proceso se utiliza 
para crear lo que los autores definen como Core. El Core lo forman un conjunto de nodos 
sensores que actúan como servidores. Un nodo forma parte del Core si durante el proceso de 
transmisión del primer paquete de un mensaje se determina que su distancia, en número de 
saltos, respecto a la estación base es múltiplo de 3. Cuando un nodo es designado como parte 
del Core retransmite el primer paquete con una indicación que permite saber a los nodos 
vecinos que existe un nodo cercano que forma parte del Core, de manera que estos no se 
convierten aún cumpliendo la primera condición. En la Ilustración 22 se muestra un ejemplo de 
Core. La fiabilidad en este primer paquete se consigue gracias al pulso WFP que permite a 
todos los nodos de la red solicitar una retransmisión a sus vecinos si pasado un determinado 
periodo no han recibido el primer paquete mediante el envío de un NACK. Esto soluciona el 
problema expuesto en el apartado 3.2 sobre los problemas de detección de pérdidas de los 
esquemas basados en NACKs. 
Una vez completado el envío del primer mensaje, la estación base inicia la transmisión del 
resto de paquetes del mensaje. El proceso de recuperación de paquetes perdidos, para los 
paquetes posteriores al primero, se denomina Two-stage Loss Recovery y se denomina de esta 
manera porque lo componen dos fases.  
La primera de ellas, Loss Recovery for code nodes, se realiza de forma paralela  a la 
diseminación de los paquetes y en ella solo los nodos que forman parte del Core pueden 
solicitar retransmisiones a otros nodos formantes del Core. Un nodo del Core deduce que ha 
habido una pérdida cuando recibe un paquete con un número de secuencia fuera de orden. 
Las retransmisiones se realizan en forma de mensajes de NACK unicast al nodo, perteneciente 
al Core, más cercano con la información perdida. La retransmisión se realiza en el espacio 
temporal que queda entre la transmisión de dos mensajes de datos consecutivos. La 
información sobre que nodos disponen de los fragmentos requeridos se disemina mediante el 
intercambio entre miembros del Core de lo que se denomina como A-map. Estos A-map 
contienen información sobre que partes del mensaje dispone cada nodo del Core. Los A-map 
permiten que el GARUDA pueda seguir diseminando información aún teniendo agujeros en la 
secuencia de paquetes sin que se produzca una explosión de paquetes de NACK en la red. 
Cuando un nodo no formante del Core escucha del canal un A-map de un nodo perteneciente 
al Core que indica que el nodo del Core dispone de todos los fragmentos de un mensaje, se 
inicia la fase de Loss Recovery for Non-core nodes. En esta fase los nodos que no forman parte 
del Core pueden solicitar retransmisiones mediante mensajes de NACK a los nodos del Core, 







Este mecanismo de doble fase tiene por objetivo, primero, reducir las colisiones debido a que 
en la segunda fase las retransmisiones de unos nodos Core de la red difícilmente colisionan 
con la de los demás nodos del Core. En segundo lugar permite utilizar los nodos del Core como 
servidores cercanos a todos los nodos de la red. 
3.4.1.7 HRS 
El HRS (Hop-by-hop Reliability Support Scheme) (32)  es una propuesta para aportar fiabilidad a 
las comunicaciones en redes de sensores tanto de upstream como de downstream mediante 
un esquema de retransmisiones hop-by-hop y capacidad para adaptarse de una manera rápida 
a los posibles cambios de rutas que se produzcan en la red. Para conseguirlo el protocolo 
propone dos modos de funcionamiento, el primero de ellos denominado unicast mode, es para 
las comunicaciones upstream o sensor-to-sink. El segundo, denominado broadcast mode, está 
orientado a comunicaciones de downstram, sink-to-sensors, siguiendo la idea del PSQF de 
proporcionar fiabilidad para diseminar información por la red procedente de la estación base. 
Unicast Mode en HRS 
El HRS en unicast mode se diferencia a los demás protocolos que hemos comentado hasta este 
punto por introducir dos números de secuencia diferentes a los paquetes de datos, 
denominados End-to-end Sequence Number y Hop-by-hop Sequence Number. El End-to-end 
Sequence Number es un número secuencial que viene asignado por el nodo origen a cada uno 
de los paquetes de datos generado. El Hop-by-hop Sequence Number es modificado por cada 
nodo por el que pasa el paquete. En el HRS cada nodo de la red de sensores debe almacenar 
un contador con cada uno de sus vecinos que indica el número de paquetes que han sido 
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Ilustración 22. Ejemplo de Core en una red y proceso de two stage loss recovery en GARUDA. 













En el ejemplo de la Ilustración 23 se muestra un ejemplo de cómo mantiene el nodo A el Hop-
by-hop Sequence Number respecto a los nodos que quedan dentro de su alcance. Los nodosE, 
F y G no tienen ninguna entrada en la tabla de números de secuencia del nodo A porque 
quedan fuera de su alcance directo. De la misma manera, los nodos B, C y D mantienen un 
contador con el número de paquetes que han recibido del nodo A. De esta manera cuando se 
produce un error en la transmisión de un paquete de un nodo a otro, se detecta porque 
aparece un salto en el Hop-by-hop Sequence Number cuando se recibe el siguiente paquete. 
Este mecanismo permite una adaptación instantánea ante los cambios de ruta que se puedan 











En el ejemplo de la figura se muestra un posible caso en el que en mitad de la transmisión de 
un bloque de paquetes desde el nodo A hasta el nodo D se produce un cambio en la ruta. En el 
Nodo A Nodo B Nodo C Nodo D 
1 / 1 
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2 / 2 
3 / 1 














Ilustración 23. Ejempo de mantenimiento de Hop-by-hop Sequence Number en el HRS. 
Ilustración 24.Ejemplo de adaptación al cambio de ruta en HRS. El número de la izquierda indica el End-to-end 





momento en el que este se produce es posible continuar con la comunicación sin necesidad de 
ningún tipo de mensaje de control debido a que el nodo C mantiene en memoria el último 
Hop-by-hop Sequence Number del nodo A hacia él. De esta manera puede asegurar que no se 
ha perdido ningún paquete.  
El mecanismo de notificaciones en HRS es mediante mensajes de tipo NACK hop-by-hop. 
Cuando un nodo detecta un salto en el Hop-by-hop Sequence Number se envía un NACK hasta 
el nodo anterior solicitando retransmisión. Estos mensajes de NACK son denominados en la 
bibliografía (32) como hNACKs (hybrid NACK). Tal y como se ha comentado anteriormente, 
apartado 3.2, los mensajes de NACK presentan problemas en la detección de pérdidas en los 
últimos mensajes de un bloque. Para solucionarlo el HRS habilita un sistema de timers y 




El hACK reply Timer se activa cuando se recibe un mensaje de datos y permite enviar un 
mensaje de hACK que cancela el hACK Timer, ejemplo central en la Ilustración 25. Si no se 
recibe este hACK se asume que el paquete de datos se ha perdido y se procede a la 
retransmisión, tal y como pasa en el ejemplo de la derecha de la Ilustración 25. Ambos timers 
se fijan a un valor suficientemente alto para que solo expiren en caso de que sea el último 
paquete de un bloque de mensajes. En caso de que hubiera más paquetes a transmitir, la 
transmisión del siguiente paquete cancelaria el hACK Timer y la recepción cancelaria el hACK 
reply Timer en el nodo receptor, ver ejemplo de la izquierda en la Ilustración 25. 
Broadcast Mode en HRS 
En el Broadcast Mode se varía el significado del Hop-by-hop Sequence Number de manera que 
este se incrementa cada vez que se envía un paquete ya que se supone que todos los paquetes 





















Ilustración 25. Ejemplo de funcionamiento del sistema de hNACK, hACK, hACK Timer y hACK reply Timer en el HRS 
en Unicast Mode. 




van destinados a todos los vecinos. Los mecanismos de recuperación son similares a los que se 
han expuesto anteriormente.  
3.4.2 Protocolos orientados a control de la congestión 
Tal y como se ha comentado en el apartado 3.2, una posible solución en redes de sensores es 
encarar el problema de la congestión y el de la fiabilidad por separado. De esta manera existen 
una serie de protocolos en redes de sensores diseñados para reducir y gestionar la congestión 
existente en la red. Las principales diferencias entre ellos radica en los métodos que utilizan 
para detectar, notificar y ajustar la tasa de envío. Todos los protocolos que se exponen en este 
documento están diseñados para el esquema de comunicación sensor-to-sink. Teniendo en 
cuenta que el objetivo de este trabajo es aportar mecanismos de fiabilidad a una red de 
sensores, en este documento solo se realiza una enumeración de los protocolos existentes y 
de algunas de sus características sin entrar en detalles precisos sobre el funcionamiento de 
cada uno de estos protocolos. La lista de protocolos orientados a congestión en WSN está 
formada por el CCF (Congestion Control and Fairness) (33), el Siphon (34), el Fusion (35), el 
PCCP (Priority-Based Congestion Control) (36), el Trickle (37), el CODA (Congestion Detection 
and Avoidance) (38) y el ARC (Adaptative Rate Control) (39). 
Protocolo Detección Notificación Mecanismo 
Fusion Ocupación de colas Implícita Stop-and-start  
end-to-end 
CODA Ocupación de colas Explícita AIMD end-to-end 
CCF Tiempo de servicio de un paquete Implícita Ajuste exacto 
PCCP Tiempo de servicio de un paquete 
Tiempo entre llegadas de paquetes 
Implícita Ajuste exacto 
Trickle - - Polite Gossip 
ARC Confirmación de la recepción de 
paquetes 
Implícita AIMD hop-by-hop 
Siphon Ocupación de colas - Redirección 
Tabla 6. Características de los principales protocolos de transporte orientados a congestión en WSNs. Tabla 
procedente de (24). 
Los protocolos Fusion, CODA y Siphon utilizan métodos de detección de congestión basados en 
la ocupación de las colas en los nodos intermedios. El CCF detecta la congestión basándose en 
el tiempo de llegada de los paquetes a la estación base, mientras que el PCCP se basa en 
métodos combinando el tiempo de llegada entre paquetes y el tiempo de servicio de 
paquetes. 
En relación al método de notificación los protocolos Fusion y CODA utilizan un bit de CN, 
mientras que el CCF notifica la tasa máxima permitida y el PCCP un indicador del grado de 
congestión en la red.  
La reacción a la congestión en el CODA consiste en reducir la tasa de transmisión con un 
algoritmo de AIMD. El Fusion detiene la transmisión momentáneamente hacía los nodos que 





información más precisa que en CODA y el Fusion, para ajustar de manera exacta la tasa de 
transmisión en función de las condiciones detectadas. El protocolo Siphon utiliza métodos de 
redirección de tráfico cuando la estación base detecta la congestión, por tanto, no hay ajuste 
de tasa ni notificación a los nodos sensores. 
El protocolo ARC y Trickle utilizan mecanismos que no se ajustan a la clasificación comentada 
en el apartado 3.2. El ARC aumenta la tasa de envío una constante α si detecta que un paquete 
ha sido transmitido de forma correcta hasta el siguiente salto. Por el contrario multiplica la 
tasa de envío por β si el paquete no llega correctamente, donde 0 < β < 1. El Trickle utiliza un 
mecanismo denominado Polite gossip  que, en líneas generales, consiste en enviar en modo 
broadcast información cada determinado periodo de tiempo, de manera que se aumenta o 
reduce el período de transmisión en función de la cantidad de información que se recibe de los 
nodos vecinos. 
3.4.3 Protocolos orientados a control de la congestión y fiabilidad 
3.4.3.1 ESRT 
El ESRT (Event-to-sink Reliable Transport) (40) es un protocolo de transporte para redes de 
sensores orientado a aportar fiabilidad por eventos, ver apartado 3.2. Un evento se define 
como un fenómeno físico que  tiene lugar en un determinado punto, centro, y puede ser 
observado dentro de un radio. Todos los nodos que quedan dentro de este radio son capaces 
de observar el evento. El objetivo del ESRT es reportar suficiente información colectiva de los 
nodos que quedan dentro de este radio hasta la estación base para así asegurar que se han 
capturado de forma fiable las características de dicho evento. 
 
 
Dado que el concepto de fiabilidad en el ESRT es bastante diferente a  lo que habíamos visto 
hasta el momento, se hace necesario definir una serie de parámetros. La fiabilidad en el ESRT 
se calcula a partir del número de paquetes que se reciben de los nodos que son capaces de 
observar un evento, ri, durante un determinado período de observación, τ. La fiabilidad se 
considera suficiente si se alcanza un cierto número de paquetes requerido, definido por cada 






























Ilustración 26. Detección de un evento según el ESRT. 




parámetros, la estación base notifica cada vez que termina el período de observación el 
número de paquetes por unidad de tiempo, f, que deben transmitir los nodos sensores 
durante el siguiente período de observación. De esta manera y basándose en estos parámetros 
se obtienen unas regiones de funcionamiento. 
 
Ilustración 27. Regiones de funcionamiento del ESRT. Gráfica procedente de (40). 
En la gráfica de la Ilustración 27 se observa un resultado ilustrativo que permite definir las 
regiones de operación del ESRT. En ella se muestra la fiabilidad normalizada, η, en función de 
la f. La η se calcula como r/R, de manera que cuando η vale 1, se dice que se ha obtenido la 
fiabilidad requerida R.  El parámetro ε define un la tolerancia del protocolo dentro del cual se 
considera también que se ha conseguido la fiabilidad requerida. El objetivo del ESRT es ajustar 
el parámetro f ya que una f demasiado elevada no aporta fiabilidad adicional y provoca 
congestión, mientras que una f baja no consigue la R deseada. Las regiones de trabajo que se 
observan en la gráfica y que define el ESRT son las siguientes: 
 (NC, LR): No hay congestión y no se consigue la fiabilidad deseada. 
 (NC, HR): No hay congestión y la fiabilidad es más elevada que la requerida. 
 (C, HR): Hay congestión pero se consigue más fiabilidad de la requerida. 
 (C, LR): Hay congestión y no se consigue la fiabilidad deseada.  
 (OOR): Punto óptimo de funcionamiento. 
El objetivo del ESRT es conseguir el estado OOR y mantenerlo. Para ello se dispone de dos 
mecanismos para que la estación base pueda identificar el estado en el que se encuentra en 
cada periodo de observación, i, y poder enviar un mensaje de broadcast a los nodos sensores 
con la nueva fi+1 que deben adoptar para el siguiente intervalo.  
El primer mecanismo es la medición del número de paquetes recibidos del evento. De esta 





más de los necesarios, HR (high reliability), o si se reciben los justos. Para poder determinar el 
régimen de operación en el que se encuentra la red es necesario determinar si se produce 
congestión en la red. Para ello se utiliza un sistema de control de congestión de notificación 
implícita mediante un bit de CN (Congestion Notification) y la monitorización del estado de las 
colas de los nodos sensores (ver Ilustración 28). Cuando los nodos sensores detectan 
congestión, un nivel de ocupación de las colas demasiado elevado, estos marcan los paquetes 
de datos que circulan a través suyo mediante el CN. La estación base recibe estos mensajes y 
es capaz de detectar si durante el intervalo, i, se ha producido congestión, C (Congestion), o no 
se ha producido, NC (No Congestion).  Con esta información la estación base calcula y 
transmite mediante una serie de formulas y diagramas de estado expuestos en (40), la fi+1 para 




El STCP (Sensor Transmission Control Protocol) (41) es una solución para el nivel de transporte 
en redes de sensores genérica, diseñada para poder operar encima de cualquier arquitectura 
físcia, MAC y de red, orientada a proporcionar fiabilidad y a gestionar la congestión en 
comunicaciones de tipo sensor-to-sink en redes de sensores. Como características principales 
del STCP encontramos su capacidad de adaptarse a distintos tipos de tráfico, dispone de dos 
modos de funcionamiento orientados a tráfico continuo, anteriormente lo habíamos 
denominado cómo Stream of Packets, y a tráfico debido a eventos, equivalente al Block of 
Packets. El grado de fiabilidad es ajustable y el esquema de retransmisiones por el que opta es 
end-to-end. Además el STCP es un protocolo de transporte orientado a conexión, esto quiere 
decir que previamente al inicio de una comunicación requiere un proceso de inicialización, un 
dialogo entre los dos nodos extremos de la comunicación. Un requerimiento del STCP es que 
las estaciones base deben ser nodos especiales con capacidades de memoria y subministro 
energético superiores a las de los demás nodos de la red ya que la mayoría de tareas del 
protocolo están delegadas a las estaciones base. Además el STCP requiere que todos los nodos 
de la red mantengan sus relojes internos sincronizados. 
El STCP define tres clases de paquetes, Session Initiation Packet, STCP Data Packet y STCP 
Acknowledgment Packet. 
 
Event ID CN bit Destination Time Stamp Payload FEC 
Cabecera de un paquete STCP Acknowledgment Packet 
Sequence Number (16) FlowID (8) CN (1) ACK/NACK (1) 
Sequence Number (16) 
Cabecera de un paquete STCP Data Packet 
FlowID (8) CN (1) Options (7) Clock (32) 
Options (6) 
Ilustración 29. Cabeceras STCP. 
Ilustración 28. Formato de paquete de datos ESRT. 





El significado de cada uno de estos campos es el siguiente: 
 Sequence Number: Indica el número de secuencia para un flujo determinado entre 
nodo origen y nodo destino. 
 Flow ID: Identifica un flujo de datos concreto entre un nodo origen y un destino. En el 
STCP cada par origen destino puede tener más de un flujo de datos con características 
diferentes. 
 CN (Congestion Notification): Se utiliza en los paquetes de datos y de reconocimiento. 
Su valor es 1 si se ha detectado congestión y 0 en caso contrario.   
 ACK / NACK: Se utiliza en los paquetes de reconocimiento e indica si este es de tipo 
ACK o NACK. 
 Clock: Se utiliza para tareas de sincronización. 
 
0 1 2 3 
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
Sequence Number Flows Options 
Clock 
Flow ID #1 Flow Bit Transmision Rate Reliability 
Flow ID #2 Flow Bit Transmision Rate Reliability 
… … … … 
Flow ID #N Flow Bit Transmision Rate Reliability 
Tabla 7. Cabecera de un Session Initiation Packet en el STCP. 
El significado de cada uno de estos campos es el siguiente: 
 Sequence Number: Tiene el mismo significado que en los mensajes de datos y 
reconocimiento. Su valor es 0. 
 Flows: Indica el número de flujos de datos que inicia el Session Initiation Packet entre 
el nodo origen y el destino. 
 Flow Bit: Indica el tipo de tráfico del flujo, event-driven o continous. 
 Transmision Rate / Reliability: Indican las características del tráfico de cada flujo en 
términos de máxima tasa de transmisión y grado de fiabilidad requerido. 
Las comunicaciones mediante STCP se inician con la transmisión por parte del nodo origen, un 
nodo sensor cualesquiera de la red, de un Session Initiation Packet a la estación base. La 
estación base confirma la recepción mediante un mensaje de tipo STCP Acknowledgment 
Packet con el flag de ACK activado. Este proceso permite establecer la tasa transmisión, el tipo 
de tráfico y la fiabilidad requerida para cada flujo de comunicación que se establezca entre el 
nodo sensor y la estación base mediante los campos expuestos anteriormente.  
Tanto para el modo event-driven flows como para el continous flows el formato de las 





Para el caso Continous Flows,  el tráfico es periódico. Esto significa que el nodo sensor 
transmite información hacía la estación base en un período de tiempo concreto. Este período 
de tiempo se comunica a la estación base durante el establecimiento de sesión mediante el 
Session Initiation Packet. Del mismo modo se estima el tiempo de propagación entre el nodo 
sensor y la estación base mediante el campo clock gracias al sincronismo que existe entre los 
nodos de la red. De esta manera, la estación base es capaz de calcular un tiempo máximo en el 
que debería recibir un paquete procedente del nodo sensor. En caso de no recibirlo, la 
estación base asume que el paquete se ha perdido y transmite un mensaje de NACK al origen 
iniciando el proceso de retransmisión por parte del nodo sensor. Así mismo, si pasado un 
cierto período de tiempo, la estación base no ha recibido la retransmisión, procede reenviando 
el NACK. 
Para el caso Event-driven Flows no es necesaria la sincronización de los relojes internos de los 
nodos de la red ya que el esquema de notificaciones se basa en ACKs. El mecanismo consiste 
en que el nodo transmisor almacena los paquetes que transmite en un buffer hasta que estos 
son confirmados por parte de la estación base con un ACK, bit de ACK activado en los paquetes 
tipo STCP Acknowledgment Packet. Si pasado un determinado tiempo no se recibe ACK para 
alguno de los paquetes transmitidos, el nodo sensor realiza una retransmisión. 
El STCP incorpora un mecanismo de control de congestión basado en notificaciones implícitas, 
ver apartado 3.2. Para ello se utiliza el bit CN (Congestion Notification) de los paquetes de 
datos, STCP Data Packet, y de control, STCP Acknowledgment Packet. La detección de la 
congestión se realiza mediante un método proactivo basado en la monitorización de colas en 
los nodos intermedios. Cuando un nodo detecta que la ocupación de su buffer es superior a un 
umbral, denominado tlower, se activa el bit de CN de los paquetes de datos con una 
determinada probabilidad. En caso de que se supere el umbral thigh se activa el bit CN en todos 
los paquetes. Cuando la estación base recibe un paquete de datos, STCP Data Packet con el bit 
de CN activado, lo notifica al nodo emisor activando el bit de CN en el mensaje de 
confirmación, STCP Acknowledgment Packet. Cuando el nodo emisor recibe una confirmación 
marcada con el bit de CN, o bien reduce la tasa de transmisión o bien delega al protocolo de 
enrutamiento la tarea de buscar una ruta alternativa hasta la estación base. 
3.4.4 Alternativas basadas en modificaciones del protocolo TCP/IP 
Existe una línea de soluciones basadas en la adaptación del TCP para redes de sensores. Esta 
solución garantizaría la capacidad de conectar directamente las redes de sensores con el 
exterior mediante un stack TCP/IP. 
3.4.4.1 DTC 
El DTC (Distributed TCP Catching) (42) y (43) es un protocolo de transporte diseñado para 
adaptar el TCP a las particularidades de las redes de sensores y de esta manera posibilitar el 
uso de la pila TCP/IP de la misma manera que se hace en redes convencionales. 
Los objetivos del DTC son, básicamente, reducir el consumo i mejorar la durabilidad de las 
baterías en los nodos de la red mediante la reducción de las retransmisiones end-to-end 




dentro de la red de sensores. Para conseguirlo el DTC propone utilizar retransmisiones de nivel 
enlace entre los nodos de la red. La inclusión de los mecanismos propuestos por el DTC no 
requiere modificar el protocolo TCP, ya que el comportamiento del protocolo en los extremos 
seguirá siendo el mismo, sino simplemente añadir nuevas funcionalidades en los nodos 
intermedios de la comunicación dentro de la red de sensores.  
Otras modificaciones propuestas por el TCP son la compresión de cabeceras TCP/IP para 
adecuarlas a los tamaños manejables dentro de las redes de sensores. En otros trabajos 
anteriores relacionados (44) se propone también la implementación de una pila TCP/IP 
reducida que requiere solamente capacidades de memoria volátil del orden de los centenares 
de bytes. 
El DTC no requiere ninguna modificación del TCP en el receptor ni en el emisor, pero sí que 
necesita la incorporación de nuevas funcionalidades en los nodos intermedios de la red.  Cada 
nodo intermedio debe ser capaz de almacenar un paquete dentro de una comunicación 
extremo a extremo. Cuando un nodo intermedio recibe un segmento comprueba si tiene 
espacio disponible para almacenar el segmento en su memoria. En caso que sea así, lo 
almacena con una determinada probabilidad. Esto permite mantener distribuidos los 
segmentos almacenados a lo largo de varios nodos pertenecientes a la ruta. Posteriormente, lo 
transmite hasta el siguiente nodo correspondiente a la ruta hacía el destino y activa un timer 
en espera de la recepción de un mensaje de ACK de nivel de enlace procedente del nodo al 
que ha sido transmitido el segmento. Si el timer expira sin haber recibido la confirmación se 
procede a realizar la retransmisión se bloquea el segmento en la memoria del nodo y se activa 
un timer de retransmisión que en caso de expirar repite la operación. 
Paralelamente a este mecanismo de retransmisiones a nivel de enlace se utiliza un mecanismo 
propio del TCP denominado SACK (Selective ACK). En el protocolo TCP se utilizan 
confirmaciones end-to-end basadas en un esquema de ACK, de manera que cuando se manda 
un ACK se incorpora un número de secuencia que confirma toda la información 
correspondiente a números de secuencia menores. El SACK permite confirmar un determinado 
número de secuencia especificando algunos de segmentos de información, anteriores al 
número de secuencia confirmado, como no recibidos en caso que haya sido así. Este 
mecanismo se utiliza para evitar retransmisiones innecesarias, de segmentos que han sido 
recibidos ya en destino. En la tabla siguiente se muestra un ejemplo del funcionamiento del 
mecanismo de SACK en el protocolo TCP en un supuesto en el cual se han perdido los 




ACK SACK bloque 1 SACK bloque 2 
0-50 50   
50-100 (perdido)    
100-150 50 100-150  
150-200 (perdido)    
200-250 50 200-250 100-150 





Tal y como se muestra en la tabla los campo de SACK permiten comunicar al origen que 
algunos segmentos si han sido recibidos correctamente y por tanto no es necesario que sean 
retransmitidos. El DTC utiliza el SACK de una manera distinta. En la siguiente ilustración se 
muestra un ejemplo del funcionamiento del SACK en el DTC. 
 
En el DTC, los mensajes de ACK con la opción de SACK activada se envían desde el destino de la 
misma manera que en el TCP convencional. Las diferencias aparecen cuando este SACK llega a 
un nodo intermedio. En este momento, el nodo comprueba si dispone de alguno de los 
segmentos de datos que no están indicados en los campos de SACK como correctamente 
recibidos, si es así, el nodo retransmite estos segmentos hasta el siguiente salto en la ruta. Si 
después de esta operación, el nodo determina que aún restan segmentos por retransmitir, 
sigue propagando el mensaje de confirmación hacía el origen. En la Ilustración 30 se muestra 
un ejemplo de utilización del SACK en el protocolo DTC donde se puede observar un caso en el 
que los nodos a y b tienen almacenados los segmentos 1 y 2. Cuando el nodo b recibe el 
mensaje de ACK con el SACK para el segmento 3, el nodo retransmite el segmento 1, que tiene 
almacenado en su memoria. Este mecanismo permite evitar, en la medida de lo posible las 
retransmisiones end-to-end ya que solo en el caso de que ningún nodo intermedio haya 
almacenado en su memoria los segmentos perdidos, se realizan retransmisiones desde el 
origen. 
  


















Ilustración 30. Ejemplo de funcionamiento del DTC con SACK. Esquema procedente de (42). 




3.4.5 Resumen y conclusiones  








































































































































































































No No Si Si No No Si No   
STCP Packet 
Reliabilty 






















ACK Adaptación del protocolo TCP Si Si Si Si No Adaptación 
TCP 
Tabla 9. Características de los principales protocolos de transporte para WSNs. 
Una vez hemos visto el funcionamiento de las soluciones ya existentes para redes de sensores 
en lo que se refiere a protocolos de transporte, el siguiente paso es analizar la idoneidad o no, 





nos hemos situado, IEEE 802.15.4 para el nivel físico y MAC y nst-AODV para el 
encaminamiento, y los requisitos que demandamos al protocolo de transporte deseado, 
apartado 3.3. La Tabla 9 de la página 64 contiene un resumen de las principales características 
de los protocolos comentados en los apartados anteriores y sirve de guía para comentar los 
pros y los contras de cada una de las alternativas en nuestro escenario. 
Ninguna de las soluciones se han mostrado en el apartado 3.4.2 pertenecientes a protocolos 
orientados al control de congestión se ajustan a la solución buscada. El objetivo del proyecto 
es dotar una red de sensores con mecanismos para garantizar la fiabilidad. En este sentido los 
mecanismos de control de congestión son deseables pero los protocolos expuestos en dicho 
apartado son soluciones destinadas, únicamente, a mitigar los efectos de la congestión. 
En segundo lugar, algunos protocolos abordan un tipo de comunicación que no se ajusta a las 
necesidades planteadas. En este sentido los protocolos GARUDA y PSQF tienen por objetivo 
único, la diseminación de información en el sentido sink-to-sensor para aplicaciones de 
reprogramación de nodos. Estas soluciones no son válidas para nuestro escenario, en el que 
buscamos una solución aplicable a múltiples aplicaciones. 
Por otro lado, las características de las capas física y de acceso al medio seleccionadas sugieren 
descartar alguno de los protocolos expuestos anteriormente. Tal y como se ha comentado en 
el apartado 2.2.2.2 de la página 18 y en el apartado 0, el IEEE 802.15.4 dispone de un 
mecanismo de retransmisiones de nivel enlace y de un sistema de detección de errores 
mediante un CRC. Este mecanismo garantiza que las transmisiones a un salto se realizan de 
manera correcta. Por este motivo, es deseable que el protocolo implementado presente un 
esquema de retransmisiones end-to-end en lugar de hop-by-hop. Además, un esquema end-to-
end permite al origen tener la certeza de la entrega o no de cada uno de los paquetes lo que 
abre la puerta al transmisor a tomar las acciones alternativas cuando se detecta una pérdida. 
En un esquema hop-by-hop, la detección de las pérdidas en los nodos intermedios resulta más 
complicada. Por estos motivos descartamos los protocolos HHR, HHRA, HHB, HHBA, RBC y HRS. 
En la misma situación que las capas PHY y MAC, el encaminamiento dentro de la red de 
sensores también es importante para la elección del protocolo de transporte. En el apartado 
2.4 se ha comentado la elección del nst-AODV como protocolo de encaminamiento 
seleccionado. El nst-AODV ofrece rutas unipath, un solo camino entre emisor y receptor. Por 
este motivo tampoco es válida la solución propuesta por el ReInForM y el RMST. En el caso del 
ReInForM se propone dentro del mismo protocolo de transporte una solución propia de 
encaminamiento basada en multipath. Por su lado, el RMST está diseñado específicamente 
para un encaminamiento basado en el protocolo Directed Diffusion.  
La solución propuesta por el DTC, de adaptación del TCP se enmarca en otra línea de 
soluciones para aportar fiabilidad en redes de sensores, consistente en adaptar las soluciones 
ya existentes para redes convencionales. El STCP, es en principio, la solución más ajustada a los 
objetivos de este proyecto. Ofrece una solución no dependiente de la aplicación, capaz de 
adaptarse a diversos tipos de tráfico, y permite la utilización de protocolos de nivel físico, de 
control de acceso al medio y encaminamiento genéricos, además de ofrecer fiabilidad end-to-




end. Su principal inconveniente radica en que exige un nodo, la estación base, de prestaciones 
y características especiales de energía y de memoria, capaz de encargarse de la mayoría de 
tareas relacionadas con el protocolo de transporte. No está contemplado en este proyecto, la 
utilización de un nodo de características especiales, se desea implementar la solución en la 
plataforma Telosb. Además, una solución de este tipo no permite aportar las funcionalidades 
de transporte a unas hipotéticas comunicaciones de tipo sensor-to-sensor. 
En conclusión, ninguna de las soluciones existentes en redes de sensores se ajusta 
perfectamente al escenario propuesto. Por este motivo, se decide diseñar e implementar un 
protocolo de transporte simple adaptado específicamente al escenario propuesto en los 
apartados anteriores. La definición de las características y la implementación de la nueva 
solución se encuentran en el apartado 4.4. 




4 Diseño e implementación 
4.1 Consideraciones Previas 
4.1.1 Plataforma Telosb 
Tal y como se ha comentado anteriormente, la plataforma seleccionada para el desarrollo del 
proyecto es el Telosb. El Telosb utiliza el chip radio CC2420 que cumple con el estándar IEEE 
802.15.4. El procesador es el Texas Instruments MSP430. Dispone de una interface USB para su 
programación e intercambio de datos con el nodo, además de dos sensores opcionales de 
humedad y temperatura. En la figura siguiente se muestra la composición de los módulos que 









Las especificaciones de la plataforma Telosb se pueden encontrar en el documento (15) y son 
las siguientes: 
Especificaciones TPR2420CA 
Procesador 16-bit RISC, 8 MHz 
Memoria Flash Programa 48K bytes 
Memoria Flash Serie 1024 Kbytes 
Ilustración 31. Componentes del Telosb. 




RAM 10 Kbytes 
EEPROM 16 Kbytes 
Comunicaciones Serie UART 
Consumo del 
microcontralodor 
Active Mode 1.8 mA 
Sleep Mode 5.1 μA 
Banda de frecuencias 2400 MHz to 2483.5 MHz 
Tasa de transmisión 250 kbps 
Potencia de RF -24 dBm to 0 dBm 
Sensibilidad -90 dBm (min), -94 dBm (typ) 
Alcance en exteriores 75 m to 100 m 
Alcance en interiores 20 m to 30 m 
Consumo del 
transceptor radio 
Receive Mode 23 mA 
Idle Mode 21 μA 
Sleep Mode 1 μA 
Tabla 10. Especificaciones de la plataforma Telosb. 
El chip radio CC24240 es controlado por el microcontrolador TI MSP30. Entre las opciones de 
configuración se encuentra el nivel de potencia programado. Se permiten 30 niveles de 
potencia diferentes mediante la constante PA_LEVEL. En la tabla siguiente se muestran los 
valores proporcionados por el fabricante. 
PA_LEVEL Potencia salida (dBm) Consumo (mA) 
31 0 17.4 
27 -1 16.5 
23 -3 15.2 
19 -5 13.9 
15 -7 12.5 
11 -10 11.2 
7 -15 9.9 
3 -25 8.5 
Tabla 11. Configuraciones de la potencia de salida en el Telosb (45). 
El chip radio CC2420 es el encargado de proveer diversas medidas relacionados con el canal 
radio. Concretamente, el RSSI (Received Signal Strength Indicator) relacionado con la potencia 
de la señal recibida y el LQI (Link Quality Indicator) relacionado con la calidad del enlace. El LQI 
es una medida de especial interés en este proyecto tal y como se verá en apartados siguientes. 
El LQI debe ser un número comprendido entre 0 y 255 según el IEEE 802.15.4 con un mínimo 
de 8 valores intermedios. El chip radio CC2420 proporciona unos LQI de aproximadamente 50 
para las señales de menor calidad que es capaz de recibir y de 110 para las de calidad máxima 
(46).  
Desde el punto de vista de la implementación de un protocolo de transporte, las limitaciones 
más importantes que surgen de estas especificaciones están relacionadas con la memoria RAM 
disponible en el dispositivo. Los 10 Kbytes de memoria RAM obligan a implementar 
mecanismos con el objetivo de minimizar la cantidad de memoria utilizada en el dispositivo, 
prestando especial atención a la implementación de las ventanas de transmisión y recepción. 




4.1.2 Pruebas de alcance 
Durante la realización del proyecto ha surgido la necesidad de establecer diferentes topologías 
de red sobre las cuales se ha probado y desarrollado en un escenario real las soluciones 
implementadas, ver el apartado 5. Para ello es necesario establecer el alcance máximo al que 
pueden llegar los nodos a fin de saber con cierta exactitud a que distancias debemos colocar 
los diferentes nodos sensores. Para ello se han realizado una serie de pruebas variando la 
distancia y la potencia de transmisión de los nodos sensores en las que se ha medido el 
número de tramas recibidas correctamente y el LQI (Link Quality Indicator). 
El montaje realizado consiste en un nodo receptor y otro emisor ubicados en una línea recta 
separados por una distancia que se va variando en cada repetición de la prueba. Cada 
repetición consiste en el envío de 20000 tramas. El receptor recibe estas tramas y almacena los 
datos asociados a cada una de ellas en una serie de variables. Cuando termina el envío de las 
20.000 tramas se transmite hasta un ordenador mediante un puerto serie la información 
asociada a las tramas recibidas. Concretamente se transmite el número de tramas que se han 
recibido correctamente y la media calculada del LQI que han presentado dichas tramas. 
Se puede comprobar de manera experimental que la calidad y el número de tramas recibidas 
es altamente dependiente de la orientación en la que se sitúan el nodo transmisor y el 
receptor. Este fenómeno se corrobora mediante el diagrama de radiación de la antena del 




Para realizar estas pruebas los nodos han sido orientados tal y como se muestra en la figura 
siguiente. 
Ilustración 32. Diagrama de radiación horizontal (izquierda) y vertical (derecha) del Telosb (45). 






Los valores de potencia seleccionados son los correspondientes a los valores de la constante 
de programación PA_LEVEL a 1 y 2. Esta constante puede valer entre 1 y 31, indicando para 
cada valor un nivel de potencia diferente y creciente. 
Resultados para PA_LEVEL = 1 
En este apartado se muestran los resultados obtenidos para el valor de la constante de 
potencia PA_LEVEL = 1. 
Distancia (cm) Enviados Recividos % perdidos Lqi Medio 
10 40000 36339 9,1525 105 
15 40000 35594 11,015 100,5 
20 40000 37312 6,72 103,5 
25 40000 35601 10,9975 104,5 
30 40000 34996 12,51 95 
35 40000 22646 43,385 88,5 
40 40000 35912 10,22 96,5 
45 40000 33457 16,3575 102 
50 40000 29605 25,9875 103 
55 40000 32657 18,3575 90,5 
60 40000 28330 29,175 83,5 
65 40000 13057 67,3575 77 
70 40000 14896 62,76 77 
75 40000 4298 89,255 69 
80 40000 0 100 - 
100 40000 0 100 - 
Tabla 12. Resultados de las pruebas de alcance, PA_LEVEL=1. 
Resultados para PA_LEVEL=2 
Para el caso PA_LEVEL = 2 los resultados han sido los siguientes. 
Distancia (cm) Enviados Recividos % perdidos Lqi Medio 
10 40000 36400 9 106 
15 40000 37369 6,5775 105 
20 40000 38450 3,875 106 
distancia 
Ilustración 33. Orientación utilizada para las pruebas de alcance. 




25 40000 38707 3,2325 106 
30 40000 34983 12,5425 101 
35 40000 37876 5,31 105,5 
40 40000 35235 11,9125 105 
45 40000 37143 7,1425 105 
50 40000 29531 26,1725 89 
55 40000 17800 55,5 84,5 
60 40000 15804 60,49 82 
65 40000 26777 33,0575 86,5 
70 40000 19510 51,225 82,5 
75 40000 23390 41,525 90,5 
80 40000 31903 20,2425 92,5 
100 40000 15204 61,99 86 
Tabla 13. Resultados de las pruebas de alcance, PA_LEVEL=2. 
Resultados para PA_LEVEL=3 
Finalmente, fijando el nivel de potencia a 3 se obtienen los siguientes resultados. 
Distancia (cm) Enviados Recividos % perdidos Lqi Medio 
10 20000 20000 0 106 
15 20000 20000 0 106 
20 20000 19999 0,005 106 
25 20000 19346 3,27 106 
30 20000 20000 0 106 
35 20000 20000 0 106 
40 20000 19998 0,01 106 
45 20000 19995 0,025 107 
50 20000 19998 0,01 106 
55 20000 19997 0,015 106 
60 20000 19592 2,04 106 
65 20000 19701 1,495 106 
70 20000 19678 1,61 106 
75 20000 19275 3,625 106 
80 20000 19289 3,555 106 
100 20000 18758 6,21 106 
Tabla 14. Resultados de las pruebas de alcance, PA_LEVEL=3. 
 
En la gráfica siguiente se muestra una gráfica comparada para los LQI medios obtenidos en 
cada una de las pruebas. La gráfica permite discernir, que para un entorno de laboratorio el 
nivel PA_LEVEL 3 resulta excesivo ya que implicaría que para obligar a la red a funcionar en 
multisalto las distancias entre nodos deberían ser del orden de los metros. Los niveles 1 y 2 
ofrecen resultados similares. 





Ilustración 34. Comparativa de los LQI medidos en las pruebas de alcance para distintas potencias en función de 
la distancia. 
De manera aproximada, se puede asumir que a partir de los 50 cm el LQI medido se degrada 
de manera importante para los casos PA_LEVEL = 1, 2. Estas medidas permiten deducir que 
para conseguir simular una red multisalto es necesario que las distancias entre el origen y el 
receptor de la comunicación sean superiores a estos 50 cm. En el apartado 5 se utilizan estas 


























4.2 Entorno TinyOS 
TinyOS (47) es el sistema operativo de código abierto que se ha utilizado en este proyecto 
como soporte para el código desarrollado. TinyOS está específicamente diseñado para 
sistemas embedidos en redes de sensores. Una de las características principales de TinyOS es 
que permite minimizar el tamaño del código desarrollado, un hecho importante en este 
entorno. TinyOS incorpora una serie de componentes que incluyen implementaciones de 
protocolos de red, drivers de sensores y otras utilidades que permiten facilitar las tareas de 
desarrollo de aplicaciones. 
El sistema operativo TinyOS está soportado por una gran variedad de plataformas en redes de 
sensores, entre ellas, el Telos rev B. Entre las plataformas comentadas en el apartado 2.2.3 se 
encuentran el MicaZ, el Mica2, el Mica2dot, el IRIS y el Imote2. Para el desarrollo de este 
proyecto se ha utilizado la versión de TinyOS 2.0.2-2. 
4.2.1 Programación en TinyOS, el lenguaje nesC 
El lenguaje NesC (Network Embedded Systems C) (48) es una extensión del lenguaje C  
diseñada explícitamente para sistemas embedidos y es utilizado como lenguaje de los módulos 
de TinyOS. En este sentido la sintaxis del lenguaje es similar a la de C, incorporando una serie 
de modificaciones en el modelo de enlace de los distintos componentes, lo que modifica la 
estructura del código de manera notable. 
4.2.1.1 Modelo de Comandos y Eventos 
Dadas las características del entorno del sistema operativo TinyOS y el lenguaje nesC, se utiliza 
un modelo de ejecución basado en eventos y comandos.  
La mayor parte del hardware presente en las redes de sensores se basa en operaciones de tipo 
split-phase. Por ejemplo, la lectura de un sensor se realizaría en dos fases, la primera 
consistiría en escribir una serie de registros para iniciar la lectura, para acabar recibiendo una 
interrupción cuando finaliza. El mecanismo de eventos y comandos permite evitar la utilización 
de threads, común en otros sistemas. El inconveniente de los threads es que cada uno de ellos 
requiere el uso de una cantidad importante de memoria RAM para mantener su propia pila de 
variables. 
En nesC, las operaciones que son split-phase en hardware también lo son en software. En este 
sentido los comandos (command) son las instrucciones denominados de downcall, inician la 
operación, mientras que los eventos (event) son las operaciones de upcall, indican la 
finalización de una operación. Los eventos y los comandos no pueden ser interrumpidos ni 
pueden interrumpir la ejecución del programa de manera asíncrona a no ser que se declaren 
con la palabra reservada async. 




4.2.1.2 Estructura de ficheros 
El lenguaje NesC utiliza una estructura formada básicamente por tres clases diferentes de 
ficheros. Los componentes, que pueden ser módulos o configuraciones, y las interfaces. 
Las interfaces son listas de funciones que deben ser implementadas o provistas por los 
componentes que las utilizan. Estas funciones pueden ser eventos o comandos. En el apartado 
4.2.1.1 se expone con más detalle el modelo de comandos y eventos en TinyOS. 
Los componentes que son módulos contienen las implementaciones en el lenguaje NesC. En 
este sentido un módulo puede disponer de una serie de declaraciones de interfaces. Estas 
interfaces pueden ser de dos tipo, provistas (se declaran con la palabra clave provides) o 
usadas (palabra reservada uses). Un módulo debe implementar todos los eventos de las 
interfaces que declara como usadas y todos los comandos de las interfaces que declara como 
provistas. 
El último tipo de componentes son las configuraciones. Las configuraciones no contienen 
implementaciones propiamente dichas sino que son ficheros que se encargan de enlazar otros 
componentes. En este sentido un fichero de configuración, al igual que un módulo, puede 
proveer o usar interfaces pero en lugar de la implementación de los mismos, lo que contiene la 
configuración es una serie de relaciones entre distintos componentes, denominados wiring, 
que permiten componer grandes abstracciones.   
 
En el ejemplo de la figura anterior se muestra como se construye el wiring entre componentes. 
La configuración D ofrece las funciones de las interfaces I1, I2, I3 que a su vez son 
implementadas por los módulos A, B y C. El módulo B implementa la interface I3 que es usada 
por el modulo C para implementar la interface I4.  
4.2.1.3 Tareas 
Las tareas permiten emular el comportamiento split-phase de los dispositivos hardware 
mediante mecanismos software. Una tarea se declara con la palabra reservada Task. Cuando 
una aplicación ejecuta una tarea, esta es almacenada en una cola de tipo FIFO (First In – First 
 provides I1, I2, I4 
 provides I1 
 provides I2 
Módulo B.nc 
Configuración D.nc 
 provides I3 
Módulo C.nc 
 uses I3 






I1 = A.I1; 
I2 = A.I2; 
I4 = C.I4; 
 
C.I3 -> B.I3; 
 
sintaxis 
Ilustración 35. Ejemplo de wiring. 




Out) hasta que se puede ejecutar. Las tareas se ejecutan de manera atómica y es por este 
motivo que deben ser de corta duración. En nesC las tareas, las funciones y los eventos y 
comandos que no sean async, se ejecutan de manera síncrona, sin que exista la posibilidad de 
la aparición de problemas relacionados con la concurrencia.  
4.2.2 Arquitectura TinyOS 
TinyOS incorpora un conjunto de ficheros destinados al control de la radio, los sensores y 
demás dispositivos hardware incorporados en las distintas plataformas. La estructura de 
librerías y componentes de TinyOS 2.x está organizada en forma de carpetas. Las más 
importantes son la carpeta apps, que contiene aplicaciones de alto nivel, la carpeta tools, que 
aporta una serie de herramientas útiles para el desarrollo de aplicaciones y el compilador de 
código, doc, que contiene documentos relacionados con los componentes existentes, como 
arboles con las características de las distintas configuraciones, así como información de los 
componentes. La carpeta tos incluye los componentes que permiten el funcionamiento del 
sistema operativo. Se subdivide en las carpetas: 
 Chips: Incorpora entre otros, los módulos que permiten controlar los diferentes chips 
radio o microcontroladores que utilizan las plataformas soportadas. 
 Interfaces: Incluye la declaración de los archivos de tipo interface implementados por 
los componentes del sistema operativo. 
 Lib: Contiene librerías que permiten añadir funcionalidades a los nodos. 
 Platforms: Módulos dependientes de la plataforma utilizada. 
 Sensorboards: Componentes que controlan las placas de sensores soportadas por las 
distintas plataformas. 
 System: Conjunto de módulos comunes en todas las plataformas. 
 Types: Contiene ficheros de declaración de tipos de variables. 
La parte más destacada para la realización de este proyecto es la que afecta a la composición 
de la pila de protocolos de la interfaz radio. Existe un esquema de módulos desarrollados para 
el control del módulo radio CC2420 que incorpora el Telosb, denominado CC2420 Radio Stack. 
El esquema de capas que controlan el chip radio se muestra en la Ilustración 36.  
 
Ilustración 36. Radio Stack en TinyOS 2.x 




El Nivel Aplicación es el punto a partir del cual se inserta el código desarrollado en este 
proyecto. Los demás niveles que aparecen en la imagen aportan las funcionalidades 
propuestas en el IEEE 802.15.4. 
 El nivel ActiveMessage se encarga de rellenar la cabecera de los paquetes 802.15.4.  
 El nivel Unique Send y Unique Receive permiten detectar duplicados en los paquetes 
recibidos, a nivel enlace.  
 El Packet Link es opcional y permite habilitar las retransmisiones de nivel de enlace.  
 La capa CSMA es responsable de la asignación del byte de FCF, ver anexo 1, en las 
transmisiones salientes, el tiempo de backoff y la activación y desactivación de la 
radio. 
4.2.3 Diferencias entre TinyOS 1 y TinyOS 2 
El TinyOS 2.x es una evolución de las versiones del sistema operativo 1.x. El desencadenante 
del lanzamiento de esta nueva plataforma, es solucionar una serie de limitaciones de las 
versiones 1.x que dificultaban la programación de aplicaciones. Las versiones 1.x y 2.x no son 
compatibles. Esto significa que todas las aplicaciones implementadas en la versión 1.x deben 
ser reescritas para funcionar en 2.x. En este apartado se pretende dar una imagen global de los 
cambios más significativos entre las versiones 1.x y 2.x de TinyOS. Si se desea más información, 
se puede encontrar en los TEPs (TinyOS Enhancement Proposals) en (47). 
Primeramente, las versiones 2.x de TinyOS definen un esquema jerárquico de tres niveles para 
construir abstracciones de los elementos hardware denominado HAA (Hardware Abstraction 
Arquitecture). El primer nivel se denomina HPL (Hardware Presentation Layer), el segundo HAL 
(Hardware Abstraction Layer) y el último HIL (Hardware Independent Layer). El nivel HIL es 
completamente independiente del hardware implementado y permite desacoplar en cierto 
grado las aplicaciones de los diferentes módulos hardware posibles. 
A nivel de scheduler las versiones 1.x y 2.x presentan diferencias notables. En la versión 1.x 
cuando se llama a una tarea, esta es almacenada en una cola de tareas de tipo FIFO. En el caso 
que esta cola estuviera llena, la tarea es descartada. Esta situación puede derivar en el 
bloqueo de aplicaciones que se quedan a la espera de que una tarea sea ejecutada. Para 
solucionarlo, TinyOS 2.x implementa una cola de tipo FIFO también, pero cada tarea puede ser 
almacenada una única vez. Si una aplicación requiere el almacenamiento de más de una tarea 
del mismo tipo a la vez, debe ser el programador el que lo gestione mediante una rellamada al 
finalizar la tarea e implemente las variables globales correspondientes. 
TinyOS 2.x incorpora un nuevo tipo de componentes denominados generic. Estos 
componentes son instancias a componentes y permiten la reutilización de estructuras de 
datos. El uso de componentes generic también permite encapsular complejas relaciones de 
wiring en lo que se denomina como virtualizaciones. Un ejemplo del uso de las virtualizaciones 
es la estructura de Timers, que es completamente diferente en las versiones 2.x. 






En el ejemplo de TinyOS 2.x, la palabra new denota que se está creando una instancia del 
componente TimerMilliC. Esta instancia es independiente de cualquier otra que se pueda 
realizar del mismo componente. En TinyOS 1.x para reproducir este comportamiento es 
necesaria la utilización de lo que se denomina como interfaces parametrizadas.  
El esquema de comunicaciones presenta, también, profundas modificaciones. En TinyOS 1.x los 
mensajes se almacenan en variables de tipo TOS_Msg. Estas contenían los campos 
transmitidos por la radio así como los campos de metadata, como la potencia de la señal, el bit 
de ACK o los timestamps. La solución en TinyOS 1.x, consiste en definir una estructura para el 
TOS_Msg diferente para cada plataforma. Esto significa que las plataformas con un módulo 
radio CC1000 tendrán una definición diferente que los módulos que dispongan de un módulo 
CC2420. Esta solución provoca múltiples problemas: 
 Los niveles de aplicación deben acceder a los campos de la estructura TOS_Msg, lo que 
crea dependencias entre las aplicaciones y la plataforma utilizada. 
 Si una plataforma dispone de más de un módulo de comunicaciones, el TOS_Msg debe 
ser capaz de asignar el espacio correcto para todas las definiciones, dificultando el 
acceso a los campos del TOS_Msg.  
Para solucionar estos problemas TinyOS 2.x define una nueva estructura de buffer para 
mensajes denominada message_t. 
 
 
El código implementado en TinyOS 2.x no puede acceder a los campos del message_t 
directamente. En su lugar, cada nivel de enlace debe definir los campos header, data, footer y 
metadata y proveer las interfaces para acceder a ellos. Si una plataforma dispone de más de 
un módulo de comunicación, estos campos se definen como la unión de cada una de las 
typedef nx_struct message_t { 
  nx_uint8_t header[sizeof(message_header_t)]; 
  nx_uint8_t data[TOSH_DATA_LENGTH]; 
  nx_uint8_t footer[sizeof(message_footer_t)]; 
  nx_uint8_t metadata[sizeof(message_metadata_t)]; 
} message_t; 
Wiring en TinyOS 1.x 
Wiring en TinyOS 2.x 
components App, TimerC; 
App.Timer -> TimerC.Timer[unique("Timer")]; 
 
components App, new TimerMilliC(); 
App.Timer -> TimerMilliC; 
 
Ilustración 37. Comparativa de Wiring en tinyOS 1.x y 2.x, procede de (47). 
Ilustración 38. Estructura del message_t. 




estructuras definidas por cada módulo con el fin de realizar reservas de espacio válidas para 
cualquiera de ellas. Las comunicaciones a través de los módulos radio se acceden, en TinyOS 
2.x, a través del componente ActiveMessageC que es el nivel HIL correspondiente a la 
arquitectura HAA para las comunicaciones radio. El acceso a las comunicaciones a través del 
puerto serie en TinyOS 2.x se realiza a través de un componente de nivel HIL denominado 
SerialActiveMessageC, mientras que en TinyOS 1.x se realizaba mediante una dirección 
especial (TOS_UART_ADDRESS) y el componente de comunicaciones GenericComm. Otra 
diferencia notable entre las dos arquitecturas de comunicación, es el grado de implementación 
de los mecanismos correspondientes al 802.15.4. Un ejemplo de esto, es que en TinyOS 1.x la 
comprobación del CRC debe hacerse a nivel aplicación mientras que en TinyOS 2.x estas tareas 
se realizan por el stack de comunicaciones definido en el apartado 4.2.2. Las diferencias entre 
las tramas IEEE 802.15.4 en TinyOS 1.x y 2.x se muestran en el anexo 1. 
Además de todas las modificaciones ya expuestas, TinyOS 2.x presentan diferencias notables 
en la secuencia de boot, en los códigos de error y en el acceso a recursos compartidos entre 
otros. 
4.3 Traducción y adaptación del protocolo de encaminamiento nst-
AODV 
En la primera fase del proyecto, se ha realizado un trabajo de traducción y adaptación del nst-
AODV, procedente de (19), de la versión del sistema operativo TinyOS 1.x a TinyOS 2.x. Esta 
traducción no es trivial debido a que el cambio de versión no consiste en una simple 
actualización sino que implica un cambio notable en la estructura del sistema operativo. 
Esta parte ha implicado la implementación del nuevo código basado en el disponible en TinyOS 
1.x, además de la introducción de una serie de modificaciones basadas algunas en estudios 
realizados así como en la detección y modificación de algunas partes del código inicial 
incompletas. También se han añadido algunas funcionalidades y se han realizados cambios 
estructurales con el objetivo de permitir introducir las modificaciones necesarias en una capa 
superior para el aporte de fiabilidad.  
Esta parte del documento está organizada de la siguiente manera. En el punto 4.2.3 se 
exponen las diferencias entre las dos versiones de TinyOS con el fin de justificar el proceso de 
traducción. En el apartado 4.3.1 se presentan los componentes que componen la nueva 
versión del código del nst-AODV desarrollada, módulos y configuraciones, y la relación que 
existe entre ellos. En este apartado también se muestra en detalle los procesos establecidos 
por esta versión del nst-AODV. En el apartado 4.3.2 se presentan las deficiencias encontradas 
en el código original, las soluciones adoptadas y las mejoras que se han estimado oportunas 
incorporar y los motivos que las justifican. Finalmente, en el apartado 4.3.3 se exponen las 
modificaciones realizadas con el objetivo de incorporar posteriormente un nivel de transporte. 
 




4.3.1 Descripción de módulos 
 
Ilustración 39. Arquitectura del nst-AODV traducido y modificado. 




En la Ilustración 39 de la página anterior, se muestra el esquema de componentes e interfaces 
que conforman la implementación del nst-AODV en TinyOS 2.x. Estos esquemas se generan 
mediante la aplicación nesdoc, que genera automáticamente documentación relacionada con 
las aplicaciones desarrolladas en TinyOS. Los cuadros de doble línea indican los componentes 
de tipo configuración, mientras que los de una sola línea son los módulos. Las bolas grises 
indican las interfaces que ofrece el nst-AODV a los niveles superiores. Las líneas que van de 
unos componentes a otros indican el componente proveedor, señalado por las flechas, y el 
componente que usa cada interface interna. 
La arquitectura que aparece a la derecha en la Ilustración 39 representa el esquema de 
componentes global del nst-AODV, el de la izquierda representa la composición del sub bloque 
formado por la configuración SingleHopManager que se comenta en el apartado 4.3.1.4.  
Las interfaces que ofrece la nueva versión del nst-AODV a las aplicaciones de nivel superior son 
las siguientes: 
 Receive: Provee los comandos y eventos necesarios para la recepción de mensajes de 
datos en comunicaciones multisalto. 
 Intercept: Permite acceder a los mensajes de datos multisalto que transitan por el 
nodo y que no tienen como destino el nodo. 
 SendMHopMsg: Provee los comandos y eventos necesarios para transmitir un 
mensaje multisalto. 
 SingleHopMsg: Permite acceder a los campos de un mensaje multisalto asociados a 
la comunicación con el siguiente salto. 
 MultiHopMsg: Permite acceder a los campos de un mensaje multisalto asociados a la 
comunicación extremo a extremo. Estos campos son la dirección de origen, destino y 
el campo App, ver Ilustración 40. 
 AODVMsg: Permite a acceder a los campos de un mensaje multisalto asociados a la 
comunicación extremo a extremo. Concretamente a los campos seq, ttl y flag. 
 AODVPayload: Es una interface de tipo Packet, que en TinyOS 2.x se utiliza para 
acceder y rellenar los campos de datos de un mensaje. En este caso esta interface 
permite rellenar el campo de datos para los mensajes de datos multisalto. 
 Reset: Permite reiniciar los valores de la tabla de rutas. 
Para esta versión del nst-AODV se han añadido una serie de funcionalidades que permiten 
acceder a la pila convencional de radio suministrada por el sistema operativo TinyOS y que se 
ha comentado en el apartado 4.2.2. En consecuencia, estas interfaces solo son validas para 
transmitir a destinos que estén dentro del alcance del nodo. 
 ReceiveMsg: Permite recibir mensajes mediante la pila de comunicaciones por 
defecto de TinyOS. 
 SendMsg: Lo mismo que el ReceiveMsg pero para transmitir. 
 SingleHopPacket: Interface de tipo Packet que permite rellenar el campo de datos. 
Además se han añadido las siguientes interfaces para la inclusión del protocolo de transporte 
diseñado para el AODV. 




 SendMHopControl: Permite acceder al envío de RREQ modificados, el funcionamiento 
de este mecanismo se expone en el apartado 4.3.2.4. 
 ReceiveMHopControl: El mismo caso que el SendMHopControl pero para recibir RREP. 
 CongestionControl: Permite detectar situaciones de congestión en nodos intermedios 
de una ruta. 
 RouteControl: Permite a los niveles superiores monitorizar el estado de las rutas. 
El formato de tramas utilizado en esta versión del nst-AODV es prácticamente el mismo que en 
la versión original (19). Las únicas modificaciones introducidas se deben a las características 
dispares que presentan el sistema operativo y también las cabeceras de los mensajes a nivel 
MAC y PHY, ver anexo 1. La estructura de tramas que se muestra a continuación se pude 



















































Route Request RREQ 
Route Reply RREP 





















Ilustración 40. Formato de tramas en el nst-AODV. 




La trama CC2420 se corresponde con el estándar IEEE 802.15.4 para TinyOS 2.x. En el anexo 1 
se realiza una explicación detallada de las características de las tramas IEEE 802.15.4 
implementadas por el sistema operativo. Los campos correspondientes a las demás tramas 
están contenidos dentro del campo datos de la trama del CC24240. 
A nivel de tramas las principales modificaciones aplicadas se centran en la eliminación de dos 
campos que añadía la versión anterior del nst-AODV entre el CC24240 Packet y las demás que 
aportaban la misma información que los campos src y seq de la trama CC2420. También se ha 
prescindido del campo length en el AODV_Msg, que se utilizaba para determinar la longitud de 
un paquete. Esta información se puede extraer del campo length del CC2420Packet. 
El significado de cada uno de estos campos se expone a continuación. Para los mensajes de 
tipo Route Request RREQ: 
 Dest: Dirección de destino buscada. 
 Src: Origen del RREQ. 
 RreqID: Número de secuencia de RREQ generado en el nodo Src. 
 SrcSeq: Número de secuencia de mensajes de control en el nodo origen. 
 DestSeq: Último número de secuencia de mensaje de control conocido por el nodo Src 
del nodo Dest. 
 Metric: Número de saltos que ha realizado el RREQ desde el origen. Permite controlar 
la inundación de la red. 
 PDR: Indicador de la calidad de la ruta establecida. Ver apartado 4.3.2.1. 
 Flags: Campo reservado para la asignación de flags. Los flags asignables a los mensajes 
de RREQ son los siguientes: 
- RREQ_INFO_FLAG: Se utiliza durante el proceso de RREQ modificado para 
indicar que el mensaje de RREQ contiene información adjunta, ver apartado 
4.3.3.1. 
- UNICAST_RREQ_FLAG: Se utiliza durante el proceso de RREQ para indicar que, 
si es posible, el mensaje de RREQ debe ser enviado al siguiente salto de la ruta 
buscado en caso de que ya exista, ver apartado 4.3.3.1. 
Para los mensajes de RREP: 
 Dest: Dirección del nodo hasta el cual se desea establecer la ruta.  
 Src: Dirección de origen del mensaje de RREQ al que se está respondiendo mediante el 
RREP. 
 DestSeq: Número de secuencia de mensaje de control del nodo Dest. 
 Metric: Número de saltos que ha realizado el RREP. 
 PDR: Indicador de la calidad de la ruta establecida entre el nodo Src y Dest. 
 Flags: Campo reservado para la asignación de flags. 
- INDIRECT_FLAG: Se utiliza para indicar que la respuesta ha sido generada por 
un nodo intermedio que tenía conocimiento de una ruta válida hasta el 
destino y no por el propio destino. 




- RREP_INFO_FLAG: Se utiliza durante el proceso de RREQ modificado para 
indicar que el mensaje de respuesta RREP contiene información adjunta, ver 
apartado 4.3.3.1. 
Para los mensajes de RERR: 
 Dest: Dirección del nodo la ruta hasta el cual ha dejado de estar disponible. 
 DestSeq: Último número de secuencia de mensaje de control del nodo Dest conocido 
por el origen del RERR. 
 Flags: Campo reservado para la asignación de flags. 
Para los mensajes de datos, AODV_Msg: 
 Dest: Indica la dirección de destino del mensaje de datos. En los nodos intermedios se 
utiliza para consultar en el módulo AODV_Tables el siguiente salto a realizar dentro de 
la ruta. 
 Src: Origen del mensaje multisalto. 
 APP: Permite al nivel superior, crear y diferenciar diferentes tipos de mensajes de 
datos.  
 Seq: Indica el número de secuencia del nodo origen para mensajes de datos. Se utiliza 
en el envío de mensajes broadcast de datos para controlar la propagación. 
 TTL: Indica el número de saltos realizados por el mensaje. 
 Flags: Campo reservado para la asignación de flags. 
Los detalles relativos a la declaración de los paquetes y el valor de los flags expuestos se 
pueden encontrar en la página Error! No s'ha definit l'adreça d'interès.. 
  





El módulo AODV_PacketForwarder es el encargado de la gestión de los mensajes de datos. En 
este sentido se encarga de gestionar los mensajes a transmitir, rellenar los campos 
correspondientes a la cabecera AODV_Msg, almacenar el mensaje cuando es necesario, 
solicitar operaciones de búsqueda de ruta a otros módulos o iniciar el proceso de transmisión. 
Cuando se desea transmitir un mensaje multisalto, el módulo AODV_PacketForwarder rellena 
los campos correspondientes a la cabecera AODV_Msg y pone en la cola implementada por el 
componente BufferQueueC el mensaje. Cuando llega su turno de atención se realiza una 
consulta en la tabla de rutas, implementada en el módulo AODV_Tables, para determinar si 
existe una ruta para el destino del mensaje. En caso de disponer de la ruta, el mensaje es 
transferido al nivel inferior, el SingleHopManager, con destino el siguiente salto dentro de la 
ruta. Si no se dispone de ruta, se notifica al módulo AODV_Core para que realice un proceso de 
establecimiento de ruta mediante la interface ReactiveRouter.  
En el caso en el que dispone de una ruta, el mensaje es transferido al módulo 
SingleHopManager que se encarga de las comunicaciones a distancia un salto. Una vez 
finalizado el proceso, se genera un evento en el módulo AODV_PacketForwarder que informa 
sobre si el mensaje se ha podido transmitir satisfactoriamente. En caso de no haber sido así, se 
declara la ruta como inválida y se inicia un proceso de establecimiento de ruta. Si la 
transmisión ha sido satisfactoria se señala el evento sendDone a través de la interface 
SendMHopMsg para indicar al nivel de aplicación que el mensaje ha sido enviado 
correctamente. Es necesario destacar que este evento solo permite asegurar que el mensaje 
ha sido correctamente transmitido al siguiente salto, en ningún caso hasta el destino final. 
El módulo AODVPacketForwarder mantiene el control de un número de secuencia asociado a 
los mensajes de datos. Cada vez que se genera un mensaje de datos, se le asigna el número de 
secuencia, que conjuntamente con la dirección de origen, identifican cada uno de los mensajes 
transmitidos en la red. El número de secuencia de datos se incrementa cada vez que se genera 
un paquete de datos en el nodo y en el código del módulo AODV_PacketForwarder.nc (ver 
página Error! No s'ha definit l'adreça d'interès.)  se denomina aodv_seqnum. 
4.3.1.2 AODV_Core.nc 
El módulo AODV_Core es el encargado de gestionar los procesos de establecimiento, 
reparación y eliminación de rutas, además de la gestión de la recepción de todos los mensajes 
de control. Esto implica, la respuesta a los RREQ mediante RREP, la propagación de RREQ 
cuando sea necesario y la gestión de los mensajes de RERR y su propagación. También es el 
encargado del mantenimiento de las tablas de rutas, para ello dispone de una serie de 
interfaces de acceso al módulo AODV_Tables, tal y como se puede observar en la Ilustración 
39.  
En la Ilustración 41 se muestran algunos de los procesos de los cuales es responsable el 
módulo AODV_Core y que se corresponden con los que ya habíamos comentado 
anteriormente en el apartado 2.4.3. 





En el ejemplo de la ilustración se supone una situación inicial en la que existe una ruta 
establecida entre los nodos 0 y 3 a través de los nodos 1 y 2. En esta situación se supone que el 
nodo 1 deja de estar disponible. En este momento la transmisión de los paquetes de 
información del nodo 0 al 1 falla. Después de realizarse un número de reintentos, determinado 
por la constante LINK_LAYER_RETRIES se solicita al nodo AODV_Core para que inicie un 
proceso de establecimiento de ruta. 
El AODV_Core marca la ruta al nodo 3 como inválida e inicia el proceso de establecimiento de 
ruta mediante la inundación controlada de la red con mensajes de RREQ. El control de la 
inundación se realiza con el campo Metric, que permite establecer un número máximo de 
saltos que puede realizar un mensaje de RREQ. El número máximo de saltos lo determina la 
constante AODV_MAX_METRIC. En el ejemplo de la figura la ruta se restablece a través del 
nodo 2. El nodo 0 espera un determinado período de tiempo, DISCOVERY_PERIOD, para recibir 
Nodo 3 Nodo 0 Nodo 1 
info (seq 33) 
info (seq 32) 
info (seq 33) 
Nodo 2 
info (seq 32) 
info (seq 32) 
RREQ (dest 3) 
RREP (dest 3) 
RREP (dest 3) 
Info (seq 33) 
Info (seq 33) Info (seq 34) 
Info (seq 34) 
RREQ (dest 3) 
Info (seq 35) 
RREQ (dest 3) 
info (seq 35) 
info (seq 35) 
RREQ (dest 3) 
RERR (dest 3) 
 RERR (dest 3) 
El nodo 1 deja de 
estar disponible 
Se restablece la ruta 
a través del nodo 2 
Proceso de recuperación en 
nodo intermedio insatisfactorio 
Eliminación de la ruta mediante 
RERR. 
Ilustración 41. Envío de mensajes, establecimiento de ruta y eliminación de rutas en el nst-AODV. 




alguna respuesta del nodo 3. Transcurrido este período se queda con el RREP recibido que 
presenta un valor mayor para el campo PDR, ver apartado 4.3.2.1. Cuando el proceso finaliza 
se notifica al AODV_PacketForwarder que inicia la transmisión del paquete a través de la 
nueva ruta. 
El proceso de reparación puede ocurrir también en los nodos intermedios. En el ejemplo de la 
figura, se muestra este proceso en la transmisión del mensaje con número de secuencia 35. Si 
el fallo en la transmisión se produce en un nodo intermedio, es este nodo el que inicia el 
proceso de reparación, en este caso denominado local repair. El módulo AODV_Core del nodo 
2 transmite un mensaje de RREQ de la misma manera que en la reparación en origen. En el 
campo de Src del mensaje de RREQ se asigna la dirección de origen de la comunicación, el 
nodo 0, y no la del nodo en el que se ha producido el fallo. Si el proceso de reparación es 
correcto se procede de la misma forma que en un establecimiento normal y se reanuda la 
transmisión, en caso contrario se inicia el proceso de eliminación de la ruta. 
La eliminación de ruta se realiza mediante el envío de mensajes de control de tipo RERR. Estos 
mensajes se utilizan para eliminar las entradas en las tablas de rutas de todos los nodos que 
disponen de una entrada hacía un destino que ha dejado de estar disponible. Los mensajes de 
RERR se transmiten mediante un método de inundación controlado. El control se basa en 
propagar el mensaje de RERR únicamente si el nodo ha eliminado la ruta que aparece en el 
campo Dest del RERR como consecuencia de la recepción del mensaje de RERR. Este 
mecanismo permite que el RERR se propague por la red hasta que todos los nodos que 
disponen de una ruta hasta el destino la han eliminado. En recepción de un RERR, el mensaje 
es derivado hasta el módulo AODV_Core que accede a la tabla de rutas, eliminando la entrada 
correspondiente al campo Dest y propagando una copia del mismo mensaje con dirección de 
destino broadcast. En caso de no disponer de dicha entrada en la tabla de rutas, el AODV_Core 
descarta el mensaje de RERR recibido. La recepción de un mensaje de RERR también implica la 
eliminación de toda la información contenida en la memoria rreqCache, ver apartado 4.3.1.3. 
En el proceso de establecimiento de ruta y de local repair es posible construir la ruta sin 
necesidad de llegar hasta el nodo destino. Esto consigue habilitando la variable de compilación 
INDIRECT. Cuando esto ocurre, los nodos intermedios que reciben el mensaje de RREQ que 
disponen de una ruta hasta el destino buscado, responden mediante un RREP sin necesidad de 
alcanzar el destino. Esta situación se indica mediante el flag INDIRECT_FLAG. 
El módulo AODV_Core.nc se encarga también del control de los números de secuencia rreqID y 
mySeq propios del nodo. Estos números son totalmente independientes del aodv_seqnum 
comentado en el apartado del AODV_PacketForwarder y se refieren únicamente a mensajes 
de control. El rreqID se incrementa cada vez que se genera un proceso de establecimiento de 
ruta, mientras que el mySeq se incrementa cuando se genera cualquier mensaje de control. El 
mySeq, asi como los campos de destSeq y srcSeq de las tramas de control, ver Ilustración 40, 
solo son necesarios para asegurar que el proceso de establecimiento de ruta indirecto 
funcione correctamente. 





Es el módulo que contiene la información relativa a las rutas y su estado. Contiene tres tablas, 
denominadas routeTable, rreqCache y aodvCache. El formato de estas tablas se expone a 
continuación y en el apartado de código fuente en la página Error! No s'ha definit l'adreça 
d'interès.. 
Memoria routeTable 
Su función es almacenar las rutas generadas durante el proceso de establecimiento de rutas 
para poder encaminar posteriormente los mensajes de datos generados o recibidos por el 
nodo. Cada entrada en la tabla de rutas presenta los siguientes campos: 
 dest: Es el identificador de la ruta e indica el destino al que se dirige la ruta. Las 
direcciones son de 16 bits siguiendo el formato de cabecera IEEE 802.15.4 descrito en 
la Ilustración 40 y en el anexo 1. 
 nextHop: Indica la dirección del siguiente nodo dentro de la ruta hacia el destino, 
presenta el mismo formato que el campo dest.  
 destSeq: Se almacena el mySeq correspondiente al nodo destino. 
 numHops: Indica el número de saltos que hay entre el nodo actual y el destino. 
 pdr: Se almacena el PDR estimado, ver apartado 4.3.2.1, que se utiliza para estimar 
cual es la mejor de las rutas posibles. 
 lifetime seq: Almacena el mySeq del módulo AODV_Core.nc del propio nodo en el 
momento en el que se crea la ruta. De esta manera se consigue una medida de la 
antigüedad de la ruta. 
 flag: Almacena los flags recibidos en el mensaje de RREP. 
 rank: Indica el grado de utilización de la ruta, siendo 1 el valor asignado a la ruta que 
ha sido usada más recientemente. 
En total se declaran AODV_RTABLE_SIZE posiciones para la tabla de rutas. Cuando todas las 
posiciones están llenas y se requiere insertar una nueva ruta se borra la entrada de la tabla de 
rutas que presenta una posición menor en la variable rank. El Rank sustituye el mecanismo 
basado en el lifetime seq. El lifetime seq se basaba en la eliminación de rutas en función de la 
antigüedad de la misma. Debido a la necesidad de crear un nivel de transporte, resulta 
necesario evitar que las rutas que sean frecuentemente utilizadas para enviar mensajes sean 
borradas. El Rank indica la utilización que se hace de una ruta, de manera que posee Rank = 1 
aquella ruta que ha sido utilizada para enviar un mensaje de datos de manera más reciente. De 
este modo, se consigue eliminar la ruta menos utilizada en lugar de la que lleva más tiempo 
creada. El Rank representa una de las modificaciones introducidas en la nueva versión del nst-
AODV. 
Memoria rreqCache 
Permite almacenar los datos procedentes de un mensaje de un RREQ durante el proceso de 
establecimiento de sesión. Estos datos son utilizados en el caso de que se reciba un RREP 




procedente del destino para encaminar el RREP hasta el origen y crear la ruta en el sentido 
destino-origen. Los campos almacenados son los siguientes: 
 dest: Indica la dirección de destino buscada. 
 src: Indica la dirección de origen del establecimiento de ruta. 
 nextHop: Nodo del que proviene el mensaje. 
 rreqID: Indica el número de secuencia de tipo rreqID generado por el origen. Este 
número permite discernir si un mensaje de RREQ recibido es más antiguo o no que los 
que los recibidos anteriormente. En caso de que el mensaje de RREQ recibido posea el 
mismo rreqID que el de la tabla de rutas, se comprueba si el valor de pdr es superior o 
menor. En caso de ser mayor, se actualiza la entrada en la rreqCache y se reenvía el 
mensaje de RREQ. En caso contrario el mensaje es descartado. Si el mensaje de RREQ 
posee un rreqID mayor que el de la memoria rreqCache para este origen, el mensaje 
es aceptado. 
 destSeq: Indica cual es el último mySeq del nodo destino conocido por el origen del 
RREQ en el momento de iniciar el proceso de establecimiento de ruta 
 numHops: Número de saltos hasta el origen de la comunicación. 
 pdr: Indica la calidad de los enlaces entre el nodo src y el actual. 
En total se asignan AODV_RQCACHE_SIZE posiciones, habiendo como mucho una entrada en la 
tabla para cada src diferente. La tabla actúa como una lista circular, de manera que cuando 
esta se llena, se sobreescribe la primera posición de la tabla. 
Memoria aodvCache 
La memoria aodvCache se utiliza cuando se desea enviar un mensaje de datos con dirección de 
destino broadcast, AM_BROADCAST_ADDR. Para evitar que los nodos permanezcan 
retransmitiendo y recibiendo el mismo mensaje permanentemente se habilita un registro que 
permite saber si un mensaje de datos broadcast ha sido recibido previamente. Los campos 
asociados a cada entrada de esta tabla son los siguientes: 
 src: Indica la dirección de origen del mensaje de broadcast. 
 seq: Indica el número de secuencia de origen del mensaje de broadcast. Esto es el 
aodv_seqnum asignado por el módulo AODV_PacketForwarder del nodo origen de la 
comunicación. 
El tamaño máximo asignado a esta tabla es de AODV_DATACACHE_SIZE posiciones y funciona 
como una cola circular. 
4.3.1.4 SingleHopManager.nc 
El componente SingleHopManager, se encarga de las comunicaciones a distancia un salto 
dentro de una comunicación multisalto. Respecto a la versión en TinyOS 1.x, se ha suprimido la 
cabecera correspondiente a este nivel. En la versión del nst-AODV en (19), el nivel 
SingleHopManager añadía a todos los mensajes una cabecera con dos campos, src, que 
indicaba el nodo origen de la transmisión en este salto, y el campo seq, que indicaba el 




número de mensaje transmitido por el nodo a nivel MAC. Estos campos se incluyen en la 
cabecera IEEE 802.15.4 en las versiones de TinyOS 2.x. 
Paralelamente, el módulo SingleHopManager se encarga de la gestión de las retransmisiones 
de nivel de enlace necesarias en la transmisión de mensajes de datos. Para ello hace uso de las 
funcionalidades que aporta el nivel PacketLink, comentado en el apartado 4.2.2. Las interfaces 
usadas para habilitarlas son el PacketLink y el PacketAcknowledgment. En el diagrama de 
módulos de la página 79 se pueden encontrar ambas interfaces. El módulo SingleHopManager 
habilita retransmisiones de todos los mensajes unicast, tanto de control como de datos. En 
concreto se fija el número de retransmisiones a LINK_LAYER_RETRIES, mientras que el tiempo 
entre ellas es de LINK_LAYER_RETRY_DELAY milisegundos. La declaración de ambas constantes 
se puede encontrar en el fichero AODV.h en la página Error! No s'ha definit l'adreça d'interès.. 
4.3.1.5 Otros Componentes 
El resto de componentes que forman la estructura del código son el BufferQueueC y el 
SimpleQueueC.  
El componente BufferQueueC se utiliza conjuntamente con el módulo AODV_PAcketForwarder 
e implementa la cola de mensajes de datos del AODV.  
El SimpleQueueC, se utilizaba en la versión anterior del nst-AODV para implementar el sistema 
de retransmisiones hop-by-hop. En TinyOS 2.x las retransmisiones a nivel de enlace están 
implementadas en el RadioStack, ver apartado 4.2.2. En la nueva versión del nst-AODV, el 
módulo SimpleQueueC se utiliza para organizar el acceso al módulo SingleHopManager por 
parte de los módulos AODV_PacketForwarder y AODV_Core. De esta manera se consigue 
evitar que ambos módulos accedan al mismo tiempo a la radio.  
4.3.2 Correcciones y nuevas soluciones adoptadas 
4.3.2.1 Métrica basada en LQI 
Una de las modificaciones realizadas es cambiar la métrica de elección de ruta basada en el 
número de saltos por una métrica basada en el LQI (Link Quality Indicator) proporcionado por 
el chip radio CC2420. La elección del LQI se basa en el estudio realizado en el proyecto de fin 
de carrera de la fuente (49). En este estudio se sugiere que tras obtener el LDR (Link Delivery 
Ratio) de cada salto basado en el PDR, se pude calcular un valor acumulado, denominado PDR 
(Path Delivery Ratio) que permite obtener la ruta con mejor probabilidad de entrega. Este 
mecanismo permite, a la práctica, crear rutas más estables en el tiempo. La inclusión de este 
mecanismo obliga a la introducción de un campo de PDR en los mensajes de RREQ y RREP 
siguiendo la solución adoptada en (49). El cálculo detallado del PDR se puede encontrar en el 
anexo 3. 




4.3.2.2 Gestión de la memoria RREQCache 
Durante el proceso de traducción se ha detectado un error en la gestión de la memoria 
RREQCache que provocaba problemas de funcionamiento graves en redes con cantidades de 
nodo elevadas.  
Debido a un error de programación en el nst-AODV original, cuando la tabla de rutas de un 
nodo (routeTable) se llenaba por completo, el proceso de eliminación dejaba de funcionar 
correctamente, de manera que cada vez que se eliminaba una entrada en la tabla de rutas se 
generaba una copia de la ruta que estaba en la última posición de dicha tabla encima de la 
penúltima posición de la tabla. El resultado era que la tabla de rutas quedaba llena por 
completo con réplicas de una misma ruta provocando fallos en el proceso de eliminación de 
rutas, además de limitar la capacidad de almacenamiento de rutas del nodo.  
Este problema ha sido corregido en la nueva versión. Concretamente ha sido necesario realizar 
modificaciones en la función deleteRTableEntry del módulo AODV_Tables.nc de la estructura 
del nst-AODV. Esta función se puede encontrar en la página Error! No s'ha definit l'adreça 
d'interès.. 
4.3.2.3 Correcciones en el proceso de local repair 
Durante la implementación, se ha detectado un error en la gestión del proceso de local repair. 
Debido a las diferencias entre el AODV y el nst-AODV expuestas en el apartado 2.4.3, el 
proceso de local repair del nst-AODV no se ajusta al RFC. La versión implementada del nst-
AODV asigna al campo rreqID de los mensajes de RREQ en el proceso de local repair un valor 
predefinido denominado LOCAL_REPAIR. Esto es debido a que el rreqID es un número 
dependiente del nodo origen y el campo src del RREQ generado se rellena con la dirección del 
nodo origen en lugar de la del nodo intermedio. Este número se definía a 255 de manera que 
la propagación del RREQ dejaba en las rreqCache de los nodos por los que se propagaba el 
valor 255 en el campo rreqID de la memoria rreqCache. Este comportamiento impedía la 
creación de ninguna ruta que llevara en su campo de rreqID en el mensaje de RREQ un valor 
menor a 255. A la práctica, la creación de rutas quedaba bloqueada hasta que un mensaje de 
tipo RERR eliminaba la información contenida en la memoria rreqCache de los nodos 
afectados. 
La solución adoptada consiste en asignar al proceso de local repair el valor del campo rreqID 
correspondiente al nodo desde el que se genera el proceso de restablecimiento, además de la 
dirección del nodo que genera el local repair en el campo src en lugar de la del nodo de origen 
De esta manera se sigue de una manera más estricta lo estipulado en el RFC del AODV. Como 
contrapartida, con esta modificación, el proceso de local repair genera una ruta adicional que 
va desde el nodo destino hasta el nodo intermedio. 
4.3.2.4 Modificaciones de las colas para mensajes de control RREQ, RREP, RERR 
Se ha observado de manera experimental, que tras el cambio de métrica, de número de saltos 
a LQI, la nueva versión del nst-AODV no siempre seleccionaba la ruta más estable. La causa de 




estos problemas era el mecanismo de colas para mensajes de control implementado en el 
módulo AODV_Core en la versión original.  
Originalmente, el AODV_Core disponía de tres posiciones de buffer para almacenamiento de 
mensajes de control, una para cada tipo de mensaje, RREQ, RREP y RERR, dedicadas de manera 
específica. Durante el proceso de establecimiento de rutas se generan varias copias del 
mensaje de RREQ tal y como se muestra en la figura siguiente. 
 
 
En el ejemplo de la figura el nodo E recibe de manera consecutiva tres alternativas, o lo que es 
lo mismo, el mensaje de RREQ a través de tres caminos diferentes. A nivel experimental se ha 
comprobado que la recepción de estas copias se produce muy seguida en el tiempo lo que 
provoca que, al disponer de una sola posición de buffer para los mensajes de RREQ y RREP, el 
nodo receptor no sea capaz de procesar y transmitir el RREP antes de la recepción de otro 
RREQ. En la práctica esto provoca la pérdida de algunos de estos RREQ. Este fenómeno es 
especialmente grave a causa del cambio de métrica debido a que los mensajes de RREQ que 
llegan primero acostumbran a ser los que han realizado saltos más largos, menor número de 
saltos, y por tanto presentan enlaces de menor calidad, derivando en un PDR menor. Por 
tanto, además de perder algunos RREQ, en general estos eran los que presentan una métrica 
mejor.  
Para solucionarlo se ha modificado el sistema de colas de manera que se mantienen tres 
posiciones de buffer para mensajes de control. La modificación consiste en permitir que estas 
posiciones sean ocupadas por cualquier mensaje de control, RREQ, RERR y RREP 
indistintamente. Lo que permite almacenar más de un RREQ o RREP si es necesario. Las 
modificaciones correspondientes se encuentran en el fichero AODV_Core, en la página Error! 










Ilustración 42. Propagación de mensajes RREQ en un establecimiento de ruta entre de A a E. 




4.3.3 Modificaciones orientadas a la implementación de una capa de transporte 
A las modificaciones comentadas en los apartados anteriores, se añaden una serie de cambios 
relacionados con el nivel de transporte que se va a añadir por encima del nst-AODV. 
4.3.3.1 Modificación de los procesos de RREQ y RREP 
Uno de los objetivos de este proyecto es asociar el nivel de transporte desarrollado con el nivel 
de encaminamiento. Para conseguirlo, una de las actuaciones realizadas es asociar el proceso 
de establecimiento de ruta con el de establecimiento de sesión a nivel transporte. Con esto, se 
pretende conseguir que la no existencia de una ruta implique la imposibilidad de tener una 
sesión de transporte activa. En consecuencia el proceso de establecimiento de ruta se utiliza 
en el nivel de transporte para establecer una sesión a nivel transporte. Para ello, es necesario 
introducir información adicional del nivel transporte en los mensajes de RREQ y RREP. 
Para conseguirlo se modifica la estructura de los mensajes RREP y RREQ añadiendo un campo 
de datos al final de la trama: 
 
 
Este mecanismo implica que el establecimiento de ruta sea solicitado por el nivel superior. La 
interface SendMHopControl permite el establecimiento de ruta al nivel superior mediante la 
función createSession. De este modo se consigue asociar el establecimiento de ruta del nst-
AODV y el de sesión del nivel de transporte en un solo dialogo de mensajes y del mismo modo, 
asegurar al nivel de transporte la existencia de una ruta hasta el destino en el momento del 
establecimiento. 
Cabe destacar que en el nst-AODV convencional el establecimiento de ruta es decisión única 
del nivel de encaminamiento. Este cambio implica que en el momento en el que se llama a la 
función createSession es posible que ya exista una entrada en la tabla de rutas para el destino 
al que se pretende acceder. En el caso que esto ocurra, se inicia un proceso de establecimiento 
de ruta modificado, mediante el envío de un RREQ en unicast. En la ilustración siguiente se 
expone un ejemplo del mecanismo empleado. 
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Ilustración 43. Mensajes de RREQ (arriba) y RREP (abajo) modificados. 






El mensaje de RREQ es transmitido al siguiente salto de la ruta. En caso de encontrar un punto 
en el que la ruta deja de estar disponible, el mensaje se reconvierte a broadcast y se inicia un 
proceso idéntico al de establecimiento de ruta convencional desde el punto en el que se 
detecta la rotura de la ruta. En el ejemplo de la Ilustración 45 esto ocurre en el nodo D. El 
mensaje de RREQ unicast deja de serlo porque el enlace entre el nodo D y F no está disponible 
en el momento del envío del RREQ. En este momento el RREQ se convierte a broadcast, lo que 
permite restablecer la ruta a través del nodo E. 
La implementación de este sistema de RREQ/RREP convive con el esquema habitual descrito 
en el apartado 4.3.3.2. Tal y como ya se ha comentado, el acceso al establecimiento de ruta 
modificado se realiza mediante la interface SendMHopControl. Para poder diferenciar los 
RREQ convencionales de los que están forzados por el nivel superior, se habilita un flag en el 
mensaje de RREQ definido como RREQ_INFO_FLAG que va incluido en el campo flags de los 
mensajes de RREQ y que permite distinguir entre los RREQ/RREP convencionales y los 
modificados. 
Cabe destacar, que la utilización de los mensajes de establecimiento de ruta modificados 
impide la utilización del modo INDIRECT, a través del cual un nodo intermedio puede 
responder a un RREQ si dispone de una ruta hasta el destino buscado. Los datos asociados a la 
trama de RREQ deben ser entregados al destino. El flag RREQ_INFO_FLAG permite saber a los 
nodos intermedios que no deben responder al RREQ aunque conozcan una ruta hasta el 
destino buscado. 
4.3.3.2 Eliminación del bloqueo durante el proceso de establecimiento de ruta 
Cuando un nodo inicia un proceso de establecimiento de ruta o de reparación de ruta en un 
nodo intermedio, el módulo AODV_PacketForwarder queda bloqueado hasta que termina el 
proceso de establecimiento. Durante este periodo de tiempo, todos los paquetes pendientes 
de enviar son almacenados en la cola BufferQueueC. 
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Ilustración 44. Propagación de RREQ en modo unicast. 
Ilustración 45. Ejemplo de bloqueo en el establecimiento de ruta. 




En el ejemplo de la Ilustración 45 se muestra un caso en el que el nodo B tiene dos rutas, para 
llegar a E y a F. Suponemos un caso en el que la ruta hasta el nodo E deja de estar operativa 
por la caída del enlace entre B y C. En esta situación, el nodo B almacenaría el paquete a 
transmitir a E, e iniciaría un proceso de restablecimiento de ruta para el destino E. Si durante el 
período de tiempo que dura este proceso, el nodo B recibe un paquete dirigido al nodo F, este 
lo almacenaría hasta el fin del proceso de reparación de ruta hasta el nodo E cuando en 
realidad, se podría realizar la transmisión hasta el siguiente salto de la ruta, ya que el enlace 
que no está disponible corresponde a otra ruta.  
La eliminación del bloqueo consiste en permitir, siempre que se disponga de una entrada 
válida en la tabla de rutas, la transmisión de paquetes mientras se está realizando un proceso 
de reparación o establecimiento de ruta en el nodo. Los cambios en el código debido a esta 
modificación se pueden encontrar en el fichero AODV_PacketForwarder.nc en la página Error! 
No s'ha definit l'adreça d'interès.. 
Esta modificación se realiza con el objetivo de mejorar la latencia mostrada por el protocolo de 
transporte que se implementara en el nivel superior al nst-AODV. 
4.3.3.3 Detección de la congestión en nodos intermedios 
Para poder realizar un control de congestión basado en la ocupación de las colas en los nodos 
intermedios se ha habilitado una interface, CongestionControl, que permite notificar al nivel 
transporte el estado de la cola implementada por el componente BufferQueueC. De esta 
manera se permite al nivel transporte modificar las cabeceras de este nivel cuando se produce 
una situación de congestión. Los detalles relacionados con  el nivel de transporte sobre el 
funcionamiento de este mecanismo se exponen en el apartado 4.4.1.1. 
El módulo AODV_PacketForwarder monitoriza el número de paquetes en la BufferQueueC 
cada vez que se introduce un paquete en la cola. Cuando el número de paquetes almacenados, 
supera el umbral marcado por la constante se notifica a la capa superior mediante el evento 
verifyCongestion. Este evento permite modificar los campos del paquete que origina la 
congestión. 
  




4.4 Diseño e implementación del nivel de transporte 
En los siguientes apartados se exponen las características del nuevo nivel de transporte 
diseñado, adaptado específicamente para el nivel nst-AODV descrito en el apartado anterior. 
Las características principales del protocolo se ajustan a las conclusiones extraídas a lo largo 
del apartado 3. 
Esta parte del documento se organiza de la siguiente manera. Primeramente, se exponen los 
mecanismos que se ha decidido implementar para el nivel de transporte para cumplir las 
especificaciones obtenidas en el apartado 3. En la segunda parte, se define el formato de las 
nuevas tramas así como su encaje dentro de la estructura de mensajes del nst-AODV. A 
continuación se exponen las fases en las que puede encontrar el protocolo. En este apartado 
se profundiza en cómo se han implementado y encajado los mecanismos definidos en el 
primer punto dentro de la estructura del nst-AODV. Finalmente se realiza una descripción de 
los módulos desarrollados, su estructura, su funcionalidad y los mecanismos que provee el 
nivel de transporte a los niveles superiores. 
4.4.1 Mecanismos Implementados 
El protocolo de transporte implementado está orientado a conexión, de manera que requiere 
un diálogo previo al inicio de la transferencia de paquetes de datos. Las sesiones establecidas 
son unidireccionales. Esto significa que si se establece una sesión de A a B, no es posible 
transmitir paquetes de datos de B a A si antes no se realiza un proceso de establecimiento 
para esta sesión también. 
En este apartado se muestran los principios de los mecanismos implementados. El control de 
congestión reactivo, proactivo, el mecanismo de recuperación de errores y la gestión de la 
memoria tanto en recepción como en transmisión. 
4.4.1.1 Control de congestión proactivo 
Para monitorizar y controlar la congestión, se propone la implementación de dos mecanismos 
distintos, uno de ellos proactivo y el otro reactivo. El mecanismo de control proactivo, actúa de 
manera previa a la congestión, anticipándose para evitar la pérdida de paquetes que conlleva 
la saturación de alguno de los nodos intermedios. Dadas las características del entorno en el 
que se trabaja, este mecanismo debe ser sencillo y ocupar el mínimo de recursos posibles. En 
el apartado 3.2 de este trabajo, se exponen las diferentes soluciones adoptadas en redes de 
sensores.  
Para el control de congestión proactivo se ha elegido la utilización de un bit de CN (Congestion 
Notification) que se adjunta tanto en los mensajes de datos como en los de control del 
protocolo de transporte. Este bit se mantiene a 0 en condiciones normales, pero, si un 
mensaje de datos o de control es almacenado en la cola del nst-AODV de un nodo intermedio y 
este almacenamiento provoca que se supere un determinado nivel de ocupación de cola, se 
señaliza al nivel de transporte que activa el bit de CN del mensaje que origina la congestión.  




Si se marca un mensaje de datos, se utiliza la confirmación de dicho mensaje, el mensaje de 
control enviado por el receptor, para notificar al emisor la situación de congestión. En caso de 
que sea el mensaje de control el que origina congestión en un nodo, el bit de CN de este 
mensaje se activa y se recibe, sin necesidad de más intervenciones, en el nodo transmisor. 
La actuación del nodo transmisor cuando se recibe un mensaje de control marcado con el bit 
CN es reducir el tamaño de la ventana de transmisión a una sola posición, mecanismo stop-
and-wait, hasta que se reciben nuevas confirmaciones sin el bit de CN activado. 
4.4.1.2 Control de congestión reactivo y recuperación de errores 
El control de congestión reactivo se implementa mediante un sistema de ventana deslizante de 
tamaño variable. Este mecanismo aborda la congestión una vez esta ya se ha producido y ha 
provocado la pérdida de mensajes de datos. En la figura siguiente se muestra el 
funcionamiento de la ventana implementada. 
  
 
Para controlar la congestión el tamaño de la ventana de transmisión se ajusta en función de las 
notificaciones mediante el bit CN, comentado anteriormente, y la detección de pérdidas en la 
red. Las notificaciones se realizan mediante mensajes de ACK. Cuando se detecta una pérdida 
mediante la no confirmación de un paquete, se deduce que se ha perdido debido a la 
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Ilustración 46. Ejemplo del funcionamiento de la ventana deslizante de tamaño variable. 




congestión en la red y se reduce el tamaño de la ventana en transmisión a 1. Las 
confirmaciones positivas que no llevan el bit de CN activado incrementan el tamaño de la 
ventana de transmisión hasta un máximo igual al tamaño de la ventana en recepción.  
4.4.1.3 Gestión de memoria 
El tamaño de las ventanas de transmisión y recepción y el tamaño del buffer de transmisión 
tienen implicaciones importantes a nivel de memoria.  
En transmisión se habilita una buffer de paquetes para cada sesión de tamaño 
TX_BUFFER_SIZE. En total se pueden habilitar hasta TX_MAX_SESSIONS sesiones de 
transmisión en un nodo. De este modo, sería necesario reservar hasta TX_BUFFER_SIZE x 
TX_MAX_SESSIONS posiciones de buffer para las colas de transmisión. Teniendo en cuenta que 
cada posición se corresponde con una variable de tipo message_t, de tamaño hasta 127 bytes, 
y que la memoria RAM del nodo es de unos 10 Kbytes, el número de sesiones y tamaño de los 
buffers es muy limitado. Además, esta reserva de memoria implica ocupar una gran cantidad 
de los recursos del nodo en el nivel de transporte y en sesiones que pueden estar inactivas la 
mayor parte del tiempo. Por este motivo el nivel de transporte en transmisión no realiza 
ninguna reserva de memoria para posiciones de cola, simplemente declara 
TX_MAX_SESSIONES x TX_BUFFER_SIZE punteros a variables de tipo message_t. De esta 
manera son los protocolos superiores los encargados de la reserva de memoria precisa para 
cada aplicación. 
Para el caso de la recepción, es necesario disponer de una cierta cantidad de memoria 
específica para el transporte. La ventana de recepción requiere un determinado número de 
posiciones de memoria para almacenar mensajes en caso de ser recibidos de manera 
desordenada. Si se desean tener RX_MAX_SESSIONS con RX_BUFFER_SIZE posiciones de 
memoria para la ventana de transmisión de cada sesión, la cantidad de memoria necesaria es 
igual de alta que para el caso de las sesiones en transmisión. En un ejemplo sencillo, si se 
permite un máximo de 5 sesiones con una ventana de recepción de 4 variables de tipo 
message_t, la cantidad de memoria RAM necesaria sería de 5x4x127 = 2540 bytes. Esto 
significa prácticamente una cuarta parte de la memoria disponible en el nodo.  
Para evitar este problema se ha habilitado un sistema para gestionar de una manera más 
inteligente el número de posiciones para las ventanas de recepción. Se han habilitado un total 
de RX_BUFFER_SIZE posiciones de memoria a compartir entre todas las sesiones en recepción. 
Estas posiciones de memoria se asignan a las ventanas de recepción de cada una de las 
sesiones de manera que el tamaño de la ventana de cada sesión varía en función del número 
de sesiones activas. En la figura siguiente se muestra un ejemplo de cómo se reorganiza el 
tamaño de las ventanas en función de las sesiones activas en el nodo. 






En la figura se muestra un caso en el que el espacio máximo disponible es de 10 variables de 
tipo message_t. Cuando se activa una nueva sesión en recepción se reasigna el espacio 
disponible de manera que todas las sesiones presenten una ventana de recepción del mismo 
tamaño o como mucho, de una posición menos que la mayor. Cuando se cierra una sesión, se 
produce el efecto contrario, y el espacio liberado se reparte entre las ventanas de las sesiones 
activas permitiendo aumentar el tamaño de las ventanas en transmisión. La implementación 
del algoritmo que rige este comportamiento se puede encontrar en la página Error! No s'ha 
definit l'adreça d'interès.. 
Para que el mecanismo funcione adecuadamente es necesario que el nodo transmisor tenga 
un tamaño de ventana de transmisión igual al de recepción en el caso en el que no haya 
congestión. Al introducir la variación del tamaño en función del número de sesiones, se hace 
necesario comunicar cada cambio en el tamaño máximo de la ventana de transmisión al 
transmisor cuando se produce un cambio. Esto se hace durante el proceso de establecimiento 
de sesión mediante la información contenida en el campo assignedRate y también durante la 
fase de transmisión mediante el campo assignedRate de los mensajes de control. Estos campos 
contienen el tamaño de la ventana de recepción, que indica al nodo transmisor cual es el 
tamaño máximo de su ventana de transmisión. 
  
1 1 1 1 1 1 1 1   Solo está activa la sesión 1 
1 1 1 1 1 2 2 2 2 2 
1 1 1 3 3 2 2 2 2 3 
3 2 3 3 3 2 2 2 2 3 
Se crea una nueva sesión, 2,  y 
posteriormente la 3, se 
reorganiza el espacio asignado 
a cada sesión. 
La sesión 1 se cierra, se asigna 
el espacio liberado a las 
sesiones 2 y 3. 
Ilustración 47. Ejemplo de gestión de memoria en recepción. 




4.4.2 Formato de tramas 
En este apartado se muestra el formato y los tipos de mensajes desarrollados específicamente 
para el nivel de transporte. La definición correspondiente al formato de las tramas se puede 
encontrar en el fichero TLMessages.h en la página Error! No s'ha definit l'adreça d'interès.. 
Dado que el objetivo del proyecto es aportar fiabilidad con un gasto mínimo de recursos se ha 
optado por aprovechar la información procedente de la cabecera de los mensajes AODV en la 
medida de lo posible. 
En la figura siguiente se muestra el formato de las tramas que se encapsulan en mensajes 












Para distinguir estos tres tipos de mensajes se utiliza el campo APP de la cabecera de los 
mensajes AODV_msg. Este campo está accesible para el nivel superior al AODV, en este caso el 
transporte, para definir diferentes tipos de mensajes y poder distinguir entre ellos. El campo 
Type del mensaje de Datos aporta la misma funcionalidad al nivel transporte para los niveles 
superiores. El valor de APP para cada uno de los mensajes de transporte es el siguiente: 
 data_packet: APP = DATA_PROTOCOL. 
 control_packet: APP = CONTROL_PROTOCOL. 
 session_end: APP = CLOSE_PROTOCOL. 
La definición de estas constantes se encuentra en el fichero TLMessages.h a la página Error! 
No s'ha definit l'adreça d'interès.. 
En el apartado 4.3.3.1 se ha explicado el mecanismo de establecimiento de sesión modificado 




































Ilustración 48. Formato de mensajes del nivel transporte, acceso al nst-AODV convencional. 




información del nivel superior encapsulada en el mensaje de RREQ. Los siguientes mensajes 
del nivel de transporte acceden a estos mecanismos y por tanto se encapsulan dentro del 




De la misma manera que se incluye información en los mensajes de RREQ, el nst-AODV 
modificado para el nivel de transporte permite a la capa de transporte añadir información de 
respuesta a los RREQ en los mensajes de RREP. El formato de las tramas encapsuladas en los 





En los siguientes apartados se explica el significado de los campos de cada uno de los mensajes 
del nivel de transporte. 
4.4.2.1 Datos (data_packet) 
La trama de datos se utiliza para transmitir bloques de información, los campos incluidos en su 






























Route Request RREQ urgent_data 
session_init 
Ilustración 49. Formato de los mensajes del nivel transporte, acceso mediante encapsulamiento en RREQ. 
































 Type: Se utiliza para permitir al nivel superior definir diferentes tipos de mensajes y 
poder diferenciarlos. 
 SequenceNum: Permite mantener el orden de los paquetes en recepción y mantener 
los mecanismos de ventana deslizante. 
 CN: Si vale 1 indica congestión en los nodos intermedios. 
 Reservado: Espacio no utilizado. 
Con los tamaños de cabecera de todos los niveles obtenidos nos es posible calcular cual es el 
tamaño máximo para el campo de datos disponible. Teniendo en cuenta que el tamaño 
máximo permitido es de 127 bytes para un paquete 802.15.4, que tenemos 10 bytes de 
cabeceras de transporte y encaminamiento y 11 bytes de cabecera para los niveles físico y 
MAC, además de 1 byte del nivel AM de TinyOS el tamaño máximo del campo de datos es de 
105 bytes. 
4.4.2.2 Control (control_packet) 
El mensaje de control se utiliza para confirmar la recepción de los mensajes de datos, se trata 
de una confirmación de tipo positive-acknowledgment y los campos incluidos en su cabecera 
son los siguientes: 
 SequenceNum: Indica el último número de secuencia recibido correctamente y en 
orden en el nodo receptor. 
 AssignedRate: Se utiliza para indicar el tamaño máximo de ventana aplicable por el 
nodo transmisor. Esta información permite ajustar de manera dinámica, en función del 
espacio de memoria disponible en el nodo receptor, el tamaño de la ventana de 
transmisión. 
 CN: Si vale 1 indica congestión en los nodos intermedios. 
4.4.2.3 Fin de sesión (sesión_end) 
El mensaje de fin de sesión se utiliza durante el proceso de fin de sesión por fin de transmisión, 
descrito en el apartado 4.4.3.3. Para este proceso no es necesaria la inclusión de ningún campo 
debido a que la identificación del tipo de mensaje se realiza mediante el campo APP y el origen 
del mensaje a través del campo Src, ambos de la cabecera del nivel nst-AODV AODV_Msg. 
 CN: Únicamente incluimos el campo de CN para detectar congestión y poder actuar 
sobre una posible sesión establecida sobre la ruta inversa. El comportamiento de este 
bit es el mismo que se ha descrito en los apartados 4.4.2.1 y 4.4.2.2. 
4.4.2.4 Establecimiento de sesión (sesión_init) 
El mensaje de establecimiento de sesión se utiliza para solicitar el establecimiento de una 
sesión de transporte entre un nodo emisor y un receptor. Los campos asociados a este 
mensaje son los siguientes: 
 ID: Debido a que los mensajes de Establecimiento de sesión se encapsulan dentro de 
los mensajes de RREQ del AODV, no se dispone del campo APP para diferenciar entre 




tipos de mensajes. Para compensarlo se define el campo ID, este campo está 
disponible en los mensajes de Establecimiento de sesión y de Datos sin sesión y 
permite distinguirlos. Concretamente, para los mensajes de establecimiento de sesión 
este campo vale 0. 
 SequenceNum: Permite indicar el número de secuencia que identificará el primer 
mensaje de datos, posteriormente al establecimiento de la sesión. 
 RequestedRate: Permite indicar el tamaño máximo de ventana solicitado por el nodo 
transmisor. La asignación dada por el nodo receptor puede no satisfacer esta petición 
si no hay suficiente espacio disponible. 
4.4.2.5 Confirmación del establecimiento de sesión (sesión_reply) 
La respuesta al mensaje descrito en el apartado anterior tiene el siguiente formato: 
 AssignedRate: Indica el tamaño máximo de ventana aplicable por el transmisor en el 
momento de inicio de sesión. 
 AcceptedFlag: Se utiliza para indicar si la sesión ha sido aceptada por el nodo receptor 
o no. En caso de ser aceptada este bit vale 1. 
 Reservado: Espacio no utilizado. 
 ID: Permite diferenciar estos mensajes de los de confirmación de datos sin sesión. En 
este caso vale 0. 
4.4.2.6 Datos sin sesión (urgent_data) 
Paralelamente al mecanismo orientado a conexión, se proporciona un mecanismo de fiabilidad 
sin establecimiento. Los campos de la trama de datos para este mecanismo son los siguientes: 
 ID: Permite diferenciar los Datos sin sesión de los mensajes de Establecimiento de 
sesión, para este caso vale 1. 
 Type: Se utiliza para permitir al nivel superior definir diferentes tipos de mensajes y 
poder diferenciarlos. 
4.4.2.7 Confirmación de datos sin sesión (urgent_data_ack) 
El simple hecho de recibir un RREP se interpreta como la confirmación de la recepción en 
destino del mensaje de datos. 
 ID: Es el único campo necesario y se utiliza para diferenciar esta respuesta de los 
mensajes de confirmación del establecimiento de sesión. Para estos mensajes vale 1. 
4.4.3 Procedimientos 
En los siguientes apartados se describen las distintas fases que presenta el protocolo 
implementado. 




4.4.3.1 Establecimiento de sesión 
El procedimiento de establecimiento de sesión se realiza mediante un sencillo diálogo entre el 
nodo transmisor y el receptor, aprovechando el mecanismo de establecimiento de ruta.  
El establecimiento de sesión se inicia a través de petición del nivel superior al Transporte 
mediante la interface TXSessionControl. En este instante el nivel de transporte construye la 
trama sesión_init y la transfiere al nst-AODV a través de la interface SendMHopControl. Esta 
interface da acceso al proceso de RREQ modificado explicado en el apartado 4.3.3.1. 
Paralelamente se crea una entrada en el módulo TxBufferP que identifica una nueva sesión de 
transmisión, aún inactiva. Las sesiones de transmisión se distinguen mediante la dirección del 
nodo receptor a las que se dirigen, en consecuencia, solamente puede existir una única sesión 




Cuando el nodo receptor recibe el mensaje de RREQ modificado transfiere la trama de 
sesión_init al nivel transporte. El nivel transporte identifica el tipo de mensaje mediante el 
campo ID de la trama de sesión_init y accede al componente RXBufferQueue para inicializar las 
variables de sesión en recepción. En recepción, la identificación de cada sesión se realiza 
mediante la dirección de origen del nodo transmisor. Solo puede existir una sesión de 
transporte en recepción para cada origen. La dirección origen se obtiene de la cabecera del 
RREQ del nst-AODV. 
Cuando la sesión se ha inicializado, se le asigna una parte de la memoria disponible en el nodo 
receptor. Esta asignación se hace en función del número de sesiones de recepción ya 
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Ilustración 51. Propagación de RREQ y RREP durante el proceso de establecimiento de sesión. 




establecidas y del espacio total asignado para las ventanas de recepción de las distintas 
sesiones de recepción. En total un nodo receptor dispone de RX_BUFFER_SIZE posiciones 
disponibles para las ventanas de recepción. La asignación de este espacio se realiza siguiendo 
el algoritmo descrito en el apartado 4.4.1.3. Si no se dispone de espacio libre en el nodo 
receptor o se ha excedido el número máximo de sesiones de recepción, RX_MAX_SESSIONS, se 
rechaza la sesión. 
Una vez finalizado el proceso de inicialización en recepción, se crea la trama de respuesta, 
sesión_reply. Si la sesión ha sido rechazada, el bit de ACK flag se asigna a 0, en caso contrario a 
1. El campo assignedRate se rellena con el espacio asignado para la ventana de recepción. La 
trama de respuesta se adjunta con el mensaje de RREP generado en respuesta al RREQ 
recibido.  
En la Ilustración 51 se puede comprobar que es posible recibir múltiples RREQ para un mismo 
establecimiento de sesión. Cada vez que se recibe un RREQ y es aceptado por el AODV se 
reproduce el proceso de inicio de sesión. Es necesario remarcar que el AODV solo acepta los 
nuevos RREQ en el caso que presenten un mejor PDR que los que se han recibido 
anteriormente. Por tanto, el último RREQ aceptado, es siempre el que genera el RREP que será 
elegido en transmisión como la mejor ruta. De todas formas es necesario responder a todos 
los RREQ recibidos con la información de transporte adecuada debido a que no es posible 
saber con anticipación cuantas copias del mismo RREQ se recibirán.  
El nodo transmisor, en la ilustración nodo TX, se mantiene durante un período 
DISCOVERY_PERIOD en espera de recibir los posibles RREP generados por el nodo receptor. 
Una vez transcurrido este período se señaliza la adquisición de una ruta al nivel de transporte y 
se le transfiere la información adjunta recibida con el mensaje de RREP correspondiente a la 
trama sesión_reply. El mensaje de RREP aceptado es el que presenta mejor PDR. 
Conjuntamente con la información recibida con el RREP, también se transfiere al nivel de 
transporte el RTT (Round Trip Time) estimado para el RREP aceptado. En el ejemplo de la 
Ilustración 51 se reciben dos mensajes de RREP correspondientes a dos posibles rutas. En el 
caso de que la ruta con mayor PDR fuera la 2, la información transferida a la capa de 
transporte y el RTT estimado serían los generados por el RREP de la ruta 2. Para que todo este 
proceso funcione correctamente, es necesario que los mensajes de RREQ no puedan ser 
respondidos por nodos intermedios entre el origen y el destino que dispongan de una ruta 
hasta el destino, modo INDIRECT. La estimación del RTT y la entrega de la información adjunta 
requieren que el mensaje de RREQ llegue hasta el nodo destino tal y como ya se había 
comentado en el apartado 4.3.3.1.  
Cuando toda esta información ha sido transferida al nivel de transporte, este comprueba si la 
sesión ha sido aceptada mediante el bit de ACK Flag. En caso de no haber sido aceptada se 
elimina el registro de sesión de transmisión. Si la sesión ha sido aceptada, se transfiere la 
información correspondiente al RTT y al assignedRate al módulo TxBufferP. El RTT se utiliza 
para calcular el tiempo de retransmisión en la fase de transmisión y el assignedRate indica el 
tamaño máximo que puede adquirir la ventana en transmisión. El resultado de este proceso se 
notifica al nivel de aplicación mediante la interface TXSessionControl. 




El impacto de añadir información al proceso de inundación realizado por el RREQ se minimiza 
debido a que la cantidad añadida es solamente de 2 bytes. 
4.4.3.2 Fase de transmisión 
Una vez ha sido establecida la sesión, puede iniciarse la transmisión de información entre el 
nodo transmisor y el receptor. La interface TLSend permite introducir paquetes de información 
de tamaño variable de uno en uno a la cola de transmisión implementada en el módulo 
TxBufferP.  
En la figura siguiente se muestra un ejemplo del diálogo establecido durante la fase de 
transmisión. 
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Ilustración 52. Recuperación de pérdidas. 




Inicialmente se fija el tamaño de la ventana de transmisión a 1. A medida que se consigue 
transmitir correctamente se aumenta el tamaño hasta el máximo permitido. En la ilustración 
se muestra el comportamiento del protocolo en el caso de una pérdida en un nodo intermedio 
debido a una situación puntual de congestión. El nodo TX detecta la pérdida mediante la no 
recepción de un ACK dentro del tiempo límite fijado. Este tiempo se obtiene del RTT estimado. 
El tiempo de retransmisión se calcula como el RTT x RTT_MULTIPLIER, el valor de esta 
constante se discute en el apartado 5. Cuando se detecta una pérdida el nodo transmisor 
reduce el tamaño de la ventana a 1 y retransmite el primer paquete del cual no se ha recibido 
retransmisión. El número máximo de retransmisiones permitidas se fija con la constante 
MAX_RETX, si supera este límite se descarta el paquete y se cierra la sesión mediante el 
proceso de cierre por fin de transmisión descrito en el apartado 4.4.3.3. 
El nodo receptor mantiene una ventana de recepción que permite mantener un determinado 
número de paquetes almacenados aun habiendo sido recibidos desordenadamente. Esto 
permite al nodo receptor el envío de mensajes de control con confirmaciones acumulativas, lo 
que significa que el mensaje de control con número de secuencia 5 de la figura anterior 
confirma todos los anteriores. 
Para evitar, en la medida de lo posible, que se produzca la pérdida por congestión descrita en 
la Ilustración 52, se ha implementado el mecanismo de control de congestión proactivo. 
Siguiendo el ejemplo planteado en la figura anterior, antes de que el paquete con número de 
secuencia 4 sea descartado producto de la congestión en el nodo 1, es probable que el nivel de 
ocupación de la cola del AODV se incremente. Esto provocaría, mediante el mecanismo 
descrito en 4.3.3.3, que tanto los mensajes de control como los de datos sean marcados con el 
bit CN. Cuando el nodo transmisor recibe un paquete marcado con el bit CN, reduce el tamaño 
de la ventana a 1 con el objetivo de prevenir las pérdidas por congestión y evitar el proceso de 
retransmisión. 
Otra característica de la fase de transmisión es el comportamiento que presenta delante del 
fallo de un enlace. Ya hemos comentado anteriormente que no es posible que se produzca una 
pérdida debido al canal, ya que el IEEE 802.15.4 incorpora retransmisiones a nivel enlace que 
permiten la recuperación de errores. Lo que sí resulta posible es que se supere el número 
máximo de retransmisiones enlace provocando un proceso de establecimiento de ruta. En la 
figura siguiente se muestran los casos posibles relacionados con la pérdida de ruta. 






En la ilustración se muestra un ejemplo en el cual la transmisión entre el nodo 1 y el nodo 
receptor no es posible. En este caso se realiza el número máximo de retransmisiones de nivel 
de enlace definidas por el nst-AODV e inicia un proceso de local repair. Si la recuperación de 
ruta es positiva, el mensaje de datos permanece almacenado y es retransmitido sin 
intervención del nivel transporte. Durante el período de establecimiento de ruta, 
DISCOVERY_PERIOD, es posible que el nodo transmisor infiera que se ha producido una 
pérdida por congestión y proceda a retransmitir el mensaje de datos. Esto se produce cuando 
expira el Tiempo de retransmisión fijado. Este tiempo depende del RTT estimado durante el 
establecimiento de sesión y de una constante multiplicativa, RTT_MULTIPLIER. El ajuste de 
este constante es importante y se discute en el apartado 5. Cuando se detecta una pérdida a 
mediante la expiración del tiempo de retransmisión se reduce el tamaño de ventana a 1 en 
transmisión y paralelamente, mientras la ventana permanece a uno, al tiempo de 
retransmisión para todos los paquetes transmitidos se le suma una constante, MAX_RTT, para 
impedir que el nodo origen permanezca introduciendo tráfico en la red mientras los nodos 
intermedios reparan una ruta. Una vez se recibe una confirmación positiva el tiempo de 
retransmisión se calcula nuevamente sin la constante.  
En el ejemplo de la figura anterior se puede apreciar que una vez el nst-AODV ha recibido el 
primer RREP, estableciendo una ruta válida con el destino, se procede a transmitir el mensaje 
de datos sin esperar a que expire el tiempo máximo definido por el nst-AODV para el proceso 
de establecimiento. Esto significa, que es posible que se reciba posteriormente un RREP 
correspondiente a una ruta mejor. En caso de que esto ocurra el nst-AODV modifica la entrada 
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Ilustración 53. Proceso de restablecimiento de ruta en un nodo intermedio combinado con el nivel de transporte. 




en la tabla de rutas para quedarse con la mejor. Se ha decidido este comportamiento para 
permitir que el proceso de establecimiento de ruta en los nodos intermedios sea lo más rápido 
posible y así evitar que el nivel de transporte realice retransmisiones innecesarias en origen 
debido a que ha expirado el tiempo de retransmisión.   
Otra posibilidad cuando se produce un error en el canal es que no sea posible restaurar la ruta 
en el nodo en el que se ha producido el error, el comportamiento en esta situación del nivel de 




Cuando no es posible restaurar la ruta en el nodo intermedio, el nst-AODV propaga un RERR 
que en el momento en el que llega al nodo transmisor invalida la ruta hasta el destino. El nivel 
de transporte realiza la transmisión del mensaje de datos normalmente. Cuando el nst-AODV 
recibe la petición de transmitir este mensaje de datos, inicia un proceso de establecimiento de 
ruta debido a que no dispone de una ruta hasta el destino ya que este ha sido invalidad por el 
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Ilustración 54. Proceso de restablecimiento de ruta en nodo intermedio insatisfactorio combinado con el nivel de 
transporte. 




mensaje de RREQ. Si el proceso de establecimiento funciona normalmente el mensaje de datos 
es transmitido de manera transparente para el nivel de transporte. En caso contrario se le 
notifica que la transmisión del paquete ha fallado y se procede al cierre definitivo de la sesión. 
4.4.3.3 Cierre de sesión 
En la solución desarrollada existen tres maneras a través de las cuales una sesión puede 
finalizar. El cierre por inactividad, el cierre por fin de transmisión y el cierre por pérdida de 
ruta.  
Cierre por inactividad 
Se produce cuando el nodo transmisor o el nodo receptor tienen una sesión abierta durante 
un determinado periodo de tiempo sin ser utilizada para el envío de ningún mensaje. Las 
sesiones en recepción y transmisión consumen recursos en los nodos a nivel de memoria. Este 
mecanismo permite evitar que un nodo que se queda fuera del alcance a través de la red 
multisalto de otro, mantenga de manera permanente una serie de recursos de memoria 
ocupados. 
El mecanismo consiste simplemente en un timer que expira cada SESSION_TIMEOUT unidades 
de tiempo. Cuando este timer expira se comprueba el estado de las sesiones de recepción y 
transmisión. Las sesiones que están marcadas como inactivas son eliminadas y las que están 
activas se marcan como inactivas. Si durante el siguiente período una sesión no registra 
actividad, ya sea enviando o recibiendo algún paquete, la sesión permanece como inactiva y es 
eliminada cuando expira el SESSION_TIMEOUT. En los apartados 4.4.4.4 y 4.4.4.5 se exponen 
los estados en los que se puede encontrar una sesión. 
Cierre por fin de transmisión 
El cierre por fin de transmisión se produce cuando el nivel superior al de transporte estima que 
ha terminado su utilización de la ruta fiable. Cuando esto ocurre se comunica al nivel 
transporte que inicie el proceso de cierre de sesión controlado mediante la interface 
TXSessionControl.  
El dialogo que se establece consiste únicamente en la transmisión de un mensaje de tipo fin de 
sesión desde el nodo transmisor hasta el receptor. Se ha estimado oportuno utilizar un 
mecanismo sencillo y sin fiabilidad dado que en caso de que el mensaje no consiga alcanzar el 
nodo receptor, este acabaría cerrando la sesión mediante el cierre por inactividad. 
Posteriormente a la transmisión del mensaje el nodo transmisor elimina la sesión del registro 
almacenado en el módulo TxBufferP. Cuando el nodo receptor recibe el mensaje, elimina de su 
registro contenido en RxBufferP los datos asociados a la recepción y libera el espacio de 
memoria ocupado para que pueda ser usado por otra sesión. 
El cierre de sesión no implica la eliminación de ninguna ruta, ni en el nodo transmisor, ni en el 
receptor, ni en los nodos intermedios debido a que las entradas en la tabla de rutas pueden 
estar siendo utilizadas por otros nodos para alcanzar estos destinos. 




Cierre por pérdida de ruta 
El cierre por pérdida de ruta se produce cuando el nodo transmisor no es capaz de encontrar 
una ruta alternativa para alcanzar el nodo receptor. En la Ilustración 54 de la página 108 se 
muestra un proceso de restablecimiento de ruta satisfactorio desde el nodo de origen. En el 
caso de que el nst-AODV no consiguiese restablecer la ruta hasta el destino, el paquete que se 
está intentando transmitir se considera como erróneo y se procede al cierre de la sesión en 
transmisión. 
Dado que el destino no es alcanzable mediante la red multisalto, no es posible transmitir 
ningún tipo de mensaje para notificar el cierre. Por tanto, la sesión en recepción se cerrará 
gracias al mecanismo de cierre por inactividad. 
4.4.3.4 Transmisión de tramas sin establecimiento de sesión 
Paralelamente a la transmisión orientada a conexión, se ha habilitado un mecanismo para 
transmitir un paquete sin necesidad de establecer sesión aprovechando los campos de RREQ 
modificados que se han habilitado en el nst-AODV. 
Este proceso consiste en adjuntar información de aplicación al RREQ en lugar de añadir 
información de sesión. De esta manera si se desea transmitir una cantidad de información 
reducida no es necesario establecer sesión, se puede encapsular los datos junto con el RREQ y 
realizar un proceso de establecimiento de ruta modificado como el comentado en el apartado 
4.3.3.1. El mensaje de RREQ se transmite en unicast siguiendo la ruta ya establecida en caso de 
que ya exista una ruta entre origen y destino. Si no existe ruta se transmite en broadcast. 
Cuando el RREQ llega al destino, este genera un mensaje de RREP, que se utiliza para crear la 
ruta entre el destino y el origen. La recepción del mensaje de RREP en origen, se aprovecha 
como un indicador de que el mensaje de datos ha sido transferido correctamente hasta el 
destino. De esta manera, el proceso de establecimiento de ruta se utiliza como mecanismo de 
envío y confirmación de un paquete de datos. 
Cabe destacar, que debido a que el establecimiento de ruta es un proceso de inundación, el 
tamaño de la información de aplicación añadida al RREQ debe ser pequeño. En nuestra 
implementación se ha fijado el tamaño máximo a UDATA_MAX_LEN = 10 bytes. Es importante 
notar, que este mecanismo no puede ser utilizado si se utilizan los RREP generados en nodos 
intermedios, modo INDIRECT del nst-AODV. En consecuencia, tal y como ya hemos comentado 
anteriormente, los mensajes de RREQ que contienen información adjunta no pueden ser 
respondidos con un RREP por nodos intermedios. 
  




4.4.4 Descripción de módulos 
 
 Ilustración 55. Arquitectura del protocolo de transporte asociado al nst-AODV. 





Ilustración 56. Arquitectura de los componentes TLReceiverC (izquierda) y TLSenderC (derecha) correspondientes 
a la arquitectura del protocolo de transporte implementado. 




En este apartado se exponen la estructura modular del código en el nivel de transporte y las 
funcionalidades y características de cada uno de estos módulos. La Ilustración 55 y la 
Ilustración 56 expuestas en las páginas anteriores muestran la arquitectura de módulos 
implementada. 
4.4.4.1 TLProtocolC.nc 
El módulo TLProtocolC se utiliza para definir las relaciones, wiring, entre las diferentes 
interfaces y componentes que forman el nivel de transporte. Es la configuración que debe 
declararse en cualquier aplicación para disponer de las funcionalidades descritas en estos 
apartados. Las interfaces de control que provee este nodo para los niveles superiores son las 
siguientes: 
 TLSend: Permite el envío de mensajes de manera fiable. 
 TLReceive: Permite la recepción de mensajes fiables. 
 TLPacket: Se utiliza para acceder a los campos de datos en el envío de mensajes con 
fiabilidad. 
 TXSessionControl: Debe ser utilizada previamente a la interface TLSend para 
establecer sesiones hasta un destino dentro de la red. Posteriormente se utiliza para 
cerrar y consultar datos de las sesiones activas. 
 RXSessionControl: Permite detectar el establecimiento de nuevas sesiones en 
recepción. 
 TLIntercept: Permite al nivel de aplicación monitorizar el tráfico de mensajes 
correspondientes al nivel de transporte. 
 TLUrgentSend: Acceso al envío de datos sin establecimiento de sesión. 
 TLUrgentReceive: Permite la recepción de datos sin establecimiento de sesión. 
Paralelamente, el protocolo incluye una serie de interfaces que permiten acceder al nivel nst-
AODV. El objetivo principal, es poder ofrecer la posibilidad al nodo de disponer de 
comunicaciones multisalto con o sin fiabilidad al mismo tiempo. Las interfaces definidas son las 
siguientes: 
 AODVReceive: Recepción de mensajes multisalto sin fiablidad. 
 AODVIntercept: Permite interceptar en los nodos intermedios el tráfico nst-AODV. 
 AODVSend: Envío de mensajes multisalto sin fiabilidad. 
 AODVSingleHopFields: Acceso a los campos de información de las tramas de datos 
nst-AODV correspondientes a información de salto. 
 AODVDataFields: Acceso a los campos de información de las tramas de datos nst-
AODV correspondientes a información extremo a extremo. 
 AODVPacket: Se utiliza para acceder al campo de datos de las tramas nst-AODV. 
De la misma manera, también se ofrece acceso a la pila de protocolos convencional de TinyOS 
2.x para la transmisión de mensajes de un solo salto. 
 SingleHopReceive: Acceso a los mecanismos de recepción de la pila convencional en 
SingleHop en tinyos2.x. 




 SingleHopSend: Acceso a los mecanismos de transmisión de la pila convencional en 
SingleHop en tinyos2.x. 
 SingleHopPacket: Acceso al campo de datos en las transmisiones SingleHop. 
El código asociado a esta Configuración puede encontrarse en la página Error! No s'ha definit 
l'adreça d'interès.. 
4.4.4.2 TLSenderP.nc 
Este módulo implementa las funcionalidades de establecimiento de sesión, cierre de sesión y 
fase de transmisión para las sesiones en las cuales el nodo actúa como nodo transmisor. El 
código asociado se encuentra en la página Error! No s'ha definit l'adreça d'interès.. 
4.4.4.3 TLReceiverP.nc 
Tiene las mismas funcionalidades que el nodo TLSenderP pero desde el punto de vista de la 
recepción. Puede encontrarse en la página Error! No s'ha definit l'adreça d'interès.. 
4.4.4.4 TxBufferP.nc 
Este módulo contiene toda la información relativa a cada una de las sesiones de transmisión 
que tiene establecidas el nodo. Se encarga de la gestión de esta información y se utiliza para 
ofrecer funcionalidades al módulo TLSenderP para que acceda a la información de sesión, los 
mensajes pendientes de transmitir el estado de cada sesión, el tamaño de la ventana 
deslizante, etc. En este módulo está contenida la tabla de sesiones. Para cada sesión de 
transporte, el nodo que juega el papel de transmisor en la sesión presenta la siguiente 
estructura de datos: 
 Destino: Cada sesión se identifica por la dirección del nodo destino a la que se dirige. 
 Estado de sesión: Para facilitar el control de la sesión se han definido una serie de 
estados. 
- REQUESTING_TX_STATE: Indica que se ha iniciado el establecimiento de 
sesión. Durante este periodo no es posible iniciar la transmisión de mensajes 
de datos. 
- ESTABLISHED_TX_STATE: La sesión está activa. 
- INACTIVE_TX_STATE: La sesión está activa pero si permanece un tiempo 
TIMEOUT_SESSION sin actividad será cerrada. 
- CLOSED_TX_STATE: La sesión ha sido cerrado recientemente. 
- INVALID_SESSION_TX_STATE: Sesión no inicializada. 
 Tasa asignada: Indica el tamaño máximo de ventana permitido. Este tamaño coincide 
con el tamaño de ventana en recepción. 
 Tasa actual: Es el tamaño de la ventana de transmisión. No puede ser mayor que la 
Tasa asignada. 
 RTT: Es el Round Trip Time, tiempo de ida y vuelta, estimado entre el emisor y el 
receptor. 




 Buffer de transmisión: Incluye los punteros a las posiciones de buffer en transmisión 
además de todas las variables necesarias para controlarlo.  




Realiza la misma función que el módulo TxBufferP pero para las sesiones entrantes al nodo. El 
código asociado puede encontrarse en la página Error! No s'ha definit l'adreça d'interès.. La 
estructura de datos de cada sesión de transporte en recepción es la siguiente: 
 Destino: Indica el origen de la transmisión e identifica la sesión 
 Estado de sesión: 
- ESTABLISHED_RX_STATE: La sesión está activa. 
- INACTIVE_RX_STATE: La sesión está activa pero si permanece un tiempo 
TIMEOUT_SESSION sin actividad será cerrada. 
- CLOSED_RX_STATE: La sesión ha sido cerrado recientemente. 
- INVALID_SESSION_RX_STATE: Sesión no inicializada. 
 Tasa de sesión: Tamaño de la ventana en recepción. Equivale al número de posiciones 
de buffer asignadas a esta sesión. 
 Buffer de Sesión: Contiene los punteros a las posiciones del buffer de recepción y las 
variables que lo controlan. 
4.4.4.6 Otros módulos 
El resto de componentes que forman la estructura del código son: 
 SendQueueP: Se utiliza para gestionar el envío de confirmaciones y paquetes 
mediante tareas. Dado que las tareas no pueden recibir parámetros, estos módulos se 
utilizan para implementar colas de tareas con parámetros almacenados. 
 AODVTypeDistributorP: Este módulo se utiliza para asignar según el valor del campo 
APP del nst-AODV hacia que componente debe ser transferido cada paquete que se 
recibe o transmite.  




5 Validación de resultados y ajuste de parámetros 
5.1 Parámetros del protocolo 
Una vez realizado el diseño y la implementación de los mecanismos mencionados en los 
apartados anteriores el objetivo es asignar valor a determinados parámetros que durante el 
diseño se han asignado manera arbitraria y comprobar que el funcionamiento del código 
implementado es el deseado. La lista de parámetros del nivel de transporte se encuentra en el 
fichero TLProtocol.h que se puede encontrar en el anexo 4 en la página Error! No s'ha definit 
l'adreça d'interès..  
Previamente a la decisión sobre que parámetros queremos ajustar debemos tener en cuenta 
cual es el objetivo de estas pruebas. Algunos factores de interés en un protocolo de transporte 
son los siguientes: 
 Throughput: Es la tasa de transmisión de paquetes correctamente recibidos en bits/s o 
paquetes/s. 
 Latencia: Es el tiempo medio requerido por un paquete para alcanzar su destino. La 
latencia es un parámetro de mayor interés que el throughput en un protocolo de 
transporte ya que al disponer de mecanismos de ventana es posible que el throughput 
se mantenga pero la latencia aumente. 
 Número de retransmisiones no necesarias: Si asignamos al tiempo de retransmisión de 
trama un valor demasiado reducido estaremos aumentando el número de 
retransmisiones innecesarias provocando un aumento de la congestión en la red de 
sensores y por tanto un aumento de la latencia. 
Por tanto podemos ver que el tiempo entre retransmisiones es un factor importante si 
queremos evitar una latencia o un número de retransmisiones inadecuados. En nuestra 
solución este tiempo se calcula a partir del RTT (Round Trip Time) estimado en el proceso de 
establecimiento de sesión de la siguiente forma: 
  	
	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Para determinar el valor adecuado de la constante RTT_MULTIPLIER se realizarán pruebas de 
campo en un escenario basado en una topología en línea con distintos valores de la constante 
con el objetivo de discernir cual es el valor que proporciona una mejor latencia y número de 
retransmisiones.  
En cada una de las pruebas se han realizado una serie de repeticiones. Concretamente se 
realizan pruebas para todas las combinaciones posibles de los siguientes valores. 

















Nivel Transporte - Parámetros Valor 
TX_MAX_RATE 4 








Tabla 15. Valor de los parámetros durante las pruebas. 
La lista de parámetros que se ofrece en estas tablas se corresponde con los parámetros que 
son ajustables para los niveles de encaminamiento y transporte. Los parámetros con valor fijo 
se mantienen constantes en todas las simulaciones. Los que tienen más de un valor se 
corresponden a los parámetros que se quieren ajustar y se realizan varias repeticiones para 
cada combinación posible entre ellos. 
El significado de cada uno de estos parámetros y los motivos que llevan a su asignación son los 
siguientes. Primeramente, abordamos los parámetros relacionados con el nivel de transporte. 
 TX_MAX_RATE: Permite ajustar el tamaño máximo de la ventana deslizante. Un 
aumento de este parámetro debería suponer una disminución de la latencia pero 
también mayores requisitos de memoria.  
 TX_MAX_SESSIONS: Número máximo de sesiones de transmisión, destinos, 
simultáneas en un nodo. 
 RX_MAX_SESSIONS: Número máximo de sesiones de recepción, fuentes, simultáneas 
en un nodo. 
 MAX_RETX: Número máximo de retransmisiones permitidas de un mismo paquete 
antes de realizar un cierre de sesión. 
 RX_BUFFER_SIZE: Permite asignar el tamaño del buffer de recepción. Si esta constante 
es de valor elevado dispondremos de mayor espacio asignable a cada sesión y por lo 
tanto ventanas mayores y latencia menor. La contrapartida es que un incremento en 
una unidad de esta variable supone incrementar en uno el número de variables 
message_t declaradas en el nodo receptor, de manera que la memoria RAM ocupada 
aumentará en un valor comprendido entre 18 y 127 bytes en función del tamaño de 




paquete máximo asignado. Su asignación a 6, conjuntamente con el valor 4 para el 
MAX_RETX asegura que en el momento en el que dos nodos se dirigen a un mismo 
destino su tasa se reduce a 3 y a 2 en el caso de ser 3 los nodos. 
 TX_BUFFER_SIZE: Indica el número máximo de paquetes almacenados en el buffer de 
transmisión de un nodo. Su implementación se basa en punteros, dejando la 
declaración de las variables de mensaje al nivel de aplicación. Por este motivo, su 
importancia a nivel de ocupación de memoria es mucho menor que en el caso de la 
variable RX_BUFER_SIZE. 
 MAX_RTT: Indica el máximo Round Trip Time permitido por el nivel de transporte. 
 SESSION_TIMEOUT: Tiempo máximo que una sesión puede permanecer inactiva. 
Para el nivel de encaminamiento, nst-AODV, tenemos los siguientes parámetros ajustables. 
 QUEUE_SIZE: Tamaño del Buffer del nst-AODV para mensajes de datos. Se le asigna 
valor 6 para evitar, en la medida de lo posible, perdidas por congestión. 
 CORE_QUEUE_SIZE: Tamaño del Buffer del nst-AODV para mensajes de control. El 
valor asignado es de 3 debido a que el tráfico de control es más reducido que el de 
datos. 
 AODV_CONGESTION_LEVEL: LINK_LAYER_RETRIES: Número máximo de reintentos de 
nivel de enlace permitidos para los mensajes de datos. Se ha fijado un nivel alto de 
esta variable para permitir garantizar en la medida de lo posible la estabilidad de las 
rutas mientras una sesión permanece activa.  
 LINK_LAYER_RETRIES_RREP: Número máximo de reintentos de nivel enlace 
permitidos para los mensajes de RREP. 
 DISCOVERY_PERIOD: Indica el máximo Round Trip Time permitido por el nivel de 
encaminamiento. 
 MAX_INTENTS_GLOBAL: Número máximo de veces que se intenta restablecer una 
ruta cuando falla el envío de un mensaje de datos o no se dispone de una ruta.  
 DEFAULT_TTL: Número máximo de saltos permitidos en una ruta. Constante ligada al 
tamaño de la red. En nuestras redes de prueba un valor igual a 6 es mayor al máximo 
número de saltos posibles. 
 AODV_RTABLE_SIZE: Número de entradas máximo en la tabla de rutas. Indica el 
máximo número de destinos alcanzables simultáneamente por un nodo. El nivel fijado 
a 12 permite asegurar ampliamente que no habrá eliminación de rutas por falta de 
espacio en la tabla de rutas. 
 AODV_RQCACHE_SIZE: Tamaño máximo de la memoria de almacenamiento de 
información de los RREQ (ver apartado 4.3.1.3).  
 AODV_DATACACHE_SIZE: Tamaño máximo disponible para almacenamiento de 
información de mensaje de datos en broadcast (ver apartado 4.3.1.3). Su valor no 
tiene trascendencia en nuestras pruebas ya que no utilizamos mensajes de datos en 
broadcast. 
 AODV_CONGESTION_LEVEL: Controla la longitud de la cola del protocolo AODV a 
partir de la cual deben ser marcados las tramas con el bit de congestión. Un valor 
demasiado bajo provocaría reducciones en el tamaño de la ventana de transmisión 




innecesarias y un valor demasiado alto un aumento de congestión en la red de 
sensores. Esta constante está fuertemente ligada al nivel de transporte y su función ha 
sido discutida en los apartados 4.3.3.3 y 4.4.1.1. El valor que se le asigna es 3. 
Algunos parámetros que no son propios del nivel de transporte sino del encaminamiento 
pueden influir de una manera importante en el comportamiento de la solución implementada. 
El más determinante es el tamaño máximo de cola permitido para mensajes de datos, 
QUEUE_SIZE. Cuanto mayor sea este valor más difícil será que se produzcan pérdidas debido a 
congestión en los nodos de la red de sensores. El valor de esta constante está ligado al valor de 
la constante AODV_CONGESTION_LEVEL comentada anteriormente. 
5.2 Condiciones generales de las pruebas 
Para realizar las pruebas se han hecho una serie de consideraciones adicionales. Una de ellas 
es el alcance, necesario para poder definir de manera adecuada la topología de red usada en 
las pruebas. Conjuntamente con la definición de alcance se han fijado una serie de parámetros 
relacionados con la potencia de transmisión de los nodos comunes en todas las pruebas. Estos 
parámetros nos han permitido fijar las distancias entre nodos que se exponen en cada una de 
las pruebas, los resultados de las pruebas de alcance se pueden encontrar en el apartado 4.1.2. 
En él se puede observar que a partir de 50 cm con PA_LEVEL 1 y 2, el LQI se degrada de 
manera progresiva. Por este motivo definimos que la distancia a partir de la cual consideramos 
que un nodo empieza a dejar de estar dentro del alcance de otro nodo son estos 50 cm. En la 
Tabla 16 de la página 120 se adjunta un resumen de los valores asignados. 
Se dispone de los canales del 11 al 26 en la banda de los 2450 MHz. Se ha seleccionado para 
todas las pruebas el canal 26 del estándar 802.15.4 debido a que la banda en la que opera no 
se solapa con la banda asignada a las redes WiFi (IEEE 802.11) que podría provocar un 
aumento de las interferencias. En imagen de la página 19 se muestra una comparativa de las 
bandas de frecuencias ocupadas por ambos sistemas, donde se puede observar que los canales 
15, 25 y 26 están libres de interferencias provocadas por las redes WiFi. 
En todas las pruebas realizadas se ha utilizado el mismo formato de paquete de datos. Se ha 
definido el tamaño máximo de paquete a 42 bytes de los cuales se usan 11 para la cabecera 
802.15.4, 9 bytes de cabecera de los mensajes de datos AODV y 2 correspondientes a la 
cabecera del nivel de transporte. Se dispone de los 20 bytes restantes para transmitir 
información de aplicación en cada paquete. De los 20 bytes disponibles para datos utilizamos 
una parte para cargar información relacionada con la ruta por la que transitan los mensajes de 
datos que permitirán verificar que las rutas establecidas son las deseadas. A los bytes restantes 
se les asigna el valor 0x00. La estructura de datos utilizada es la siguiente: 
typedef nx_struct test_message{ 
 nxle_uint16_t messageID; 
 nxle_uint16_t messageSeq; 
 nxle_uint16_t nodeSeq[TEST_NUM_NODES]; 
 nxle_uint8_t  data[20 - TEST_NUM_NODES*2 - 4];   
} test_message_t; 
Ilustración 57. Formato de los paquetes de datos utilizados en las pruebas. 




MessageID identifica a que mensaje pertenece a un bloque concreto y el campo messageSeq 
indica que número de paquete le corresponde dentro de ese mensaje. Estos campos facilitan 
la comprobación del correcto funcionamiento del protocolo y permiten verificar a nivel de 
aplicación que el protocolo actúa correctamente y que los paquetes se reciben de manera 
ordenada. El vector nodeSeq se utiliza para almacenar los nodos a través de los cuales viaja 
cada paquete. Por último al campo data se le asigna valor cero para completar el tamaño total 
de 20 bytes de datos. 
Características Valor 
Longitud de Paquete 42 bytes 
Longitud disponible para datos 20 bytes 
PA_LEVEL (Potencia de transmisión) 2 (< -25 dbm) 
Canal 26 
Frecuencia central del canal 2480 MHz 
Frecuencia superior del canal 2477,5 MHz 
Frecuencia inferior del canal 2482,5 MHz 
Tabla 16. Lista de parámetros comunes en todas las pruebas realizadas. 
5.3 Topología en línea 
Esta prueba está inspirada en un proyecto desarrollado por la UPC para la sensorización de 
trenes (6). El objetivo de dicho proyecto es conseguir dar cobertura a un tren mediante una 
red de sensores multisalto que permita tomar medidas de distintas magnitudes físicas y ser 
transmitidas de manera inalámbrica por el interior del tren hasta un determinado punto del 
mismo, generalmente la cabina del conductor. 
Dada la naturaleza del escenario, la distribución de los nodos sensores en este entorno 
consiste en una línea recta sobre la cual están distribuidos de forma uniforme simulando un 
escenario en el cual tendríamos un nodo por vagón del tren. La distancia entre los nodos es 
suficientemente grande para evitar que dos nodos no consecutivos sobre la línea sean capaces 
de comunicarse de forma regular. Esto quiere decir que el alcance debe ser menor que la 
distancia entre dos nodos no consecutivos. 
0 1 2 3 4 5 
d = 25 cm 
Estación Base 
Ilustración 58. Topología de la prueba basada en escenario ferroviario. 




Dado el objetivo del despliegue de sensores en este entorno, dispondremos de un único nodo 
que hará las funciones de estación base y que será el encargado de recibir todos los mensajes 
enviados por los demás nodos de la red. La ubicación de este nodo se corresponde con la del 
escenario real, de manera que estará situado en uno de los extremos de la línea de nodos. 
Disponemos de 5 nodos con capacidad de generar tráfico y un nodo que juega el papel de 
estación base. En la Ilustración 58 se puede observar una representación del esquema 
utilizado. A cada nodo se le asigna una dirección MAC 802.15.4 Las líneas discontinuas verdes 
simbolizan el alcance del nodo 0x0003 y 0x0002. 
Para definir la distancia (d) entre los nodos utilizamos el criterio comentado en el apartado 5.2 
de alcance. Con estas informaciones definimos la distancia d a 25 cm. De esta manera se 
consigue cumplir lo especificado en la Ilustración 58. 
El modelo de tráfico definido para cada nodo que actúa como generador de tráfico consiste en 
transmitir un bloque de 100 paquetes, con las características definidas anteriormente para 
cada uno de ellos, mediante una única sesión de transporte. Cada uno de los nodos 
generadores inicia la transmisión de un bloque cada un tiempo aleatorio entre 3 y 6 segundos. 
Si se consigue transmitir correctamente el bloque completo se considera que la transmisión ha 
sido completada con éxito, provocando el cierre de la sesión por parte del nodo transmisor. 
Una vez transcurrido el tiempo aleatorio se inicia una nueva transmisión.  
5.3.1 Un nodo generador de tráfico 
La primera de las pruebas realizadas consiste en habilitar un solo nodo para transmitir 
información de manera continuada hacia la estación base, concretamente el nodo con 
dirección 0x0005 de la Ilustración 58. 
El objetivo de la prueba es evaluar el funcionamiento del protocolo de transporte en una 
situación simple. Las medidas que se realizan son las comentadas en el apartado de 
introducción, la latencia y el número de retransmisiones innecesarias, en diferentes 
situaciones con el objetivo de asignar el mejor valor para cada uno de los parámetros 
testeados.  
La medida de las retransmisiones se realiza desde la estación base. Para realizarlo se ha 
programado una aplicación de test capaz de capturar y almacenar el número de veces que se 
recibe un mensaje de datos que ya ha sido recibido previamente. 
La medida de la latencia se realiza de manera simultánea desde la estación base y el nodo 
transmisor. Para conseguirlo se conecta el nodo transmisor y el nodo receptor a un mismo 
ordenador de manera que cada vez que el nodo transmisor inicia el envío de un paquete se 
notifica al ordenador mediante el puerto serie. El nodo receptor, en este caso la estación base, 
realiza la misma operación cuando recibe de forma correcta un paquete. Para mantener un 
control sobre el tiempo transcurrido entre el envío y la recepción se ha desarrollado una 
pequeña aplicación que se ejecuta en el ordenador que permite monitorizar los instantes en 
los que se envía y se recibe un mismo paquete. La duración de cada una de las repeticiones de 
las pruebas es de 600 segundos. 




5.3.2 Dos nodos generadores de tráfico 
La topología empleada en esta prueba es la misma que en el caso anterior aunque en este caso 
habilitamos como nodos transmisores los nodos 0x0005 y 0x0003 de la Ilustración 58. Las 
condiciones en las que se realiza la prueba son las comentadas en el apartado 5.2 y el valor 
asignado a los parámetros a estudiar son los mismos que en el caso anterior y se pueden 
consultar en la Tabla 15. 
El objetivo de esta segunda prueba es observar cómo afecta a la latencia y al número de 
retransmisiones el hecho de aumentar el tráfico en la red y si los resultados obtenidos en 
relación a los valores óptimos para los parámetros bajo estudio son los mismos que en el caso 
en el que no hay tráfico adicional. Dado que el interés de la prueba es observar como varía 
respecto al caso anterior la respuesta del nodo 0x0005 sólo se miden los parámetros de este y 
no los del nodo 0x0003. 
5.3.3 Tres nodos generadores de tráfico 
Las mismas condiciones que en los dos escenarios precedentes pero con tres nodos generando 
tráfico. La topología de la prueba es la de la Ilustración 58, donde los nodos transmisores son 
el 0x0005, 0x0003 y el 0x0001. 
De la misma forma que en el apartado anterior, el objetivo de la prueba es observar el efecto 
producido al realizar un aumento controlado del tráfico en la red. Por este motivo solo se mide 
el comportamiento del nodo 0x0005. 
5.3.4 Resultados 
El montaje final que se ha realizado es el que se muestra en la siguiente fotografía. 
 
 
A nivel de ocupación de memoria, la versión utilizada para las pruebas  con los parámetros 
definidos anteriormente presenta las siguientes características. 
Ilustración 59. Fotografía de las pruebas con topología en línea. 




Versión Ocupación ROM Ocupación RAM 
Nodo Generador 39.806 bytes 5.147 bytes 
Nodo Estación Base 34.470 bytes 4.527 bytes 
Nodo Relay 33.982 bytes 3.695 bytes 
Tabla 17. Ocupación de la memoria. 
El tamaño en ROM y RAM descrito en la tabla anterior incluye el nivel de aplicación 
desarrollado para las pruebas. El código del nivel de transporte y de encaminamiento que 
incorporan los nodos presenta una ocupación de la ROM de 33.748 bytes y de la RAM de 3.685 
bytes. Estos niveles de ocupación garantizan una cantidad de espacio tanto en ROM como 
sobre todo en RAM suficientes para desarrollar aplicaciones cuando las comparamos con las 
capacidades totales del dispositivo Telosb expuestas anteriormente en el apartado 4.1.1. 
Concretamente la capacidad del Telosb es de 48 Kbytes de memoria ROM programable y 10 
Kbytes de memoria RAM. 
Los resultados obtenidos relacionados con los parámetros medidos en el nodo 0x0005 de la 
Ilustración 58 en cada una de las distintas pruebas mencionadas anteriormente se sintetizan 
en las tres tablas que se presentan a continuación. En cada una de ellas se resumen los 
resultados de las tres repeticiones que se ha realizado de cada prueba para cada valor 
testeado de la variable RTT_MULTIPLIER. Para cada uno de ellas se ha capturado el número de 
bloques o sesiones que se han completado con éxito, el número de bytes totales que se han 
transmitido, las retransmisiones no necesarias recibidas en el nodo destino para cada 100 
paquetes, la latencia media de entrega de cada paquete, el número de paquetes que han sido 
marcados con el bit de CN para cada 100 paquetes y el RTT estimado medio durante el proceso 
de establecimiento de cada sesión. Todos estos parámetros son los correspondientes a las 
sesiones establecidas entre el nodo 0x0005 y el nodo 0x0000. 
Se ha decidido incluir la medida del RTT estimado durante el proceso de establecimiento 
debido a que la latencia depende fuertemente del número de saltos en la ruta establecida. Eso 
significa que si en una de las pruebas las rutas establecidas han tenido más saltos en media, la 
medida de la latencia puede verse alterada por este hecho y no únicamente por el rendimiento 
mostrado por el nivel de transporte.  
Para el caso en el que tenemos un único nodo generando tráfico el resumen de los resultados 
es el siguiente. 
RTT_MULT # bloques # bytes ReTX no necesarias Latencia CN RTT estimado 
2 101 202000 46,33 79,18 14,46 78,73 
3 121 242000 18,23 70,82 5,06 84,16 
4 185 370000 1,53 47,46 0,45 72,70 
5 195 390000 1,01 48,97 0,26 74,61 
6 185 370000 0,21 49,52 0,04 75,37 
7 203 406000 0,17 48,31 0,01 74,86 
8 193 386000 0,13 51,97 0,00 80,19 
Tabla 18. Resultados de las pruebas con un único nodo generador de tráfico. 




Para el caso en el que los nodos 0x0005 y 0x0003 generan tráfico la tabla es la siguiente. 
RTT_MULT # bloques # bytes ReTX no necesarias Latencia CN RTT estimado 
2 101 202000 41,14 82,86 29,03 80,70 
3 116 232000 20,22 70,99 15,79 83,21 
4 118 236000 8,22 60,55 7,79 83,38 
5 135 270000 8,07 66,17 9,59 89,08 
6 136 272000 8,51 63,17 9,95 85,20 
7 128 256000 8,30 70,29 10,13 96,11 
8 121 242000 6,23 64,29 7,63 81,56 
Tabla 19. Resultados de las pruebas para dos nodos generadores de tráfico. 
Finalmente, presentamos los resultados para el caso en el que tres nodos generan tráfico. 
RTT_MULT # bloques # bytes ReTX no necesarias Latencia CN RTT estimado 
2 97 194000 32,44 101,54 27,84 87,55 
3 139 278000 12,58 73,04 9,70 81,17 
4 126 252000 10,90 72,54 10,21 82,17 
5 136 272000 7,32 74,87 8,29 88,42 
6 140 280000 6,83 73,53 8,86 76,22 
7 139 278000 5,37 68,74 6,38 72,49 
8 133 266000 6,25 71,62 8,79 79,69 
Tabla 20. Resultados de las pruebas para tres nodos generadores de tráfico. 
Para el caso de un solo nodo generando tráfico, Tabla 18, se puede observar que cuando se 
asigna un tiempo de retransmisión demasiado bajo, RTT_MULTIPLIER=2 y RTT_MULTIPLIER=3, 
el número de retransmisiones no necesarias recibidas en la estación base es muy elevado. El 
hecho de introducir una mayor cantidad de tráfico en la red de sensores proveniente de las 
retransmisiones provoca que la latencia también sea mayor. Además el nodo transmisor está 
permanentemente reduciendo su tamaño de ventana a una situación de stop and wait, lo que 
también contribuye al aumento de la latencia.  
Durante la realización de estas pruebas se ha podido comprobar un efecto producto de la 
asimetría del canal disponible. En este sentido en algunas ocasiones las transmisiones a 
distancia un salto son recibidas por el nodo receptor aunque el mensaje de confirmación de 
nivel enlace generado por el estándar IEEE 802.15.4 no es recibido por el nodo transmisor. 
Esto genera una retransmisión innecesaria a nivel de enlace que es percibida por el nodo 
destino como una retransmisión innecesaria extremo a extremo.   
En la gráfica siguiente se muestra el comportamiento de la latencia y el número de 
retransmisiones para el caso de un solo nodo generador de tráfico.  
  
 
Ilustración 60. Latencia y número de retransmisiones innecesarias en función del RTT_MULTIPLIER para un nodo 
generando tráfico. 
En la gráfica se observa que a partir de un valor igual a 4 para el parámetro RT
la latencia se mantiene prácticamente constante aunque apuntando un ligero aumento
valores menores que 4 el protocolo de transporte infiere que se ha perdido un paquete 
cuando en realidad no se ha dado tal caso. Para valores mayores a 4
de producirse pérdidas de ruta, o pérdidas por congestión, su detección se produzca de una 
manera más lenta, lo que debería verse reflejado en un aumento de la latencia. 
A la vista de los resultados obtenidos, el valor adecuado para el RTT_MULTIPLIER en un 
escenario de topología en línea y con un solo nodo generador de tráfico es 4. 
La evolución de estos mismos parámetros, cuando incluimos un segundo nodo generando 
tráfico en la red, presentan un comportamiento
Ilustración 61. Latencia y número de retransmisiones innecesarias en función del RTT_MULTIPLIER para dos 

























Validación de resultados y ajuste de parámetros
 es posible que en el caso 
 similar. 
4 5 6 7 8
ReTX no necesarias Latencia
Retransmisiones no necesarias
4 5 6 7 8





























En este caso se puede apreciar 
el número de retransmisiones que se producen en la red y la latencia son superiores a las que 
presentaba el mismo nodo en el mismo escenario con un solo nodo generando tráfico. 
aumento de la latencia se explica a través del aumento de tráfico que se produce en la red. En 
este sentido, es más probable que se produzcan pérdidas por congestión en los nodos 
intermedios cuando los dos nodos presentes en la red transmiten de manera simultánea. Así 
mismo, los dos nodos tienen como nodo desti
Esto provoca que cuando ambos nodos permanecen con una sesión establecida con dicho 
destino, el espacio del buffer de recepción se reparta
obligándolos a utilizar unas ventanas de tamaño menor. En el caso de la prueba, el tamaño 
máximo de ventana es de 4, permitiendo el nodo receptor un máximo de 6 posiciones para 
ventanas de recepción. Esto significa que cuando ambos nodos generadores abren una ses
de transporte, el tamaño máximo de ventana que se les asigna es de 3, en lugar de 4 como 
ocurría en el caso de tener un solo nodo generando tráfico.
En este caso, podemos observar que a diferencia de cuando teníamos un único nodo 
generando tráfico, el número de retransmisiones innecesarias no se sitúa alrededor de 0 al 
aumentar el RTT_MULTIPLIER.
latencia y con un número de retransmisiones innecesarias reducido se sitúa nuevamente 
cuando el RTT_MULTIPLIER es igual a 4.
más clara que a partir de un valor igual a 4 para el RTT_MULTIPLIER, el valor medio de la 
latencia experimenta un progresivo aumento
para la constante RTT_MULTIPLIER
Para el caso con 3 nodos generadores de tráfico, la gráfica anterior presenta el siguiente 
aspecto. 
Ilustración 62. Latencia y número de retransmisiones 
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En el caso de tres nodos generando tráfico, se puede apreciar un ligero aumento de la latencia 
respecto al caso anterior. También apreciamos que a diferencia de los dos casos anteriores no 
se produce un aumento de la latencia cuando aumentamos el multiplicador del RTT. Si 
analizamos los resultados presentados en la tabla Tabla 20, se puede observar que para los 
casos de RTT_MULTIPLIER igual a 6, 7 y 8, el valor estimado del RTT es notablemente inferior 
respecto al resto de casos. Ya hemos comentado anteriormente la influencia de la ruta elegida 
sobre el RTT estimado y la dependencia de la latencia del valor del RTT. En este caso podemos 
suponer que en las últimas pruebas las rutas seleccionadas han sido, en media, de menos 
saltos que para los primeros casos. Esto provoca una disminución del RTT y a su vez de la 
latencia. El resultado final es que, aparentemente, el valor de la latencia se mantiene a medida 
que aumentamos el RTT_MULTIPLIER cuando en realidad es ligeramente mayor.  
Para corroborar que esta afirmación es correcta hemos representado la latencia medida para 
cada bloque transmitido en función de la latencia para los casos de RTT_MULTIPLIER igual a 5, 
6, 7 y 8 para el caso en el que tenemos 3 nodos generando tráfico. Los resultados obtenidos 
son los siguientes. 
 
  
En las gráficas se puede comprobar que verdaderamente existe una relación entre la latencia y 
el RTT estimado. 
Si comparamos el comportamiento en función del tráfico que se introduce a la red, se puede 
comprobar, tal y como era de esperar, que la latencia aumenta al aumentar el número de 
sesiones de transporte activas. En la gráfica siguiente se muestra el comportamiento 
comparado de la latencia medida en cada una de las tres situaciones probadas.  
Ilustración 63. Comparativa entre latencia y RTT estimado para tres nodos generando tráfico. 





Ilustración 64. Comparativa de la latencia del nodo 0x0005 en función del tráfico en la red. 
En la gráfica anterior se puede comprobar, tal y como era de esperar, que se produce un 
aumento de la latencia a medida que aumentamos el tráfico introducido en la red. También se 
puede observar que el aumento es mayor en el cambio de 1 a 2 nodos generadores de tráfico. 
Este comportamiento es debido a la gestión de la memoria que se realiza en el nodo receptor. 
Con dos nodos generando tráfico y 6 posiciones de buffer disponibles se asigna un tamaño 
máximo de ventana de 3 a cada sesión. Cuando se tienen tres nodos generando tráfico, el 
tamaño asignado a cada sesión es 2. De esta manera, la situación que presenta cuando 
coinciden dos nodos o tres nodos generando tráfico en la red simultáneamente es parecida a 
nivel de tráfico total generado. 
Resulta difícil comparar los resultados obtenidos con los de otras soluciones de transporte 
para redes de sensores debido a las diferencias que presentan en su estructura entre ellas. En 
este sentido, el protocolo STCP es probablemente la opción que presenta más similitudes y 
que admite una mejor comparación. No obstante, el escenario de simulación presentado en el 
documento (41) presenta diferencias significativas en cuanto a las condiciones de la prueba. 
Primeramente, el STCP fue probado en un escenario simulado mientras que en nuestro caso se 
ha planteado en un escenario real. Por otro lado el STCP se simuló en una red en la cual se 
repartió una gran cantidad de nodos de manera aleatoria en una superficie cuadrada. 
Tampoco es comparable el tipo de tráfico introducido en la red. En la simulación del STCP cada 
nodo transmite un único paquete cada 50 segundos mientras que en nuestro caso se 
transmiten bloques de 100 paquetes cada 6 segundos. Por todo ello, la comparación directa de 
resultados obtenidos resulta complicada. Sin embargo se pueden comparar algunas de las 
conclusiones extraídas. 
Las simulaciones realizadas con el STCP demuestran que los nodos que están cerca de la 
estación base y forman parte de diversas rutas presentan una latencia con una gran varianza. 
Esta varianza obliga a fijar el multiplicador del RTT a valores relativamente altos. Este 
fenómeno también se ha podido apreciar en nuestras pruebas en entorno real. En ellas hemos 
visto que la latencia presenta una fuerte dependencia tanto de la distancia en número de 































multiplicador del RTT estimado que se fija debe ser moderadamente alto para compensar esta 
alta varianza.  
En STCP se utiliza la medida del ETT (Estimated Trip Time) para calcular el tiempo de 
retransmisión de un NACK. El multiplicador del ETT es equivalente en cierto modo a nuestro 
multiplicador del RTT, aunque en el caso del STCP se fija de manera dinámica. En las 
simulaciones con el STCP, sus desarrolladores llegaron a la conclusión que el mejor 
comportamiento en distancias de pocos saltos se presenta cuando el multiplicador del ETT se 
fija a 4. En nuestras pruebas hemos concluido que el mejor valor para la constante 
RTT_MULTIPLIER es también 4. Ambos resultados presentan diferencias significativas si 
tenemos en cuenta que el ETT es, de manera aproximada, la mitad del RTT. Estas diferencias 
pueden deberse a las retransmisiones de nivel enlace que presenta nuestra solución que 
pueden incrementar de manera notable la latencia de algunos paquetes. De todas formas, 
algunas de las conclusiones obtenidas en ambos proyectos presentan similitudes. El aumento 
considerable de la latencia en función del tráfico, el aumento del número de retransmisiones 
innecesarias para valores demasiado bajos del tiempo de retransmisión o  la necesidad de fijar 
un tiempo de retransmisión elevado para compensar la varianza provocada por las 
características del canal. 
5.3.5 Validación 
Paralelamente a la asignación de parámetros y evaluación del rendimiento del protocolo, se 
han realizado una serie de capturas con el fin de comprobar que el comportamiento del mismo 
es el esperado y que se rige por los criterios descritos en el apartado 4 de este documento. 
Para ello se ha hecho uso de un analizador de tráfico para redes de sensores. Concretamente 
se ha utilizado el Sensor Network Analizer 3.0.0 de la compañía DaintreeNetworks. El montaje 
realizado para la captura del tráfico en la red es el siguiente. Con la finalidad de simplificar la 
comprensión del tráfico capturado, las capturas que se muestran a continuación han sido 
realizadas con un único nodo actuando como generador de tráfico. El nodo definido como 
generador de tráfico es el nodo 0x0005 de la siguiente figura. Así mismo, la antena del 
analizador se ha ubicado entre los nodos 0x0003 y 0x0004. 
 
0x0000 0x0001 0x0002 0x0003 0x0004 0x0005 
Ilustración 65. Captura de tráfico durante las pruebas en entorno de laboratorio. 




Se han realizado capturas de algunos de los procesos descritos en el apartado 4.4.3. 




El mensaje 2 de la ilustración anterior se corresponde con un mensaje de RREQ en modo 
unicast como los que se han descrito en los apartados 4.3.3.1 y 4.4.2.4. Los mensajes 3 y 5 se 
corresponde con la propagación del mensaje de RREP que se utiliza para generar la sesión y 
confirmar la ruta. El mensaje 7 ya es un mensaje de datos. Gracias a esta captura, podemos 
observar, que en este caso, la ruta utilizada es a través de los nodos 0x0005, 0x0004, 0x0003 y 
0x0000, que es exactamente el camino inverso que sigue el mensaje de RREP capturado. 
Los mensajes de RREP y RREQ se han modificado en este proyecto para ser utilizados como 
mensajes de establecimiento para sesiones de transporte. Los detalles capturados de cada uno 
de estos mensajes son los siguientes: 
 
 
El campo payload contiene la información no relativa al nivel IEEE 802.15.4. En el caso del 
mensaje de RREQ los campos analizados se corresponden con la estructura descrita en el 
proyecto. En la siguiente figura comparamos ambas estructuras. 
Ilustración 66. Captura de tráfico durante el establecimiento de sesión. 
Ilustración 67. Mensaje de RREQ (izquierda) y de RREP (derecha) durante el establecimiento de sesión. 






El campo type de la capa AM (Active Message) permite al nivel de encaminamiento discernir 
entre ambos mensajes. El campo PDR del RREP carga con la medida de la calidad de la ruta 
basada en el LQI. Se pueden observar diferencias en el campo de flags del nivel AODV entre 
ambos mensajes. El RREQ lleva activados los flags de UNICAST_RREQ_FLAG para indicar que la 
ruta ya existía y el mensaje de RREQ debe seguirla mientras no se rompa un enlace y el flag 
RREQ_INFO_FLAG que indica que el RREQ carga información adicional. El RREP lleva activo el 
flag RREP_INFO_FLAG que indica que también carga información adicional. En relación con el 
nivel de transporte, el RREQ contiene el valor en hexadecimal 30. Que en binario responde a la 
cadena 0011 0000. Los primeros 4 bits menos significativos hacen referencia al primer número 
de secuencia a transmitir, en este caso, el 0. Los 2 bits a uno indican la ventana deseada, en 
este caso de tamaño 4. El mensaje de RREP contiene el valor 0b que en binario es 0000 1011. 
Los tres primeros bits se refieren al tamaño de ventana asignado, 4. Mientras que el 4 bit 
indica que la sesión ha sido aceptada. 
El proceso de envío de mensajes presenta el siguiente aspecto y sigue la estructura descrita en 
el apartado 4.4.3.2.  
 
 
Cuando la ruta está establecida se inicia la transmisión. Inicialmente la ventana de transmisión 
se fija a 1. En la figura se puede observar como el mensaje 11, que es de datos es transmitido y 
posteriormente confirmado por el mensaje 10. Cuando esto ocurre se incrementa la ventana 
de transmisión en 1. De esta forma, se puede observar que en la siguiente transmisión se 
0d 00 00 05 00 0f 00 14 00 14 00 01 63 06 30 
Dest Src DestSeq Hops PDR flags Type flags 
Nivel nst-AODV - RREP AM Transporte 
0e 00 00 00 05 15 00 00 57 04 0b 
Nivel nst-AODV - RREQ 
sesion_init 
sesion_reply 
Ilustración 69. Captura de tráfico durante la fase de transmisión. 
Ilustración 68. Comparación de las capturas de RREQ y RREP con la estructura definida. 
Dest Src RreqID DestSeq SrcSeq Hops PDR flags Type flags 
AM Transporte 




mandan dos mensajes de datos consecutivos, 13 y 14 sin esperar la confirmación del primero. 
Posteriormente se reciben sus confirmaciones, los mensajes 16 y 19. Este proceso se mantiene 
hasta que la ventana consigue su tamaño máximo. 
La estructura de los mensajes de datos y de confirmación se puede ver a continuación, las 
capturas se corresponden con los mensajes 13 y 16 de la ilustración anterior. 
  
 
Si los comparamos, tal y como hemos hecho en el caso anterior con la estructura definida en  
apartados anteriores, obtenemos en siguiente resultado. 
 
 
En este caso la distinción entre un mensaje de tipo de datos y de control se realiza mediante el 
campo app del nivel nst-AODV ya que ambos mensajes se encapsulan sobre mensajes de tipo 
AODV_Msg. Para los mensajes de datos app vale 01 y para los de control 02. Hemos 
seleccionado un mensaje de datos y su posterior confirmación. Para verlo analizamos el campo 
flags del nivel de transporte. Para el data_packet  este campo vale 01, en binario 0000 0001. La 
estructura de este campo se comenta en el apartado 4.4.2.1. En este caso, se puede observar 
que el bit de congestión no está activado y que el número de secuencia de transporte del 
paquete es 1. Para el control_packet, el campo flags vale 31, 0011 0001 en binario. Si 
Dest Src app seq ttl Type flags 
Nivel nst-AODV – AODV_Msg AM Transporte 
09 05 00 00 00 01 64 07 01 
flag 
00 
flags Dest Src app seq ttl Type 
Nivel nst-AODV – AODV_Msg AM 












Ilustración 71. Comparación de las capturas de mensajes de datos y confirmación con las estructuras definidas. 
Ilustración 70. Mensaje de datos (izquierda) y control (derecha) durante la fase de transmisión. 
  
 
comparamos esto con la estructura definida en el apartado 
congestión está desactivado, que el tamaño de ventana máximo aceptado por el receptor se 
mantiene a 4 y que el número de secuencia confirmado es el 1.
5.4 Comprobación final
Con el objetivo de validar que el funcionamiento de la solución implementada es el deseado, 
se ha realizado una prueba de funcionamiento que ha consisitido
aplicación simple para parmitir
otro. Con esta aplicación se pretende comprobar que el fichero es transmitido de manera 
íntegra, ordenada y sin replicas hasta el destino. El montaje realizado se muestra en la figura 
siguiente. 
Ilustración 72. Esquema de validación
El fichero se transfiere desde el ordenador hasta el nodo origen a través del puerto serie. 
Debido a las limitaciones de memoria de los nodos, se transfiere un máximo de 5000 bytes. 
Cuando se ha recibido un bloque compl
estableciendo sesión si es que no está ya activa. El mensaje es transferido a través de la red de 
sensores y recibido en destino. Cuando se ha conseguido transferir los 5000 bytes, se solicita a 
través del puerto serie un nuevo bloque y se repite la operación anterior hasta que se ha 
transferido la totalidad del fichero.
En el momento de la recepción del bloque de información a través del puerto serie
se almacena en la memoria RAM y es enviado en forma 
sensores multisalto mediante el protocolo de transporte.
A medida que se van recibiendo los fragmentos en destino, estos son transferidos a otro 
ordenador mediante el puerto serie. Si se realiza, por ejemplo, la transmis
texto, es posible observar en destino como el fichero es recibido de manera ordenada y sin 
pérdidas. En consecuencia, se puede verificar que el protocolo de transporte opera 
Validación de resultados y ajuste de parámetros
4.4.2.2, podemos ver que el bit de 
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correctamente pese a las posibles pérdidas que se produzcan en la red y a los cambios de 
rutas. 
Esta prueba nos permite también verificar la robustez de la solución adoptada. Para hacerlo se 
han retirado o variado la posición algunos nodos de la red con el ánimo de comprobar si el 
protocolo es capaz de adaptarse, regenerar rutas y retransmitir paquetes perdidos incluso 
cuando uno de los nodos usados para alcanzar el destino deja de estar disponible 
repentinamente. La conclusión es que el protocolo es capaz de adaptarse a la nueva situación 
de la red y el fichero se transmite de manera correcta. Aún en el caso en el que no es capaz de 
regenerar la ruta, el protocolo de transporte nos proporciona información sobre que 
fragmentos han sido recibidos por el destino y los que no. Con el protocolo de 
encaminamiento solo era posible asegurar la entrega o no de un mensaje hasta el siguiente 
salto dentro de la ruta, mientras que añadiéndole el nivel de transporte nos permite verificar 
la entrega o no al nodo destino.  
Juntamente con la realización de la prueba se ha calculado el throughput que proporciona la 
solución adoptada. Los valores obtenidos para diferentes situaciones, en términos de número 
de saltos, se adjuntan en la tabla siguiente: 
Número de saltos Throughput Obtenido 
1 16,9 Kbps 
2 9,1 Kbps 
3 6,5 Kbps 
Tabla 21. Throughput obtenido en la comprobación final 




6 Conclusiones y líneas futuras 
En este proyecto se han diseñado y desarrollado un conjunto de mecanismos de nivel de 
transporte adaptados a un protocolo de encaminamiento específico en una red de sensores 
inalámbricos. El objetivo prioritario de este documento, se ha centrado en la búsqueda de 
alternativas para aportar fiabilidad en las comunicaciones en un entorno, el de las Wireless 
Sensor Networks, en el cual el canal y las bajas prestaciones de los dispositivos dificultan esta 
tarea. La solución adoptada ha sido planteada desde el punto de vista conocido como mesh 
under. Esto significa que tanto el nivel de encaminamiento como el nivel de transporte 
desarrollados están concebidos para actuar por debajo de un stack basado en TCP o UDP sobre 
IP y una capa de adaptación que podría ser la que define la IETF (6LoWPAN). La principal 
ventaja que presentan las soluciones mesh under, respecto a las soluciones más académicas 
basadas en el route over es que no requiere el reensamblado de todo el paquete IP en cada 
uno de los saltos. Este es un factor importante en redes de sensores en las cuales los recursos 
de memoria son limitados. 
En la parte inicial de este proyecto se ha realizado un estudio de las tecnologías y plataformas 
disponibles en redes de sensores, con especial interés en la opción predominante a día de hoy, 
el estándar para los niveles físico y de acceso al medio IEEE 802.15.4 para redes LR-WPAN. 
Una vez asegurado que la mejor alternativa actual es dicho estándar, se ha procedido a realizar 
un análisis de la topología y las particularidades de las redes de sensores. La conclusión 
obtenida, es que toda red de sensores requiere de un protocolo de encaminamiento debido a 
las limitaciones de alcance que presentan los nodos inalámbricos. Con el ánimo de continuar 
con el trabajo de otros proyectistas de la UPC en este campo, se ha seleccionado el protocolo 
nst-AODV como protocolo de encaminamiento.  
El siguiente paso realizado tras la elección del protocolo de encaminamiento fue iniciar el 
proceso de adecuación de las versiones disponibles del nst-AODV a las necesidades del 
proyecto. En este sentido ha sido necesario traducir el código disponible del sistema operativo 
TinyOS 1 a la versión 2 del mismo. Este proceso ha presentado como dificultades principales, la 
necesidad de realizar una gran cantidad de modificaciones debido al cambio de estructura en 
el sistema operativo, además de tener que adaptar algunas de las cabeceras y mecanismos del 
protocolo debido al cambio en el grado de implementación del IEEE 802.15.4 entre TinyOS 1 y 
TinyOS 2. Paralelamente se detectaron algunos errores en el desarrollo original que fueron 
corregidos.  
Con el nivel de encaminamiento seleccionado, se inició el proceso de aporte de fiabilidad 
mediante la realización de un estudio de los protocolos y mecanismos de encaminamiento 
existentes para redes de sensores. En este sentido el capítulo 3 de este documento 
proporciona un amplio resumen de las principales soluciones existentes. Basándonos en los 
resultados de dicho estudio se procedió a realizar a diseñar una solución nueva, adaptada de 
manera específica al protocolo de encaminamiento seleccionado y con mecanismos cross-layer 
entre ambos niveles, el de encaminamiento y el de transporte. 




La solución adoptada combina algunos de los mecanismos observados en el estudio de los 
protocolos de transporte para redes de sensores e intenta aprovechar y adaptarse de la mejor 
manera posible a los procesos del protocolo nst-AODV. 
Finalmente, se han realizado una serie de pruebas para verificar que el funcionamiento de la 
solución implementada ha sido el esperado. Paralelamente se ha evaluado el rendimiento de 
la solución adoptada en un escenario concreto con la finalidad de ajustar algunos de los 
parámetros del protocolo. Los resultados finales sugieren que la solución presenta un 
comportamiento robusto incluso en situaciones de gran cantidad de tráfico que no suelen ser 
comunes en redes de sensores.  
Durante la realización de este proyecto han surgido una considerable cantidad de obstáculos. 
Primeramente, la traducción del protocolo de encaminamiento fue una tarea con cierto grado 
de dificultad debido a la necesidad de adoptar y comprender el código ya desarrollado. En 
líneas generales, la mayor dificultad planteada ha sido la escasez de herramientas disponibles 
en redes de sensores para el proceso de depuración del código. En combinación con el hecho 
que el código desarrollado se ejecuta en nodos diferenciados ha dificultado en gran medida el 
proceso de detección y corrección de errores durante el proceso de depuración.  
Finalmente, después de todo el proceso comentado anteriormente, se ha conseguido 
desarrollar un protocolo de transporte cross-layer con el protocolo de encaminamiento nst-
AODV para una red de sensores multisalto. Esta solución nos permite aportar fiabilidad a las 
comunicaciones en las redes de sensores para diferentes tipos de tráfico, ya sea tráfico por 
bloques, periódico o compuesto por un único paquete. La solución adoptada permite las 
comunicaciones fiables entre cualquier par de nodos dentro de la red sea cual sea su función. 
A nivel de memoria se han implementado mecanismos de ventana deslizante intentando 
minimizar el total de espacio reservado y asignando de manera dinámica la memoria 
disponible en cada comunicación extremo a extremo dentro de la red de sensores en función 
del número total de sesiones. Paralelamente se han habilitado mecanismos proactivos y 
reactivos con el fin de controlar la congestión dentro de la red de sensores. 
6.1 Aplicaciones 
En este apartado se pretenden señalar las aplicaciones que actualmente ya reciben algunas 
partes de este proyecto. Cabe destacar que la versión modificada y traducida del nst-AODV se 
utiliza actualmente en diversos proyectos desarrollados por la UPC. Estas versiones no incluyen 
las modificaciones implementadas orientadas a la interacción con el protocolo de transporte 
pero sí que utilizan las modificaciones propuestas respecto al nst-AODV original implementado 
en TinyOS 1. Dentro de estas aplicaciones, cabe destacar la utilización del código nst-AODV 
desarrollado en este proyecto para el proceso de sensorización de trenes de alta velocidad 
llevado a cabo por la UPC para la compañía ALSTOM en el cual he participado activamente 
durante la realización del proyecto final de carrera. Su aplicación ha permitido comprobar la 
robustez de la implementación llevado a cabo. Los detalles relacionados con el proyecto de 
sensorización de trenes se pueden encontrar en el documento (6). 




6.2 Líneas futuras 
Dentro de los posibles trabajos futuros, encontramos una serie de puntos de especial interés 
que podrían ser desarrollados en el futuro. 
Primeramente, consideramos la posibilidad de incluir el protocolo de encaminamiento 
conjuntamente con el nivel de transporte en la estructura definida por la IETF para la 
adaptación de los niveles IP para las redes de sensores, 6LoWPAN. La idea consiste en realizar 
las modificaciones necesarias para poderlo incluir y de esta manera conseguir garantizar la 
fiabilidad en las comunicaciones dentro de la red de sensores mediante mecanismos mesh 
under. Esta solución, no dista mucho de algunas implementaciones actuales que incorporan 
protocolos de encaminamiento mesh under por debajo de la arquitectura del 6LoWPAN. La 
única modificación introducida en nuestra propuesta sería que en lugar de un nivel de 
encaminamiento, la capa introducida por debajo del 6LoWPAN dispondría de mecanismos de 
encaminamiento y de transporte. 
Otra tarea que queda pendiente es realizar un estudio de mayor profundidad del 
comportamiento de la solución implementada para topologías varias con el fin de obtener una 
visión más global de sus prestaciones y conseguir un ajuste más preciso de los parámetros que 
lo definen. 
Durante la realización de este proyecto se ha comentado que la plataforma utilizada, es el 
nodo Telosb de la compañía Crossbow. En este sentido, nos hemos planteado la posibilidad de 
adaptar o trasladar esta implementación a otras plataformas relacionadas con las redes de 
sensores. Los únicos puntos a tener en cuenta para poder usar el trabajo realizado en otras 
plataformas están relacionados con los requisitos de memoria y si implementan o no el IEEE 
802.15.4. En el capítulo 2 de este proyecto se han comentado las características de algunas 
plataformas comerciales disponibles en la actualidad. Aquellas que utilicen una radio 
compatible con el IEEE 802.15.4 y presenten unas capacidades de memoria superiores a la 
ocupación expuesta en el capítulo 5 serán capaces de soportar el código desarrollado en este 
proyecto para futuras utilizaciones. 
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8 Anexo 1. IEEE 802.15.4-2003. Resumen del estándar y grado 
de implementación en TinyOS 2.x 
Este apartado pretende ser una expansión de los puntos comentados en el apartado 2.2.2.2 
para dar una visión más completa del funcionamiento del IEEE 802.15.4 y su grado de 
implementación en las versiones de TinyOS 2.x. Los dispositivos que operan con el IEEE 
802.15.4 presentan una arquitectura como la de la figura siguiente. 
Las funcionalidades de la capa física (PHY) son las siguientes: 
 Activar y desactivar la radio. 
 Detección de energía (ED). 
 LQI, Link Quality Indicator. 
 CSMA-CA (Carrier Sense Multiple Access with Collision 
Avoidance). 
 Selección de frecuencias de canal. 
 Transmisión y recepción de datos. 
Por su parte, el nivel de control de acceso al medio MAC, tiene 
las siguientes funcionalidades: 
 Generar beacons en caso de que el dispositivo sea un 
nodo coordinador. 
 Sincronización con los beacons. 
 Soportar asociación y disasociación PAN. 
 Soporte a seguridad de dispositivo. 
 Ofrecer un enlace fiable entre dos entidades MAC. 
Las características principales del nivel físico ya han sido comentadas en el apartado 2.2.2.2. 
Existen tres posibles bandas sin licencia que pueden ser usadas. 
 868-868.6 MHz. 
 902-928 MHz. 
 2400-2483.5 MHz. 
La medida del LQI, Link Quality Indicator, es una caracterización de la potencia de señal o de la 
calidad de un paquete recibido. Puede ser implementado usando la ED, la relación señal-ruido 
o una combinación de ambos. La implementación concreta del LQI depende la plataforma 
hardware utilizada. 
Tal y como hemos comentado en el apartado 2.2.2.2, el IEEE 802.15.4 presentan dos 
topologías posibles. Peer-to-peer topology, para redes mesh y star topology. Los dispositivos 
pueden ser FFD (Full Function Device) o RFD (Reduced Function Device). En la topología en 
estrella la comunicación se establece entre los dispositivos y un nodo central, PAN 
Coordinator, que es un FFD que actúa como tal. En la peer-to-peer topology existen los PAN 
Ilustración 73. Arquitectura IEEE 
802.15.4 (10). 




Coordinator pero cualquier nodo es capaz de comunicarse con cualquier otro siempre que 
quede dentro de su alcance. El modelo de transferencia presenta diversas alternativas. El IEEE 
802.15.4 permite la definición de lo que se denomina como supertrama. La supertrama está 
formada por 16 slots y está separada por dos tramas de tipo beacon. Existen tres variantes de 
la supertrama que se muestran en las siguientes figuras. 
Durante la supertrama, los dispositivos compiten por obtener el canal mediante un sistema de 
tipo CSMA-CA ranurado. Opcionalmente se puede definir un periodo de inactividad durante el 
cual los dispositivos pueden entrar en modo inactivo y también existe la posibilidad de utilizar 
periodos libres de competencia (CFP, contention free period) para asignar un ancho de banda 
a determinadas aplicaciones (GTS, Guaranted Time Slots). 
Se definen 3 mecanismos de comunicación. Dos de ellos para la estructura de star-topology 
mientras que la restante es para la comunicación en el caso de peer-to-peer-topology. 
 
Mecanismo de 
comunicación con Beacon. 
Mecanismo de 
comunicación sin Beacon. 
Supertrama IEEE 802.15.4 Supertrama con periodo de inactividad. 
Supertrama con GTS 
Ilustración 74. Formatos de la supertrama IEEE 802.15.4 (10). 
Ilustración 75. Mecanismos de comunicación IEEE 802.15.4 en star-topology, procede de (10). 




En la figura anterior se muestra la comunicación que se establece en la topología en estrella 
para los casos en los que se utilizan los beacons (uso de supertramas) y para el caso sin 
beacons (acceso al medio mediante CSMA-CA no ranurado). 
Para el caso de topología peer-to-peer cada dispositivo se puede comunicar con cualquier otro 
que este dentro de su radio de alcance. En este caso, los dispositivos pueden estar 
permanente recibiendo o estar sincronizados los unos con los otros. En el caso en el que no 
hay sincronización la transmisión se realiza mediante un sistema CSMA-CA no ranurado. 
Tal y como ya se ha podido apreciar, existen 4 tramas. La Beacon Frame, la Data Frame, la 








La MAC Command Frame  se utiliza para transmitir ordenes en el diálogo entre el PAN 
Coordinator y los demás dispositivos, la explicación de estos mecanismos esta fuera del 
objetivo del proyecto.  
La trama de nivel físico se divide en tres partes. La primera de ellas se denomina SHR 
(Synchronization Header) y se utiliza para tareas de sincronización. La segunda parte, el PHR 
(PHY Header) contiene únicamente el tamaño total de la trama.  
A nivel MAC la estructura varía en función del tipo de trama y las opciones que están 
habilitadas. Presenta tres partes denominadas MHR (MAC Header), MFR (MAC Footer) que 
contiene un código FCS (Frame Check Sequence) para la comprobación de errores y los datos 
(MAC Payload). El campo Frame Control se utiliza para definir el tipo de trama, los addressing 






Frame Nivel MAC 
Nivel PHY 
Ilustración 76. Formatos de trama IEEE 802.15.4 (10). 





Ilustración 77. Estructura del Frame Control Field (9). 
 
El campo Addressing Fields contenido en el nivel MAC puede contener los siguientes 
subcampos: 
 Destination PAN Identifier: 2 octetos. 
 Destination Address: 2 u 8 octetos. Direcciones de 16 o 64 bits. 
 Source PAN Identifier: 2 octetos. 
 Source Address: 2 u 8 octetos. Direcciones de 16 o 64 bits. 
Estos campos se pueden combinar de las distintas maneras expuestas anteriormente mediante 
los campos Destination Addressing Mode y Source Addressing Mode contenidos en el Frame 
Control Field. Los primeros se utilizan para ajustar el Destination Pan Identifier y el Destination 
Address, mientras que el segundo se utiliza para ajustar los Source Pan Identifier y Source 
Address. El ajuste del Destination y el Source Addressing Mode admite las siguientes 
configuraciones: 
 00: No están presentes ni el PAN Identifier ni los campos de dirección.  
 01: Reservado. 
 10: Los campos de direccionamiento están formados por direcciones de 16 bits. 
 11: Los campos de direccionamiento están formados por direcciones de 64 bits. 
Paralelamente, también es posible modificar la estructura del Addressing Fields mediante el bit 
PAN ID Compression. Cuando está a 1, indica que el PAN Identifier Field es el mismo para el 
caso origen (source) que para el destino (destination), en consecuencia únicamente se manda 
un único campo de PAN Identifier.   
Finalmente, el campo Frame Type se utiliza para distinguir entre los distintos tipos de tramas 
definidas en la Ilustración 76 y el Frame Version permite distinguir entre el IEEE 802.15.4-2003 
y el IEEE 802.15.4-2006. El bit de Security Enabled se utiliza para habilitar o deshabilitar el 
campo Auxiliary Security Header en las tramas de Beacon y Data. Por último, el bit de ACK 
Request únicamente se habilita si se requiere la transmisión de una trama de ACK de nivel 
enlace para confirmar la recepción de los datos. 
Implementación en TinyOS 2.x 
En este apartado se exponen cuales de las características descritas en el apartado anterior 
sobre el IEEE 802.15.4 se implementan en el stack TinyOS 2.x que se utiliza en la plataforma 
Telsob con chip radio CC2420 compatible con IEEE 802.15.4. 




Al tratarse de redes mesh, se utiliza la topología tipo peer-to-peer. Esta topología permite un 
único modelo de comunicación de los que se han descrito anteriormente. Se utiliza un 
mecanismo de acceso al medio basado en CSMA no ranurado debido a que esta topología no 
admite la estructura de supertrama. Tampoco se hace uso de las tramas de beacon, ni 
tampoco mecanismos de sincronización entre dispositivos. 
En referencia a las tramas que se han definido, se utilizan la Data Frame  y la ACK Frame. 
Referente a la Data Frame, la estructura de la trama se define en el fichero CC2420.h y 






El primer campo, length, se corresponde al PHR del nivel PHY. Los demás campos pertenecen a 
la trama de datos a nivel MAC. El campo fcf es el Frame Control Field que define la estructura 
de la trama y el campo dsn es el Sequence Number. Los campos destpan, dest y src se 
corresponden con la estructura del campo Addressing Fields comentado anteriormente.  
El fichero IEEE80215.h contiene las distintas opciones para el Frame Control Field y el fichero 
C2420CsmaP.nc muestra cuales de ellas son asignadas en el momento de la transmisión. La 
configuración de los campos del Frame Control Field queda de la siguiente manera: 
 Security Enabled: Se fija a 0. Implica que no existe el campo Auxiliary Security Header. 
 PAN ID Compression: Se fija a 1. Solo se utiliza un solo PAN Identifier en lugar del de 
origen y el de destino. 
 Dest Addressing Mode y Source Addressing Mode: se les asigna valor 10. Implica que 
se utilizan ambas direcciones, tanto de origen como de destino, y que su longitud se 
ajusta a 16 bits. 
 Frame Version: Se deja a 0. La versión utilizada del estándar es la IEEE 802.15.4-2003. 
El campo type un campo añadido por la capa AM de la arquitectura de comunicaciones TinyOS 
que permite multiplexar los mensajes a nivel de aplicación. En la versión 2.1 de TinyOS la 
typedef nx_struct cc2420_header_t { 
  nxle_uint8_t length; 
  nxle_uint16_t fcf; 
  nxle_uint8_t dsn; 
  nxle_uint16_t destpan; 
  nxle_uint16_t dest; 
  nxle_uint16_t src; 
   
#ifdef IFRAME_TYPE 
  nxle_uint8_t network; 
#endif 
 
  nxle_uint8_t type; 
} cc2420_header_t; 
Ilustración 78. Declaración de la cabecera de Data Frame IEEE 802.15.4 en TinyOS 2.x. 




utilización de este campo es opcional debido a que no forma parte del protocolo IEEE 
802.15.4. 
Para las versiones de TinyOS 1.x el formato de las tramas de datos IEEE 802.15.4 es 
ligeramente distinto. El Source Addressing Mode del Frame Control Field para TinyOS 1.x se 
asigna a 00 en lugar del 10 de las versiones 2.x. Este cambio implica que las tramas 1.x son 
iguales que las tramas 2.x con la salvedad de que no incorporan el campo Source Address (src). 
Esta modificación tiene consecuencias importantes en la implementación que se realiza del 
protocolo nst-AODV para las versiones 1.x y 2.x. 
El resultado obtenido para TinyOS 2.x, es una trama de nivel MAC como la que se expone en el 
apartado 4.3.1 de la página 79.  
 




9 Anexo 2. AODV – RFC 3561. Formato de mensajes y tabla de 
rutas 
El RFC del AODV define el formato de las tramas de los mensajes de control del AODV, la 
información que debe contener cada nodo en sus tablas de rutas además de todos los 
mecanismos del protocolo de encaminamiento. En este apartado se aporta una breve 
descripción de ambos, el contenido de las tablas y el formato de las tramas, con el objetivo de 
facilitar la comprensión de los mecanismos expuestos en varios apartados de este documento. 
Existen tres tipos básicos de mensajes de control en el AODV. El mensaje de RREQ, RREP y 
RERR. En el apartado 2.4.2 se describe de manera resumida los mecanismos utilizados por el 
AODV para realizar los procesos de establecimiento de rutas, encaminamiento y 
mantenimiento de las rutas. Si se desea encontrar información más detallada sobre el 
funcionamiento del AODV se puede consultar el RFC 3561 donde se expone con gran detalle el 
funcionamiento del protocolo. 
Formato de RREQ: 
 
Ilustración 79. Formato en AODV de RREQ (Route Request). 
Donde el significado de cada uno de estos campos es el siguiente: 
 J,R,G,D,U: Diversos flags, consultar su significado en (18). 
 Hop Count: Indica el número de saltos que se han producido desde la generación del 
RREQ. 
 RREQ ID: Se utiliza para identificar, conjuntamente con el campo Dirección Origen, 
para identificar de manera única un RREQ. 
 Dirección Destino: Indica la dirección del nodo hasta el que se desea establecer una 
ruta. 
 Número Secuencia Destino: Este número indica el último número de secuencia, 
conocido por el nodo que genera el RREQ, del nodo destino. El mantenimiento y la 
gestión de este número de secuencia permite evitar el problema de la creación de 
bucles en el establecimiento de rutas conocido como el problema de Bellman-Ford. 
 Dirección Origen: La dirección desde el que se ha originado este mensaje de RREQ. 
 Número de Secuencia Origen: Indica el número de secuencia del nodo origen en el 
momento de la generación del RREQ. 
Formato de RREP: 
J R G D U
Dirección Origen
Número Secuencia Origen
0 1 2 3









Ilustración 80. Formato en AODV de RREP (Route Reply). 
El significado de estos campos es el siguiente: 
 R,A: Diversos flags, consultar su significado en(18). 
 Prefix size: Se utiliza durante el proceso de establecimiento de ruta para marcar la 
Dirección  Origen como una dirección a  añadir en la lista de precursores. 
 Hop Count: Número de saltos desde el origen hasta el destino. 
 Dirección Destino: Dirección del nodo destino hasta el cual se genera la ruta. 
 Número Secuencia Destino: Mismo significado que en RREQ. 
 Dirección Origen: Dirección del nodo generador del RREQ que ha generado el RREP. 
 Lifetime:Tiempo en milisegundos durante el cual se considera una ruta válida cuando 
se recibe el RREP. 
 
Formato de RERR: 
 
Ilustración 81. Formato AODV de RERR (Route Error). 
Donde el significado de cada uno de los campos es el siguiente: 
 N: Flag, consultar significado en (18). 
 Dest Count: Indica el número de destinaciones invalidadas en este mensaje. El AODV 
permite adjuntar la anulación de varias destinaciones en el mismo mensaje de RERR. 
Cuando esto ocurre se indica el número de destinaciones que ya no están disponibles 
en este campo y se adjuntan tantos campos de Dirección Destino y Número Secuencia 
Destino adicionales como sea necesario. 
 Dirección Destino Inalcanzable: Indica la dirección del nodo destino que ya no es 
posible alcanzar. 
 Número Secuencia Destino Inalcanzable: Mismo significado que  el campo “Número 





Type Reservado P. Size Hop Count
Dirección Destino
0 1 2 3
N
Dirección Destino Inalcanzable
Número Secuencia Destino Inalcanzable
Dirección Destino Inalcanzable Addicional (si es necesaria)
Número Secuencia Destino Inalcanzable addicional (si es necesaria)
Type Reservado Dest Count
0 1 2 3




Contenido de las tablas de rutas: 
El AODV obliga a cada nodo participante en el encaminamiento a mantener una serie de datos 
en memoria con el objetivo de hacer posible el mantenimiento y la gestión de las rutas. La 
tabla de rutas de un nodo AODV debe contener para cada una de las rutas contenidas en ella 
los siguientes campos: 
 Dirección Destino: Indica la dirección del nodo destino de esta ruta. Identifica la ruta. 
 Número Secuencia Destino: El último número de secuencia del nodo destino conocido. 
 Estado de la ruta: Este campo puede tener varios valores que indican el estado actual 
de la ruta, valid, invalid, repairable o being repaired. Solo las rutas marcadas como 
activas, estado valid, pueden ser utilizadas para encaminar mensajes de datos. 
 Número de saltos: Número de saltos restantes desde el nodo actual hasta el destino. 
 Siguiente Salto: Dirección del nodo al que debe ser retransmitido un mensaje de datos 
para alcanzar el destino. 
 Lista de precursores: Lista de nodos que pueden estar utilizando este nodo como parte 
de su ruta para alcanzar el nodo destino. 
 Lifetime: Indica el tiempo de vida restante de la ruta. 
Adicionalmente cada uno de los nodos de la red debe mantener sus propios números de 
secuencia. Concretamente cada nodo mantiene el calor de una variable denominada RREQ ID 
que se incrementa en uno cada vez que se genera un mensaje de RREQ y que se adjunta en 
dicho mensaje con el objetivo de diferenciar este mensaje de RREQ de los anteriores 
generados por el mismo nodo. Además, cada número dispone de un Número de Secuencia 
propio. Este número se incrementa únicamente en dos casos, cuando se inicia un proceso de 
establecimiento de ruta y cuando se genera un RREP de respuesta a un RREQ y el “Número 
Secuencia Destino” contenido en el RREQ es superior al contenido en el propio nodo. 




10 Anexo 3. Cálculo del PDR 
Este apartado expone las características de la métrica que se ha utilizado para la realización de 
este proyecto. La información expuesta en este anexo procede del proyecto de fin de carrera 
“Evaluación de métricas de encaminamiento basadas en LQI para un protocolo de 
encaminamiento en redes IEEE802.15.4.”, referencia (49). 
La métrica basada en el PDR se utiliza para maximizar el path delivery ratio de la ruta. La 
obtención de la métrica basada en PDR requiere la obtención previa del parámetro LDR, Link 
Delivery Ratio, en cada salto del camino. La principal ventaja de esta métrica es que elige los 
caminos de mayor calidad ofreciendo una mayor tasa de entrega. Dado que el objetivo del 
proyecto es ofrecer fiabilidad a las comunicaciones en las redes de sensores, la elección de 
esta métrica es adecuada. 
El LDR se obtiene del LQI mediante una aproximación por rectas. Los resultados obtenidos en 
(49) para estas rectas son los siguientes: 





















        92, 100# 
  100     101, 110# 
Donde y representa el LDR obtenido para un salto siendo x el LQI subministrado por la 
plataforma telosb.  
El PDR es el coste acumulado por todos los saltos anteriores calculado por los LDR. El PDR se 
inicializa a 100 en el nodo origen y se recalcula en cada nodo intermedio. El PDR acumulado se 
multiplica por el LDR local en cada salto y se divide entre 100. En el ejemplo de la figura se 
muestra el funcionamiento descrito. 
 
Ilustración 82. Ejemplo de cálculo del PDR en el establecimiento de ruta, imagen extraída de (49). 




Cuando el nodo destino recibe un mensaje de RREQ, obtiene el PDR de la ruta y lo adjunta en 
el campo de PDR del mensaje de respuesta, RREP. Este campo no es modificado en ningún 
momento en el envío del RREP, permitiendo al nodo origen de la comunicación discernir cual 
es la mejor de las rutas en términos de PDR. 
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