ABSTRACT. We present new quantum codes with good parameters which are constructed from self-orthogonal algebraic geometry codes. Our method permits a wide class of curves to be used in the formation of these codes, which greatly extends the class of a previous paper due to Munuera, Tenório and Torres. These results demonstrate that there is a lot more scope for constructing self-orthogonal AG codes than was previously known.
INTRODUCTION
Polynomial time algorithms on quantum computers for integer prime factorization and discrete logarithms were given by Shor [37] . This justifies the great importance of quantum computation and, specifically, the relevance of quantum error-correcting codes because they protect quantum information from decoherence and quantum noise. Over the last twenty-five years, error-correction has proved to be one of the main obstacles to scaling up quantum computing and quantum information processing. One of the first examples of a quantum error-correcting code is Shor's 9-qubit code [38] which has been generalized in a series of many papers, including [3, 4, 8, 10, 9, 22, 23, 5, 7, 13, 24, 32] . Nowadays the theory of quantum error-correcting codes is a very active area of research (see [29, 30, 15, 16, 17, 25, 18] for some recent publications).
A classical linear error-correcting code is called self-orthogonal if it is contained in its dual code. The CSS (Calderbank-Shor-Steane) construction [9, 39] showed that classical self-orthogonal codes with certain properties are useful in the construction of quantum error-correcting codes. As a result, people looking for good quantum error-correcting codes started trying to find classical self-orthogonal codes with the required properties.
In the 1970s and early 1980s, using concepts and tools coming from algebraic geometry, Goppa constructed error correcting linear codes from smooth and geometrically irreducible projective curves defined over a finite field (see [20, 21, 40, 27] ). They are called Goppa or algebraic geometry (AG) codes and have played an important role in the theory of error-correcting codes. They were used to improve the Gilbert-Varshamov bound [41] which was a surprising result at that time. In fact, every linear code can be realized as an algebraic geometry code [36] . In the area of quantum information processing, what is important is that AG codes provide a natural method for finding classical self-orthogonal codes. Thus, some researchers focussed on finding suitable AG codes, codes that would give us the required classical self-orthogonal codes, which in turn would give good quantum error-correcting codes.
Many of the properties of AG codes that give rise to good quantum error-correcting codes were captured in the definition of Castle codes by Munuera, Sepúlveda, and Torres [34] . In [35] , Munuera, Tenório and Torres use the good properties of algebraic geometry codes coming from Castle and weak Castle curves to provide new sequences of self-orthogonal codes. Essentially, they use Lemma 2 and Proposition 2 of [35] to come up with interesting families of curves giving rise to those sequences.
The main purpose of this paper is to extend the construction of Castle curves. This allows us a larger family of curves from which to obtain self-orthogonal AG codes, and good quantum codes. We provide families of curves giving sequences of one-point selforthogonal AG codes which are not covered by [35] . This paper is laid out as follows. In Section 2 we briefly summarize the construction of AG codes and establish some notation that will be used in the paper. In Section 3 we state and prove the main theoretical results (Theorem 3.1 and corollaries) that generalize the construction of Castle curves and will allow us to present the afore-mentioned sequences of self-orthogonal codes. The next sections are devoted to applying these results and obtaining explicit families of curves giving rise to those sequences. Finally, in Section 7, we will use them to obtain quantum codes with good parameters.
In the experimental examples we use the computational algebra system MAGMA [6] .
AG CODES AND THEIR DUALS
Throughout this and next section, we fix an arbitrary finite field F. Let χ be a nonsingular, projective and geometrically irreducible curve χ of genus g over F (we will say simply 'curve' for abbreviation). We write F for an algebraic closure of F and χ(F ′ ) denotes the set of F ′ -valued points of χ for any field extension F ′ /F.
A divisor of χ is a formal sum D = ∑ r i=1 n i P i , where r is a positive integer, P i ∈ χ(F) and n i ∈ Z \ {0} for all i = 1, . . ., r, and moreover P i = P j if i = j. We will say that the divisor 
, where deg(P i ) denotes the cardinality of the orbit of P i under the action of σ (or, equivalently, the degree of the extension k(P i )/F, where k(P i ) is the residue field of P i ). Notice that a point P is F-rational (i.e. P ∈ χ(F)) if and only if deg(P) = 1.
A divisor D as above is effective if n i > 0 for all i = 1, . . . , r; we write then D ≥ 0. Also, given two divisors D and D ′ , the notation D ≥ D ′ means that the divisor D−D ′ is effective. We also consider the following finite-dimensional F-vector space associated with D:
where ( f ) denotes the divisor associated to f .
For a fixed set of F-rational points P := {P 1 , P 2 , . . . , P N } on χ, set D := P 1 +P 2 +· · · +P N , and let G be another F-rational divisor of χ whose support is disjoint from P. Consider the F-vector space
where Ω(χ) is the F(χ)-vector space of rational differential forms over χ, and (ω) denotes the divisor associated to any ω ∈ Ω(χ). 
It can be seen that its dual code, C(D, G) ⊥ , coincides with the image of the map res P :
, where res P i (ω) stands for the residue of ω at P i for all i = 1, . . . , N. Furthermore, if ω is a differential form in Ω(χ) with simple poles at P i and such that res P i (ω) = 1 for all i = 1, . . ., N, then it holds that
(see, for instance, [12, Lemma 1.38] ). Notice that a differential ω with these conditions does always exist.
Definition 2.2. The code C(D, G) is said to be
There is a particular class of curves among those satisfying the definition of AG codes. These are called Castle and weak Castle (pointed) curves, see [35, 34] . A pointed curve is a pair (χ, P), where χ is a curve and P ∈ χ(F) is a rational point on χ.
Castle and weak Castle curves are defined taking into consideration the following notion. Let χ be a curve and P an F-rational point on χ, and consider the valuation v P (attached to the local ring) at P. The set
is an additive subsemigroup of Z which is called the Weierstraß semigroup at the rational point P of χ. We say that a pointed curve (χ, P) is Castle if
(1) Γ(P) is symmetric, i.e., h ∈ Γ(P) if and only if 2g
If we substitute condition (2) by (2') There exist a morphism ϕ : χ → F ∪ {∞} with (ϕ) ∞ = ℓP as well as elements
then the pointed curve (χ, P) is said to be weak Castle. Notice that the terminology makes sense, since Castle curves are always weak Castle curves [34] .
MAIN RESULTS
We start this section with some definitions and conventions. An affine plane curve over F will be a curve C defined by an equation g(x, y) = 0, where g(x, y) ∈ F[x, y], (x, y) being affine coordinates. Considering projective coordinates (X : Y : Z) such that x = X /Z and y = Y /Z, we will denote by χ C the projectivization of C, and by π C :χ C → χ C the associated normalization morphism; in this wayχ C is a nonsingular model of χ C .
For every a ∈ F, L a (resp., L ∞ ) will denote the affine line over F defined by the equation x = a (resp., the projective line over F, called line at infinity, with equation Z = 0).
Definition 3.1. An affine plane curve C over F has only one place at infinity if it is geometrically irreducible, there exists an
C has only one branch at Q ∞ and this branch is defined over F. We impose the additional condition that C is not a line.
Notice that, in the situation of Definition 3.1, there exists a unique point P ∞ ∈χ C (F) such that π C (P ∞ ) = Q ∞ and, moreover, P ∞ is F-rational. Sinceχ C \ {P ∞ } and C are isomorphic, we will identify the points of both curves. 
Also, we will say that D 1 and D 2 are F-transversal if they are transversal and, in addition, all the points in
Fixing a curve C, for every subset A of F, we will define P A by
and we will be studying the polynomial (where A is finite)
and its derivative f ′ A (x). For any rational function f , we will denote by ( f ) 0 (resp. by ( f ) ∞ ) its divisor of zeroes (resp.of poles). We will consider the divisor of zeros of the rational function f ′ A (x), and if
where the Q i are points in the affine chart and P ∞ is the point at infinity of the curve, then we define a divisor
It is easy to show that the divisor M is F-rational. We call M the divisor of affine zeroes of the rational function defined by the derivative f ′ A (z). 
In view of the choice of A , the image of x Q at the local ring at Q is a uniformizing parameter. Consider the following differential form ofχ C :
Clearly, for any P = (α, β ) ∈ P A , we have
Therefore ω has poles at the points of P A , which are of order 1 and have residue 1. Since C and L a are F-transversal for every root a of f A , the associated divisor to ω is The following corollary (that is straightforward from Theorem 3.1) concerns AG codes defined from divisors of type G = mP ∞ and yields a range of values of m for which the associated code is self-orthogonal.
Corollary 3.2. Assume the notation and hypotheses of Theorem 3.1 and suppose that
In the specific case of curves defined by a separable equation F(y) = H(x), the degree of the divisor M mentioned in the statement of Theorem 3.1 can be explicitly computed from the equation of C and the degree of the polynomial f ′ A :
Corollary 3.3. Assume the notation and hypotheses of Corollary 3.2 and suppose that C has an equation of the type F(y) = H(x), where F, H are polynomials with coefficients in
Proof. Let a 1 , . . . , a r ∈ F be the distinct roots of the polynomial f ′ A (z) and consider the decomposition
Notice that the points in the support of M are those in the set
, where ν Q i, j is the valuation defined by the curve C at Q i, j ; then
The last part of the statement follows from Corollary 3.2.
Remark 3.4. In practice, the main difficulty in applying Corollary 3.3 is that the polynomial f A (z) and its derivative can be hard to compute. As an example, the curve y 3 − y = x 2 − x 10 is maximal over F 3 6 , having 1215 affine rational points. The polynomial f A (z) can be computed using MAGMA and has degree 405; its derivative has degree 324. Applying Corollary 3.3 gives self-orthogonal curves for m in the range 17 ≤ m ≤ 129. We are unable to compute f A (z) by hand.
In the next sections we will give some infinite families of curves where we are able to compute f A (z) by hand.
Next we present a special case of Corollary 3.3, where the range of values of m for which the codes C(D, mP ∞ ) are self-orthogonal depends only on the genus of C and deg(F):
. Assume the notation and hypotheses of Corollary 3.2 and suppose that C has an equation of the type F(y) = H(x), where F, H are polynomials with coefficients in
F. Then C(D, G) ⊆ C(D, G) ⊥ if 2m ≤ 2g − 2 + deg(F).
Proof. First we will prove that deg(D) = #A · deg(F). Notice that deg(D)
coincides with the cardinality of P A ; hence it is enough to show that #P {a} = deg(F) for every a ∈ A . For this purpose, notice that I P (C, L a ) = 1 for all P ∈ P {a} because C and L a are transversal. Then
where the last two equalities are deduced from the fact that C and L a are F-transversal.
Finally, the result follows from
where the first equality is consequence of Corollary 3.3. To finish this section, we prove that the AG codes coming from Corollary 3.3 arise from weak Castle curves. Consider an arbitrary element a ∈ A and the divisor (x − a) of the rational function x − a. Since L a and C are F-transversal one has that P {a} ⊆χ C (F) and 
. This shows that the value η a does not depend on a and that ρ − η a > 0. Therefore
In particular, #P {a} = ρ − η 0 . Now, consider the morphism f :χ C → P 1 associated with the rational function defined by x. From the previous paragraphs, it holds that ( f ) ∞ = (ρ − η 0 )P ∞ and, for all a ∈ A , f −1 (a) = P {a} ⊆χ C (F) and # f −1 (a) = ρ − η 0 . Hence, taking into account [35, Prop. 3 (2) ], the pointed curve (χ C , P ∞ ) is weak Castle.
Remark 3.8. We would like to comment on how our results differ from the results in [35] and [19] . All the families of curves in [35] satisfy the hypotheses of Lemma 2 in that paper. Under the assumptions (and notation) of Theorem 3.1, the pointed curve (χ C , P ∞ ) satisfies the hypotheses of [35, Lemma 2] if and only if the polynomial f ′ A (z) is a nonzero constant (if and only if the divisor M in Theorem 3.1 is the zero divisor). In this paper we will present some families with non-constant derivative, which are the first of this kind as far as we are aware.
To emphasize this point, we partition the curves satisfying the hypotheses of Theorem 3.1 into two types: Type I: those where f ′ A (z) is a nonzero constant. Type II: those where f ′ A (z) is not constant. The curves in [35] are of Type I, however many of the codes introduced in our paper come from curves of Type II. Therefore, we are presenting a new type of code. By Proposition 3.7 both types of curves are weak Castle. Most of the Type II curves in this paper are not Castle, as we will see.
The curves in [19] after Theorem 1 are of Type I. The curves in [19] after Theorem 2 are not necessarily of Type I, however the codes are not one-point AG codes. All codes in our paper are one-point AG codes, and hence our results and examples are different from [19] . Also, all the sets A in [19] are multiplicative subgroups after removing 0.
Families of self-orthogonal AG codes. The aim of this subsection is to provide a lemma which will allow us to obtain several families of curves satisfying the hypotheses of Corollary 3.3 and, therefore, to obtain families of self-orthogonal AG codes. Proof. Statement (a) is obvious, since the partial derivative with respect to y of the defining equation of C is a nonzero constant. We split the proof of (b) in two cases: 
Hence, C ′ meets the exceptional line at a point that is F-rational. Since gcd(ℓ, m − ℓ) = 1, it is not difficult to see that all the proper transforms involved in the process meet each exceptional line at a unique F-rational point, and that the last proper transform has multiplicity one at every point. Since the points ofχ C are in one-to-one correspondence with the branches of χ C [26, Th. 5.29] , it follows that C has only one branch at Q (which is F-rational).
It only remains to prove that χ C is geometrically irreducible. Indeed, reasoning by contradiction, assume that χ 1 and χ 2 are two different components of χ C . Then both curves χ 1 and χ 2 must meet at the point Q, which contradicts the conclusion of the preceding paragraph.
Statement (c) follows from [35, Prop. 3] .
Next, in Sections 4, 5, and 6, we will present the families of curves where our results are applicable. From now on, q will be a power of a prime number p and N(C, q n ) stands for the number of F q n -rational points of an affine curve C. We will make use of the notion of trace of an element a ∈ F q n over F q : the trace is the sum of the conjugates of a with respect to F q , i.e.
Tr F q n /F q = a + a q + · · · + a q n−1 .
CURVES A n,q,ℓ
Let ℓ and n denote positive integers (not both equal to 1) such that gcd(p, ℓ) = 1, and let A n,q,ℓ be the affine curve (defined over F q n ) with equation
The following Proposition refers to the statement of Theorem 3.1. Proof.
(1) By Lemma 3.9, C is a smooth affine curve having one place at infinity with genus g = (q n−1 − 1)(ℓ − 1)/2. If a is the x-coordinate of an F q n -rational point of the curve A n,q,ℓ then the equation Tr F q n /F q (y) = a ℓ has q n−1 distinct solutions for y in F q n . Hence all the points in the intersection , b) is one of these points, then
because y − b is a simple factor of y q n−1 + y q n−2 + · · · + y − a ℓ . Therefore the set {a ∈ F q n | there exists b ∈ F q n such that (a, b) ∈ A n,q,ℓ (F q n )} coincides with A = {a ∈ F q n | A n,q,ℓ and L a are F q n -transversal}.
(2) It remains to prove f A (z) = z e+1 − z. To this aim notice that, on the one hand, 0 ∈ A . On the other hand, for every a ∈ A \ {0}, we have a ℓ(q−1) = 1 and a q n −1 = 1 and, therefore, a is a root of z e − 1. Then every element of A is a root of z e+1 − z.
Conversely, let a be a root of z e − 1. Then a ℓ(q−1) = 1 and, therefore, a ℓ ∈ F q . Hence a ∈ A because the equation Tr F q n /F q (y) = a ℓ has solutions in F q n (by surjectivity of trace).
Finally, for every x ∈ F q n , it holds that x ℓ ∈ F q if and only if either x = 0 or x ℓ(q−1) = 1. Hence, since y q n−1 + y q n−2 + · · · + y is the image of y by the trace of F q n over F q , we have
Proposition 4.1 means that we can apply Corollary 3.3 to the curve A n,q,ℓ , and we deduce the following result:
. . , P N } be the set of F q n -rational points of A n,q,ℓ , and let D = P 1 + · · · + P N be a divisor ofχ A n,q,ℓ . Then, for any nonnegative integer m, the AG code (defined fromχ A n,q,ℓ ) given by C(D, mP ∞ ) is self-orthogonal if
where µ := 1 if p divides gcd(ℓ(q − 1), q n − 1) + 1 and µ := 0 otherwise.
Remark 4.3. In [35, Example 2] the authors consider curves
A n,q,ℓ with ℓ | (q n − 1)/(q − 1) and show that, when ℓ ≡ 1(mod p), the pointed curves (χ A n,q,ℓ , P ∞ ) satisfy the hypotheses of Lemma 2 of [35] . Hence, in these cases, this lemma implies that the code C(D, mP ∞ ) (defined as in Corollary 4.2) is self-orthogonal if
However, our Corollary 4.2 gives a larger family of curves A n,q,ℓ which do not necessarily satisfy the hypotheses of Lemma 2 of [35] (see Remark 3.8).
Lastly in this section, we show that the pointed curve (χ A n,q,ℓ , P ∞ ) is almost never a Castle curve. Proposition 2 of [35] can only be applied to (χ A n,q,ℓ , P ∞ ) when the curve is Castle.
Note that we never have ℓ = q n−1 because ℓ is relatively prime to p. Proof. Let s be the smallest nonzero element of the Weierstraß semigroup at P ∞ . We know that the number of (affine) points is q n−1 (e + 1) so the curve is Castle if and only if m = q n−2 (e + 1).
Notice that e is a multiple of q − 1, since e = (q − 1) gcd(ℓ, (q n − 1)/(q − 1)).
Proof of (1) : Suppose ℓ < q n−1 . In this case the smallest element of the Weierstraß semigroup is ℓ i.e. s = ℓ. But we always choose ℓ to be relatively prime to p, so we cannot have ℓ = q n−2 (e + 1) for n > 2. Therefore the curve is never Castle in this case.
If n = 2 the curve is Castle iff ℓ = e + 1. Then e = ℓ − 1, but also e = (q − 1)gcd(ℓ, q + 1). If gcd(ℓ, q + 1) = 1 then ℓ = q, which is impossible. If gcd(ℓ, q + 1) > 1 then there is a divisor of ℓ which is also a divisor of ℓ − 1, which is impossible.
Proof of (2) 
CURVES B q,G
Let n be a positive integer and consider a polynomial G(x) ∈ F q [x] such that deg(G) > q and gcd(p, deg(G)) = 1. Consider the unique polynomial Tr n (G)(z) ∈ F q [z] with degree at most q n − 1 such that Tr n (G)(a) = Tr F q n /F q (G(a)) for all a ∈ F q n . We will assume that (1) Tr n (G) is separable, and (2) all roots of Tr n (G) belong to F q n .
For such G, we define B q,G to be the affine curve (over F q ) with equation
Notice that, by [31, Th. 2.25] , the set of
The following proposition refers to the statement of Theorem 3.1. 
for some γ ∈ F q \ {0}, and the number of
Proof.
(1) First of all, notice that the curve B q,G is smooth and has only one place at infinity by Lemma 3.9.
Second, if a is the x-coordinate of an F q n -rational point of B q,G , then the equation y q − y = G(a) has q distinct solutions in F q n . Indeed, since y q − y = G(a) has, at least, one solution b ∈ F q n , it is obvious that the set of all solutions is {b + α | α ∈ F q }. Hence, an analogous reasoning as in the proof of Theorem 3.1 shows that L a and B q,G are F q n transversal.
(2) This follows from part (1) because Tr n (G) is a separable polynomial and all its roots belong to F q n . Finally, the counting of F q n -rational points is easy to check. 
Then, for any nonnegative integer m, the AG code (defined fromχ B q,G ) given by C(D, mP ∞ ) is self-orthogonal if
For the rest of this section we will consider the special case that G(x) = H k (x) where H k (x) := x q k +1 + x, and n = 2k, and gcd(n, p) = Proof. Notice that, for all a ∈ F q n , it holds that
Therefore:
and we can see that the degree of Tr n (H k )(z) is q n−1 + q k−1 . Computing the derivative we have
Notice that Tr n (H k ) ′ has only one root (namely −1/2) which has multiplicity q k . Moreover H k (−1/2) = −1/4; so Tr n (H k )(−1/2) = −n/4, which is not zero because p does not divide n. Hence Tr n (H k ) is separable because it is relatively prime to its derivative. This proves (1).
The number of F q n -rational points of B q,H k is
which is proved in [33, Thm 20] . It then follows from the degree calculation above that
Hence all the roots of Tr n (H k ) belong to F q n . This proves (2).
Assume then that q is odd, let k be a positive integer such that gcd(p, 2k) = 1 and consider the curve B q,H k over the field F q n where n := 2k. The curve B q,H k satisfies the hypotheses of Corollary 5.2; and in addition we have shown that
As a consequence we may apply Corollary 5.2 to the curves B q,H k :
We get that, for any positive integer m, the associated AG code
Remark 5.4. Notice that none of the pointed curves B q,H k discussed here satisfies Lemma 2 of [35] (see Remark 3.8). None of the curves B q,H k is Castle either, because the smallest element of the Weierstraß semigroup is q, and the number of (affine) rational points is not equal to q 2 . Hence [35, Prop. 2] cannot be applied.
CURVES C q,ℓ
Let ℓ be a positive integer such that gcd(p, ℓ) = 1. Let C q s ,ℓ be the affine plane curve defined by the equation y q s − y = x ℓ . We consider the curve over F q n .
We consider two special cases here, firstly when s = 1 and n = 2, and secondly for arbitrary s > 1 and n with an extra hypothesis.
6.1. Curves C q,ℓ . Assume that q is odd and 2 gcd(ℓ, q + 1) divides q + 1. Let C q,ℓ be the affine plane curve defined by the equation y q − y = x ℓ . We consider the curve over F q 2 .
The following Proposition refers to the statement of Theorem 3.1. (2) Moreover, f A (z) = z e+1 − z, where e := gcd(ℓ(q − 1), q 2 − 1), and the number of
Proof. By Lemma 3.9 it holds that C q,ℓ is smooth, it has only one place at infinity, and the genus ofχ C q,ℓ is (q − 1)(ℓ − 1)/2. The set of F q 2 -rational points of C q,ℓ is
For each a with Tr F q 2 /F q (a ℓ ) = 0 there are q solutions for b. Then a ℓ + a ℓq = 0 which implies a = 0 or a ℓ(q−1) = −1. If a = 0, the assumption 2 gcd(ℓ, q + 1) divides q + 1 implies that there are e solutions for a, where e := gcd(ℓ(q − 1), q 2 − 1). So N(C q,ℓ , q 2 ) = q(e + 1).
Similar arguments to those given in Section 4 for A n,q,ℓ show that the curve C q,ℓ satisfies the hypotheses of Theorem 3.1 for F = F q 2 , and that the set A consists of the x-coordinates of the F q 2 -rational points. Moreover, it is easy to check that
Proposition 6.1 means that we can apply Corollary 3.3 to the curve C q,ℓ , and we deduce the following result: Proof. The curve is Castle if and only if s = e + 1 where s is the smallest nonzero element of the Weierstraß semigroup. Also note that e = (q − 1) gcd(ℓ, q + 1).
(1) If ℓ < q then s = ℓ, so the curve is Castle if and only if e = ℓ − 1 which is impossible.
(2) If ℓ > q then s = q, so the curve is Castle if and only if e = q − 1, which happens if and only if gcd(ℓ, q + 1) = 1. Proposition 2 of [35] cannot be applied to (χ C q,ℓ , P ∞ ) if the curve is not Castle, however our result applies in all cases. 6.2. Curves C q s ,ℓ . Let s and n be positive integers such that n is a multiple of s and n/n s ℓ is a multiple of p, where n s ℓ denotes the cardinality of the cyclotomic coset of ℓ with respect to q s , that is, the cardinality of the set {ℓq js mod (q n − 1) | j = 0, . . . , n − 1}.
The key fact in this case is that Tr q n /q s (x ℓ ) = We note that these codes are of Type I, that is, the derivative of f A (z) is constant.
APPLICATION TO QUANTUM CODES
In this section we will use the results of the previous sections to construct new quantum error-correcting codes. We point out that the number of rational points on our curves is always greater than the field size. We will show that our curves beat the Gilbert-Varshamov bound.
Recall that the Hermitian inner product of any two vectors x = (x 1 , x 2 , . . . , x N ) and y = (y 1 , y 2 , . . . , y N ) in the vector space F N q 2 is defined as x · h y = ∑ x i y q i and the Euclidean inner product of x and y in F N q as x · y = ∑ x i y i . Given a linear code C in F N q 2 (respectively, F N q ), the Hermitian (respectively, Euclidean) dual space is denoted by C ⊥ h (respectively, C ⊥ ).
In [10] the following key theorem is stated and in [28] is generalized over any field. Recall that a stabilizer quantum code C as in the previous theorem is pure if the minimum distance of C ⊥ (or C ⊥ h ) coincides with the minimum Hamming weight of C ⊥ \ C .
Corollary 7.2. The following statements hold:
Proof. The result follows from Theorem 7.1 and the fact
by the Singleton bound. [27] ).
Moreover the dual code C(D, G)
Assuming self-orthogonality, Theorem 7.1 provides a quantum code with parameters
Notice that, by Corollary 7.2, this code is pure if
We notice here that all the forthcoming examples satisfy the above condition (7.3) and, therefore, they are pure.
With the same philosophy of the classical Gilbert-Varshamov bound, a sufficient condition for the existence of pure stabilizer codes with parameters [[N, k, d]] q is given by Feng and Ma in [14] . Assuming N > k ≥ 2, d ≥ 2 and N ≡ k (mod 2), this condition reads
In case N odd and k = 1, the condition is
and there exists a similar formula for the case N even and k = 0.
We will use this bound as a measure to check how good some our codes are. We will only consider codes exceeding this bound, i.e., cases in which the parameters q, N, k and d satisfy
We 
where µ := 1 if p divides gcd(ℓ(q − 1), q n − 1) + 1 and µ := 0 otherwise. Then there exists a quantum code with parameters
where N = N(A n,q,ℓ , q n ) = q n−1 · (e + 1), g = (q n−1 − 1)(ℓ − 1)/2 and e := gcd(ℓ(q − 1), q n − 1).
Notice that, under the hypotheses of the above theorem, 2g − 2 < m < N only if µ = 1, and these cases satisfy the hypotheses of [35, Lemma 2] (they correspond to Type I of Remark 3.8).
First we give an example where µ = 0. .2) we obtain the following result concerning codes coming from curves in the family given in Section 6.1. where N = N(C q,ℓ , q 2 ) = q(e + 1) and e = gcd(ℓ(q − 1), q 2 − 1).
If µ = 0 then the value for m is less than 2g − 2 so we have to compute the dimension and the minimum distance using MAGMA. Notice that the values m satisfying parts (b) and (c) of Theorem 7.12 are not bigger than 2g − 2. Hence, in practice, we are forced to compute the minimum distance of associated quantum codes with MAGMA. Finally we provide two examples applying Theorem 7.12. 
