Coherent diffractive imaging (CDI) is a lensless imaging technique and can achieve a resolution beyond the Rayleigh or Abbe limit. The ptychographical iterative engine (PIE) is a CDI phase retrieval algorithm that uses multiple diffraction patterns obtained through the scan of a localized illumination on the specimen, which has been demonstrated successfully at optical and X-ray wavelengths. In this paper, a general PIE algorithm (gPIE) is presented and demonstrated with an He-Ne laser light diffraction dataset. This algorithm not only permits the removal of the accurate model of the illumination function in PIE, but also provides improved convergence speed and retrieval quality.
Introduction
Coherent diffractive imaging (CDI) relies on far-field diffraction data to retrieve the complex-valued projection or three-dimension density of a specimen. [1] It removes the use of high-quality high-efficiency lenses, and a resolution beyond the Rayleigh or Abbe limit can be achieved. This technique has progressed significantly since its first experimental demonstration in 1999 [2] and has been applied to life and material science successfully, [3] such as cells, [4, 5] nano-crystals, [6, 7] and nano-particles. [8] A fundamental drawback of CDI is the phase problem:
the recorded real-valued data contain only amplitude information, the equally important knowledge of phase values is lost. [9] [10] [11] Various solutions have been suggested to retrieve the phase information. Most of them belong to the support-based or ptychography-based approach. The former requires the reconstructed image to be zero-valued outside a given region, corresponding to a finite support bounding the specimen in the physical experiment. [12] It is suitable for CDI of a small and isolated specimen. The latter adopts a scanning mode, called ptychography and was first proposed for electron diffraction in the 1970s, [13, 14] to create redundancy in the data by taking diffraction patterns at multiple different but overlapping illumination regions. Then the reconstruction algorithm is applied to the dataset to retrieve the phase information. It permits the reconstruction of non-isolated samples and has attracted much more interest.
For a ptychographical dataset, while an analytic solution via Wigner distribution deconvolution is possible if the step size corresponds to the imaging resolution, [15, 16] an iterative algorithm called ptychographical iterative engine (PIE) [17, 18] marks a significant improvement. It can robustly retrieve the sample without the common problems in CDI, such as the limited field of view, focal plane ambiguity, non-unique solutions, slow convergence, and so on. The performance of this algorithm has been experimentally demonstrated with laser light and X-rays. [19, 20] But a drawback of PIE is the need to accurately model the localized wavefront (the probe) illuminating the target object, which limits PIE's use in situations where it is time-consuming or impossible to measure the probe with good enough accuracy. In recently published papers, this question was addressed by using a difference map algorithm, [21] a non-linear optimization approach, [22] and the extended PIE (ePIE). [23] Here we present an alternative algorithm, a general PIE algorithm (gPIE), which not only permits the removal of the accurate model of the probe, but also provides improved convergence speed and retrieval quality.
General PIE algorithm
In order to provide a basis for the following discussion, we briefly introduce the ptychographical scanning mode first.
The setup can be as simple as the one shown in Fig. 1 . An illumination probe is formed by an aperture close to the plane of the sample or by the focusing of a beam using a lens. This probe, described by complex-valued function P( − j ), is incident on the complex-valued object O( ). The resulting exit wave Ψ j ( ) = P( − j )O( ) [19] evolves in the far field to a complex-valued diffraction pattern. The detector records this diffraction pattern's intensity I j ( ), which is proportional to the squared modulus of the Fourier transform of the exit wave
Then the probe or the object is moved relative to each other so that a different region of the object is illuminated strongly in each position and the corresponding diffraction pattern is recorded. This measurement is repeated until the region of interest of the object is covered. In the above complex-valued functions, and are real-space and reciprocal-space coordinate vectors, respectively. The vector j encodes the relative shift introduced between the object and the probe. The phase retrieval algorithm aims to reconstruct the probe and the object from the measured diffraction patterns. Here we introduce the proposed gPIE algorithm, whose implementation steps are described as follows. Initial guesses O 0 ( ) and P 0 ( ) of the object and the probe waveforms are required to begin the algorithm. The iterative number is labeled by n.
(i) The exit wave is calculated from the current guesses of the object and the probe
(ii) The modulus of the Fourier transform of this exit wave is replaced with the square root of the corresponding recorded diffraction pattern
(iii) An updated exit wave is then obtained via an inverse Fourier transform
(iv) The new guess of the object is formed by dividing out the current probe from the updated exit wave and taking a weighted average of this function and the current object guess
where
and ε is a minimum value used to prevent a divide-by-zero occurring.
(v) The new guess of the probe is formed by dividing out the current object from the updated exit wave and taking a weighted average of this function and the current probe guess
(vi) Steps (i)-(v) are repeated for each position until the iteration reaches convergence. The convergence is monitored via a normalized sum of the square deviations [23] 
Analyzing this gPIE algorithm, we get the following conclusions:
i) In this algorithm, the accurate model of the probe is no longer known in advance and could be retrieved simultaneously together with the object.
ii) The update functions in steps (iv) and (v) play key roles. The expressions F P and F O favor the influence of those areas of the object which have been strongly illuminated, and attenuate the errors which otherwise arise when the illumination is weak. [17] The parameter σ can adjust the amount of this influence and consequently control both the retrieval quality and the convergence. Higher values of σ can magnify the importance of the strongly illuminated area and reduce the contribution of the weakly illuminated area, so they can suppress noise since the weakly illuminated area has a bigger noise than the strongly illuminated area. However, higher values of σ may also lose some details of the retrieved object or probe since the noise and some useful signals may occupy the same frequency range.
iii) The values of F P and F O are smaller than 1.0, so higher values of σ will decrease the update step size and slow down the convergence.
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The above analyses imply that there exists an optimal value of σ , which can suppress the noise and meanwhile reserve the details. Consequently this algorithm may provide improved convergence speed and retrieval quality by adopting an optimal value of σ .
Comparing this general ptychographical iterative engine with the conventional ptychographical iterative engine, we can find that they are the same when the probe is known and σ = 1.0. In this case, step (v) can be ignored, and the guess probe in step (iv) will be replaced by the known probe. Furthermore, the recently presented extended ptychographical iterative engine algorithm is also a special case of this general ptychographical iterative engine with σ = 2.0. In those two algorithms, the values of σ are fixed to be 1.0 and 2.0 respectively. According to the above analyses, they may not provide the best retrieval for the real experimental ptychographical dataset with different noise levels. Since the true object wavefront, denoted as O( ), is known in the simulated case, the convergence and the reconstruction quality of gPIE algorithm can be measured directly using the normalized root mean square error metric [24] 
Simulation
which represents the difference between the retrieved results and the samples. The parameter γ allows for the multiplication of the object by a constant, and for a constant phase offset,
where O n ( ) is the reconstructed object distribution after n iterations. In order to avoid any effects and to neglect unilluminated areas, E(n) is calculated over the center area of the reconstruction that is well covered by a number of overlapping probe positions. The solutions can be obtained when E(n) reaches a stable state. A sub-pixel registration algorithm is used to account for lateral translations of the reconstruction with respect to the original object. [24] 014204-4
Optical experiment
An experiment has been conducted in the Paul Scherrer Institut, Villigen, Switzerland to assess the performance of gPIE. The experimental setup is illustrated in Fig. 1 . The incident beam was defined by a 200 µm diameter pinhole, which was placed in the path of an He-Ne laser beam, λ = 632.8 nm. The sample, an insect wing, was mounted on a translation stage and placed about 1 mm behind the pinhole. The detector, a CCD with 24 µm pixel size, was placed at a distance of 140 mm downstream to collect the diffraction patterns. Scattering angles up to 120 mrad in the corners could be collected, leading to a reconstruction pixel size of about 4 µm. During the measurement, the sample was translated to 121 positions in a 11 × 11 grid with 50 µm step size, corresponding to about 75% probe overlap size.
Since the true object wavefront is no longer available, equation (7) cannot be used as an error measure. Instead, here we use Eq. (6) to measure the normalized error in the diffraction patterns after each full iteration of gPIE.
Using this ptychographical dataset, we firstly investigate the retrieval performance of gPIE with σ = 1.0, normalized error curves over 200 iterations. It is obvious that different values of σ impose different effects on the retrievals. When σ = 1.0 and 2.0, the errors reach the minimum after about 60 and 110 iterations, respectively. However, when σ = 3.0 and 4.0, the errors do not reach the minimum after 200 iterations. It proves that a lower value of σ leads to a faster convergence. Meanwhile, we can also find that a higher value of σ effectively improves the quality of the retrieval. Among these investigated cases, gPIE with σ = 2.0 provides a better retrieval. However, it may not the best one since only four values of σ are discussed. In order to get the best retrieval results, we further run gPIE with the values of σ from 1.0 to 3.0 with a step of 0.1. Finally we find that σ = 1.2 gives the best result. The retrieval results of gPIE with σ = 1.2 and 2.0 are shown in Fig. 6 . Obviously, the red profiles along the red horizontal lines in the the images indicate that the case with σ = 1.2 provides much more structural details than that with σ = 2.0. The blue arrows indicate some regions where the case with σ = 2.0 produces many more artifacts than that with σ = 1.2. Moreover, the red profiles along the red vertical lines in the images demonstrate that the case with σ = 1.2 retrieves all the fringes of the probe, while the case with σ = 2.0 produces a probe with some interrupted fringes. From Fig. 6 , we can draw a conclusion that gPIE with σ = 1.2 provides the best retrieval for this specific ptychographical dataset.
Conclusion
In this paper, we have presented a general phase retrieval algorithm based on the ptychographical iterative engine and demonstrated its validity using simulated and experimental data. This algorithm not only permits the removal of the accurate model of the illumination function in PIE and implements the simultaneous retrieval of the probe and the object, but also provides an improved retrieval quality by adjusting the value of the retrieval parameter σ according to the noise level of the ptychographical dataset. Future work will focus on how to quickly determine the optimal value of σ to push its application.
