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The classical notion of stabilizing a controlled dynamical system to some 
specified equilibrium point is extended to include stabilization to a specified 
linear subspace. Necessary and sufficient conditions for existence of a solution 
are derived and an explicit solution recipe is given for one special case. 
1. INTRODUCTION: THE CLASSICAL STABILIZATION PROBLEM 
IN DYNAMICAL SYSTEM THEORY 
In this paper we are concerned with finite-dimensional controlled linear 
dynamical systems Y governed by differential equations of the form 
52 = A(t) x + B(t) u, . = dldt, (1) 
where x = (x1 ,..., x,) is the state vector for 9 and u = (ur ,..., II,), Y < n, is 
the control input applied to 9’. The matrices A(t), B(t) are assumed known, 
real, continuous functions of time with uniformly bounded norms. 
The classical problem of “stabilizing” a dynamical system 9’ of the form 
(1) is typically stated as follows [I, 21. Suppose the homogeneous part of (I), 
that is, the uncontrolled system 
k = A(t) x, (4 
is not asymptotically stable to the null solution x(t) = 0. The problem is to 
find a real-valued feedback control function 
u(t) = &4t), t> 
such that the corresponding controlled system (1) and (3) 
(3) 
f = A(t) x + B(t)c$(x, t) (4) 
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is asymptotically stable to the null solution x(t) = 0. Here, the term “asymp- 
totically stable” is used in the well known sense of Liapunov [3]. Variations 
of this classical problem include: a priori restrictions on the admissible 
algebraic structure of (3); relaxing of (3) to admit functionals 4(t) = F[x(s), s], 
to < s < t; requirements that solutions of (4) also minimize certain specified 
functionals on x(t), $(t); etc. Some results in these latter directions are reported 
in [Id]. 
2. A GENERALIZATION OF THE CLASSICAL STABILIZATION PROBLEM 
One generalization of the classical stabilization problem, which apparently 
has not received much attention in the literature, is the problem of stabilizing 
Y to a certain specified linear subspace. This particular problem may be 
described as follows: Let En be the n-dimensional euclidean space whose 
points have coordinates (.x1 , x2 ,..., x,,,), and let S(t) C En be the p-dimen- 
sional linear subspace spanned by a set of given n-dimensional, linearly 
independent, continuously differentiable real vectors {q(t), mz(t),..., m,,(t)}, 
p = constant < rz. The linear-subspace stabilization problem is to find a 
feedback control function (3) such that all solutions x(t) of (4) asymptotically 
approach S(t) as t ---f co. The “distance” between x(t) and S(t) is understood 
to be measured in terms of some given scalar distance function a(t). The 
point x(t) E En is said to asymptotically approach S(t) if and only if, for every 
E > 0 there exists a 6(r; t,,) > 0 such that if a(&,) < ~8 then: (i) a(t) < E for all 
t 3 t,, and (ii) a(t) -+ 0 as t + co. Note that this latter definition requires, in 
particular, that S(t) be an invariant subspace of (4). The requirement that S(t) 
be an equilibrium subspace of (4) is a natural generalization of the point 
equilibrium property of x = 0 in classical stabilization problems. Note also 
that the condition “all solutions of (4) are asymptotically stable to x = 0” 
does not necessarily imply that “all solutions of (4) asymptotically approach 
S(t)” in the sense defined above. The classical and linear subspace stabiliza- 
tion problems are contrasted in Fig. 1. 
The linear subspace stabilization problem arises in a variety of practical 
control situations such as the “servomechanism” control problem, and others. 
The present study is concerned with one version of the linear subspace 
stabilization problem where 4(t) in (4) is sought as a linear function of x. 
That is 
u(t) = $b(t) = K(t) x(t) (5) 
where K(t) is an Y x n real matrix to be determined. Specifically, the problem 
we consider may be stated as follows. 
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The Subspace Stabilization Problem 
Let h(t), mz(t),-, m,(t)}, p < n, be a given set of n-dimensional real 
vectors, linearly independent for all t, and assume that each vector q(t), 
i = 1,2,..., p, has a uniformly bounded norm and is once continuously 
differentiable. The problem is to find conditions for the existence of a real 
matrix K(t) such that each solution x(t; x,, , to) of 
it = (A(t) + B(t) K(t)) x (6) 
asymptotically approaches the p-dimensional linear subspace S(t) spanned 
by the vectors mi(t), i = 1, 2,...,p. The distance a(t) between x(t) and S(t) 
is to be measured in terms of (e.g., to within a positive scale factor of) 
which is recognized as the norm of the projection of x(t) along S(t) onto the 
orthogonal complement P(t) of S(t). 
Our results for this problem consist of (i) the necessary and sufficient 
conditions for the existence of K(t) and (ii) an effective scheme for computing 
a solution K(t), for one special case. 
3. SowrroN OFTHESUBSPACE STABILIZATI~NPR~BLEM 
The essential features of our problem become clear when viewed in the 
appropriate coordinate system. To this end, define M(t) as the n x p matrix 
with columns {ml(t), mp(t),..., q,(t)}. That is 
Wt) = b%(t) I m?,(t) I -** I%Wl* (8) 
Further, let C(t) be an (n - p) x n matrix, having uniformly bounded norm 
and constant rank (n - p), such that 
C(t) M(t) E 0 for all t > to . (9) 
In other words, the (n - p) rows of C(t) form a basis for the orthogonal 
complement F(t) of S(t). Now, consider the nonsingular linear transforma- 
tion 
x = P(t) I ~(01 x, O(t) = C’(t) (c(t) C’(t))-1. w-9 
(*)’ - denotes transpose 
It is readily verified that the inverse of (10) is 
(11) 
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where 
M+(t) = (M’(t) M(t))-1 M’(t). (14 
Note, in particular, that x(t) E S(t) o al(t) = 0 and that, in accordance with 
our remarks below (6), we may take a(t) = (1 z,(t)11 . The transformation (10) 
takes (6) into (hereafter arguments in t are sometimes omitted to simplify 
notation) 
C[(A + BK) C” - @] 1 C[(A + BK) M - M] 
M+[(A + BK) C” - C#] I M#[(A + BK) M - i@ I( 1 2 ‘(13) 
The subspace stabilization problem can now be stated equivalently in terms 
of (13) as follows. Find conditions for the existence of a matrix K(t) such that 
zl(t) E 0 is an asymptotically stable solution of (13). 
Our first result serves to characterize the sought solution(s) K(t). 
LEMMA 1. A matrix K(t) solves the subspace stabilization problem 2% 
and only if 
(a) C(t) [(A(t) + B(t) K(f)) M(t) - M(t)] = 0, t > 63 (14) 
and 
(b) the reduced system 
il = C(t) [(A(t) + B(t) K(t)) C+(t) - c+(t)] ZI (1% 
is asymptotically stable to the equilibrium point I, = 0. I 
Proof of Lemmu 1. Sufficiency is obvious from the resulting triangular 
structure of (13). The necessity of part (a) follows from the required invar- 
iancy of S(t), with respect to all initial values of as. Necessity of (b) then 
follows from the alternative problem statement below (13). I 
Remark. Condition (14) can be stated in two alternative ways: 
(9 (A(t) + B(t) K(t)) M(t) - &I(t) EE M(t) R(t) (16) 
for some R(t), or 
(ii) C(t) (A(t) + B(t) K(t)) + @) = v(t) C(t) (17) 
for some V(t). 
When (14) is satisfied, we can use (16) and (17) to express (13) in the simpli- 
fied form 
V 
M+[(A + BK) C+ - C#] (18) 
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It follows from Lemma 1 that our subspace stabilization problem consists 
of finding the set X of all K satisfying (14) and then determining if there 
exists any K E X such that (15) is satisfied. To proceed, we first need to 
establish an important existence condition. 
LEMMA 2. A matrix K(t) satisjying (14) exists if, and only ;f 
w[c(t> n;rt, - C(t) 4) M(t)1 c w[c(t) WI, t > to (19) 
where a[*] denotes column range space. I 
Proof of Lemma 2. Write (14) as 
C(t) B(t) A(t) zz C(t) M(t) - C(t) A(t) M(t), (20) 
where A = KM. Now, (19) is recognized as the traditional necessary and 
sufficient condition for existence of a A(t) satisfying (20). Moreover, if d is 
any matrix satisfying (20), there exists at least one matrix K satisfying 
A = KM, because M has maximal rank (= p). I 
Remark. Condition (19) can be expressed equivalently as 
rank[C(t) B(t) ) C(t) b?(t) - C(t) A(t) M(t)] = rank[C(t) B(t)], t > to. 
(21) 
We are now in a position to give an explicit description of the set X of all 
K satisfying (14). 
LEMMA 3. Let (*)+ denote the Moore-Penrose pseudo inverse of (.), and 
suppose condition (19) is satisfied. Then the set S? of all solutions A of (20) is non- 
empty and is given by 
53 = (A ) A = (CR)’ [C&I - CAM] + [I - (CR)+ CR] Z}, (22) 
where 2 is an arbitrary r x p real parameter matrix. Moreover, the corresponding 
set SF of all solutions K of A = KM, where A E 9, is also nonempty andgiven by 
.f= 
(K ( K=(CB)+ [Cn;r - CAM]M#+ [I -(CR)+ CB]ZM#+ W[I - MM*]), 
(23) 
where W is an arbitrary r x n real parameter matrix. I 
Proof of Lemma 3. Expressions (22), (23) are simply matrix versions of the 
well known result [S] that: the general solution of Ax = y (if any solutions 
exist) is expressible as x = A+y + (I- A+A) v where v is an arbitrary 
parameter vector. Since rank M = p, it turns out [5] that M+ = M#. I 
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Remark 1. Expression (23) shows that X is an r(p + n)-parameter 
family of real Y x n matrices, in general. However, if rank (CB) = Y, we 
have (CB)+ = [(CB)’ CB]-l (CB)’ so that I - (CB)+ CB = 0 in (22) in 
which case A is uniquely given by 
A = [(CB)’ CB]-1 (CB)’ [CM - CAM]. (24) 
It follows that X, in that special case, is an m-parameter family of real 
matrices described by 
Lx- = {K ( K = [(CB)’ CB]-1 (CB)’ [CM - CAM] M” + W[I - MMq}. 
(25) 
Since (23) represents all possible solutions K of (14) it is now a simple 
matter to substitute (23) into (13) to obtain 
A, -I- W 0 Zl 
M#[(A + BW)C#- PC] 1 A, + B,.Z I( 1 z, ’ (26) 
where 
A, = CAC” + cc+ A, = M#[(A - B(CB)+ (CA + t)) M - $11 
B, = CB B, = M+B[I - (CB)+ CB]. 
L E pf,‘c” 
Note that owing to rank C# = (n - p) there always exists a W satisfying 
L = WC”, for any given L. For instance, choose W = LC. 
Our main result now follows immediately from (26). 
THEOREM 1. The subspace stabilization problem has a solution if, and onb if 
(a) Condition (19) is satisfied, 
and 
(b) There exists a real matrix L(t) such that the system 
41 = [A,(t) + B,(t)L(t)l f, (27) 
is asymptotically stable to the equilibrium point I, = 0. 
Moreover, if these two conditions are satisfied, the most general K(t) which 
solves the subspace stabilization problem is given by (23) where Z is arbitrary 
and W is any matrix satisfying WC” = L. I 
Remark 1. It is well known [6, p. 3731 that (27) is asymptotically stable to 
t, = 0 if, and only if, there is a constant TV such that 11 G(t, to)11 < p < 00, 
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Vt 2 to, and lim,,, 1) G(t, t,)ll = 0, Vt, , where $(t, t,,) denotes the state- 
transition matrix for (4, + B,L). However, this result does not indicate 
just when an L(t) exists which will do the job. 
Remark 2. Since (14) is satisfied for all choices of 2, and (27) turns out to 
be independent of 2, it follows that one may set 2 = 0 in (23) without loss of 
generality, as far as the subspace stabilization problem is concerned. However, 
if in addition to solving the subspace stabilization problem, one is concerned 
also about the behavior of zs(t), there may be a better choice for 2. We will 
address this latter subject in Section 6 of this paper. 
4. EXISTENCE CONDITIONS FOR L 
Conditions that are both necessary and sufficient for the existence of an 
L(t) which stabilizes the general case of (27) are apparently not known (they 
are known for the special time-invariant case which we treat in a later section 
of this paper). A noteworthy sufficient condition, due to R. E. Kalman, is the 
following. 
THEOREM 2. Let &(t, t,,) be the state transition matrix [6] for A,(t) and set 
where QI(tO , T) = @;l(r, to). Suppose that for each t,, there exists (I j%ite 
t* > t, such that G(t,, , t*) > 0. Then, there exists a mutt-ix L(t) such that (27) 
is asymptotically stable to the equilibrium point EI = 0. Moreoeter, if there 
exists a jixed constant a and scalars ar, , q , /I,, , j?I such that 
0 -=c ~yg(4 1 G GO, t + 4 < 44 1 (294 
and 
0 -=c A(4 1 Q 40 + 0, t) G(t, t + 4 @I’@ + 0, t) < Mu> 1 (29b) 
fog all t, then there exists a matrixL(t) such that (27) is unt$i.mly asymptotically 
stable to ZI = 0. I 
In this Theorem, the notation A > B[A > B], where A and B are sym- 
metric, means A - B is positive [nonnegative] definite. The original proof 
of Theorem 2, presented in [7J contained some minor flaws which have 
recently been corrected in [8]. An effective algorithm for computing L(t) 
is also described in [7]. 
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5. EXPLICIT SOLUTIONFOR ONE SPECIAL CASE 
In applications, it turns out that the special condition 
rank[C(t) B(t)] E (n - p) (30) 
is sometimes satisfied. For that particular case, one can give an explicit 
expression for a matrix K(t) which always solves the subspace stabilization 
problem. Our result is summarized in the following theorem. 
THEOREM 3. The subspace stabilization problem always has a solution when 
rank[C(t) B(t)] = (n - p). Moreooer, K(t) in that case may be chosen as 
w = (C(t) w>)+ VW C(t) - m - C(t) ml 
+ [I - (C(t) W)+ C(t) B(t)1 -WI MW, 
(31) 
where (CB)+ = (CB)’ [CB(CB)‘]-l, Z(t) is completely arbitrary, and V(t) is any 
matrix such that 1, = 0 is an asymptotically stable solution of .& = V(t) SI . 1 
Proof of Theorem 3. Expression (31) is a particular case of (23) with 
w = (CB)‘[VC - c - CA]; (CB)’ = (as) [CB(CB)‘]-1. (32) 
Setting L = WC*, the corresponding expression for (27) is 
5& = V(t) t, . I (33) 
Remark 1. The matrix V(t) in (3 1) and (33) can be chosen, for instance, as 
any constant real matrix whose eigenvalues all have negative real parts. 
Remark 2. Satisfaction of (30) requires, in particular, that the dimension Y 
of the control satisfy Y > (n - p). Condition (30) is commonly satisfied in 
the case p = (n - 1); e.g., the case when subspace S is an (n - l)-dimen- 
sional hyperplane. The latter case is discussed in [9]. 
Remark 3. One could choose 2 = 0 in (31) without loss of generality, as 
far as the subspace stabilization problem is concerned. However, there may 
be a more preferable choice for 2 as far as the motion of za(t) is concerned 
(see next section). 
6. CONSIDERATION OF THE MOTION OF z2(t) 
Assume that the conditions of Theorem 1 are satisfied and an appropriate 
L(t) has been chosen. Then the limiting behavior of the motion of z&t) in 
(26), as t -+ co, is governed by the auxiliary system 
222 = [A4z(t) + B,(t) Z(t)] I, . (34) 
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In particular, z%(t) -+ 0 as t -+ co if, and only if, &:2(t) + 0 as t + 00. Note 
that (34) has the same form as (27). 
We have already observed that the choice of 2 has no effect on (19) or 
(27). Thus we may proceed to choose Z in (34) without restriction. As noted 
earlier, with the exception of the time-invariant case, conditions which are 
both necessary and sufficient for the existence of a Z(t) which stabilizes the 
general case of (34), to .& = 0, are apparently not known. Of course, Theorem 2 
should be mentioned as one of the available sufficient conditions, and Remark 1 
below Eq. (27) applies also to (34). 
Several special cases of (34) are worthy of mention. First, if rank (CB) = r 
the matrix B,(t) vanishes (because then (CB)? CB = 1) in which case the 
solution of (34) is altogether independent of Z. The behavior of zp(t) then 
depends entirely on 5JtJ and the giz~en data A,(t). A similar conclusion 
obtains for the special case M’B = 0. 
It is clear that rank B, < p. If rank B, = p, we have a result analogous to 
Theorem 3. 
THEOREM 4. Suppose rank B, = p. Then, there always exists a matrix Z 
such that (34) becomes 
$2 = Y(t) I, (35) 
where Y is any prespecified p x p matrix. I 
Proof of Theorem 4. Since rank B, E p there always exists a Z satisfying 
B,Z s Y - A, , for any given Y. 1 
7. RESULTSFORTHE TIME-INVARIANT CASE 
When the matrices (A, B, C, M) are all constant, (the so-called time- 
invariant case), we can sharpen some of our previous results. The main 
improvement is a necessary and sufficient condition for the existence of a 
matrix L, [resp., Z] which stabilizes (27) [Eq. (34)]. For simplicity, we will 
state the result in terms of (27); the analogous result for (34) is obvious. 
THEOREM 5. Suppose (A, , B,) in (27) are constant. Let %? denote the 
p-dimensional column range space of the composite matrix 
[B, ) A,B, ) A,2B, 1 a.. 1 AF-?)-l)BI], (36) 
and let N be any real (n - p) x (n - p - p) matrix whose columns span the 
orthogonal complement %‘I of %?. Then, there exists a real matrix L such that (27) 
is stabilized to zI = 0 if, and only if, all e&nvalues of 
(N’N)-’ N’A,N (37) 
STABILIZATION WITH RESPECT TO SUBSPACES 185 
have negative real parts. Moreover, in that case, L may be chosen as a constant 
matrix. I 
Proof of Theorem 5. This is a relatively old and well known result in 
linear system theory; one of the many available proofs may be found in 
WI. I 
Remark 1. If the rank p of (36) is maximal (= (rz - p)), we have VL = 0 
in which case (37) degenerates and the iff condition of Theorem 5 is auto- 
matically satisfied (see [lo]). 
Remark 2. Theorem 5, together with part (a) of Theorem 1, constitutes a 
complete, explicit solution to the subspace stabilization problem for the 
time-invariant case. 
Remark 3. If rank [B ) AB ) A2B j ... 1 /PIB] := n, for (A, B) as in (l), 
then Theorem 5 is automatically satisfied for both (A, , B,) in (27) and 
(/I, , B,) in (34). It follows that we can then find matrices L and Z which 
stabilize both (27) and (34). 
Since (26) is a nonsingular transformation of (6), it follows that (in the 
time-invariant case) the eigenvalues of -il, + B,L and of A, + B,Z are also 
eigenvalues of A + BK, where K is given by (23). As a consequence of this 
fact, we have the following. 
THEOREM 6. Suppose there exists a iC E X, X given by (23), such that all 
eigenvalues of A + BE have negative real parts. Then i? is a solution to the 
subspace stabilization problem and, moreover, (34) is asymptotically stable to 
2, = 0. I 
Remark. Caution ! The tempting choice R = 0 might not be allowed in 
Theorem 6 even though all eigenvalues of A have negative real parts. This 
follows from the fact that X 10 only under very special conditions (such as 
AM = MQ for some Q). 
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