Given any u.i. norm III * 111, define where P ranges over the set of all n x n permutation matrices. Note that h(c( A), e( B)), as well as 111(o( A), u( B)bl/i, measures the distance between a( A) and u(B). In the important case oft e operator norm 11 * 11 we write also d(c(A), a(S)) for ll(c(A,~ u(B,)ll> and call it the optimal matching distance (0.m.d.) between a( A) or u(B). We clearly have where S, denotes the symmetric group on n letters.
The o.m.d. between two unordered sets of n-tuples can be defined similarly using the right hand side of (1) .
We now summarize the contents of the monograph.
It consists of an introduction and six chapters: is supplied at the end of each chapter, The reference list at the end of this review contains only papers that have appeared since the publication of the monograph and are mentioned here. Chapter 1 contains results, most of them well known, which are used in subsequent chapters. A bound for the o.m.d. of two sets in the plane is obtained using the marriage theorem or a modified version of it. The concept of majorization between two vectors in W" is defined, and the theorem relating it to doubly stochastic matrices is stated. Various properties of tensor products conclude this chapter.
Chapter 2 considers singular values and u.i. norms. It is clear that the two concepts are related. Indeed, if Ill * Ill is any u.i. norm, then for and A, III Alll depends only on the singular values of A, by the singular value decomposition, One of the main results proved here is von Neumann's theorem which establishes a one-to-one correspondence between the class of u.i. norms on @", " and the family of so-called symmetric gauge functions on W". This chapter states some variational properties of eigenvalues, for example the minmax principle for the eigenvalues of a hermitian matrix or the singular values of an arbitrary matrix. It also describes various inequalities involving singular values. To state a couple of results due to Ky Fan, let sr( A) 2 sa( A) 2 **. > s,,(A) > 0 denote the singular values of any A E @ n3 n. Then, for any A, BEG"~" and any 1 < k < n,
The Ky Fan norms are defined, for k = 1,2,. . . , n, by Fan showed that, given any A, B E CC"* ", then Ill AM < III BIII for any u.i. norm, providedthat IIAIlk~IIBllkfork=1,2,...,n. Chapter 3 deals with spectral variation of hermitian matrices. We introduce some additional notation. Let H, denote the space of all n x n hermitian matrices. Given A E H,,, let o,rI > otzl > . * . 2 a[,, denote the eigenvalues of A written in descending order, and o(r) < a+) < * * * < acnj denote the eigenvalues of A written in ascending order. Let Di( A) = diag( aIll afzl,. . . , cqnl) and Dr( A) = diag( acl). ac2), . . . , u(")). A -B EN,. A key observation due to Bhatia and to Bhatia and Holbrook states that, if 7 is a rectifiable normal path from A to B, then where lll. ,1(y) denotes the length of y with respect to 1) * 11. In particular, it follows from (6) that (5
Sunder showed that (5) holds if one of the matrices A, B is hermitian and the other skew hermitian. Let A, BEN,,. We say a (continuous) path y(t) from A to B is a norm& path provided that all its points belong to N,,. For example, it can be easily seen that the line segment from A to B is a normal path if and only if

) will hold for any A and B that can be joined by a normal path of length 1) A -B I). This turns out to be the case if each of A, B
is a scalar multiple of a unitary matrix, as was shown by Bhatia and Holbrook.
In particular, (5) holds if A and B are unitary matrices, a result proved first by Bhatia and Davis. Another case when (5) holds is if A -B is normal, because the line segment joining A and B is a normal path.
Bhatia showed, using arguments from differential geometry, that (6) Elsner showed that the factor 2n -1 in (10) can be replaced by c,. He also showed that the factor n"" can be dropped from (9) and (10). The exponent l/n of (1 A -B 1) in these two inequalities cannot be improved in general. The exponent 1 -l/n of M there is also clear. It is easy to verify by choosing A), u(B) ), namely, the right hand side of (9) without the factor n'l", is best possible in general. Since the publication of the monograph, D. Phillips [2] has shown that the coefficient of (2 M)'-'/"II A -B(( lin in the right hand side of (10) can be significantly reduced to 8 x 2-Vn His proof uses Chebyshev polynomials. .
A = Z,, = -B that Elsner's improved bound for h(a(
This coefficient was further reduced to 4 x 2-'In by Bhatia, Elsner, and Krause [l] , who also obtained upper bounds for d(u( A), u(B)) in terms of arbitrary operator norms. They also showed that for any two manic polynomials f(z), g(e) of degree n, d(u(f), u(g)) Q 4 x 2-""~9~. Chapter 5 includes also several bounds for d( a( A), u(B)) using various matrix norms.
