Abstract: This study introduces the problem of minimizing average relative percentage of imbalance (ARPI) with sequence-dependent setup times in a parallel-machine environment. A mathematical model that minimizes ARPI is proposed. Some heuristics, and two metaheuristics, an ant colony optimization algorithm and a genetic algorithm are developed and tested on various random data. The proposed ant colony optimization method outperforms heuristics and genetic algorithm. On the other hand, heuristics using the cumulative processing time obtain better results than heuristics using setup avoidance and a hybrid rule in assignment. Abstract: This study introduces the problem of minimizing average relative percentage of imbalance (ARPI) with sequence-dependent setup times in a parallel-machine environment.
INTRODUCTION
This paper presents a mathematical model for a parallel-machine problem with sequencedependent setups where the goal is to minimize total relative imbalance. Rajakumar et al. (2004 Rajakumar et al. ( , 2006 Rajakumar et al. ( , and 2007 observed that the minimization of imbalance may reduce idle time and work in process, maximize throughput, minimize the finished goods inventory, and lower operating expenses. Furthermore, the impact of the machine with the highest workload, representing a bottleneck that prevents achieving high system throughput, may be reduced by utilizing all machines as equally as possible.
Workload balancing has several applications. Aubry et al. (2008) pointed out the applications of workload balancing in the semiconductor manufacturing industry. Duman et al. (2008) showed how a balanced schedule can improve productivity in the manufacturing of aluminum on parallel continuous casting lines. Yildirim et al. (2007) provided examples from the service industry (such as nurse scheduling) and production planning in a machine shop.
Hillier and Brandeau (2001) illustrate another application for workload balancing in printed circuit board assembly. Assigning tasks to workers in an office or shop floor is another viable example. To maintain the morale of the workforce, it is of utmost important to keep the assignment of jobs to employees working in the same area as equally balanced as possible (i.e., assign approximately equal workload) to minimize tension on the office or shop floor.
The goal of workload balancing is to distribute jobs/tasks to resources in such a way that the relative imbalance is minimized, and the utilization of resources is approximately equal. 2008), which are strongly NP-hard problems. The researchers of this paper studied the workload-balancing problem using sequence-dependent setups, with the objective of minimizing total relative imbalance. In other words, the goal was to assign jobs to different machines and determine the sequence of jobs to minimize average relative percentage imbalance. Chen and Powell (2003) observed that solving a problem for non-identical parallel machines for any objective is more complex than for identical parallel machines, and the sequence- The contributions of this paper can be summarized as follows: (1) first, we present a mathematical model to formulate the load balancing of a parallel scheduling problem with sequence-dependent setups when the objective is minimization of total relative imbalance; (2) then, we propose an ant colony optimization metaheuristic to solve the resulting problem; and (3) finally, we analyze the performance of this heuristic under various conditions and compare its performance with nine simple dispatching rules (very similar to those used in the load-balancing literature) and a genetic algorithm. We also present results on the performance of the simple dispatching rules.
The organization of this paper is as follows: In the next section (Section 2), we present the notation utilized in this paper and propose a mixed-integer mathematical model that minimizes total relative imbalance. Section 3 and 4 present an ant colony optimization algorithm and a genetic algorithm for obtaining good results in a reasonable amount of time.
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Section 5 presents heuristics to solve this problem. The experimental setup is followed by computational experimentation.
PROBLEM DEFINITION
In the parallel-machine scheduling problem with workload balancing with sequencedependent setups, all problem parameters are assumed to be deterministic. K is the set of parallel machines, and |K| denotes the number of machines, i.e., the cardinality of set K.
Similarly, J is the set of jobs that needs to be processed on these machines. K j is the subset of machines on which job j can be processed, and J k is the subset of jobs that can be processed on machine k. Jobs are available at time zero. If job i precedes job j on machine k, then there is a sequence-dependent setup time of S ijk between jobs i and j. Let p ik be the processing time of job i on machine k. No preemption of jobs is allowed. Each job is processed on only one machine and only once.
In this problem, to maximize potential throughput, it is assumed that all feasible schedules are non-delay schedules. In other words, no machine is kept idle other than during the required sequence-dependent setups when there is an operation available for processing, so there is no forced idleness. 
Mathematically, the total completion time on machine k, k C is defined as 
Constraint (4) ensures that each job is assigned to a processing line.
Constraint (5) guarantees that a job cannot precede another job on machine k unless it has been assigned to machine k.
Constraint (6)/constraint (7) ensures that a job must be before/after another job on a production line.
Constraint (8) represents sub-tour elimination constraints, which ensure that a job cannot be the immediate predecessor or successor of two or more different jobs at the same time.
Note that any solution with a zero ARPI value is optimal. The relationship of PMWBSDS with what is in the literature is as follows: Furthermore, balancing the workload is achieved by having the following constraints:
where α is the level of tolerance above and below the average workload. This problem is very similar to vehicle-routing problems with load-balancing constraints. When there is one machine, the problem reduces to 1|S ij |C max , which is NP-complete.
 When S ijk =0, i.e., there is no sequence-dependent setups, and PMWBSDS reduces to the problem defined by Rajakumar et al. (2004 Rajakumar et al. ( , 2006 The PMWBSDS problem is closely related to the set partitioning problem: PMWBSDS aims to partition jobs into subsets (i.e., assign jobs to machines) and then sequence the jobs in such a way that all machines have the same completion time. However, since there are sequencedependent setups between jobs, one must determine the "correct completion time" while having a non-delay schedule in order to achieve "zero" relative imbalance, if possible.
PMWBSDS has an exponential number of possible solutions. This motivated us to develop heuristics, an ant colony optimization algorithm and a genetic algorithm to find good solutions in a reasonable amount of time.
ANT COLONY OPTIMIZATION FOR IDENTICAL PARALLEL-MACHINE

SCHEDULING
This study proposes an ant colony optimization for parallel-machine scheduling with load balancing and setups algorithm (or simply ACO algorithm) to solve the PMWBSDS problem defined in section 2. The ACO algorithm is a metaheuristic that can be used to solve complex optimization problems (Dorigo and Gambardella, 1996) . The ACO algorithm is developed by the inspiration of ants' ability to find the optimal (shortest) route between their nests and target food locations. In the presence of alternative routes, ants initially spread out to each route equally; however, after a certain period of time, they converge to the optimal route since there is more pheromone on shorter routes when compared to longer routes as a result of a higher number of trips occurring on shorter routes in a unit of time.
In standard ACO, the ants' route preferences depend on the amount of pheromone, which is determined by the usage frequency of the matching route. Shorter distance to the destination (i.e., better objective function value) results in greater pheromone level. The paths that correspond to potential solutions have pheromone level as a function of the route performances. Pheromone update has two main elements: evaporation of the pheromone on all of the routes at a certain rate, and keeping the amount of pheromone on the routes that the ants have already passed (i.e., the past solutions) inversely proportional to the total relative imbalance level. The evaporation ratio causes a reduction in the importance of the previous solutions. A pheromone increase that is inversely proportional to the fitness of the route ensures the importance of the fine solutions (Dorigo and Gambardella, 1997).
In load balancing in parallel machines with the sequence-dependent setups problem, the goal is to assign and sequence |J| jobs over |K| machines to minimize the total imbalance. To solve PMWBSDS using a metaheuristic, two decisions should be made: first, determining the assignment of jobs to machines, and then determining the order of jobs in order to obtain a good solution that will minimize the relative imbalance.
Construction of Graph
The graph that is used in ACO is generated as follows: jobs are represented as supernodes (which can also be defined as node clusters). Each supernode has |K| nodes, which represent the machines on which each job can be processed. The nodes on each supernode are not connected. However, every node in a super node is connected to all other nodes in other supernodes. For the sake of completeness, a dummy node, which can be viewed as the ant's nest (i.e., the start and end point of an ant's tour), is defined. This dummy node is connected to every other node on the graph. As a result, the graph has one dummy node, |J| supernodes, and |J||K| nodes. The total number of edges are (|J||K|) 2 . On this graph, to construct a solution, the artificial ant travels to each supernode (i.e., visits any node [machine] on that supernode) and then returns back to the dummy node (i.e., completes the tour on the graph). This tour spans |J|+1 edges. When an ant completes a tour, the order of visiting each supernode yields the order of assignment of jobs to the machines. Furthermore, the node visited at each supernode determines the assignment of a job to a machine.
************************Insert Figure 1 around here************************* An illustration for graph construction is given in Figure 1 . In this example there are three jobs and two machines. In the graph, the jobs (supernodes) are represented by rectangles. The machines on which each job can be processed are represented by circles (nodes). The nodes in a rectangle are not connected. The dummy node (node 0) is connected to any other node on the graph. The goal of an ant is to visit all of the rectangles using the edges defined on the network and return back to the dummy node. This tour corresponds to a solution for PMWBSDS.
************************Insert Figure 2 around here************************* To illustrate this route construction, consider 
Outline of Ant Colony Optimization Algorithm
In the ACO algorithm, after the construction of the graph, at each iteration, artificial ants travel over the graph to find routes that correspond to better solutions. Upon completion of an iteration, i.e.,  ants complete tours of |J| supernodes, the amount of pheromone trail on each edge is recalculated according to the quality of solutions obtained during that iteration.
A feasible order and assignment is obtained when an ant visits all of the supernodes. In order to complete a tour (i.e., find a solution to the PMWBSDS problem), at any given node, an ant must decide what node to visit next.
For any ant , the set of candidate nodes that may be visited in the remainder of the tour are defined as a tabu list. In tabu  , those jobs (supernodes) that have been visited (i.e., the jobs that have been assigned already) are excluded from the choice through the use of a tabu list.
Similarly, (( , ) ,( ', ')) ( )
is the incremental pheromone amount, which is found as a function of the fitness of the solutions that are found by all ants at iteration t. Initially, the pheromone level on each edge is set to an arbitrary but small level of 0 .  After an iteration is completed, the level of pheromone level on each arc is updated.
Let ( ) ARPI t
 be the average relative percentage imbalance for the solution obtained by ant  at iteration t. Then, after iteration t is completed, the pheromone level on ant 's path is updated using the following formula:
Note that since the best objective function value for the load-balancing problem is zero, when a solution with zero ARPI is obtained, then the ant colony algorithm stops. The overall change in the pheromone level as a result of the ants (new solutions) is calculated as
The total amount of pheromone level at any edge on the network is
where p is an evaporation rate that represents the evaporation of the trail between iteration t and t+1. Before the algorithm starts, the pheromone level on arcs that correspond to the heuristic solutions is updated.
Selection of the next node, which has not been visited yet, can be made in three ways:
(a) With probability q, select the node that has the maximum pheromone amount,
(b) With probability d, select the node with respect to a discrete probability function, which is a function of pheromone trails on all edges, i.e., (( , ) ,( ', '))
is the transition probability from node ( , ) i k to node ( ', ') i k for the  -th ant.
(c) With probability r, select the next node randomly from the tabu list. The random selection helps in diversifying the solutions.
Note that q+d+r=1.
The pseudocode for the ACO algorithm is summarized in Figure 3 . To improve the performance of the algorithm, after each iteration, a first improvement local search procedure can be utilized (ACO*): the 2-exchange heuristic is used to switch the positions of two jobs, either on the same machine or on different machines. If the exchange improves the current solution, it is kept. At each iteration, |J| 2 exchanges is performed.
************************Insert Figure 3 around here*************************
A GENETIC ALGORITHM TO SOLVE THE PMWBSDS PROBLEM
Genetic algorithms mimic the process of evolution in order to solve complex combinatorial problems, and have been applied widely to parallel-machine problems. In each generation, a genetic algorithm is capable of producing and maintaining a set of feasible solutions (Fowler et al., 2003) , maintaining a population of candidate solutions, and evaluating the quality of each candidate solution according to the problem-specific fitness function. New candidate solutions are created by selecting relatively fit members and recombining them through various genetic operators (crossover, mutation and selection). The pseudo-code of the genetic algorithm is presented in Figure 4 , and then the components of the proposed genetic algorithm are explained in detail.
************************Insert Figure 4 around here************************* Representation (Coding): Our implementation includes a super chromosome of size |J|, which is composed of sub-chromosomes that represent the sequence of jobs on each machine (see Figure 5 for a problem involving ten jobs on three machines). First jobs from the first machine are listed in the scheduled order on the super chromosome, followed by jobs on machine 2 through machine |K|. In another array, is kept the information on how many jobs are scheduled on each machine (e.g., for the solution in Figure 5 , the array will be [3, 4, 3] , i.e.
three jobs on machine 1, four jobs on machine 2 and three jobs on machine 3).
***********************Insert Figure 5 around here************************* where ARPI  is the average relative percentage imbalance of the solution/chromosome  .
Initialization
Selection:
The selection model should reflect nature's survival of the fittest. Normally, in a genetic algorithm, chromosomes with a better fitness value will receive more chances to survive in the next generations. In this paper, the roulette wheel system is used to select parents for the next generation (Ip et al., 2000) .
Crossover: Once parents are selected, the crossover operation is applied with a probability of Pc to generate two new offspring solutions. The type of crossover employed in our genetic algorithm implementation is single point crossover: Two parent strings are selected randomly from the population. A random number between 2 to |J|-1 is generated (where |J| is the length of the chromosome) to determine the crossover point. When crossover is finished, the genes before the crossover point in the first chromosome are the first part of the first child chromosome. The second part of the first child chromosome is generated by checking the genes from the second chromosome one by one and adding those genes that are not yet in the child chromosome ( Figure 6 ). Similarly, the 2 nd child chromosome is generated.
************************Insert Figure 6 around here*************************
Mutation:
The mutation operator moves a gene to another position on the chromosome randomly, with a probability equal to the mutation probability, Pm. If the new position is on the same machine, then only the order of jobs changes. However, if the gene is moved to another machine, the number of jobs and order of jobs on both machines may change. In Figure 7 , job 5 on machine 1 is moved to the last job on machine 3, and the number of jobs is increased to three. ***********************Insert Figure 7 around here************************* Local Search (optional): After each iteration, similar to ACO search algorithm, a first improvement local search, a 2-exchange heuristic, is used to switch positions of the two jobs, either on the same machine or on different machines. If the exchange improves the current solution, it is kept. At each iteration, |J| 2 number of exchanges is performed.
Two variants of the genetic algorithm without (GA) and with local search (GA*) are utilized to solve the PMWBSDS problem.
OTHER METHODS TO SOLVE THE PMWBSDS PROBLEM
In order to provide quick solutions to the PMWBSDS problem, heuristics can be utilized.
Although heuristics/dispatching rules cannot guarantee optimality, they are usually easier to implement, and they find solutions in less time compared to finding the optimal solution via methods such as branch and bound, or good solutions via metaheuristic methods. To solve the parallel-machine workload-balancing problems, several heuristics have been proposed. The criteria utilized to order jobs are as follows:
Random (RN):
The order of jobs is random.
Longest Processing Time (LPT):
Jobs are ordered in non-increasing processing time.
Shortest Processing Time (SPT):
Jobs are ordered in non-decreasing processing time.
After the order is determined, then jobs selected from the ordered list are assigned to machines using the following assignment rules:
Setup Avoidance (SA): This rule assigns the job to the machine that causes the least setup time. Fowler et al. (2003) noted that the SA rule is a commonly used rule by scheduling practitioners for problems with sequence-dependent setups when the objective is to minimize the makespan.
Cumulative Processing Time (CPT):
Jobs are assigned to the machine that yields the least cumulative workload.
Hybrid Cumulative Processing Time and Setup Avoidance (CPT-SA):
At any iteration, if the imbalance is within  , then the SA rule is used. Otherwise, CPT is applied.
In the case of a tie, jobs are assigned to the lower index machine. Note that, for any heuristic, the imbalance for machine k is calculated as
There are three ordering rules and three assignment rules. A combination of an "order" rule and an "assignment" rule results in nine heuristics to minimize the imbalance. As can be seen in Table 1 , each heuristic, h i , has a name, which consists of an ordering rule and an assignment rule. For example, with h 4 , the LPT-SA heuristic orders the jobs via the longest processing time rule and then assigns jobs to the machines using the setup avoidance rule.
************************Insert Table 1 around here*************************
COMPUTATIONAL EXPERIMENTATION
This section discusses how to generate different scenarios to test the effectiveness of the proposed heuristics in environments of two to six machines. The ACO algorithm, GA, and 19 heuristics are programmed using MATLAB R2007b. Below is a description of the experimental design, which is followed by results and discussion.
EXPERIMENTAL DESIGN
Generation of Experimental Data
The experimental setup considers the following factors: number of machines-two to six machines (2M, 3M, 4M, 5M, and 6M); number of jobs (20, The job data, processing time, and setup time are generated using a method similar to that of Fowler et al. (2003) . As shown in Table 2 , when the processing time/setup time ratio (pt/st) is high (i.e., pt/st=0.1), then the processing times are generated using a uniform distribution with a mean of 10 (U[0, 20]+5), while the setup time is generated using a uniform distribution that has an expected value of 150. The setup time matrix is asymmetric (i.e., s ijk may not be equal to s jik ).
************************Insert Table 2 around here************************* An initial experimentation is performed to determine the best imbalance factor that should be utilized for heuristics h3, h6, and h9, where the assignment rule is CPT-SA. The maximum imbalance factor is chosen to be 20%.
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Fine Tuning of Parameters for ACO Algorithm
Selection of good parameters can play a vital role in the running time and effectiveness of the ACO algorithm. In our ACO algorithm implementation, the ant population size is 20, and the initial pheromone level is 10 -8 . In order to determine the best combinations for p, q, d, and r, and also to investigate the impact of these parameters on ACO algorithm performance, an experimental design is performed. The ACO algorithm is run using p, q, d, and r at the levels summarized in Table 3 .
************************Insert Table 3 around here*************************
The experimental design summarized in Table 3 is used to solve "difficult" problems with a pt/st ratio of 10, while keeping the number of machines constant. For each number of jobs (20, 40 and 60) and machine combination (2, 3, 4, 5, and 6), the experimentation is performed over 15 randomly generated problems using 42 combinations of (p, q, d, r) parameters. In all experiments, the ACO algorithm is run for 1,000 iterations and each experiment is run 100
times. The performance of a particular combination is determined by the average performance over 15 problems and 100 runs. The optimal parameter set for a problem class is the parameter combination that yields the best overall performance (see Table 4 ). For example, on a 40-job problem with two machines, the ACO algorithm finds good results with all combinations of (p, q, d, r). The best combination for 40-job problems on five machines is by having an evaporation rate of 0.5 while selecting the edge with the maximum pheromone level 80% of the time.
************************Insert Table 4 around here************************* 21
Fine Tuning of Parameters for GA Algorithm
The crossover probability (Pc) and mutation probability (Pm) of the GA proposed in section 4 is obtained using a similar experimental design utilized for the ACO algorithm parameter tuning. The initial population is from the nine heuristics and also randomly generated. GA has a population size of 20, and total number of iterations of 2,000.
The GA algorithm is run using Pc of 0.5, 0.7, and 0.9 and Pm of 0.005, 0.010, and 0.050. The experimentation is performed over the same data set, number of iterations and runs as in the ACO parameter fine tuning. The optimal combination of these parameters is summarized in Table 5 for different number of jobs and machines combinations. For example, for 40 jobs 5 machines, the optimal crossover probability is 0.9 and mutation probability is 0.01. ************************Insert Table 5 around here************************* Note that we have performed fine tuning process for ACO and GA only on 20, 40 and 60 jobs.
RESULTS AND DISCUSSION
Heuristics h2, h3, h5, h8, and h9 also provide relatively good results for the 20-machine case.
In these heuristics, the utilized assignment rules are CPT and CPT-SA. Among the heuristics, the best performance is obtained in h5, where the ordering rule is LPT. The heuristics (h1, h4, and h7) that utilize the SA assignment rule, which provides good results in *********************Insert Table 6 **********************
In all experimental settings, the dispatching rules (i.e., h1,..., h9) provide results worse than the ACO and GA since both metaheuristics utilize the solutions from dispatching rules as initial solutions. In the 20-job case (Table 6 ), the performance of metaheuristics is significantly improved when a local search (2-exchange) is added to improve the solutions.
The ACO* performs the best with an average ARPI value of 0.427, while GA* improves the solution of GA from 1.280 to 1.103. *********************Insert Table 7 ********************** When the number of jobs is 40 (Table 7) , we have similar observations as in the case of 20 jobs. However, when pt/st=10, in the four-and six-machine cases, GA* outperforms ACO*.
The performance of the metaheuristics in increasing order is ACO* (0.381), GA* (0.464), ACO (1.004), and GA (1.198 ).
*********************Insert Table 8 ********************** When the number of jobs is 60 (Table 8) , the GA* outperforms ACO* only in the fivemachine case, where processing times are relatively shorter than setup times (i.e., pt/st=0.1).
Generally, the ARPI values for metaheuristics are GA≤ACO≤GA*≤ACO*.
When the number of jobs increases to 40 or 60, observations made for the 20-job case still
hold. However, one should note that as the number of jobs increases, on average the solution quality for heuristics gets closer to the results provided for ACO. However, we still observe that heuristics h2, h5, h8, and h9 outperform the other heuristics. As a result, the CPT assignment rule is the best assignment rule when compared with SA or CPT-SA. Table 9 summarizes the results for the ACO algorithm under different environments.
Generally, when the number of machines increases, the ARPI value increases. When the number of jobs increases, usually the ARPI decreases. The performance of the ACO algorithm does not change when the processing time/setup time ratio changes. ************************Insert Table 9 around here************************* When all problems are analyzed, ACO* performs better when the number of jobs increases.
In addition, the quality of the solution improves as well (i.e., gets closer to the lower bound of zero). However, when the number of machines increases, the problems become more difficult. In other words, the ACO algorithm produces results with higher relative imbalance values. When the pt/st value increases, we cannot observe a direct relation in the quality of the relative imbalance (Table 9 ). When the relative performance of each heuristic with respect to ACO*, the best known solution, is analyzed, it is observed that when the number of machines increases, the relative performance of heuristics improves. This may be due to the inability of ACO* to obtain "perfect solutions" (i.e., solutions that have zero imbalance) as the number of machines increases. ************************Insert Figure 8 around here************************ ************************Insert Table 10 around here*********************** When total completion time of the optimal ARPI solutions is analyzed, the dispatching rules and ACO* generally provide better results than other metaheuristics, since all metaheuristics were designed to find solutions for the ARPI problem not for the total completion time problem. In finding the best solution with ACO* and other metaheuristics, we selected the solution with the best total completion time among all alternative solutions available at that time (i.e., solutions having the same ARPI value).
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The quality of the solutions obtained by the heuristics and the ACO algorithm when the objective is minimization of total completion time is presented in Table 10 . When the output is analyzed, the general trend is as follows: as the number of jobs increases, the total completion time increases; and when the number of machines increases, the total completion time usually decreases. Results show that the quality of the solutions provided by the ACO algorithm has the highest total completion time, but ACO* has improved the total completion time very significantly. The heuristics that utilize the setup avoidance rule as the assignment rule provide better results compared to other heuristics. It can also be observed that the minimization of total relative imbalance and the minimization of total completion time are not equivalent load balancing policies.
CONCLUSIONS
In this study, a mixed-integer mathematical programming model for scheduling of parallel machines with sequence-dependent setups was proposed, where the objective is to minimize the average relative imbalance on all machines. Due to the computational complexity 
Genetic Algorithm
STEP 0: Generate an initial population STEP 1: Evaluate the fitness value of the chromosomes STEP 2: Perform selection operation and give those individual that have better fitness values a more chance to survive in the next generation. STEP 3: Perform crossover and mutation operations according to probabilities. STEP 4: Perform local search (optional) STEP 5: Repeat steps 1, 2, 3 and 4 until the GA is run for the predetermined number of generations or an optimal solution with zero ARPI value is found STEP 5: Select the best chromosome. 
