Abstract: Subcutaneous adipose tissue blood flow is finely regulated, and tuned with fat metabolism; little is known about visceral fat, which is less accessible in humans. In estimating blood flow with positron emission tomography (PET) and oxygen-15-labelled water ([ 15 (FBP). Location, diameter, and inner radioactivity levels of the abdominal aorta were automatically determined. Image derived arterial curves (IDI) were compared to measured arterial blood data, as obtained by an online blood sampler (OSI). Blood flow in three adipose tissue depots was estimated using the autoradiographic method with OSI vs the FBP image derived input (F-IDI) function. Correlations between blood flow results obtained with OSI and IDI were significant (r 0.87, p<0.0001) in all regions. Estimates of the aortic diameter ranged between 10.7-17.2 mm. A good agreement was found between area under the curve (AUC) values of F-IDI and OSI curves; the AUC F-IDI /AUC OSI ratio was 0.97±0.10. Our results support the implementation of the current method for the non-invasive detection of the abdominal aorta input function from a dynamic [
INTRODUCTION
Adipose tissue blood supply and metabolism are tightly coordinated [1] [2] [3] , and the modulation of adipose tissue blood flow appears necessary to both remove free fatty acid away from, and deliver lipoproteins to the tissue, depending on the nutritional state [4] . Abnormalities in the regulation of this process seem to be a feature of insulin resistance and obesity and they are focus of intense investigation [5] [6] [7] . The assessment of blood flow by xenon washout rates or microdialysis [8] has been fundamental in the understanding of adipose tissue (patho)physiology, but is confined to subcutaneous fat. Visceral fat has been closely related with metabolic risk, insulin resistance, and liver metabolism [9, 10] , and is inaccessible with the above procedures in humans in vivo. We have recently adopted Positron Emission Tomography (PET) and oxygen-15 labeled water ([ 15 O]H 2 O) in the quantification of adipose tissue blood flow, and our initial evaluation demonstrates that the impairment of blood flow during insulin stimulation involves visceral fat in obese individuals [11] . Unfortunately, some degree of invasiveness is associated with this technique, since the estimation of regional blood flow by dynamic PET imaging requires that arterial radioactivity concentrations (input function) are measured, which is challenging, and not always successful, especially in obese individuals. The new design of combined PET/CT scanners makes it further complicated to reach the sampling site, given a deep gantry.
*Address correspondence to this author at the Institute of Clinical Physiology, National Research Council, 56100 Pisa, Italy; E-mail: patricia.iozzo@ifc.cnr.it Methods to derive arterial time-activity curves (TACs) directly from a PET image have been suggested [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . Independent Component Analysis based methods (EPICAextraction of the plasma TAC using Independent Component Analysis) have been used to obtain input curves from [ 18 F]FDG and [ 11 C]MPDX human brain data [12, 13] . The disadvantage of this method is that one arterial blood sample is needed if quantitative results are required.
A region of interest (ROI) based input extraction, in which an operator manually delineates vascular areas in the image and radioactivity levels are extracted from the defined location, has been used for the carotid artery [14] , abdominal artery [15] , different myocardial cavities and segments of the thoracic aorta [16, 23, 25] . In these approaches, the partial volume effect -i.e., the underestimation of radioactivity levels caused by a vessel diameter that is in the same range as scan resolution -has been taken into account, by testing different ROI sizes or thresholding the pixels inside arterial ROIs. Manual ROI drawing is operator and ROI-size dependent, and it necessitates that partial volume correction is considered separately in each ROI.
A relatively automatic image derivation method without ROI drawing was applied to filtered backprojection (FBP)-reconstructed [
15 O]H 2 O PET studies in human and canine models [17] . This method automatically finds the abdominal aorta from a PET image and determines the un-recovered input curve from 2-3 mm regions, i.e., less than 1/5 of the vessel diameter, closest to the pixel with maximal activity. A recovery coefficient accounting for the spatial resolution of the image and for the radius of the aorta is needed to correct radioactivity concentrations. In the above study, the diameter of the aorta was estimated from the image by fitting a radioactivity profile function into image planes containing the vessel.
The current study was undertaken to optimise and validate the extraction of an arterial [
15 O]H 2 O input function from PET images including the abdominal aorta in humans, by using recovery coefficient and radioactivity profile model [17] . The model estimates the diameter of the aorta and is fitted to the two-dimensional image matrix surrounding the vessel and adjusted to take into account the radioactivity in the surrounding tissues [19] . In addition to FBP-reconstructed images, the method was validated for images reconstructed with Bayesian iterative algorithm using median root prior (MRP) filter. Image derived TACs (IDI) were compared with those measured with an online blood sampler (OSI TACs) and both were used to estimate blood flow in three adipose tissue depots.
MATERIALS AND METHODS

Dynamic PET Scanning
A full data set of twenty human subjects, including 10 lean and 10 obese subjects, was used to validate our input curve extraction method. The current data were acquired as part of an investigation around obesity and adipose tissue metabolism and blood flow, as previously reported [11] . O, a dynamic scan of the abdominal region was performed for 6 min (6x5sec, 6x15sec and 8x30sec). Online blood sampling (Scanditronix, Uppsala, Sweden) at a rate of 6 ml/min was simultaneously carried out with one-second framing. The online sampler consisted of two pairs of coincidence BGO crystals and a peristaltic pump. The detectors had been cross-calibrated to the PET scanner via ion chamber. The blood curve from the online sampler was calibrated and corrected for decay and dispersion [26] . Dispersion constant 5.0 was used for correction of physiological dispersion and 2.5 for correction of tube dispersion.
Delay corrections were done against the average curves of adipose tissue regions. The delay correction is based on methods developed by Meyer [27] and van den Hoff et al. [28] , in which the blood curve is shifted with different delay times and a three-compartment model with parameters K1-K4 and Vb is fitted to the data. The curve that fits best is determined by finding the lowest sum-of-squares value and the estimate for delay is chosen accordingly.
Two reconstruction methods were applied to all twenty images, 1) filtered backprojection (FBP) using Hann filter and cutoff 0.5, and 2) Bayesian iterative algorithm using median root prior (MRP) with 150 iterations and the Bayesian coefficient of =0.3. The spatial resolution of 10 mm full width at half maximum (FWHM) at the centre of the image was assumed for both FBP and MRP. This value has previously been reported for FBP reconstructed images [29] . For MRP a value of 7.8 mm FWHM at the centre of the field of view has been published [29] , but was slightly lower than optimal for our data, probably due to the relatively small size of the aorta, and its non-central location.
Anatomical reference images of the abdominal area were acquired with a 0.23 T Outlook GP (Marconi Medical Systems Inc., Cleveland, OH) magnetic resonance scanner. ROIs in subcutaneous, visceral and perirenal regions were drawn on MRI images and copied to the [
15 O]H 2 O PET images to obtain tissue TACs, as previously described [11] .
Input Curve Extraction
A threshold method was used to find the aorta in dynamic PET-images. Suitable planes were selected visually from the image, since the abdominal aorta is clearly distinguishable in the first half of [
15 O]H 2 O image time frames, as facilitated by a vessel diameter of approximately 15-20 mm, and negligible radioactivity in the background. The maximum radioactivity concentration immediately after intravenous injection of [
15 O]H 2 O was assumed to result from blood. Pixels in the same area, with radioactivity concentrations >85% of the maximum observed in each early frame, were considered to be in the vessel. The radioactivity concentration in blood was then calculated in each frame as the mean value in these pixels. In detail, the threshold algorithm was implemented as follows. In transaxial PET images, 3 to 8 planes were chosen in which the aorta could be visualized, as a single round area ( Fig. 1) . Then, the pixel with maximum radioactivity concentration c PET (x max , y max , z max , f max ) was searched across all frames and the selected planes, and assigned to blood if the integrated area (AUC) of its time-activity curve at 0-3 min was larger than that at 3-6 min. After identifying one pixel in the abdominal aorta, an axial bar-shaped portion of the image, including adjacent pixels, was isolated to form a separate dynamic image. The image was created with the maximum pixel at the centre of 30 30 mm transaxial planes and it included the 3-8 planes selected at the start of the procedure (Fig. 1) . The original framing was preserved. Then all pixels in the frame f max with radioactivity concentration greater than 0.85 c PET (x max , y max , z max , f max ) were selected.
Radioactivity concentrations in all selected pixels, including the one with maximum concentration, were averaged for each frame.
A recovery coefficient [17] is needed to correct the image-derived blood time-activity curve for partial volume and spill-over effects, caused by the limited spatial resolution of PET. The level of correction depends on the radius of the abdominal aorta and the spatial resolution of the image. The radius of the aorta was estimated by a modified model. The bar-shaped image -as described above -was used to fit the model on plane z max . The equation describing the radioactivity profile c(x,y) in the plane was:
x mid and y mid are the coordinates of the centre of the aorta, R is the radius of the vessel, c iv represents the radioactivity concentration inside the vessel and c bg is the background radioactivity concentration. Because c bg was fitted to be constant throughout the image, c iv was the sum of the estimated A and c bg . ERF is the error function encountered in integrating the normal distribution. It is defined as:
All five parameters, x mid , y mid , c bg , A and R were fitted to the non-weighted bar-shaped PET image data. The PowellBrent algorithm [30] was used, which optimises model parameters based on least squares evaluation between modelled c(x,y) and observed c PET (x,y) radioactivity values. The radius R was estimated from the fit on frame f max . Background c bg was estimates in all frames but at that point the parameters x mid , y mid and R were fixed based on the first fit. The radioactivity concentration c iv (t) was used only for estimation of R, and not to construct the final arterial curve.
Then, RC was calculated as [17] :
For FBP data the spatial resolution value measured in the centre of the field of view (FOV) was used, best approximating the quasi-central location of the abdominal aorta in the image and FOV. In case of MRP data, the measured spatial resolution value (7.8 mm, centre of the field of view) led to overestimation of blood flow and thus different values were experimented. Spatial resolution of 10 mm FWHM was found to give the best estimates for the blood flow results.
Finally, the arterial blood curve was computed by using the following formula [19] :
The timing of the resulting TAC was corrected against the average adipose tissue TAC to cross-match the initial rise in radioactivity concentrations.
The curves obtained from the image were compared with the measured arterial TACs. Then, both arterial curves were used to estimate blood flow in adipose tissue with the autoradiographic method [26] using partition coefficient 0.19. A period of 250 seconds was used in blood flow analysis and the starting time point was determined individually for each subject from visualizations of arterial TACs.
Statistical Analysis
IDI curves were validated by comparing the areas under the curve (AUC) to those obtained from OSI curves and by runs test comparison [31] . For runs test comparisons, the OSI curves were reframed to match the frames of the image. Runs test method detects nonrandomness of residuals between two curves based on number of runs between the curves, when a run is defined as a subsequence of residuals having the same sign. Too few runs indicate that the two curves are not likely to be the same. Whereas AUC comparison verifies that the level of radioactivity is the same throughout the period of 250 sec, the runs test will reveal us if the shapes of the curves are not likely to be the same at the level of significance p less than 0.05.
Blood flow results are shown as mean±SD. The Student's paired t test and Bland-Altman plots [32] were used to compare results of the image derived vs online sampler input function. Regression analyses were carried out by standard methods. A p value <0.05 was considered as statistically significant.
Software
The profile fitting method and runs test are implemented in ANSI C open source (GNU Lesser General Public License) programs (www.pet.fi, versions eabaort 1.4.1 and dftrunst 1.0.0). Statistical analysis was done with Microsoft Excel 10 and Origin 7.5.
RESULTS
Blood flow estimates from FBP reconstructed (F) images and F-IDI or OSI functions were strongly correlated (0.94, 0.87 and 0.97) in subcutaneous, perirenal and visceral adipose depots, respectively, as shown in Fig. (2) . By using F-IDI, average blood flow values were 6.46±5.74, 7.13±4.80, and 7.48±6.32 mL blood/(100 mL tissue*min), as compared with 5.95±5.78, 6.28±3.92, and 7.10±7.02 mL blood/(100 mL tissue*min) with OSI curves, in subcutaneous, perirenal and visceral fat, respectively (non-significantly different from F-IDI). Bland-Altman comparisons showed a good equivalence between blood flow values obtained with the two methods, with average differences (between blood flow estimates, proportional to the mean of the two estimates) of 10±24% (FBP) in subcutaneous, 10±25% in perirenal and 9±21% in visceral areas. These figures indicate an approximate 9% non-significant overestimation of blood flow by F-IDI vs OSI.
In the case of MRP (M) data, no over-or underestimation between MRP image derived (M-IDI) and OSI derived adipose tissue blood flow was observed; thus, blood flow values estimated with M-IDI were on average 13% lower than the ones obtained with F-IDI (ns).
For the extraction of input curve, three to eight planes were selected as designed in all but one subject, in whom the aorta was clearly distinguishable in 13 planes. Examples of online sampler (OSI) blood input curve and image derived curves from FBP image (F-IDI) and MRP image (M-IDI) are plotted in Fig. (3) , showing almost super-imposable radioactivity concentrations throughout the whole scanning period. Altogether, on average 10 pixels were identified in the thresholding procedure. Estimates of the aortic diameter ranged between 10.7-17.2 mm ( Table 1) . The recovery correction for the image derived blood TAC was on average 30% for FBP images and 42% for MRP images ( Table 1) . The AUC IDI /AUC OSI ratios were on average 0.97±0.10 and 1.21±0.16 for recovery corrected F-IDI and M-IDI, respectively ( Table 1) . Runs test comparison between IDI curves vs OSI ( Table 1 ) revealed less differences between F-IDI vs OSI compared to M-IDI vs OSI. The shapes of the curves looked similar at visual inspection. Statistical comparison of F-IDI and M-IDI curve shapes revealed differences for 6 of the 20 subjects. In these cases, minimal differences in the level of activity values occurred. Both AUC and runs test comparisons were calculated for 250 seconds, i.e. the part of the curve that was also used in blood flow analysis.
DISCUSSION
Aim of this study was to verify the quality of blood flow estimates obtained with a non-invasive input curve extraction method designed to account for partial volume effects and background radioactivity. The present method has the advantages of being user-independent, reproducible and fast. As compared to other image derived estimations, the current one is further simplified, requiring only the dynamic PET image and the spatial resolution in the centre of the image. The method thresholds the arterial input curve and then recovers it from partial volume without needing any user interference. It does not require any blood sampling or ROI drawing.
The most important finding in the current study was that the comparison between the estimated and online sampled input function curves showed a good correspondence for FBP data, and equivalent accuracy in the estimation of blood flow, as confirmed by Bland-Altman analysis and by the tight correlation in blood flow results in each of the examined tissue regions. Adipose tissue blood flow can therefore be determined non-invasively.
Altogether, our results support the use of the current method in the quantification of blood flow in regions with relatively low blood flow, likely including skeletal muscles beside adipose tissue, and hold promise that the same basic principles could be adapted to high flow conditions. The investigation of blood flow in low flow regions has provided important information on the pathogenesis of metabolic disorders, in which adipose tissue and skeletal muscle play an important causal role [33, 34] . The possibility to avoid invasive arterial catheterisation procedures in this context is especially important, since patients bearing metabolic diseases are often overweight, making their vessels difficult to access, and they represent one major population target in investigations involving adipose tissue physiology. More than in other tissues, blood flow in subcutaneous fat appears to be finely modulated, and tuned with metabolic processes [5] [6] [7] ; very little is known about nutrient and hormonal responses of visceral fat, in spite of the causal implication of this organ in the deterioration of the metabolic risk [9, 10] . As compared with alternative methods to quantify adipose tissue blood flow, the current one adds the possibility to simultaneously explore -in a fully non-invasive fashion -several fat depots, including the intra-abdominal ones, which are otherwise inaccessible in human studies. The rapid radioactive decay of [ 15 O]H 2 O will make it possible to perform repeated measurements or to additionally image the metabolism of adipose tissue in corresponding areas during the same session, obtaining integrated information.
In most of the subjects, 3 to 8 PET image planes including the aorta were chosen based on visual detection. As an exception, in subject number 6 the aorta seemed clearly distinguishable in 13 planes and they were all chosen. On average, the thresholding procedure selected 10 pixels (from all the planes) to describe arterial time activity. We obtained estimates of the diameter of the aorta in the range of 10.7-17.2 mm. Average values of 20 mm to 23 mm have been reported, depending on the aortic segment (suprarenal, infrarenal or maximal infrarenal) [35] . Since our method determines the internal diameter of the vessel, its value is expectedly slightly smaller than the published ones, which also include the vessel wall thickness [35] . In the current analysis, the diameter estimate was fitted for the plane in which the maximum radioactivity value was found. Planes that contained lower vessel radioactivity values provided higher estimates, as they are affected by the partial volume effect to a greater extent, and the recovery correction was not able to optimally balance for this error. The diameter estimation was in line with the expectations, it allowed us to obtain input curves overlapping the measured ones, and to quantify tissue blood flow with the same level of accuracy as with online sampler input; the comparison with anatomical images of reference will refine the computation of the aortic radius. In this study the resolution of anatomic images was not accurate enough for estimation of the diameter.
Since the profile fitting method includes the variable C (true activity inside the vessel), one may question why the latter was not used. The values of C and background activity are modeled for each frame, but the modeling of C becomes problematic in later frames of the image, when the background activity is dominant. For these frames, the modeled values for C can only be considered as an approximation, whereas a more accurate estimation is obtained by extracting true pixels and recovering the activity, as detailed here.
The theory of the method was originally based on FBP reconstruction [17] , and our results show that the current method is not directly applicable to MRP data by using the published value of FWHM [29] . However, it was possible to empirically define a modified FWHM which provided comparable IDI and blood flow values, with non-statistically significant differences in the mean values compared with the gold-standard method, i.e., the use of measured radioactivity concentrations in arterial blood samples as input function. This modified FWHM needs to be separately determined for different scanners or reconstruction parameters.
In the literature, the effects of different ROI sizes, patient movement during scanning, partial volume effect and operator influence on ROI definition is reported [15, 22] . EPICA was found to be a promising tool for non-invasive input extraction in [ 18 F]FDG and [ 11 C]MPDX studies [12] . However, the ICA only deals with relative radioactivity values, while absolute figures are lost in the process. This is not a problem if the target is to assess binding potentials, which can be calculated from relative values of distribution volumes (DV). But in the absolute quantification of DV or influx constants, one still needs to collect a blood sample.
Asselin et al. [24] have implemented a similar model fitting approach and obtained promising image derived input functions for 6-[
18 F]fluoro-L-DOPA brain studies. Their model can to some extent take into account the heterogeneity of the background area. It is nonlinear in radius and centroid parameters, but linear in radioactivity concentration parameters, allowing use of the basis function method to fit the model. They reported that the bias for modeled radioactivity concentration is higher when the radioactivity is high, whereas in our hands the bias was detected in the late frames.
In studies requiring [11C]CO or [15O]CO scan to determine the blood volume, the estimation of the vessel diameter can be done with reduced bias from the CO image [18] . The current study supports the conclusion that input curves can be derived with sufficient accuracy without the additional CO scan.
The current method for abdominal aorta is simple and provides absolute determinations and operator independency in the assessment of blood flow. It forms the basis for further development, for example by using cluster analysis in place of thresholding, though the latter has the advantage of simplicity.
CONCLUSION
In conclusion, our results support the implementation of the current method for the non-invasive detection of the abdominal aorta input function from a dynamic [
15 O]H 2 O PET image in the quantification of regional blood flow in low flow tissues, allowing simultaneously examine subcutaneous and intra-abdominal fat depots in humans.
