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Abstract
The unsteady separated wakes that develop downstream of vehicles, buildings, and
other bluff objects are the source of many environmental, safety, and performance
concerns. Feedback flow control has the ability to deeply modify the dynamics of
these flows in ways that often surpass other approaches. In this thesis, we focus on
two complementary feedback control strategies and show that they can be readily
applied to a wide range of bluff body flows in order to reduce their drag and wake
fluctuations.
The goal of the first approach is to stabilise an unstable steady state of the flow.
It relies on models that are generated either with balanced proper orthogonal de-
composition or the eigensystem realisation algorithm. Although these two modelling
techniques were designed exclusively for stable systems, we show from a theoretical
perspective that they can be applied directly to unstable systems such as bluff body
flows and yield accurate models. Using the flow over a D-shaped body at low Reyn-
olds numbers as a test case, we then demonstrate that only a standard nonlinear
flow solver is required to design robust stabilising controllers usingH∞ loop-shaping.
In the second approach, we do not assume that full flow stabilisation is possible.
Instead, we reduce the losses associated with unsteady flow structures in the near
wake by attenuating the fluctuations measured with a body-mounted sensor. To this
end, large eddy simulations are used to simulate the three-dimensional flow over a
backward-facing step with side walls. A linear input-output model is then obtained
in the frequency domain using harmonic forcing, and this model is used to design
controllers that target specific frequency ranges. We show that all controllers are
able to suppress fluctuations as predicted by linear theory and that this leads to an
increase in the time-averaged base pressure.
Encouraging results were thus obtained computationally with these two ap-
proaches. The next steps will now be to apply these model-based linear feedback
control techniques experimentally and to more complex and higher Reynolds number
flows.
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Chapter 1
Introduction
1.1 Motivation
From transportation to energy generation, the performance, safety, and environ-
mental impact of many industries hinge on the understanding, prediction, and con-
trol of the behaviour of fluid flows. Over the last few decades, analysing the dynamics
of fluid flows has led to more efficient aircraft and road vehicles, safer and greener
power plants, more reliable weather forecasts, and a better understanding of the
blood flow in the human body, just to name a few examples.
However, many great challenges remain. Some are environmental: as shown in
figure 1.1, about a quarter of the world’s CO2 emissions are due to transportation,
of which about three quarters are generated by road transportation alone [116].
Others are safety related: in many applications, vortex induced vibrations can cause
severe structural damage due to the interaction between a fluid flow and underwater
pipelines, bridges, buildings, etc. [220].
Many of these problematic scenarios take the form of a structure or vehicle
subject to an unsteady and unpredictable external flow. The safety or performance
of the considered application is often hindered by the fact that the structure’s shape
cannot be further improved, usually because practical reasons preclude any further
optimisation. In the automotive industry for example, one of the main sources of
fuel consumption by road vehicles is the aerodynamic losses incurred when driving
on motorways (e.g. [108, 196, 34]). However, the “box-like” shape of trucks and
lorries is dictated by a need to maximise capacity for a given vehicle size, and the
aerodynamic performance of cars is only one of many drivers taken into account
during the design process [108]. The research presented in this thesis thus focuses
on alternative strategies to model and control the flow over such bodies.
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Figure 7. Change in CO2 emissions by region  
(2011-12)
% change 
* China includes Hong Kong, China.
Key point: Emissions in Annex II North America fell
in 2012; emissions in all non-Annex I regions grew,
with Africa showing the largest relative increase.
Figure 8. Top 10 emitting countries in 2012
GtCO2
Key point: The top 10 emitting countries account for
two-thirds of global CO2 emissions. 
As different regions and countries have contrasting
economic and social structures, the picture would
change significantly when moving from absolute
emissions to indicators such as emissions per capita or 
per GDP. A more comprehensive analysis is given in
the section Coupling emissions with socio-economic
indicators later in this chapter.  
Emissions by sector
Two sectors produced nearly two-thirds of global CO2emissions in 2012: electricity and heat generation, by
far the largest, accounted for 42%, while transport
accounted for 23% (Figure 9).  
Figure 9. World CO2 emissions by sector in 2012
Note: Also shows allocation of electricity and heat to end-use 
sectors. 
* Other includes commercial/public services, agriculture/forestry,
fishing, energy industries other than electricity and heat genera-
tion, and other emissions not specified elsewhere.
Key point: Two sectors combined, generation of elec-
tricity and heat and transport, represented nearly
two-thirds of global emissions in 2012.
Generation of electricity and heat worldwide relies
heavily on coal, the most carbon-intensive fossil fuel. 
Countries such as Australia, China, India, Poland and
South Africa produce over two-thirds of their electric-
ity and heat through the combustion of coal.
Figure 10. CO2 emissions from electricity
and heat generation*
GtCO2 
* Refers to main activity producers and autoproducers of
electricity and heat.
Key point: CO2 emissions from electricity and heatalmost doubled between 1990 and 2012, driven by the
large increase of generation from coal.
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Between 2011 and 2012, CO2 emissions from electric-ity and heat increased by 1.8%, faster than total emis-
sions. While the share of oil in electricity and heat
emissions has declined steadily since 1990, the share
of gas increased slightly, and the share of coal in-
creased significantly, from 65% in 1990 to 72% in
2012 (Figure 10). Carbon intensity developments for 
this sector will strongly depend on the fuel mix used to
generate electricity, including the share of non-emitting
sources, such as renewables and nuclear, as well as on
the potential penetration of CCS technologies. 
As for transport, the fast emissions growth was driven by
emissions from the road sector, which increased by 64% 
since 1990 and accounted for about three quarters of 
transport emissions in 2012 (Figure 11). It is interesting
to note that despite efforts to limit emissions from inter-
national transport, emissions from marine and aviation
bunkers, 66% and 80% higher in 2012 than in 1990 re-
spectively, grew even faster than those from road.
Figure 11. CO2 emissions from transport 
GtCO2
Key point: CO2 emissions from road are driving thegrowth of transport emissions. 
Coupling emissions with socio-economic 
indicators6
Indicators such as those briefly discussed in this sec-
tion strongly reflect energy constraints and choices
made to support the economic activities of each coun-
try. They also reflect sectors that predominate in dif-
ferent countries economies.  
The range of per-capita emission levels across the
world is very large, highlighting wide divergences in
the way different countries and regions use energy
                                                       
6. No single indicator can provide a complete picture of a countrys
CO2 emissions performance or its relative capacity to reduce emissions.
The indicators discussed here are certainly incomplete and should only
be used to provide a rough description of the situation in a country.
(Figure 12). For example, among the five largest emit-
ters, the levels of per-capita emissions were very di-
verse, ranging from 1.6 tCO2 for India and 6.1 tCO2 forChina to 16.1 tCO2 for the United States. On average, industrialised countries emit far larger amounts of CO2per capita than developing countries. The lowest levels
worldwide are in Asia excluding China and in Africa. 
Figure 12. CO2 emissions per capita
by major world regions
tCO2 per capita
* China includes Hong Kong, China.
Key point: Emissions per capita generally decreased
in time across regions.
Emissions per unit of GDP7 are also very variable 
across regions (Figure 13). Although climate, economic
structure and other variables can affect energy use, rela-
tively high values of emissions per GDP indicate a po-
tential for decoupling CO2 emissions from economicgrowth. Possible improvements can derive from fuel
switching away from carbon-intensive sources or from 
energy efficiency at all stages of the energy value chain 
(from raw material extraction to energy end-use).8  
All the five largest emitters have shown reductions of
emissions per unit of GDP between 1990 and 2012, in
line with the average reduction observed globally
(28%). This decreasing trend was most pronounced
                                                       
7. Throughout this analysis, GDP refers to GDP in 2005 USD, using
purchasing power parities. A note of caution is necessary concerning
the indicator of CO2 emissions per GDP. It can be very useful to meas-ure efforts over time for one country, but has limitations when compar-
ing countries, as it is very sensitive to the base year used for the GDP
purchasing power parity (PPP).
8. The IEAs Policies and Measures Databases offer access to
information on energy-related policies and measures taken or planned
to reduce GHG emissions, improve energy efficiency and support 
renewable energy development and deployment. The online databases
can be consulted at: www.iea.org/policiesandmeasures/. 
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Figure 1.1: (a) 201 world CO2 missions, broken down into contributions from each
sector. (b) 2012 world transport CO2 emissions, broken down into contributions
from each mode of transportation.
1.2 Bluff body flows
The focus of the present work is on incompressible flows over bluff bodies. These
flows are characterised by massively separated and unsteady wakes. The large aero-
dynamic drag and force fluctuations experienced by bluff bodies is due to the devel-
opment of a low pressure region over the rear face of the body and to the growth of
coherent structures and instabilities in the wake. The contribution of skin friction
to the total drag is theref re usually much smaller than that of pressure drag.
The main features of the flow dynamics – and hence the nature of the most
promising control strategies – are inherently dependent both on the geometry under
consideration and on the relative importance of inertial and viscous forces in the flow,
as quantified by the Reynolds number. This non-dimensional parameter is defined
as Re = U∞H/ν, where U∞ is the incoming flow velocity, H is a characteristic
length of the body (often chosen to be the body height for bluff bodies), and ν
is the kinematic viscosity of the fluid. In this section, we give an overview of the
different types of bluff body geometries and discuss some aspects of the associated
flow behaviour that are relevant to the design of control strategies.
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1.2.1 Two-dimensional bluff body wakes
The flow over two-dimensional bluff bodies has been thoroughly investigated for
several decades. These flows are highly relevant to many industrial applications and
are also easier to study both experimentally and numerically than those over fully
three-dimensional geometries. Such bodies are characterised by a long spanwise
dimension whose cross-sectional shape does not vary significantly, although the flow
may still be instantaneously three-dimensional. Examples of relevant applications
are ubiquitous and include for instance wings at high angle of attack, cables/poles,
underwater pipes, long bridges, high-rise buildings, and forward/backward facing
steps.
In order to facilitate the investigation of the most prominent features of bluff
body flows, simplified geometries are often considered in the literature: for two-
dimensional bodies, circular cylinders are frequently used as prototypical examples.
Unlike for streamlined bodies such as aerofoils at low angle of attack, the boundary
layers developing along the top and bottom surfaces of cylinders separate before
meeting at the trailing edge. The two shear layers resulting from this separation
roll up and interact, thus forming the well known Von Ka´rma´n vortex street: a
highly coherent train of effectively two-dimensional spanwise vortices shed in turn
from each side of the body typically around St ≈ 0.1− 0.2, where StH = fH/U∞ is
the Strouhal number based on a characteristic body dimension H, the free-stream
velocity U∞, and f is the dimensional frequency. These energetic flow structures
have been shown to be closely related to the amount of drag experienced by the body
(e.g. [219, 183]) and can clearly be measured across a very large range of Reynolds
numbers, even when the wake is fully turbulent [182].
For the circular cylinder, separation-reattachment bubbles and/or boundary
layer transition occurs as the flow travels along the surface for sufficiently high
Reynolds numbers (between Re ≈ 105 to Re ≈ 106 depending on free-stream tur-
bulence, surface roughness, etc.). The final separation point is therefore delayed
as the more energetic turbulent boundary layer is able to sustain the adverse pres-
sure gradient further along the cylinder’s surface. As a result, the wake area and
hence the drag are reduced. This type of drag reduction mechanism can in fact be
exploited as discussed in section 1.2.3. In the present work however, we focus on
“blunt” geometries with a fixed separation point. In particular, in chapter 4, the
two-dimensional flow over a D-shaped body is considered.
The backward-facing step is another canonical two-dimensional bluff body geo-
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metry (e.g. [63, 205, 159, 55]). The flow over it is inherently different from that over
cylinders as there is only one separating boundary layer in this case. The result-
ing shear layer is subject to the Kelvin-Helmholtz instability and is very sensitive
to the size and state (laminar, transitional, or turbulent) of the boundary layer at
separation, which affects how upstream disturbances are amplified. It causes the
roll up of discrete vortices, which convect downstream and pair up, until large-scale
vortices are created and shed in the wake at StH ≈ 0.1 − 0.2. A low frequency
streamwise “pumping” motion of the recirculation bubble at a frequency about an
order of magnitude lower than the shedding mode has also been reported by some
authors [63, 205, 159]. It may modulate the frequency of the shedding mode and
result in a vertical oscillation of the shear layer [63, 54].
In chapter 5, we consider a modified backward-facing step flow, which has added
side walls in order to generate a fully three-dimensional wake with interacting shear
layers. Many of the two-dimensional backward-facing step flow features described
here were also observed in this case.
1.2.2 Three-dimensional bluff body wakes
Axi-symmetric geometries
For many relevant bluff vehicles and buildings, the flow is fully three-dimensional,
resulting in more complex and diverse wake dynamics. We first consider spheres and
bullet-shaped bodies, as their axi-symmetric shape has made them standard sim-
plified models to study three-dimensional separated wakes. These flows are char-
acterised by a series of bifurcations, which take place as the Reynolds number is
increased (e.g. [70]). First a steady bifurcation breaks the rotational symmetry of
the steady-state. The wake still retains a planar symmetry, whose orientation is se-
lected by any asymmetries/disturbances in the geometry or initial conditions. The
centre of pressure of the wake is therefore offset from the centre of the base surface,
resulting in a non-zero side force. Second, an unsteady bifurcation leads to peri-
odic shedding of vortex loops about the fixed orientation of the wake. At higher
Reynolds numbers, the wake becomes increasingly chaotic and eventually turbulent.
However, it has recently been shown that even at turbulent Reynolds numbers, the
main coherent features of the laminar wake persist. A key difference between the
two regimes is that the turbulent perturbations present in the flow at high Re lead
to a stochastic rotation of the axis about which the shedding is taking place, thus
effectively restoring the symmetries of the flow in a statistical sense [96, 180].
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Simplified road vehicles
As the automotive industry is particularly interested in three-dimensional bluff body
wakes, many simplified road vehicle geometries have been designed and studied
(e.g. [3, 61, 62, 213, 129, 38, 133]), the most common being the Ahmed body [3].
These typically take the form of a box-shaped body with a rounded leading edge,
located close to a ground plane. Although some models have a “fast-back” or “notch-
back” trailing edge, we focus on “square-back” geometries here, where the blunt
trailing edge is at right angles to the incoming flow. The analysis of the time-
averaged near wake reveals a vortex ring structure behind the base of the body.
Further downstream, two counter rotating streamwise vortices dominate the flow.
These flow features only exist in a time-averaged sense however [23, 129, 133, 95].
As with the axi-symmetric bodies, the instantaneous flow is subject to a steady bi-
furcation at ReH ≈ 340 for the square-back Ahmed body [93], leading to a bistable
behaviour where the wake is instantaneously asymmetric. The presence of this wake
asymmetry has been shown to depend on the Reynolds number, the ground clear-
ance, and the aspect ratio of the body [93, 94, 39] and leads to a non-zero side force.
When the Reynolds number is sufficiently high, turbulent fluctuations cause random
flips in the asymmetric state of the wake (analogous to the random rotation of the
orientation of axi-symmetric wakes). The flips occur at low frequencies that are of
the order of StH ∼ O(10−3) [95]. Most studies also report three other dominant fre-
quencies in the wake. First, the roll-up of the shear layer has been associated with
peaks in probe spectra at St ≈ 1 [62, 213, 18, 133]. Second, a strong peak often dom-
inates the base pressure spectrum at StH ≈ 0.05−0.1 and has often been associated
with a “pumping” motion of the entire recirculation region [18, 62, 213, 129, 133].
Third, vortex shedding from both the top-bottom shear layers and the two side shear
layers is typically measured in the wake at StH ≈ 0.2 [99, 23, 133, 95].
Surface-mounted blocks
The flows over many buildings can be represented by surface-mounted cubes or
blocks [40, 194, 145, 111, 147, 110, 224]. In the time-averaged flow, a horseshoe
vortex develops upstream of the body and results in a pair of streamwise counter-
rotating vortices in the wake. Additionally, the boundary layers separate as they
reach the top and side edges of the front face, leading to recirculation regions along
the top and side faces of the block/cube. Depending on the specific parameters of
the flow, reattachment may occur before the trailing edge of the body. Finally, the
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recirculation region in the near wake is dominated by vertical and spanwise vortical
structures along the rear face edges. Different authors have found that these either
form an arch-shaped vortex (e.g. [145]) or become stretched to form further stream-
wise vortices in the far wake (e.g. [194]). Note that no closed separation bubbles
appear in the time-averaged wake. Comparatively little information is available
about the dynamics of the wake for surface-mounted blocks. Some studies have re-
corded bimodal behaviour in the horseshoe vortex region [145] and a distinct vortex
shedding frequency seems to be present in the wake at StH ≈ 0.1− 0.15 due to the
interaction between the two side shear layers [147, 111, 224].
Overview
Despite the complex dynamics of the various flows described above, a number of
common features appear to be characteristic of bluff body flows. First, due to
the large separation regions, all flows include several shear layers. These have a
large influence on the rest of the wake as they are subject to the Kelvin-Helmholtz
instability and amplify disturbances. In many cases, these shear layers interact and
lead to coherent vortex shedding. Second, a common characteristic seems to be the
presence of multi-stability, where random turbulent perturbations make the flow
alternate between several preferred states. Third, most of the flows discussed in the
last two sections experience a bubble pumping motion of the entire recirculation
region. Although sometimes elusive, it seems to be a recurring phenomenon, which
still remains to be clearly explained.
In chapter 5, we are interested in controlling a simple fully three-dimensional
wake, which is not affected by a leading edge and where many of the phenomena
described above are observed. In order for this flow to provide an intermediate test
case between canonical two-dimensional geometries and more representative road
vehicle or building geometries, we choose to focus on a backward-facing step with
added side walls. This flow is expected to exhibit many of the flow features of
surface-mounted blocks (but without the leading edge) and also of two-dimensional
backward-facing steps.
1.2.3 Sources of drag on bluff bodies
In order to identify the main sources of aerodynamic drag experienced by bluff bodies
(specifically road vehicles), Onorato et al. proposed a control volume analysis of
the flow over a bluff body near a road in [162]. Subsequently, a large number of
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studies have used the resulting equation to guide the design of control techniques
and interpret their results (e.g. [108, 84, 6, 185, 184, 85, 76, 58, 98, 153]). The
analysis of Onorato et al. suggests several possible drag reduction objectives. Two
of the most common resulting approaches have been to reduce the cross-sectional
area of the wake compared to the cross-sectional area of the body and to suppress the
time-averaged cross-flow velocity components measured in the near wake [86, 91].
However, the derivation in [162] does not take into account the fact that the flow
is unsteady. Doing so as in [153] reveals other contributions to the mean drag. In
particular, a term related to the fluctuating components of the velocity in the wake
appears and justifies specifically targeting unsteady structures in the wake. This
unsteady analysis is further discussed in chapter 5.
As mentioned by Choi et al. [44], bluff bodies can be categorised into those with
a curved trailing edge (or at a relatively small angle to the incoming flow) and those
with a blunt (square-back) trailing edge. In the former case, the separation point is
not fixed, and hence delaying the separation as much as possible in order to reduce
the cross-sectional area of the separated wake has been shown to be effective in
many studies (e.g. [1, 47, 204, 13, 213, 185]). If the trailing edge is blunt however,
as with most buildings and road vehicles, then the separation point is fixed. In
this case, although reducing the size of the wake may still be possible to some
extent (e.g. [65, 184]), much potential lies in the suppression of the development of
(steady and unsteady) coherent flow structures in the wake. For two-dimensional
bluff bodies (regardless of their trailing edge shape) this is a very effective approach:
due to the predominance of the Von Ka´rma´n vortex street in the wake dynamics,
suppressing the development of this structure is typically the main goal of drag
reduction strategies (see sections 1.3 and 1.5 for further details).
The more complex and diverse dynamics of separated wakes behind blunt three-
dimensional bodies make it more challenging to define overarching control goals.
Grandemange [91] argues that a more promising strategy is to focus on separated
shear layers, as the energy and coherence of vortex shedding decreases with increas-
ing Reynolds number and geometric complexity. Indeed, the growth of instabilities
in shear layers is responsible for stagnation pressure losses due to dissipation. Ad-
ditionally, the intense mixing taking place in shear layers is closely related to the
amount of entrainment in the recirculation region and hence to its size [100, 99, 173].
As several authors [129, 213, 62] have measured a reduction in drag associated with
a suppression of the pumping motion of the recirculation region, targeting unsteady
shear layer entrainment or the pumping motion directly may be effective approaches.
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Grandemange et al. [97] also estimate that up to 9% of the pressure drag may be
related to the flow bi-stability for a square-back Ahmed body at ReH = 9.2 × 104,
which suggests that suppressing it might lead also to a significant amount of drag
reduction.
The most suitable target for drag reduction thus depends on the flow of interest.
In many cases however, the targeted flow features are related to unsteady structures
developing in the near wake. As a result, systematically aiming to suppress fluc-
tuations in the wake may provide a powerful means to reduce drag. To this end,
one approach is to fully stabilise the wake behind some bluff bodies, as shown in
chapter 4, where we consider a two-dimensional D-shaped cylinder at low Reynolds
numbers. However, if full flow stabilisation is not a realistic goal, it may still be
possible to attenuate the most energetic fluctuating flow structures. In particular,
as most relevant flow phenomena take place in the near wake, they are likely to be
observable with body-mounted sensors, for instance by measuring the base pressure
fluctuations. Reducing the fluctuations recorded by such sensors could therefore
lead to time-averaged drag reductions for many blunt bluff body geometries. This
approach has been successfully implemented in several studies [101, 55, 153] and is
applied for the first time to the flow over a three-dimensional body in chapter 5.
1.3 Passive and active flow control
Flow control refers to a set of techniques that are used to modify the structure or the
dynamics of a given flow field in order to reach a given goal, such as the enhancement
or reduction of lift, drag, noise, or mixing. The simplest type of flow control is
passive control, where no energy input is required once the change is implemented.
In the diagram shown in figure 1.2, this would correspond to a direct change of the
flow field with no actuators, sensors, or controllers involved. Historically, passive
control has been very popular for bluff body flow applications. For instance, adding
a boat tail [213], a cavity [61, 62, 213, 129, 92], a horizontal [61] or vertical splitter
plate [85] behind simplified road vehicle models have all been shown to reduce drag
significantly. Passive control has also been very successful at reducing the drag over
two-dimensional bluff bodies. One approach is to delay the interaction between the
two shear layers for instance by adding a splitter plate [22, 11]. Another is to trigger
three-dimensionality in the flow and breaking up the coherence of the vortex street
in the wake (e.g. [139, 44, 211, 131]).
Despite these successes, most of these devices have not been widely adopted in
23
CHAPTER 1. INTRODUCTION
Flow field
Controller
SensorsActuators
Figure 1.2: Components required for different types of flow control.
industry, as the large geometric modifications they require often make them im-
practical for many applications [45]. Furthermore, the efficiency of such methods
can deteriorate very rapidly at off-design operating conditions [45] and can some-
times come at a cost: for instance, vortex generators and turbulators on wings delay
separation but increase the total drag of the aircraft [36].
A less intrusive approach is to use active open-loop control, whereby a finite
amount of energy is required to operate the control: in figure 1.2, actuators are
used to interact with an otherwise unmodified flow field in this case. Once again,
no sensors or controllers are required. Active control is usually more versatile as
it can be switched on and off at any given time. It also has the ability to ex-
ploit inherent flow instabilities [51] and to generate disturbances that are naturally
amplified by the flow. For instance, the stall angle of wings can be increased with
periodic excitation [195]. It has also been shown that forcing the wake of both two-
dimensional [210] and three-dimensional [38, 163] bluff bodies at high frequencies
can reduce their drag significantly. Another notable example is the synchronisation
of the vortices being shed in the shear layers downstream of a two-dimensional bluff
body, by forcing them to shed vortices in phase [104, 168, 167]. Finally, harmonically
forcing the shear layer of a backward facing step with a slot jet close to separation
has been shown to be an effective method for reducing the length of the recircula-
tion bubble by enhancing the shear layer instability [33, 49, 159, 141]. These studies
make use of synthetic or zero-net mass-flux jets. This device is usually built with an
oscillating diaphragm in a cavity with a small hole or slot opening. As the diagram
oscillates, air is pushed in and out from the hole/slot. Although there is no net
mass flux through the orifice, a time-averaged jet is generated, resulting in a finite
momentum transfer to the flow at a given frequency.
A downside of open-loop active control is that it is common for the required
energy input to outweigh the benefits of the control. This is the case for base
bleed [221, 222] and for the high-frequency forcing examples mentioned above. Ad-
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ditionally, as with passive control, open-loop control does not adapt automatically to
changes in the operating conditions. It is also incapable of suppressing disturbances
and cannot modify the intrinsic flow dynamics, for instance by stabilising unstable
flows.
Further improvements are possible with the use of feedback or closed-loop control:
in this case in figure 1.2, all the blocks are now necessary: a mathematical control
law – the controller – is used to automate the actuators in real-time, based on
information measured by a set of sensors. Feedback flow control is discussed further
in section 1.5. More thorough accounts of the most successful applications of active
and passive flow control can also be found in several reviews on the quickly growing
body of literature on the subject [77, 51, 130, 44].
1.4 Linear stability and control
In the present work, we focus mainly on linear modelling and control techniques.
Before considering the application of feedback control methods to fluid flows, it is
therefore instructive to first review some key aspects of linear stability and control
theory in order to justify this restriction.
1.4.1 Linear flow instability
Linear stability tools provide a powerful framework to analyse and predict the dy-
namics of fluid flows. In particular, if the flow is evolving near a (potentially un-
stable) steady state, then the linearisation of the dynamics about this state is in-
creasingly well justified as the flow state approaches this equilibrium point (and as
higher order terms become negligible). This is an assumption that linear stability
theory relies on and is further discussed in section 1.4.2.
Whereas the more traditional local stability analysis techniques are only ap-
plicable to parallel or weakly non-parallel flows, global stability analysis is directly
applicable to non-parallel two- and three-dimensional flows (e.g. [109, 48]). In the
latter approach, the flow is decomposed into flow structures (global modes), which
grow at a given rate and evolve at a given frequency, respectively given by the real
and imaginary parts of the corresponding eigenvalues.
If the real parts of all eigenvalues are negative, then the flow is considered to be
globally stable as it naturally returns to its steady state in the absence of perturba-
tions. If any eigenvalue has a positive real part, then the flow is globally unstable:
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perturbations grow unboundedly and the flow does not return to its steady state
once perturbed. In practice, nonlinear effects eventually become significant in this
case, causing this exponential growth to saturate. In turn, this often results in
a limit cycle such as the canonical Von Ka´rma´n vortex street. Bluff bodies that
have two or more interacting shear layers usually fall into the second category for
high enough Reynolds numbers, and we therefore focus on globally unstable flows
in particular in chapters 2, 3, and 4.
Regardless of the global stability properties of the flow, highly convective flows
such as wakes usually exhibit a significant amount of transient growth, due to the
non-normality of the linearised Navier-Stokes operator (e.g. [192]). As a result,
the most sensitive regions of the flow – where the applied forcing and disturbances
lead to the greatest amplification – are not necessarily the same as those where the
flow state is the most receptive to it – i.e. where the largest amplification can be
measured.
This issue is particularly crucial for highly non-normal but globally stable flows.
These are also called amplifiers since the observed dynamics are only due to the
selective amplification of disturbances and forcing. On the other hand, unstable flows
are also called oscillators : although they may initially be subject to transient growth,
their dynamics are eventually dominated by individual self-sustained unstable modes
and are therefore less sensitive to the precise nature and location of disturbances.
1.4.2 Relevance of linear methods to bluff body flows
Linear stability theory provides a compelling framework that allows understanding
many fundamental properties of fluid flows, which are important even in a highly
nonlinear context. For instance, being able to identify the amplifier or oscillator
nature of a given flow is crucial to the successful design of models and control
strategies [189]. Additionally, although linear stability analysis is usually not able
to make quantitative predictions about limit cycles and other nonlinear phenomena,
it is able to accurately predict the onset of such behaviour. If the considered flow is
expected to operate near a known steady state, then the linear approach is indeed
justified. This rationale is what makes linear stability theory so popular in studies
that focus on predicting transition through linear mechanisms in shear flows for
instance (e.g. [192]).
This line of reasoning naturally extends to the use of linear models and control
methodologies. If the flow state remains in the vicinity of the state about which the
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dynamics have been linearised, linear control is likely to be successful. This has been
demonstrated by a large number of studies, both for amplifier and oscillator flows
(see for instance [202] for a review). For globally unstable flows, one difficulty is that
the flow does not naturally tend to the equilibrium state about which the dynamics
are to be linearised. A number of techniques, such as Selective Frequency Damping
(SFD) [7, 121] have therefore been developed to compute unstable steady states.
The SFD algorithm is used in the present work and briefly discussed in chapter 4.
For many unstable flows, linear controllers can be designed to stabilise the linear-
ised dynamics about an unstable steady state, even in the presence of disturbances.
Moreover, if the linear controller is sufficiently robust, it may also be able to stabil-
ise the flow from a naturally occurring nonlinear state such as a limit-cycle, as long
as the input-output dynamics are “close enough” to that of the linearised system.
Successful flow stabilisation is not guaranteed in this case and depends on the mod-
elling approach, control technique, and the specific flow conditions. Nevertheless,
many studies have successfully suppressed a nonlinear flow state with linear control
(e.g. [138, 155, 5, 113, 114]) and thus chapter 4 focuses on this approach.
Unfortunately, for many industrially relevant flows, the dynamics are nowhere
near an equilibrium point, often because the Reynolds number is very high. In such
cases, the computation of the base flow becomes difficult and potentially less useful,
as it is not reasonable to expect to fully stabilise the flow [137, 130]. The concept
of dynamic linearity can be exploited for such flows and allows linear techniques to
remain relevant in many cases and the defining test here is whether superposition
holds, even approximately or locally, as explained in [36]. This has been demon-
strated in many studies (e.g. [174, 103, 128, 217, 154, 55]) where, despite the flow
being turbulent, unsteady, and quite complex, an approximately linear relationship
was found between the actuators and the sensors, thus enabling the use of linear
controllers. In chapter 5, we choose this approach as a starting point to control an
unsteady three-dimensional flow.
1.5 Feedback control applied to fluid flows
As mentioned in section 1.3, the performance of open-loop active control can often
be greatly improved by using sensors that measure key aspects of the flow behaviour.
It is then possible to “close the loop” by allowing the actuators to react to changes
detected by the sensors automatically. This enables disturbance rejection [217, 218,
106, 19, 126, 125], set-point tracking [103, 104, 26], and crucially, the stabilisation of
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unstable flows [5, 59, 41, 20, 114, 113]. In this section, we therefore compare some
of the most popular feedback flow control approaches from the literature.
1.5.1 Model-free feedback control
When it is not possible to obtain a useful mathematical model for the input-output
dynamics of the control setup, model-free feedback control must be used. Typically,
model-free techniques are preferred either for quite simple or for extremely complex
flows. For instance, a good understanding of the flow dynamics sometimes allows
targeting specific flow features and constructing “intuition-based” or “heuristic”
controllers. These can be very powerful for some applications [168, 118] but are not
usually robust or easily generalised to other flows. Similarly, simple ad hoc control
laws can sometimes be manually tuned. For example, this has led to successful vortex
shedding suppression behind cylinders at low Reynolds numbers [71, 186, 166].
On the other end of the spectrum, adaptive methods such as extremum- or
slope-seeking control allow the online optimisation of the parameters of an open-
loop strategy, as demonstrated in many studies (e.g. [24, 25, 27, 104, 102, 168]).
The effectiveness of open-loop strategies can therefore be extended to a wider range
of operating conditions. However, these are effectively quasi-steady optimisation
techniques that operate on a very slow time-scale, so the performance is limited as
the controllers cannot modify the flow dynamics directly.
Finally, machine learning techniques, such as evolutionary algorithms are attract-
ing an increasing amount of attention. The flow control community may be able
to benefit from these methods, where model-free, data-based genetic algorithms can
be used to optimise control laws or design them altogether (e.g. [150, 198, 81]).
Despite having the rare ability to uncover the global optimum of a problem, the
main downsides of these approaches are that they have no convergence guarantees
(e.g. [81, 36]) and are expensive to implement by nature, as many flow experiments
or simulations are required in order to obtain a converged solution.
Overall, model-free methods usually suffer from being either too specific or too
general to provide an efficient means to control a large range of flows. In the present
work, we therefore focus on model-based control.
1.5.2 Model-based feedback control
If an accurate model for the flow dynamics that is both linear and low-order is
available, many powerful and mature control design tools become available. Early
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work using classical control, whereby the model is used to tune proportional-integral-
derivative (PID) or internal model control (IMC) laws, has had some success [174,
122]. Other more recent studies have used PI controllers to implement set-point
tracking and disturbance rejection on a backward-facing step [26] and a wing at
high angle of attack [217].
Due to the related industrial applications, much feedback flow control research
has focused on fluid instabilities in combustion [59] and cavity flows [41]. For these
setups, manually designed lead-lag compensators that shape the Bode or Nyquist
diagram directly are common [134, 59, 156, 155]. This approach was also used
in [55] to control the flow over a backward-facing step. For SISO systems, this
type of loop-shaping approach is particularly useful to ensure specific performance
criteria are enforced, such as the stabilisation of the system [155], or the reduction
of the sensitivity to noise in a given frequency range [55]. This approach is thus
used in chapter 5.
Over the last two decades, modern control tools have become increasingly dom-
inant. They provide stronger guarantees about the performance and robustness of
the closed-loop system and they can often be used readily, without requiring an
extensive amount of experience with control theory, as they are largely based on
“plug-and-play” optimisation algorithms of user-defined cost functions.
In optimal control, starting from a cost function, one solves an optimisation
problem, which results in the control law that minimises the cost given a model for
the system dynamics. The optimisation can be performed oﬄine in order to obtain
a fixed controller, typically resulting in the Linear-Quadratic-Gaussian framework,
which has been applied to numerous flows: [8, 107, 15, 16, 17, 20, 197, 21, 19, 113,
114, 126, 53, 68, 69]. The design of an LQG controller consists of two parts. First,
a Kalman filter is constructed. Its role is to optimally estimate the full state of the
system based on sensor measurements. Then, a linear-quadratic regulator (LQR)
is designed. Its goal is to minimise a chosen cost function based on the knowledge
of the full flow state (or an estimation of it, as provided by the Kalman filter).
One drawback of LQG is that the controller it outputs has no stability margin
guarantees [60]: even small model uncertainties and nonlinearities may therefore
deteriorate the performance of the control and even destabilise the flow in some
cases. A second serious limitation is that the estimator requires detailed information
about the noise and uncertainty in the system in the form of covariance matrices,
which is not always available.
Alternatively, model predictive control (MPC) can be used to compute the ac-
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tuator waveform that minimises the cost function over a chosen horizon. Only
the first few time steps of this control waveform are usually implemented before
the waveform is updated by a new optimisation. MPC is very widely used in in-
dustrial settings [78], as it can be applied to nonlinear systems and constraints
on the control can readily be incorporated. However, performing the optimisation
while the simulation or experiment is taking place makes this approach expensive
if the model is large. In fluids, two approaches have emerged. In the first, the
model for the dynamics is sufficiently low-order for the algorithm to run online as
in [157, 132, 88, 68, 82]. In the second, some restrictions on the cost function make
it possible to express the method as an oﬄine adjoint-based optimisation technique,
which can be applied to the full (potentially nonlinear) discretised Navier-Stokes
equations, as in [31, 171, 118, 73]. In this case, the resulting waveform can often be
interpreted and used to devise effective control strategies [118, 73].
As mentioned above, robustness is key when designing controllers for fluid flows
based on linear low-order model that neglect much of the flow dynamics, including
all nonlinearities. Many authors have therefore turned to H∞ or robust control,
which allows dealing with such issues directly. As with optimal control, robust
control usually includes an optimisation problem as part of the design procedure.
Several such approaches have had some success in flow control.
First, a robust adjoint-based approach, analogous to the one mentioned above
has been proposed [130, 32], and has the same limitations in terms of computational
requirements. The main difference is that the optimisation seeks the control wave-
form that minimises the cost function, while subject to the worst-case disturbances.
A similar technique also yields a robust controller that is analogous to the LQG
controller, but with much better stability margins, since in this case, the estimator
and compensator design procedures are coupled [30, 138].
In order to have more control over the behaviour of the controller, a different
technique called the mixed-sensitivity approach was used to design controllers for
wings at high angle of attack [218], backward-facing steps [26, 103] and D-shaped
bluff bodies [104]. Here the user is able to define frequency dependent weights in
order to balance performance, robustness, and control effort specifications. Finally,
even more freedom over the loop shape is available using H∞ loop-shaping [146]: in
the first step, the gain of the model’s frequency response (or of the largest singular
value of the transfer matrix for MIMO systems) is shaped directly, similarly to
classical loop-shaping, in order to enforce performance requirements, etc. In the
second step, the closed-loop model’s robustness to a large class of uncertainties is
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then optimised. Several studies have applied this approach [156, 55, 120], and in
chapter 4, H∞ loop-shaping is used to obtain a robust stabilising controller for an
unstable flow.
1.6 Modelling the dynamics of fluid flows
In section 1.5, we discussed the advantages of choosing model-based feedback control
methods over model-free alternatives. In both simulations and experiments, a “suf-
ficiently” accurate linear low-order model of the dynamics that links the actuators
to the sensors must be generated before controllers can be designed. The numerous
techniques that enable the construction of such models typically fall into one of the
two categories discussed in this section. Either the starting point of the modelling
approach is a set of known governing equations whose dimension must be reduced
(section 1.6.1), or only input and output data is available (section 1.6.2).
1.6.1 Model reduction
In a numerical setting, the discretised Navier-Stokes equations are marched forwards
in time in order to simulate the evolution of the fluid flow. One approach seeks to
model the whole flow field using a Galerkin projection of the governing equations
onto a set of modes in order to obtain a low-order model. Assuming the Navier-
Stokes equations have been linearised about some base flow, the projection results in
a set of coupled linear ordinary differential equations that can readily be integrated
and used for controller design. The model states typically represent the amplitudes
of the modes, which is often an attractive feature as it allows matching these states
with physical phenomena in the flow field. This is particularly useful to analyse the
behaviour of the flow and the effect of the control. However, it is worth noting that
for the purposes of feedback control, only an input-output model, which predicts
the effect of the forcing on the sensor measurements, is required.
It not surprising that a critical ingredient in the construction of accurate reduced-
order models (ROMs) of this kind is the nature of the modes onto which the dynam-
ics are projected. Attempts have been made to project the dynamics onto the least
stable global eigenmodes of the flow: A˚kervik et al. [8] and Henningson et al. [105]
successfully damped the global oscillations in a shallow cavity using this approach,
coupled with an LQG controller. However, the dynamics of convective flows are
often dominated by the non-normal interaction between (potentially many highly
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damped) global modes. In this case, the damping rate may not be the best selection
criterion. Therefore, the use of other criteria has been investigated, and shown to
result in better performance in some cases [64, 21]. Nevertheless, relatively large
models are usually required for non-normal flows, and identifying a large number of
(highly damped) global modes may be prohibitively expensive for complex flows.
Alternatively, ROMs can be constructed from proper orthogonal modes. These
are identified using a “proper orthogonal decomposition” (POD) algorithm [203]. It
is based on a singular value decomposition of an ensemble of flow snapshots, which
ranks the modes by their energy content. This guarantees an optimally low rank
approximation of the flow state over the chosen set of snapshots. Many studies
have constructed ROMs based on proper orthogonal modes: for instance, models of
boundary layers [14, 170], channel flows [169], backward-facing steps [175, 176, 19],
bluff body flows and wakes [89, 143, 161, 178, 199, 206], forward facing steps [177],
and cavities [87] have all been studied. Despite the simplicity of the method and the
intuitive nature of the projection basis, there is not a strong theoretical justification
for using these modes, as they are dependent on a user-defined set of snapshots. If
these are not sufficiently dynamically rich, a large number of modes can be required
to accurately represent the flow dynamics [20]. Additionally, the resulting models
often lack robustness, although the reliability of the models can be improved by
periodically updating the set of snapshots they are based on [90, 176, 29].
In chapter 3 and chapter 4, ROMs are constructed by projecting the dynamics
onto balanced modes. Such models can also be constructed from a set of snapshots
(based on the balanced proper orthogonal decomposition algorithm, or BPOD), but
these must be recorded specifically from the forward and adjoint impulse responses
of the flow. These modes are ranked by their relative contribution to the relation-
ship between the actuators and the sensors. ROMs based on balanced modes have
become commonplace in recent years, with studies obtaining ROMs for the response
of the vertical force of an aerofoil to a plunging motion [216], a channel flow [187],
a cavity flow [20], a boundary layer flow [15, 16], the flow over a flat plate at large
incidence [5], over a backward-facing step [57], in a three-dimensional boundary
layer [197], and over a cylinder [212]. It is largely accepted that in a linear setting
ROMs based balanced modes consistently yield more accurate and lower-order mod-
els than those based on global and proper orthogonal modes [216, 112, 17, 20, 57].
As discussed further in chapter 2, balanced ROMs can be obtained at a low
computational cost, from as few as two impulse response simulations (for SISO
systems), and the recorded state snapshots do not need to be updated. However,
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the method for identifying the modes was designed exclusively for stable systems. A
recent extension [20, 5] allows the computation of balanced ROMs of unstable flows
and was applied to the flow over a cavity [20], a flat plate at large incidence [5], and a
cylinder [212]. However, it relies on the availability of the unstable global modes and
the projection of the system onto its stable subspace. For realistic three-dimensional
flows, this procedure may not be tractable.
The purpose of chapters 2 and 3 is therefore to show that both from a theoretical
and from a practical point of view, the original algorithm can be directly applied to
unstable flows. This is further illustrated in chapter 4, where we construct balanced
ROMs for the unstable flow around a two-dimensional D-shaped body.
1.6.2 System identification
For particularly large simulations and in experimental settings, low-order linear
models are more readily obtained directly from data measured by the sensors and
from the known actuator inputs. This approach is called system identification and
has been the focus of a large body of research across many fields. It usually results in
models that provide little or no information about the physical state of the system
so the effect of the control on the flow is not as easy to interpret as with ROMs
resulting from the projection approach. However, we emphasise again that such an
input-output map is sufficient for controller design purposes. In-depth descriptions
of these methods can be found in several reference books such as [142], so this section
instead focuses on providing an overview of the most popular techniques for flow
control applications.
In the most simple cases, the entire system under consideration can be broken
down into more easily modelled and physically motivated components. A simple
structure can be defined and calibrated for each submodel, before being connected
back together to generate a full model of the input-output system. Illingworth et
al. [114] and Rowley et al. [190] followed this procedure in order to model the flow
over a cavity. Clearly, this approach is limited: complex interacting flow phenomena
taking place in realistic flows can only rarely be modelled independently. An altern-
ative is to define a general mathematical structure that can describe a large class of
linear systems and calibrate the unknown parameters using data from simulations
or experiments. As mentioned above, this results in transfer functions or state-space
models that do not allow a direct physical interpretation of the system state. Such
models can either be constructed in the frequency domain or in the time domain.
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In the former case, one typically first chooses a transfer function order (and po-
tentially added time-delays, etc.). The unknown parameters are then fitted either
manually or using an optimisation algorithm, based on measured data. This ap-
proach was used for instance in [134, 228, 55] and is also chosen in chapter 5.
In the time domain, a number of model structures can be used. If the model
aims to produce a “black-box” model for the input-output relationship, this leads
to prediction-error methods. Here, the output is assumed to depend on a linear
combination of earlier inputs, on a moving average of the error, and/or on earlier
outputs. In most applications, only some of these components are required and a
large combination of models can be obtained (see [142]). In flow control, finite im-
pulse response (FIR) [125], autoregressive exogenous (ARX) [228, 107, 181], autore-
gressive moving average exogenous (ARMAX) models [154, 106, 80] have all been
used. These models are then typically calibrated using least-squares algorithms. It
is also possible to formulate prediction-error models as adaptive filters, as in [68],
allowing the model to change automatically in response to the flow. One downside
of this class of models is that the number of parameters to be fitted must be user
defined, in a somewhat arbitrary way.
Other methods aim to produce a state-space model of the system. For instance,
“subspace identification” methods [172] have been successfully implemented for in-
stance in [103, 107, 126]. These are based on a more complex mathematical frame-
work, but do not require specifying the order of the model a priori and also yield
noise covariance matrices that can be used in an LQG framework. The “Eigensys-
tem Realisation Algorithm” (ERA) [123] is another system identification method
that results in state-space models. It has become increasingly popular in flow con-
trol in recent years, as shown by the large number of studies that have adopted
it [144, 113, 114, 55, 53, 28, 37, 35, 115]. Initially developed for space structures
applications, it combines the advantages of system identification (data-based, eas-
ily implemented) and of balanced truncation (accurate models, well-informed order
selection): indeed, Ma et al. [144] showed that the models generated by BPOD and
ERA are in fact equivalent. The ERA is based on impulse response data, but the so-
called Markov parameters can be retrieved from general input-output data by using
the Observer/Kalman filter identification algorithm [124]. The ERA is discussed in
chapter 2 and is a central part of chapter 4.
Unfortunately, if one wishes to model a globally unstable linear system, the
standard approach is to first stabilise the flow with some known ad hoc controller.
The stable closed-loop system can then be identified, thus allowing the unstable
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open-loop system’s dynamics to be extracted. Finding a stabilising controller without
having a model for the system’s dynamics can clearly be a hurdle and circumventing
this drastic limitation is one of the contributions of chapters 2, 3. and 4, where we
show that ERA can in fact be directly applied to unstable flows.
Both for time and frequency domain system identification methods, generating
a sufficiently rich input-output dataset is essential: it is key to use an input that
excites all the frequencies of interest in the system, in order to obtain a model of suf-
ficiently high quality over the selected frequency range. The best suited input signal
is dependent on the amount of noise in the system, and on a trade-off between the
desired accuracy for the model and the time available to generate it. Good candid-
ates might be the response to a short-duration pulse, to a sum-of-sines, to a random
binary input signal, or to a frequency sweep signal (chirp) [228]. Additionally, for
models created directly in the frequency domain, it is possible to identify the gain
and phase of the transfer function at specific discrete frequencies, by performing a
series of simulations/experiments, whereby the system is forced by a sinusoidal input
signal at each frequency in turn. Although this approach may be time consuming
since the data collection process has to be repeated for every frequency of interest, it
can provide more accurate data, especially if the system is prone to a large amount
of noise/disturbances. Additionally, the amount of nonlinearity present at different
frequencies can be quantified clearly and easily by forcing the flow at different amp-
litudes. Finally, this approach results in a parametric study of the system’s response
to open-loop forcing at different frequencies, which can be of interest. We therefore
use this method in chapter 5.
1.7 Discussion and overview of the thesis
This chapter has focused on introducing the main challenges and concepts that are
relevant to the work presented in this thesis. After identifying the need to find
methods for controlling bluff body flows, we gave an overview of the structure and
dynamics of representative bluff body flows and discussed some of the most success-
ful strategies for reducing their drag. A comparison of active and passive control
techniques lead to the conclusion that active closed-loop control is a particularly
promising direction to investigate. The benefits and relevance of linear stability and
control theory in the context of controlling bluff body flows was then discussed in
order to justify the use of linear feedback control techniques. Depending on whether
the control is likely to result in full flow stabilisation, two linear control strategies
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were identified. If an equilibrium can be obtained, then a first approach, based on
the linearisation of the governing equations about this base flow, can be chosen.
Unfortunately, in many realistic applications, full flow stabilisation is not a realistic
goal. In such cases, the use of linear control may still be justified if the input-output
setup is dynamically linear, i.e. if the relationship between the actuators and sensors
is approximately linear. The price to pay here is that fewer guarantees about the
performance of the system are available, as the underlying flow dynamics may be
unsteady and strongly nonlinear. Both approaches are investigated in this thesis.
The advantages of choosing model-based over model-free approaches in order to
consistently implement successful feedback control at a reasonable computational
cost were then highlighted. The main goal of a large number of feedback flow
control studies is to demonstrate set-point tracking and disturbance rejection, as
this is crucial for a number of applications. A second, perhaps more challenging
goal is to truly modify the flow dynamics by either stabilising an unstable fixed
point, or suppressing the growth of disturbances that dominate the flow structure,
in a way that is not within the reach of open-loop control. In the present work, we
focus mainly on the second approach, using classical and H∞ loop-shaping methods
that provide the flexibility to design controllers for specific control goals.
The most common approaches for obtaining linear low-order models of the dy-
namics of fluid flows were then introduced. It was concluded that balanced models
are often preferable over most common alternatives if a Galerkin projection approach
is used. If system identification is preferred, the equivalence of the eigensystem real-
isation algorithm and BPOD makes ERA an attractive choice for flow control, and
these two methods are central to chapters 2, 3, and 4. For applications subject to
large disturbances, as in chapter 5, it was argued that frequency domain identifica-
tion using harmonic forcing is likely to be an effective technique.
The remaining chapters of this thesis are structured as follows: in order to
generate balanced reduced-order models for globally unstable flows such as bluff
body wakes in a scalable manner, we demonstrate that the snapshot-based algorithm
designed for stable systems (BPOD) and the ERA can be applied directly to unstable
systems. This is shown first from a theoretical point of view in chapter 2 and then
applied to a one-dimensional model system in chapter 3. Most of the results from
these two chapters were recently published in a Physical Review E article [75]. In
chapter 4, the unstable flow over a D-shaped body at low Reynolds numbers is
modelled using BPOD and ERA and stabilised using H∞ loop-shaping. The results
from this chapter have been submitted and accepted for publication in the Journal of
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Fluid Mechanics [74]. These three chapters focus on the first linear feedback control
approach described above, where the aim is full flow stabilisation. In chapter 5, we
instead focus on the second approach, where the modelling technique and control
design procedures do not rely on the availability or stabilisability of a steady base
flow. Instead, the three-dimensional flow over a backward-facing step with side walls
is considered using a Large Eddy simulation code. Input-output models are obtained
in the frequency domain based on data generated from a number of harmonic forcing
tests. Controllers that aim to suppress the dominant base pressure force fluctuations
are then designed in order to reduce the time-averaged drag. Chapter 6 summarises
the findings resulting from the different parts of this thesis and includes a discussion
of some new and remaining questions to be addressed in future research.
A note about notation
For chapters 2 and 3, we switch to a standard systems and control notation, where
for instance x refers to the system state, y is the system’s output, and u is the
system’s input. In chapters 4 and 5, we revert back to the standard fluid mechanics
notation, where for instance u, v, and w are the three components of velocity in the
streamwise (x), vertical (y), and spanwise (z) directions. For both conventions, all
variables are defined as they are introduced.
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Projection-free balanced models of
unstable systems: Theoretical
justification
In chapter 1, balanced truncation was introduced as a tool to reliably obtain accurate
and low-order linear models from the linearised (and adjoint) Navier-Stokes equa-
tions, for the purposes of applying feedback control to fluid flows. In this chapter,
we first describe and compare different algorithms that have been used to obtain
balanced models of fluid flows. We then show that it is challenging to obtain such
models for globally unstable flows. The main contribution of this chapter is to show
that, from a theoretical point of view, the existing snapshot algorithm actually al-
lows the direct computation of balanced low-order models for unstable flows, thus
circumventing the need for computationally expensive extensions.
This chapter and the next are essentially a modified and somewhat extended
version of the work published in a recent Physical Review E article [75]. These
results were also presented at the 67th Annual Meeting of the American Physical
Society’s Division of Fluid Dynamics.
As mentioned at the end of chapter 1, we use a systems and control notation for
the variables in this chapter and the next.
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CHAPTER 2. PROJECTION-FREE BALANCED MODELS OF UNSTABLE
SYSTEMS: THEORETICAL JUSTIFICATION
2.1 Balanced truncation
2.1.1 Balanced truncation of stable systems
In this section, we introduce the main balanced truncation algorithms for stable sys-
tems. More details about these methods can be found in standard control textbooks
(e.g. [226] or [12]).
The standard continuous, linear time-invariant state-space system is:x˙ = Ax+Bu,y = Cx, (2.1)
where x ∈ Cnx are the states, u ∈ Cnu are the inputs, y ∈ Cny are the outputs and
A ∈ Cnx×nx , B ∈ Cnx×nu and C ∈ Cny×nx are three time independent matrices. The
output equation sometimes also includes an input contribution: y = Cx+Du, with
D ∈ Cny×nu , but we assume D = 0 for the remainder of this thesis. The dynamics
of the system are then governed by the transfer matrix: G(s) = C (sI − A)−1B,
where y(s) = G(s)u(s), s is the Laplace variable and u(s) and y(s) are the Laplace
transforms of the input and output signals, respectively.
The strength of the balanced truncation approach is in part due to the fact that
it is based on an analysis of the controllability and observability of the system. The
controllability of a state is a measure of the minimum input energy required to reach
it from rest x(0) = 0. The observability of a state x0 is a measure of the output
energy recorded by letting the unforced system evolve from x(0) = x0. If a state
has a large impact on the input-output behaviour of the system, we refer to it as
dynamically significant in the following sections.
If a state is (nearly) unobservable, then even if only a small amount of input
energy is required to reach it (i.e. if it is highly controllable), it will not have a
large impact on the signal measured by the sensors and will therefore not generate
a large output signal. Conversely, if a state is (nearly) uncontrollable, then a large
(or infinite) amount of input energy is required to reach it from rest, so only a
comparatively negligible output signal can be due to that state. The goal of balanced
truncation is to find a coordinate transformation that results in a transformed system
where the states are sorted by their joint observability and controllability. As these
are the ones which have the largest impact on the system dynamics, it is then
straightforward to truncate the system to generate a ROM of desired order.
In order to identify the most controllable and observable states, let us define the
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controllability Gramian:
Wc(t∞) =
∫ t∞
0
eAtBB†eA
†tdt, (2.2)
and the observability Gramian:
Wo(t∞) =
∫ t∞
0
eA
†tC†CeAtdt, (2.3)
where † is the complex conjugate transpose, and t∞ is the final simulation time. As
long as 0 ≤ t∞ < +∞, these definitions hold both for stable and unstable systems.
Additionally, for stable systems, the Gramians converge to constant matrices as
t∞ → +∞, in which case, we use the following notation:
Wo = lim
t∞→+∞
Wo(t∞), Wc = lim
t∞→+∞
Wc(t∞). (2.4)
On the other hand, the state becomes unbounded for large unstable systems and no
such limit exists.
A stable system is balanced when its Gramians are equal and diagonal: Wc =
Wo = Σ
2 where Σ = diag
([
σ1 . . . σnx
])
and Σ ∈ Rnx×nx is a diagonal mat-
rix, whose elements σ1 ≥ σ2 ≥ . . . ≥ σnx ≥ 0 are the Hankel singular values (HSVs)
of the system. The (non-zero) HSVs are unique and are a key part of the model
reduction process: they provide a measure of the corresponding state’s dynamical
significance, which can be used as a selection criterion for the model order, as dis-
cussed in the following sections.
Clearly, systems are not generally balanced. This is because the internal coordin-
ate system used to define the states, i.e. the realisation (A,B,C), is not unique.
An infinite number of such realisations can in fact be constructed for a given trans-
fer matrix G(s) and these are simply related by a similarity transformation. In
order to balance a system, it is therefore necessary to find the balancing transform-
ation T = S−1 ∈ Cnx×nx that ensures: SWcS† = T †WoT = Σ2. The transformed
(balanced) system is then given by: ˙ˆx = SAT xˆ+ SBu,y = CTxˆ. (2.5)
It thus has the realisation (Aˆ, Bˆ, Cˆ) = (SAT, SB,CT ). In order to obtain the
balancing T and S matrices, the Gramians are evaluated by solving the two following
Lyapunov equations: A†Wo +WoA+ C†C = 0,AWc +WcA† +BB† = 0. (2.6)
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The balancing transformations are then found using:
T = XV Σ−1/2, S = Σ−1/2U †Z†, (2.7)
where X, Z, U , Σ, and V can be computed from the singular value decompositions
(SVDs) in equation (2.8) and (2.9):
Wc = XX
†, Wo = ZZ†, (2.8)
Z†X = UΣV †. (2.9)
The transformed (balanced) system is then simply decomposed as follows:
 ˙ˆx1
˙ˆx2
 =
 Aˆ11 Aˆ12
Aˆ21 Aˆ22
 xˆ1
xˆ2
+
 Bˆ1
Bˆ2
u,
y =
[
Cˆ1 Cˆ2
] xˆ1
xˆ2
 .
As the states are now ranked by their dynamical significance, the less observable and
controllable states xˆ2 can be truncated based on the HSV distribution and desired
model order. Finally, we obtain the ROM: ˙ˆx1 = Aˆ11xˆ1 + Bˆ1u,yˆ = Cˆ1xˆ1 ≈ y,
which is also a stable balanced system. An attractive property of balanced trunca-
tion is that an a priori upper bound on the ROM error exists:
‖G−Gr‖∞ < 2
nx∑
i=r+1
σi,
where r is the number of states that have been retained in the ROM, ‖·‖∞ is the
H∞ norm, and Gr(s) = Cˆ1(sI − Aˆ11)−1Bˆ1 is the reduced transfer matrix.
2.1.2 Approximate balanced truncation of stable systems
In many applications, the system matrices are not explicitly available. In others,
the system dimension is very large. In both cases, the algorithms described above
cannot be applied directly. Building on the early work of Moore [151] and Laub
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et al. [136], Willcox and Peraire [216] and Rowley [187] therefore introduced an al-
gorithm that results in approximately balanced models. It is also known as balanced
POD (BPOD) and is based on snapshots from the impulse response of the primal
system (2.1) and the adjoint system (2.10):z˙ = A†z + C†v,w = B†z, (2.10)
where z ∈ Cnx , v ∈ Cny , and w ∈ Cnu are the adjoint state, input, and output vectors
respectively. Note that in general, the adjoint state-space system is defined based
on a non-trivial inner-product matrix, but for clarity, we assume the inner-product
matrix is identity here. As only state snapshots are required, only a time-marching
solver must be available for the forward and adjoint systems. This also avoids solving
the expensive Lyapunov equations (2.6).
In this approach, snapshots from the primal and adjoint impulse responses are
first stored. These are of the form:
x(tck) = xk = e
(Atck)B, z(tok) = zk = e
(A†tok)C†,
respectively. Note that snapshots are written in bold font to emphasise the fact
that they are matrices for general multi-input-multi-output (MIMO) systems, as
opposed to vectors: xk ∈ Cnx×nu and zk ∈ Cnx×ny . Also note that the snapshots
are not necessarily equally spaced in time. These snapshots are then stacked into
matrices in order to find an approximation for the Gramian integrals in the form of
equation (2.8), by redefining X and Z in the following way:
X =
[
x1
√
δc1 . . . xNc
√
δcNc
]
⇒ Wc(tNc) =
∫ tNc
0
x(t)x†(t)dt ≈ XX†, (2.11a)
Z =
[
z1
√
δo1 . . . zNo
√
δoNo
]
⇒ Wo(tNo) =
∫ tNo
0
z(t)z†(t)dt ≈ ZZ†, (2.11b)
where Nc and No are the number of primal and adjoint snapshots, taken at discrete
times tck and tok respectively. δck ∈ R and δok ∈ R are the associated quadrature
coefficients corresponding to a chosen numerical integration scheme. In practice, an
impulse cannot usually be imposed exactly with a time-stepper. Instead, we obtain
X and Z by stacking snapshots either from the pulse responses from each input in
u and v or from unforced simulations where the initial state is set to be equal to
each column of B and C† in turn.
Forming X and Z in this manner therefore results in the computation of T and
S at a reduced cost since it avoids finding the solution of the Lyapunov equations
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(2.6) and also only requires finding the SVD of a (Ncnu×Nony) matrix instead of the
three (nx × nx) matrices in equation (2.8) and (2.9). This can represent significant
savings if Ncnu  nx and Nony  nx, which is usually the case in computational
fluid dynamics. Additionally, “squaring up” the matrices X and Z to form the
Gramians is detrimental to the accuracy of the results [151].
2.1.3 Balanced truncation of unstable systems
We are mostly interested in globally unstable flows in this project. It is therefore
important to understand the limitation of the methods presented in section 2.1.1,
when faced with unstable systems. By definition, as t∞ → +∞, the primal and
adjoint system states return to their equilibrium if the system is stable. As a result,
the balancing transformations can be shown to converge and to diagonalise and
equalise Wc and Wo. These statements cannot directly be extended to unstable
systems as in this case, the state diverges and becomes infinitely large as t → t∞.
In this section, we give an overview of existing algorithms for balancing unstable
systems exactly.
Despite the issues mentioned above, one can still attempt to solve equations (2.6)
in order to find a balancing transformation. Chiu [43], Kenney and Hewer [127],
Therapos [209], and Al-Saggaf [9] showed these Lyapunov equations still have solu-
tions if and only if λi + λj 6= 0, where λi and λj are any two eigenvalues of A. As a
result, if WcWo is similar to a real diagonal matrix, it can be shown that a balancing
transformation can be obtained. However, these two conditions do not always hold
and even when they do, the resulting reduced-order models have sometimes been
found not to be of satisfactory quality [227].
An alternative method developed by Meyer [148] is based on the coprime fac-
torisation of the transfer matrix, building on the following results from other au-
thors: Nett [158] showed that given a feedback matrix K such that A¯ = A+BK
is stable, the two matrices N (s) = C(sI − A¯)−1B and M(s) = I +K(sI − A¯)−1B
lead to a right coprime factorisation of the original system’s transfer matrix, i.e.:
G(s) = N (s)M(s)−1. Meyer and Franklin [149] then showed that the coprime fac-
torisation is normalised if this K feedback matrix is given by K = −B†X , where X
is the solution to the following algebraic Riccati equation:
XA+ A†X − X †BB†X + C†C = 0.
As a result, it can be shown that
(
A¯, B, [C† K† ]†, [0 I ]†
)
is a realisation of the
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stable system
[
N †(s) M†(s)
]†
. This stable system can then be balanced and
truncated as described in section 2.1.1. Subsequently, the stabilising feedback K
and output augmentation can be undone to obtain a ROM for the original system.
A related method was developed by Zhou et al. [227] using a frequency-domain
definition of the Gramians:
Wcf =
1
2pi
∫ +∞
−∞
(iωI − A)−1BB† (−iωI − A†)−1 dω,
Wof =
1
2pi
∫ +∞
−∞
(−iωI − A†)−1C†C (iωI − A)−1 dω,
where Wcf and Wof are now well defined as long as A has no eigenvalues on the
imaginary axis. In the stable case, Parseval’s theorem can be applied to show that
Wcf = Wc and Wof = Wo and thus the method shown in section 2.1.1 can be seen as
a special case this generalised approach. One way to evaluate Wcf and Wof relies on
the availability of a transformation that decouples the stable and antistable dynamics
of the system. However, this is not usually practical so Zhou et al. [227] proposed
an alternative method, based on the stabilising solutions to the following Lyapunov
equations:
(A+BK)Wcf +Wcf (A+BK)
† +BB† = 0,
(A+ LC)†Wof +Wof (A+ LC) + C†C = 0,
where K = −B†X and L = −YC. Here X and Y are the stabilising solutions to
the following two algebraic Riccati equations respectively:
XA+ A†X − X †X = 0,
AY + YA† − YC†CY = 0.
As above, the standard balancing and truncation procedure of section 2.1.1 can be
applied once these Gramians have been computed.
In all the methods described above, the HSVs corresponding to unstable modes
are not necessarily larger than the ones corresponding to stable modes. As a result,
there is a possibility that some of the unstable modes will be truncated by the model
reduction process. If the goal is to stabilise a system using feedback control, this
can cause serious issues, as any controller based on the model cannot be expected to
stabilise the unknown unstable modes of the full-order system. If, on the other hand,
the transformation that uncouples the stable and antistable dynamics is available,
such that G(s) = Ga(s) +Gs(s), then an alternative approach, for instance sugges-
ted by Enns [66], is to isolate, balance, and truncate the stable part of the system
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Gs(s) and simply add the full unbalanced antistable dynamics back in. The ROM
therefore conserves all the unstable modes and has the following transfer matrix:
Gr = Ga(s) + Gˆs(s), where ·ˆ refers to the balancing and truncation procedure.
2.1.4 Approximate balanced truncation of unstable systems
The algorithms discussed in section 2.1.3 above have similar limitations to those in
section 2.1.1 in that they cannot be applied to systems with a large state dimension
or when the state matrices are not known explicitly (i.e. if only a time-stepping solver
is available). In order to tackle this issue, a snapshot-based extension of the approach
proposed by Zhou [227] was developed by Dergham et al. [57], who applied it to a
rounded backward-facing step and cavity flow. Analogously to the method described
in section 2.1.2, state snapshots are evaluated. However, in this case, the snapshots
are defined in the frequency domain rather than the time domain: the primal system
snapshots are expressed in the form X (ω) = (iωI − A)−1B and a similar expression
is defined for the adjoint snapshots. Evaluating each snapshot therefore requires
inverting a large matrix. Although several snapshots can be evaluated in parallel,
this approach is unlikely to scale well when large fluid flows are considered.
Another snapshot-based technique was developed recently by Barbagallo et al.
[20] and Ahuja et al. [5]. It can be seen as an extension of the algorithm proposed
by Enns [66] as it is based on the separation of the stable and antistable dynamics of
the system. Although it is usually not possible to compute the full stable-antistable
uncoupling transformation for large systems, efficient algorithms (e.g. ARPACK
based on the Arnoldi method [140]) often make it possible to identify the right
and left antistable eigenspaces Pa and Qa respectively (scaled such that Q
†
aPa = I).
The primal and adjoint systems can then be projected onto their respective stable
subspaces, by defining the projection matrix P = I − PaQ†a:x˙s = PAPxs + PBu,ys = CPxs,
and z˙s = P†A†P†zs + P†C†v,ws = B†P†zs.
The projected systems can then balanced and truncated using snapshots, as outlined
in section 2.1.2. The full antistable dynamics are then finally added back in, and
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the final reduced-order model is:x˙r = Arxr +Bru,y ≈ Crxr,
where
Ar =
[
Q†aAPa 0
0 Aˆ
]
, Br =
[
Q†aB
Bˆ
]
, Cr =
[
CPa Cˆ
]
,
and again as above ·ˆ refers to the projected system’s balanced and truncated state,
input, and output matrices. Both this method and the one in Enns [66] do not
balance the unstable subspace. On the other hand, they guarantee that unstable
modes are not truncated. The enabling feature of this approach is that many relevant
fluid systems only have O(1−10) unstable modes. As a result, only a few eigenvalues
and eigenmodes need to be computed. Despite this fact, an Arnoldi package is not
always available and even if it is, identifying any eigenmodes can become a significant
computational hurdle for large systems (e.g. three-dimensional flows).
2.2 Projection-free approximate balanced trunca-
tion of unstable systems
In this section, we propose an alternative approach to the one suggested above. It
is projection-free and does not require evaluating any global modes. As mentioned
in [12], one remedy to the issue of unbounded state growth is to compute a trans-
formation based on finite-time Gramians, as opposed to infinite-time Gramians.
The resulting truncated models can then be expected to provide sufficiently good
approximations for the full-order system. Here, we show that, from a theoretical
point of view, making this finite time interval tend to infinity results in the con-
vergence of the Gramians. The corresponding transformations can be considered to
be true balancing transformations as they equalise and diagonalise the Gramians as
t → +∞. As a result, we show that, in theory, the projection-free, snapshot-based
balanced truncation method can be considered to be directly applicable to unstable
systems.
We first focus on the simplest and most general case, where the growth rate of
all the unstable eigenmodes of the system are distinct, in section 2.2.1. Special cases
are then treated separately: section 2.2.2 deals with cases where some of the growth
rates are identical, section 2.2.3 is concerned with cases where some of the modes
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have identical eigenvalues (growth rate and frequency), and finally section 2.2.4
treats complex conjugate pairs of eigenvalues.
2.2.1 General case: distinct unstable growth rates
This section contains the main proofs of the chapter, upon which the other “spe-
cial cases” rely. We set out to prove that the two following statements hold if no
eigenvalues have identical growth rates:
1. The transformations T and S as defined in equation (2.7) converge to constant
matrices, even for unstable systems.
2. The controllability and observability Gramians are balanced by the converged
transformations for any sufficiently large t∞, despite not converging to constant
matrices themselves.
These two statements are proven in Proposition 2 and Proposition 3 respectively
and ensure that the converged T and S matrices can be considered to be balancing
transformations for the unstable system. The validity of these propositions rely on
Proposition 1, which states that as t∞ → +∞, the unstable singular vectors and
values of the matrices X and Z, as defined in equation (2.11), can be identified
explicitly. In particular, all the left singular vectors are shown to tend to constant
vectors.
Before turning to the three propositions, we introduce some notation that will
be useful for the remainder of this section. Let (A,B,C) be a minimal realisation
of the system, where the eigendecomposition of A is given by A = PΛQ†, such that
P †Q = I, and
P =
[
p1 . . . pnx
]
, Λ =

λ1
. . .
λnx
 , Q = [ q1 . . . qnx ] ,
and Re(λ1) > . . . > Re(λnx) are the eigenvalues with corresponding global and ad-
joint modes pi and qi respectively. The primal and adjoint impulse responses are
defined as before, so using this notation they become:
x(tck) = xk = Pe
(Λtck)Q†B, z(tok) = zk = Qe(
Λ†tok)P †C†.
Now, it can be shown that X and Z, as defined in equation (2.11), can be written
in the following way:
X = Pβ† = UcΣcV †c , Z = Qξ
† = UoΣoV †o ,
47
CHAPTER 2. PROJECTION-FREE BALANCED MODELS OF UNSTABLE
SYSTEMS: THEORETICAL JUSTIFICATION
where β =
[
β1 . . . βnx
]
and ξ =
[
ξ1 . . . ξnx
]
and:
βi =

√
δc1B
†qie(
λ∗i tc1)
...√
δcNcB
†qie(
λ∗i tcNc)
 , ξi =

√
δo1Cpie
(λito1)
...√
δoNoCpie
(λitoNo )
 ,
where the superscript ∗ refers to the complex conjugate of a complex scalar.
In the following sections, we assume that the impulse response snapshots (scaled
using a chosen quadrature scheme) are stored at a rate that is appropriate for the sys-
tem under consideration. As a result, for forward simulations, as t∞ = tcNc → +∞,
the number of snapshots Nc that form the matrix X also tends to +∞. Simil-
arly for adjoint simulations, the dimensions of the matrix Z are (nx ×Nony), so as
t∞ = toNo → +∞, we have No → +∞.
Proposition 1: If the ith eigenmode of A is unstable (i.e. Re(λi) > 0),
then for large t∞, the ith singular value and vectors of X and Z, converge
to: 
uci = Tci−1pi‖Tci−1pi‖−1,
σci = ‖Tci−1pi‖‖βi‖,
vci = βi‖βi‖−1,
(2.12a)

uoi = Toi−1qi‖Toi−1qi‖−1,
σoi = ‖Toi−1qi‖‖ξi‖,
voi = ξi‖ξi‖−1,
(2.12b)
respectively, where ‖·‖ is the Euclidean norm of a vector and where Tci
and Toi are defined as
Tci = I −
[
uc1 . . . uci
]
u†c1
...
u†ci
 , (2.13a)
Toi = I −
[
uo1 . . . uoi
]
u†o1
...
u†oi
 . (2.13b)
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Proof. We use a proof by induction and choose the induction hypothesis (In) at
rank n to be the fact that Proposition 1 holds for all unstable modes i such that
1 ≤ i ≤ n. For the base case (I1), if Re(λ1) > 0 then the first mode p1 is unstable
and:
lim
k→+∞
xk
eλ1tck
= p1q
†
1B,
⇒ lim
t∞→+∞
X
eλ1t∞
=
p1β
†
1
eλ1t∞
=
uc1σc1v
†
c1
eλ1t∞
,
since this is just rank 1. Note that in this case t∞ = tNc . (I1) therefore holds, up to
a complex unit norm factor eiθc1 :
uc1 = p1‖p1‖−1eiθc1 ,
σc1 = ‖p1‖‖β1‖,
vc1 = β1‖β1‖−1e−iθc1 ,
where θc1 is a real scalar. The first singular vectors and value are thus uniquely
defined, up to eiθc1 , which we can always choose to be equal to 1, so we will henceforth
make this assumption without loss of generality to simplify the notation. As a
result, the direction of the first left singular vector uc1 converges to that of the first
eigenvector of the system p1 (which is constant since A is a constant matrix).
The goal of the inductive step is to prove that assuming (In) holds for some rank
n, then (In+1) also holds. The base step of the proof above has showed that (I1)
holds. This therefore provides a starting point from which the inductive proof can
take over: (In) = (I1) holds so the inductive proof tells us that (In+1) = (I2) must
hold too, and therefore (I3) must hold as well, and so on.
The transformation matrices Tci defined in equation (2.13a) are used here to
project out all the left singular vectors ucj for all j ≤ i, i.e. Tciucj = 0, Tcjuci = uci.
Applying this to the snapshot matrix X:
TcnX =
[
ucn+1 . . . ucnx
]
σcn+1
. . .
σcnx


v†cn+1
...
v†cnx
 ,
=
[
Tcnp1 . . . Tcnpn
]
β†1
...
β†n
+ [ Tcnpn+1 . . . Tcnpnx ]

β†n+1
...
β†nx
 .
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Now, for 0 < i ≤ n, Tcn can be written:
Tcn =
I − [ uci . . . ucn ]

u†ci
...
u†cn

Tci−1,
and since we are assuming (In) holds for rank n:
Tcnpi =
I − [uci . . . ucn]

u†ci
...
u†cn

uci‖Tci−1pi‖ = 0,
⇒ TcnX =
[
Tcnpn+1 . . . Tcnpnx
]
β†n+1
...
β†nx
 .
If pn+1 is an unstable mode and recalling that Re(λ1) > . . . > Re(λnx), we now have:
lim
t∞→+∞
TcnX
eλn+1t∞
=
Tcnpn+1β
†
n+1
eλn+1t∞
,
=
Tcnpn+1β
†
n+1
eλn+1t∞
=
ucn+1σcn+1v
†
cn+1
eλn+1t∞
.
In other words, this means that, as required, if (In) holds, then (In+1) holds too.
This completes the inductive step and along with the base step concludes the proof
by induction. The singular values and vectors corresponding to unstable modes are
therefore given by: 
uci = Tci−1pi‖Tci−1pi‖−1,
σci = ‖Tci−1pi‖‖βi‖,
vci = βi‖βi‖−1.
An analogous derivation starting from the adjoint impulse response leads to:
uoi = Toi−1qi‖Toi−1qi‖−1,
σoi = ‖Toi−1qi‖‖ξi‖,
voi = ξi‖ξi‖−1,
thus completing the proof of Proposition 1.
A geometrical interpretation of this proof can be expressed as follows: the eigen-
vectors pj, where 1 ≤ j < i are all associated with eigenvalues that are more unstable
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than λi, so the matrix
[
p1 . . . pi−1
]
spans some subspace of A. Proposition 1
implies that the singular vector uci points in the direction of the component of pi
that is orthogonal to this subspace. The procedure that identifies the left unstable
controllability singular vectors is therefore essentially a Gram-Schmidt process.
Note, as a corollary to the proof, that the left singular vectors and singular
values of X and Z corresponding to the stable subspace also converge to constants
as t∞ → +∞, (this is the basis for the snapshot method in [20] and [5]). Therefore
all stable and unstable left singular vectors of X and Z tend to constants, i.e. Uc
and Uo converge to constant matrices.
Proposition 2: The balancing transformations T and S converge to
constant matrices for large t∞.
Proof. As the SVD of the exact finite-time Gramians in equations (2.2) and (2.3)
can be approximated with snapshots for any t∞ < +∞, we have Wc(t∞) ≈ XX†,
Wo(t∞) ≈ ZZ†. Now, let us denote the Hankel matrix MH , defined:
MH = Z
†X = UΣV † = VoΣoU †oUcΣcV
†
c . (2.14)
In a similar manner to Proposition 1, the (i + 1)th set of Hankel singular values
and vectors corresponding to each unstable mode of the system can be identified
by projecting MH onto the subspace that is orthogonal to both the left and right
singular vectors corresponding to all unstable modes j such that j ≤ i. In order to
do so, let us define the following two transformations:
Tli = I −
[
u1 . . . ui
]
u†1
...
u†i
 , (2.15a)
Tri = I −
[
v1 . . . vi
]
v†1
...
v†i
 . (2.15b)
As with Proposition 1, it can be shown using a proof by induction that as t∞ → +∞:
ui = voi,
σi = σoiu
†
oiuciσci,
vi = vci,
(2.16)
for all unstable modes i. The full derivation is included in appendix A. Because the
singular values corresponding to unstable modes tend to infinity for large t∞, we can
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separate the stable and antistable parts of X and MH (denoted with the subscripts
s and a respectively) simply as follows:
X =
[
Uca Ucs
] [ Σca 0
0 Σcs
][
V †ca
V †cs
]
,
MH =
[
Ua Us
] [ Σa 0
0 Σs
][
V †a
V †s
]
,
as t∞ → +∞. Now, using equation (2.16) we can write vai = vcai. This implies
that V †caVa = I, V
†
caVs = 0, and V
†
csVa = 0. As a result, this allows splitting the
transformation matrix T as defined in equation (2.7) into stable and antistable
parts:
lim
t∞→+∞
T =
[
UcaΣcaΣ
−1/2
a UcsΣcsV
†
csVsΣ
−1/2
s
]
=
[
Ta Ts
]
. (2.17)
Furthermore, the ith column of Ta tends to Tai = uci
√
σ2ci/σi. In appendix B, it is
shown that the ratio of these singular values actually tends to a constant. Addi-
tionally, since all the components of Ts = UcsΣcsV
†
csVsΣ
−1/2
s converge, it must also
converge, and thus the matrix T converges to a constant matrix as t∞ → +∞.
An analogous argument can be made to show that S converges to a constant
matrix too. In this case:
lim
t∞→+∞
S =
[
Sa
Ss
]
=
[
Σ
−1/2
a ΣoaU
†
oa
Σ
−1/2
s U †sVosΣosU
†
os
]
.
This completes the proof of Proposition 2.
Proposition 3: The converged balancing transformations T and S bal-
ance the Gramians Wo and Wc respectively for sufficiently large t∞.
Proof. If a (converged) transformation T (t1) is found, corresponding to a given set
to snapshots with the final snapshot taken at t∞= t1, we would like to check that it
diagonalises and equalises the Gramians Wc(t2) and Wo(t2), corresponding to a dif-
ferent (but also sufficiently large) set of snapshots such that t∞= t2. Using the nota-
tion MH(21) =Z(t2)
†X(t1)=U(21)Σ(21)V
†
(21), the transformed observability Gramian
becomes:
T (t1)
†Wo(t2)T (t1) ≈
(
Σ
−1/2
(11) V
†
(11)X
†(t1)
)
Z(t2)Z(t2)
†
(
X(t1)V(11)Σ
−1/2
(11)
)
,
≈ Σ−1/2(11)
(
V †(11)V(21)
)
Σ2(21)
(
V †(21)V(11)
)
Σ
−1/2
(11) . (2.18)
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The only parts of equation (2.18) that are not obviously diagonal are the two
V †(21)V(11) products. Now, V(21) can be identified from the SVD of MH(21):
MH(21) = U(21)Σ(21)V
†
(21)
= Z(t2)
†X(t1)
= Vo(t2)
[
Σo(t2)U
†
o (t2)Uc(t1)Σc(t1)
]
Vc(t1)
†.
By following the same procedure as in the proof of Proposition 2, we obtain a similar
result:
Ua(21) = Voa(t2), Va(21) = Vca(t1),
where, as above, the a subscript refers to the antistable part of the matrix for large
t∞ (i.e. large t1 and t2). Additionally, recall that Va(11) = Vca(t1), which implies:
Va(21) = Va(11). (2.19)
For the stable part, given equation (2.19) and the fact that the stable modes decay
for large t1 and t2, any additional snapshots cannot modify these subspaces so we
also have Vs(21) = Vs(11). Hence, combining all this together leads to:
lim
t∞→+∞
V †(11)V(21) = I,
⇒ T (t1)†Wo(t2)T (t1) ≈ Σ−1(11)Σ2(21), (2.20)
for t∞ → +∞, which is clearly diagonal.
An analogous proof can be applied to the controllability Gramian and leads to:
S(t1)Wc(t2)S
†(t1) ≈ Σ−1(11)Σ2(21) ≈ T (t1)†Wo(t2)T (t1).
Thus the two Gramians are diagonalised and equalised, as required. This completes
the proof of Proposition 3.
2.2.2 Effect of identical growth rates
In section 2.2.1, all the unstable eigenmodes of the system were assumed to have
distinct growth rates. This made sure that one unstable mode would eventually
dominate the impulse response. The purpose of sections 2.2.2, 2.2.4, and 2.2.3 is to
show that the proof extends in a similar way when some of the modes have the same
growth rate. In this section, we discuss the most general of these special cases, where
the nth to (n + m)th eigenvalues have the same growth rate, but their imaginary
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parts (frequencies) differ. Note that for a complex system, these do not necessarily
come in pairs. In other words, we have:
Re(λn) = Re(λn+1) = . . . = Re(λn+m) = α,
Im(λn) = ωn 6= ωn+1 6= . . . 6= ωn+m.
The following notation will also be useful: Ω = diag
([
ωn . . . ωn+m
])
. The
structure of this section is in large part based on the different steps followed in
section 2.2.1, in order to identify where the two cases differ.
Controllability and observability singular vectors
The procedure of Proposition 1 whereby all the modes are projected out in turn
using the matrices Tci defined in equation (2.13a) does not encounter any issues for
the (n − 1) modes where Re(λi) > α and i < n. If we apply Tcn−1 to the impulse
response state x(t) = eAtB, we obtain:
lim
t→+∞
Tcn−1x(t)eαt −Tcn−1[pn . . . pn+m] eiΩt

q†n
...
q†n+m
B
 = 0,
⇒ lim
t∞→+∞
Tcn−1Xeαt∞ − 1eαt∞ Tcn−1 [pn . . . pn+m]

β†n
...
β†n+m

 = 0,
⇒ lim
t∞→+∞
Tcn−1Xeαt∞ − 1eαt∞ [ucn . . . ucn+m]

σcn
. . .
σcn+m


v†cn
...
v†cn+m

 = 0.
The left and right singular vectors of Tcn−1X thus tend to the subspaces spanned
by Tcn−1
[
pn . . . pn+m
]
and
[
βn . . . βn+m
]
respectively. Ton−1Z behaves in
an analogous way: its left and right singular vectors tend to the subspaces spanned
by Ton−1
[
qn . . . qn+m
]
and
[
ξn . . . ξn+m
]
respectively. However, unlike in
section 2.2.1, we cannot conclude that
[
ucn . . . ucn+m
]
and
[
uon . . . uon+m
]
converge to constants due to the oscillatory term eiΩt.
Hankel matrix
Next, as in Proposition 2, we consider the projected Hankel matrix:
lim
t∞→+∞
Tln−1MHTrn−1
e2αt∞
= lim
t∞→+∞
Tln−1Z†XTrn−1
e2αt∞
.
54
CHAPTER 2. PROJECTION-FREE BALANCED MODELS OF UNSTABLE
SYSTEMS: THEORETICAL JUSTIFICATION
However, in this case, the expression tends to:
1
e2αt∞
[
von . . . von+m
]
M

v†cn
...
v†cn+m
= 1e2αt∞[un . . . un+m]

σn
. . .
σn+m


v†n
...
v†n+m
,
where M is defined as:
M =

σonu
†
on
...
σon+mu
†
on+m
[ucnσcn . . . ucn+mσcn+m]. (2.21)
The left and right Hankel singular vectors therefore tend to the subspaces spanned
by
[
von . . . von+m
]
and
[
vcn . . . vcn+m
]
respectively, which are already (in-
dividually) orthonormal bases by definition (since they were created by an SVD).
These subspaces are therefore related to the corresponding Hankel singular vectors
through unitary matrices (or simple rotations). The SVD of M allows us to compute
these directly, and thus isolate the corresponding HSVs:
M = Ro

σn
. . .
σn+m
R†c . (2.22)
Therefore in general:[
un . . . un+m
]
=
[
von . . . von+m
]
Ro,
[
vn . . . vn+m
]
=
[
vcn . . . vcn+m
]
Rc,
(2.23)
where Rc and Ro are not necessarily constant.
Balancing transformations
For large t∞, only the nth to (n + m)th columns of the transformation matrix
T = UcΣcV
†
c V Σ
−1/2 must be considered since equation (2.23) implies that v†civj = 0
if i ∈ [n, n+m] and j /∈ [n, n+m], and hence the rest of T is independent of these
(m+ 1) columns. Using equation (2.23), these (m+ 1) columns become:
[
Tn . . . Tn+m
]
=
[
ucn . . . ucn+m
]
σcn
. . .
σcn+m
Rc

σ
−1/2
n
. . .
σ
−1/2
n+m
.
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as t∞ → +∞. Therefore as t∞ → +∞, the subspace spanned by the balanced modes
Ti for n ≤ i ≤ n + m converges to the subspace spanned by
[
ucn . . . ucn+m
]
which is the same as the one spanned by Tcn−1
[
pn . . . pn+m
]
. Similarly, it can
be shown that the adjoint balanced modes Si for n ≤ i ≤ n + m must span the
same subspace as Ton−1
[
qn . . . qn+m
]
. As mentioned above however, despite
the subspaces being constant, the singular vectors themselves are not, and therefore
we can expect some oscillation in these (m+1) forward and adjoint balanced modes,
even as t∞ → +∞.
Transformed Gramians
Finally, since equation (2.18) is still valid here, Wo is diagonalised by T if V(21) =
V(11). We again only need to consider the nth to (n+m)th columns of each matrix
since the other columns are unaffected by these modes for large t1 and t2. Using
equation (2.23):[
vn . . . vn+m
]
(21)
=
[
vcn . . . vcn+m
]
(t1)Rc(21),[
vn . . . vn+m
]
(11)
=
[
vcn . . . vcn+m
]
(t1)Rc(11),
⇒
[
vn . . . vn+m
]†
(21)
[
vn . . . vn+m
]
(11)
=R†c(21)Rc(11).
In general, V †(11)V(21) therefore becomes:
V †(11)V(21) =

I 0 0
0 R†c(11)Rc(21) 0
0 0 I
 .
The consequence of the last equation above is that the transformed observability
Gramian is still diagonalised by the transformation, except for (m + 1) columns
which have a dense ((m + 1) × (m + 1)) block along the diagonal. An analogous
derivation can be applied to the controllability Gramian.
As already discussed, not only does the subspace spanned by the (m+1) balanced
modes converge, but additionally, the rest of the balanced modes are unaffected.
This can be understood as having the (m + 1) modes balanced as a whole. This is
not problematic for control design purposes, because it is undesirable to truncate
unstable modes, so as long as the whole subspace is retained in the ROM, the
converged transformations T and S can be used as fully adequate transformations.
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On the other hand, note that if Rc and Ro were to tend to constant matrices,
the Gramians would become fully balanced by T and S for large t∞. The sections
below address some important cases where this can be shown to happen.
2.2.3 Repeated eigenvalues
The first case we focus on here is quite commonly encountered: as well as having the
same growth rate, the considered modes also have the same frequency, so the full
eigenvalues are actually identical: λn = λn+1 = . . . = λn+m = α + iω. In this case,
we show that the Gramians are actually fully balanced. In order to understand how
this case differs from section 2.2.2, let us first apply the projection matrix Tcn−1 to
the full controllability Gramian:
Wc(t∞) =
∫ t∞
0
xx†dt = XX†,
⇒ Tcn−1Wc(t∞)Tcn−1 =
∫ t∞
0
Tcn−1xx†Tcn−1dt.
As t∞ → +∞, we have:
lim
t∞→+∞
Tcn−1Wc(t∞)Tcn−1∫ t∞
0
e2αtdt
= Tcn−1
[
pn . . . pn+m
]
q†n
...
q†n+m
B
× B†
[
qn . . . qn+m
]
p†n
...
p†n+m
Tcn−1, (2.24)
=
1∫ t∞
0
e2αtdt
[
ucn . . . ucn+m
]
σ2cn
. . .
σ2cn+m


u†cn
...
u†cn+m
,
since λ+ λ∗ = 2α. The right hand side of equation (2.24) is just a product of
constant matrices. The integral
∫ t∞
0
e2αtdt by which the left hand side is scaled is just
a scalar that depends on t∞. As a result, the left singular vectors
[
ucn . . . ucn+m
]
converge for large t∞. Additionally:∫ t∞
0
e2αtdt =
e2αt∞ − 1
2α
≈ e
2αt∞
2α
, (2.25)
for large t∞. The singular values thus tend to σci = σ˜cieαt∞/
√
2α, where σ˜2ci are the
singular values of the constant part of equation (2.24). If α = 0, then the modes
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are marginally stable and
∫ t∞
0
dt = t∞ so σci = σ˜ci
√
t∞. Analogous conclusions can
be drawn by considering the observability Gramian instead. The singular vectors[
uon . . . uon+m
]
also converge and as t∞ → +∞, the singular values tend to
σoi ≈ σ˜oieαt∞/
√
2α (or to σoi ≈ σ˜oi
√
t∞ if α = 0).
The SVD of the matrix M defined in equation (2.21) can thus be written:
lim
t∞→+∞
M
e2αt∞
=
1
e2αt∞
Ro

σn
. . .
σn+m
R†c = 12αRo

σ˜n
. . .
σ˜n+m
R†c,
=
1
2α
M˜, (2.26)
where σi = σ˜ie
2αt∞/(2α) if α > 0, or σi = σ˜it∞ if α = 0, and M˜ is defined as:
M˜ = Ro

σ˜n
. . .
σ˜n+m
R†c =

σ˜onu
†
on
...
σ˜on+mu
†
on+m
[ ucnσ˜cn . . . ucn+mσ˜cn+m ].
Therefore, M˜ tends to a constant matrix (and hence so do its singular values σ˜n,
and vectors Ro, Rc). As a result of this, for large t∞, the nth to (n+m)th columns
of the transformation matrix become:
lim
t∞→+∞
[
Tn . . . Tn+m
]
=
[
ucn . . . ucn+m
]
σ˜cn
. . .
σ˜cn+m
Rc

σ˜
−1/2
n
. . .
σ˜
−1/2
n+m
.
Since Rc and Ro converge to constants for large t∞, we can conclude that for repeated
eigenvalues, the matrices T and S converge and fully balance the Gramians.
2.2.4 Complex conjugate eigenvalues
This section deals with a special case that is extremely common: most flow instabil-
ities are not stationary, and since the state matrices are usually real, unstable modes
typically appear in complex conjugate pairs. Here, we use a similar approach to sec-
tion 2.2.3 to investigate how this affects the findings from the previous sections.
Applying Tcn−1 to the state vector to project out all modes that are more unstable
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than the complex conjugate pair leads to:
Tcn−1x(t) = Tcn−1
[
pn . . . pnx
]
eλnt
. . .
eλnx t


q†n
...
q∗†nx
B,
⇒ lim
t→+∞
Tcn−1x(t)
eαt
=
1
eαt∞
Tcn−1
[
pn p
∗
n
][eλnt 0
0 eλ
∗
nt
][
q†n
q∗†n
]
B.
As a result, the Gramian becomes:
lim
t∞→+∞
Tcn−1
Wc(t∞)Tcn−1
e2αt∞
=
1
e2αt∞
∫ t∞
0
Tcn−1
[
pn p
∗
n
]
×
[
q†BB†qe2αt q†BB†q∗e2λnt
q∗†BB†qe2λ
∗
nt q∗†BB†q∗e2αt
][
p†nTcn−1
p∗†n Tcn−1
]
dt.
Marginally stable case
In this case e2αt = 1, and the projected Gramian simplifies to:
lim
t∞→+∞
Tcn−1Wc(t∞)Tcn−1
t∞
= Tcn−1
[
pn p
∗
n
]
×
[
q†BB†q q†BB†q∗+
q∗†BB†q− q∗†BB†q∗
][
p†nTcn−1
p∗†n Tcn−1
]
,
where:
± =
e(±2iωnt∞) − 1
±2iωnt∞ ⇒ limt∞→+∞ 
± = 0,
and hence for large t∞, the projected Gramian can be written:
Tcn−1Wc(t∞)Tcn−1 = t∞W˜c,
where W˜c is constant matrix, defined as:
W˜c = Tcn−1
[
pn p
∗
n
][q†BB†q 0
0 q∗†BB†q∗
][
p†nTcn−1
p∗†n Tcn−1
]
,
and hence has constant singular vectors
[
ucn ucn+1
]
and singular values that
can be written: t∞σ˜2cn and t∞σ˜
2
cn+1, where σ˜cn and σ˜cn+1 constant real scalars.
Once again, analogous results can be obtained for the observability Gramian. As a
consequence, the matrix M defined in equation (2.21) can be written M = t∞M˜ ,
where M˜ is constant, so Rc and Ro tend to constants and both the two HSVs σi for
i = n and i = n + 1 tend to t∞σ˜i, where σ˜i are the two constant singular values of
M˜ . As in section 2.2.3, this implies that T and S tend to constant matrices that
they fully balance the Gramians.
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Unstable case
If α > 0, we obtain:
lim
t→+∞
Tcn−1Wc(t∞)Tcn−1
(e2αt∞ − 1) =
Tcn−1
[
pn p
∗
n
][ q†BB†q q†BB†q∗+
q∗†BB†q− q∗†BB†q∗
][
p†nTcn−1
p∗†n Tcn−1
]
2α
.
Unlike in the marginally stable case however, for large t∞:
± =
(
α
α± iωn
)
e2(α±iωn)t∞ − 1
e2αt∞ − 1 ≈
(
α
α± iωn
)
e2iωnt∞ 6= 0.
Therefore, even for large t∞ the left controllability and observability singular vec-
tors continue to oscillate and never truly converge. Nevertheless, they stay in the
two-dimensional plane defined by the two eigenvectors. The corresponding Hankel
singular values grow on average at the rate e2αt∞ , but this growth rate also oscillates
around this mean trend. We therefore need to default back to the results obtained
in section 2.2.2: we expect to see oscillations in the two columns of T and two rows
of S that correspond to these modes even for large t∞. We also expect a full (2× 2)
block along the diagonal of the transformed Gramians, which will otherwise be inde-
pendently and fully diagonalised and equalised by the transformations. Once again,
any converged T and S transformations can therefore be used as fully adequate bal-
ancing transformations, if the complex conjugate pair is considered to be balanced
as a whole. As all the unstable modes are expected to be retained for any control
design applications, we therefore conclude that from a theoretical standpoint, the
algorithm is fully adequate for constructing balanced ROMs.
2.3 Balanced models of unstable systems using
system identification
In order to simplify the following discussion, let us switch to a discrete-time formu-
lation for our system: x¯(k + 1) = A¯x¯(k) + B¯u¯(k),y¯(k) = C¯x¯(k). (2.27)
This system can be made equivalent to its continuous counterpart defined in equa-
tion (2.1), if we define the discrete system matrices as follows:
A¯ = eA∆t, B¯ =
∫ ∆t
0
eAτBdτ, C¯ = C,
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where ∆t is the (constant) time step, and we assume a zero-order-hold, or piecewise
constant input: u(t) = u¯(k) for t ∈ [k∆t, (k + 1) ∆t]. Similarly, the adjoint system
in discrete state-space form becomes:z¯(k + 1) = A¯†z¯(k) + C¯†v¯(k),w¯(k) = B¯†z¯(k). (2.28)
Now, analogously to the continuous approach, the forward (respectively adjoint)
pulse response state snapshots can be obtained either by letting the state evolve
from the initial condition x¯(1) = b¯i (z¯(1) = c¯
†
i ) for each column of B¯ (C¯
†) or by
starting the simulation at x¯(0) = 0 (z¯(0) = 0) and forcing the system with a one
step unit pulse from each input, with all the others set to zero. As a result, the
state snapshots are of the form:
x¯k = A¯
(k−1)B¯ =
[
A¯(k−1)b¯1 · · · A¯(k−1)b¯nu
]
,
z¯k = A¯
(k−1)†C¯† =
[
A¯(k−1)†c¯1 · · · A¯(k−1)†c¯ny
]
.
We can also store “output snapshots” from the forward pulse response, known as
Markov parameters. These are of the form:
y¯k = C¯A¯
k−1B¯,
which is a (ny × nu) matrix for MIMO systems.
2.3.1 The eigensystem realisation algorithm
The eigensystem realisation algorithm (ERA) was initially proposed by Juang &
Pappa [123] to analyse the dynamics of space structures. It is a system identi-
fication technique based on impulse response data, that results in a state-space
model for the system. In this method, the system’s impulse response, in the form
of Markov parameters, is recorded and stored in two Hankel matrices. The first
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contains Markov parameters spaced p time-steps apart, starting from y¯1:
M¯H1 =

y¯1 y¯1+p · · · y¯1+Np
y¯1+p y¯1+2p · · · y¯1+(N+1)p
...
...
. . .
...
y¯1+Np y¯1+(N+1)p · · · y¯1+2Np
 ,
=

C¯B¯ C¯A¯pB¯ · · · C¯A¯NpB¯
C¯A¯pB¯ C¯A¯2pB¯ · · · C¯A¯(N+1)pB¯
...
...
. . .
...
C¯A¯NpB¯ C¯A¯(N+1)pB¯ · · · C¯A¯2NpB¯
 .
The second Hankel matrix stores the same Markov parameters, but shifted by one
time step:
M¯H2 =

y¯2 y¯2+p · · · y¯2+Np
y¯2+p y¯2+2p · · · y¯2+(N+1)p
...
...
. . .
...
y¯2+Np y¯2+(N+1)p · · · y¯2+2Np
 ,
=

C¯A¯B¯ C¯A¯(1+p)B¯ · · · C¯A¯1+NpB¯
C¯A¯(1+p)B¯ C¯A¯(1+2p)B¯ · · · C¯A¯(1+(N+1)p)B¯
...
...
. . .
...
C¯A¯(1+Np)B¯ C¯A¯(1+(N+1)p)B¯ · · · C¯A¯(1+2Np)B¯
 .
We then take the SVD of M¯H1, which results in:
M¯H1 = U¯Σ¯V¯
† =
[
U¯1 U¯2
] [ Σ¯1 0
0 Σ¯2
][
V¯ †1
V¯ †2
]
.
Here, Σ¯1 contains the HSVs corresponding to the modes we choose to retain in the
ROM, whereas Σ¯2 is composed of the HSVs corresponding to the truncated modes.
The reduced system matrices are then given by:
A¯r = Σ¯
−1/2
1 U¯
†
1M¯H2V¯1Σ¯
−1/2
1 ,
B¯r = first nu columns of Σ¯
1/2
1 V¯
†
1 ,
C¯r = first ny rows of U¯1Σ¯
1/2
1 .
2.3.2 The equivalence of BPOD and ERA
In [144], it was shown that the ROM obtained by both balanced POD and ERA
are in fact identical, if one considers the BPOD of the discrete system. The core
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of the demonstration will be shown here for completeness. To this end, we need to
define the discrete version of the BPOD algorithm. We assume that a snapshot is
saved every p time steps and here there are no quadrature coefficients, i.e. δci and
δoi from equation (2.11) are all just equal to 1. The discrete equivalent of the X and
Z matrices are thus:
X¯ =
[
x¯1 x¯1+p · · · x¯1+Np
]
=
[
B¯ A¯pB¯ . . . A¯NpB¯
]
, (2.30)
Z¯ =
[
z¯1 z¯1+p · · · z¯1+Np
]
=
[
C¯† A¯†pC¯† · · · A¯†NpC¯†
]
. (2.31)
Once the snapshots have been collected, the procedure is similar to the continu-
ous one:
Z¯†X¯ = U¯Σ¯V¯ † =
[
U¯1 U¯2
] [ Σ¯1 0
0 Σ¯2
][
V¯ †1
V¯ †2
]
, (2.32a)
ˆ¯T = X¯V 1Σ¯
−1/2
1 ,
ˆ¯S = Σ¯
−1/2
1 U¯
†
1 Z¯
†. (2.32b)
Here ˆ¯T is a (nx × r) matrix and ˆ¯S is a (r × nx) matrix. These matrices are used to
simultaneously balance and truncate the system and thus obtain a rth order ROM.
The realisation of the transformed and truncated system is then given by:(
ˆ¯A, ˆ¯B, ˆ¯C
)
=
(
ˆ¯SA¯ ˆ¯T, ˆ¯SB¯, C¯ ˆ¯T
)
.
Now, in order to compare ERA and discrete BPOD, we note that:
Z¯†X¯ = M¯H1, Z¯†A¯X¯ = M¯H2.
As a result this can be used to show the equivalence of the two methods. For the
reduced state matrix:
A¯r = Σ¯
−1/2
1 U¯
†
1
(
Z¯†A¯X¯
)
V¯1Σ¯
−1/2
1 =
ˆ¯SA¯ ˆ¯T = ˆ¯A.
Similarly, using equation (2.32a), we have:
Σ¯
1/2
1 V¯
†
1 = Σ¯
−1/2
1 U¯
†
1 Z¯
†X¯, U¯1Σ¯
1/2
1 = Z¯
†X¯V¯1Σ¯
−1/2
1 ,
and since the first nu columns of Z¯
†X¯ are equal to Z¯†B¯, we have B¯r = ˆ¯B. Analog-
ously, since the first ny rows of Z¯
†X¯ are equal to C¯X¯, we have C¯r = ˆ¯C.
This approach therefore provides a way of obtaining balanced ROMs, but at an
even lower computational cost than BPOD, and without the need for an adjoint
solver as it is only based on sensor measurements from as little as one impulse
response simulation.
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The ERA was originally introduced by Juang & Pappa [123] for discrete-time
systems and subsequently applied in this form. However, it is possible to obtain
equivalent continuous-time algorithms, as shown recently by Singler [200]. In ap-
pendix C, we propose a version of continuous-time ERA that is related but different
to the one introduced by Singler [200]: in order to use this version of the algorithm,
both the impulse response y(t) and its derivative y˙(t) must be recorded. The ad-
vantage of this approach is that the derivation is analogous to the one in [144] and
outlined in this section for discrete-time systems, and thus it is readily shown to be
equivalent to continuous-time BPOD.
2.3.3 Obtaining ERA models for unstable systems
As with most system identification techniques, ERA was designed for stable systems.
A common way to obtain models for unstable systems is to first stabilise the system
with some manually designed and model-free controller, and then to identify the
(stable) closed-loop dynamics. From there, the open-loop (unstable) dynamics can
be extracted since the controller is known. This approach has been successful in
a number of studies [155, 113, 114], but is not always practical, as it may not be
straightforward to find a stabilising controller without a model.
As shown above however, ERA and BPOD can be considered to be equivalent.
Furthermore, we have shown that the projection-free BPOD algorithm can theoret-
ically be applied to unstable systems directly. Therefore, we can conclude that ERA
must also be suitable to obtain models of unstable systems directly, without prior
stabilisation. This approach is investigated in chapter 4.
2.4 Discussion: extensions and practical issues
This goal of this chapter has been demonstrate the ability of the projection-free,
snapshot-based balanced truncation method to generate accurate reduced-order
models for unstable systems theoretically. It was shown that in all relevant cases, the
method can safely be applied as a justified balanced truncation technique for flow
control. If the system has some unstable modes that have identical growth rates,
these modes must be considered to be balanced as a whole. This is not problematic,
as long as they are not truncated (which would not be recommended, as they are
unstable).
Recalling the equivalence between the eigensystem realisation algorithm and the
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discrete snapshot-based balanced truncation algorithm showed in [144], it was then
argued that the ERA is also a justified technique for obtaining balanced models of
unstable systems. This point is significant because ERA is a system identification
technique which is more practical to apply for many systems than BPOD.
Thus, in this chapter, we have shown that both the projection-free snapshot-
based balanced truncation method and the eigensystem realisation algorithm can
be applied directly to large unstable systems. In theory, they both provide fully
adequate reduced-order models for the dynamics of the unstable linear systems.
Here, we discuss some issues that can be expected to arise in practice and suggest
some modifications that can lead to significant improvements in the quality of the
models and/or the computational cost of the methods.
2.4.1 Final simulation time and sampling intervals
Regardless of the stability of the system, and for both BPOD and ERA, the sampling
intervals must be small enough to capture the highest frequencies of interest in the
flow field. Conversely, in order for the balancing transformations to converge, the
final simulation time t∞ must be large enough for all relevant stable modes to decay
and to capture the lowest frequencies of interest in the flow. For unstable systems,
we have an additional requirement, which is that t∞ must also be large enough for
the impulse response to be dominated by the unstable modes at the end of the
simulation.
Although there is no theoretical upper bound on t∞, in practice as t∞ → +∞,
any initial transients will eventually become negligible compared to the unbounded
long term response. As a result, information related to modes that are more stable
than the dominating unstable mode(s) may be lost due to finite precision arithmetic.
This can result in an inaccurate identification of the corresponding balanced modes
and this therefore sets a practical upper bound on the final simulation time. Both
the upper and lower bounds on t∞ are clearly problem-dependent and the trade-off
between these two limits is investigated in further detail in chapter 3.
2.4.2 Improving the accuracy of the method
If several unstable modes have nearly identical growth rates or if it is necessary to
identify slowly decaying modes, the lower bound on t∞ may be higher than its upper
bound. It may therefore not be possible to obtain sufficiently accurate information
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about the more stable parts of the system from a simple impulse response. We
therefore propose two potential ways obtain a model in such scenarios.
First, for sufficiently large t∞, the most unstable mode(s) are still identified
accurately. By obtaining an initial set of balanced modes, where these are fully
converged (at the expense of potentially all other modes in the system), another set
of impulse response simulations can be run with these modes projected out in order to
identify the more stable modes. The procedure can potentially (but not necessarily)
be repeated until each unstable mode has been identified and projected out. In
this case, the method is clearly not projection-free any more. It also becomes more
similar to the extensions suggested by Barbagallo et al. [20] and Ahuja et al. [5], with
three noticeable differences: first, the entire unstable subspace does not necessarily
need to be projected out for the method to work. Second, an Arnoldi solver is not
required, as we are not identifying global modes. Third, this still results in the same
transformations as the theoretical projection-free method and hence the unstable
subspace is still balanced.
Clearly, this first approach cannot be applied with the ERA as the modes are
not explicitly computed. Instead, a second approach is suggested here. Similarly to
the first technique above, the ROM obtained from the initial impulse response either
from BPOD or ERA should be able to predict the dynamics of the most unstable
modes. This may not be sufficient for controller design as discussed in [201], since the
stable subspace may play a crucial role in the input-output dynamics. Nevertheless,
it may be possible to use this ROM as a first approximation to the system, and
design a controller that stabilises this model. In some cases this controller will
stabilise the full system. In others, it will at least damp the growth of the unstable
modes enough to make the closed-loop system more easily identifiable. From here,
the closed-loop system can be identified as in [155, 113, 114], and the open-loop
dynamics can be extracted to improve the initial ROM approximation.
2.4.3 Large systems and Gaussian quadrature
The discussion in this section is equally relevant for stable and unstable systems.
As mentioned in the original description of the approximate balanced truncation
approach, the state snapshots do not need to be stored at constant time intervals.
Despite this, all studies known to the author where a BPOD model is created use
equally spaced snapshots. As a result, the matrices X and Z as defined in equa-
tion (2.11) - which are used to approximate the Gramian integrals in equation (2.2)
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and (2.3) - are formed by using Newton-Cotes quadrature weights of a selected or-
der (e.g. trapezoidal, Simpson or Boole rule). However, recalling that the purpose
of this is effectively to approximate an integral (the Gramians) numerically, the
number of snapshots required can be significantly reduced by selecting a Gaussian
quadrature rule instead (e.g. Gauss-Legendre quadrature), where the snapshots are
not equally spaced in time.
The main reasons for using equally spaced snapshots are simplicity and the
freedom to choose the final simulation time a posteriori : the desired value of t∞ is
usually not known a priori, but Gaussian quadrature requires setting the time at
which the snapshots are recorded as a function of t∞. In order to circumvent this
difficulty, one can use a “composite” quadrature rule, where each impulse response
is divided into several time windows (of potentially different lengths). The integral
of each window can then be evaluated independently. For instance, if there are
Ni snapshots in the ith time window, a (Ni)-point Gaussian quadrature would be
used for that time window. With this piecewise integration method, it becomes
straightforward to add an additional time window of chosen length and quadrature
order, in order to increase the final simulation time. Relaxing the equal spacing
constraint between the snapshots also makes it possible to optimise the distribution
of the snapshots across the full simulation. For instance, if high frequencies are
known to dominate the early transients, then a higher-order quadrature may be
beneficial in the first few time windows. As the flow evolves however, a lower-order
quadrature may suffice.
If the system dimension is so large that storing and manipulating snapshots is
computationally demanding or if the number of snapshots required is so large that
it results in an excessively expensive SVD (for three-dimensional flows with slowly
decaying modes for instance), then significant savings may result from the use of
Gaussian quadrature, despite the added complexity of the procedure.
The benefits of using Gaussian quadrature for numerical integration are well
known and simply illustrated in figure 2.1, which compares the accuracy of the
approximation of
∫ 1
0
e10tdt with different quadrature schemes. Here, we show the
accuracy of the numerical integral obtained with composite Newton-Cotes schemes
using 2, 3, and 5 points in each interval/window, corresponding respectively to the
trapezoidal, Simpson, and Boole rules. We compare these with the approximations
obtained with composite Gauss-Legendre quadrature schemes, using 2, 3 and 5
points in each interval for a given number of total quadrature points. The Gauss
quadrature schemes are clearly more efficient: for instance, the approximation error
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Figure 2.1: Illustration of the accuracy of composite Gaussian quadrature (red)
compared to composite Newton-Cotes quadrature (black) for numerical integration.
In both cases,
∫ 1
0
e10tdt is approximated using 2 (•), 3 (◦), and 5 (4) points win-
dows. The best performance of the Gauss-Legendre scheme for a given number of
quadrature points is also shown for reference (2) and corresponds to the evaluation
of the integral using a single window with all the quadrature points.
using 10 points and a 5-point Gauss-Legendre quadrature is smaller than with 33
points and a (5-point) Boole rule.
2.4.4 Choosing between ERA and BPOD
Earlier in the chapter, we showed that BPOD and ERA can both be used to generate
balanced models of stable and unstable systems, of potentially very large dimension.
One might therefore ask whether one of the two methods is preferable. On one hand,
ERA does not require an adjoint solver and can be applied to experimental setups.
It is also cheaper computationally since full state snapshots do not need to be stored
and it is also simpler to implement. All of these points make ERA more practical
to use.
On the other hand, the forward and adjoint balanced modes provide some useful
information about the flow, which can be used for actuator-sensor placement for in-
stance. This is further discussed in chapter 4. Additionally, the extension described
above that requires state projections is only applicable to BPOD. We therefore see
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that there are clear advantages to BPOD as well.
2.4.5 Obtaining impulse response data
The fact that both ERA and BPOD are based exclusively on impulse response
information may cause practical difficulties. As mentioned in [228], significant er-
rors can result from just measuring the response of a noisy system to an impulse.
Apart from ensemble averaging a number of experiments/simulations to reduce the
influence of noise, a procedure called the Observer/ Kalman filter identification
(OKID) [124] outputs the system Markov parameters given general input-output
data. A promising direction for future work would therefore be to study to what
extent OKID can be used to obtain balanced models of noisy unstable systems.
In experiments, an additional issue is that it might be difficult to initialise a flow
exactly from an unstable equilibrium point if no stabilising controller is known a
priori. This point is discussed further in section 4.5.
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Chapter 3
Projection-free balanced models of
unstable systems: Application to a
one-dimensional system
In section 2.4, we noted that differences can be expected between the theoretical
predictions of chapter 2 and the behaviour of the algorithms in practice. It is
therefore crucial to check to what extent the theoretical conclusions hold in order
to show that the projection-free balanced truncation approach can really be used to
obtain accurate models for realistic systems in practice. This is the main objective
of this chapter, where we apply the method to the linearised complex Ginzburg-
Landau equation and analyse its ability to produce accurate reduced-order models.
The results presented in this chapter were published in a recent Physical Review
E article [75] and presented at the 67th Annual Meeting of the American Physical
Society’s Division of Fluid Dynamics.
3.1 Overview of the linearised complex Ginzburg-
Landau equation and simulation setup
The Ginzburg-Landau equation is often used to model convective flows, fluid in-
stabilities, and flow control techniques. Reviews on these topics such as [109, 48, 17,
138] frequently demonstrate important concepts with this spatially developing one-
dimensional model. It is a common test case for flow control and model reduction
studies of convectively and globally unstable flows because its behaviour is often rep-
resentative of the Navier-Stokes equations (e.g. [165, 137, 50]), but simulating the
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evolution of this system comes at a low computational cost. For more details about
the Ginzburg-Landau equation and related studies, the reader is referred to [17].
The linearised complex Ginzburg-Landau equations (3.1a) and the corresponding
adjoint equations (3.1b) are:
x˙ = Ax =
(
−ν ∂
∂χ
+ γ
∂2
∂χ2
+ µ(χ)
)
x, (3.1a)
x˙+ = A+x+ =
(
ν∗
∂
∂χ
+ γ∗
∂2
∂χ2
+ µ(χ)∗
)
x+, (3.1b)
where χ is the spatial variable, x is the system state, and µ(χ) = µ0 − c2u + µ2χ2/2.
The parameters ν and γ quantify the importance of convection and diffusion in
the system respectively. The growth of instabilities is measured by µ, where µ0 is
analogous to the Reynolds number in the Navier-Stokes equations (it can be used
to change the global stability of the system) and µ2 modifies the parallelism and
normality of the “flow”: a large µ2 corresponds to a large degree of non-parallelism,
while a small value of µ2 and a large value of ν result in a strongly non-normal flow.
Finally the most unstable wavenumber in the flow field is given by cu. Table 3.1
shows the values used here for all these parameters.
The results in this section are based on the matlab code developed by Bagheri
et al. [17] with a similar set of parameters to the supercritical (globally unstable)
system considered in the article. The main exception is µ0, which was set to 0.57 in
order to obtain a two-dimensional antistable subspace and demonstrate the ability of
the projection-free BPOD algorithm to handle several unstable modes. The forward
solver uses a spectral Hermite collocation method: in the discrete problem, the nx
dimensional state is x(χi) for 1 ≤ i ≤ nx. The collocation points χi are the roots of
the nxth Hermite polynomial Hnx(bχ) and the parameter b is chosen to obtain an
accurate approximation of the continuous problem, defined in equation (3.1a). The
adjoint equations are based on the discretised forward equations, using the inner-
product x†Qx. The matrix Q is defined so that the energy of the discretised state
approximates the energy of the continuous state. As a result, the adjoint system’s
realisation is of the form (Q−1A†Q,Q−1C†, B†Q), as opposed to simply (A†, C†, B†).
Further details regarding the discretisation of this code are included in the appendix
of [17].
In the present work, the system was set up as a single-input-single-output (SISO)
system. Both the input and output have the same narrow Gaussian spatial distri-
bution. The actuator is centred at χI , the upstream limit of the region where
instabilities grow exponentially (“branch I” in [17]), whereas the sensor is centred
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Parameter nx µ0 µ2 ν γ χI , χII cu
Value 220 0.57 −0.01 (2 + 0.2i) (1− i) ±10.7 0.2
Table 3.1: Ginzburg-Landau equation simulation parameters
at χII , the downstream limit of the unstable region (“branch II” in [17]). The dis-
cretised system has 220 states, corresponding to a spatial extent of [−85, 85], as
in [17].
This one-dimensional system was chosen as a first step to keep the cost of simu-
lations low. As a result, Gaussian quadrature was not required, and instead a Boole
rule quadrature scheme was used. The number of snapshots used N was chosen such
that t∞/N ≈ 0.05. The balancing transformations and ROM were then obtained as
described in section 2.2. As there are only 220 states in the full system, it was also
possible to compute the transformations and ROMs based on the various procedures
described in sections 2.1.3 and 2.1.4. For brevity, we only compare the projection-
free method to the snapshot-based projection method proposed by [20, 5] and the
“exact” analogous approach from [66], where the stable subsystem is balanced ex-
actly by evaluating the Gramians using the Lyapunov equations (2.6).
Our analysis here is split into two parts. First we investigate the extent to
which the key steps of the BPOD algorithm yield the results predicted by theory
in chapter 2. We then now turn our attention to the physical problem of the per-
formance of reduced-order models obtained with the projection-free algorithm, and
compare them with ROMs obtained with existing methods, as described above.
3.2 Comparison of the system’s behaviour with
theory
In this section, we compare the structure of several matrices obtained in practice
with their theoretical counterparts. When the matrices considered here have an
adjoint analogue, which behaves in the same way, we only focus on one of them for
brevity.
3.2.1 Singular vectors
We first check a result from Proposition 1, given by equation (2.12a):
lim
t∞→+∞
uci = u˜ci = Tci−1pi‖Tci−1pi‖−1,
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Figure 3.1: First 10 columns of |U˜ †cUc| for t∞ = 20 (a) and t∞ = 80 (b). The dashed
line separates the stable and antistable parts of the matrix. The colour scale is from
0 (black) to 1 (white).
for all unstable modes. In figure 3.1, we plot the first 10 columns of |U˜ †cUc|, where
U˜c =
[
u˜c1 u˜c2
]
, which we expect to be equal to
[
I2×2 02×8
]
. Figure 3.1 shows
that for large enough t∞ the first unstable singular vector of the controllability
Gramian uc1 points in the direction of p1 and the second singular vector uc2 points
in the direction of the component of p2 that is orthogonal to p1, exactly as expected.
An analogous conclusion can be drawn for Uo and equation (2.12b).
Next, we focus on a result from Proposition 2, given by equation (2.16):
vi = vci,
for all unstable modes. In other words, the right unstable Hankel singular vectors
tend to the right unstable singular vectors of X. In order to check this, we plot the
following matrix:
lim
t∞→+∞
V †c V = lim
t∞→+∞
[
V †caVa V
†
caVs
V †csVa V
†
csVs
]
=
[
I2×2 0
0 V †csVs
]
.
Note that, in an analogous manner, we could also check that ui = voi, i.e. that
the left unstable Hankel singular vectors tend to the right unstable singular vectors
of Z. Figure 3.2 shows that for large enough t∞ this is approximately true. Note
however, that even at t∞ = 80, residuals appear in the cross terms V †caVs and V
†
csVa,
since the matrix has not fully converged.
73
CHAPTER 3. PROJECTION-FREE BALANCED MODELS OF UNSTABLE
SYSTEMS: APPLICATION TO A ONE-DIMENSIONAL SYSTEM
(a)
1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
8
9
10
(b)
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
10
10
Figure 3.2: Top left (10 × 10) elements of |V †c V | for t∞ = 20 (a) and t∞ = 80 (b).
The dashed lines separate the stable and antistable parts of the matrix. The colour
scale is from 0 (black) to 1 (white).
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Figure 3.3: Top left (10 × 10) elements of |U †c Tˆ | for t∞ = 20 (a) and t∞ = 80 (b).
The dashed lines separate the stable and antistable parts of the matrix. The colour
scale is from 0 (black) to 1 (white).
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3.2.2 Transformation matrices
We now turn our attention to the structure of transformation matrix derived in
Proposition 2. Equation (2.17) implies that the direction of the unstable balanced
Ta modes is expected to tend to that of the left unstable controllability singular
vectors Uca. In order to check the validity of this result, we consider the theoretical
limit of U †cT :
lim
t∞→+∞
U †cT = lim
t∞→+∞
ΣcV
†
c V Σ
−1/2,
= lim
t∞→+∞
[
ΣcaV
†
caVaΣ
−1/2
a ΣcaV
†
caVsΣ
−1/2
s
ΣcsV
†
csVaΣ
−1/2
a ΣcsV
†
csVsΣ
−1/2
s
]
,
=
[
ΣcaΣ
−1/2
a 0
0 U †csTs
]
.
In figure 3.3, we plot |U †c Tˆ |, where Tˆi are the normalised balanced modes Tˆi =
Ti‖Tˆi‖−1 so that each column is in the same direction as the corresponding column
of U †cT :
lim
t∞→+∞
U †c Tˆ = lim
t∞→+∞
[
U †caTˆa U
†
caTˆs
U †csTˆa U
†
csTˆs
]
=
[
I 0
0 U †csTˆs
]
.
Figure 3.3 shows that the stable balanced modes are not orthogonal to the antistable
subspace at t∞ = 80 since |U †caTˆs| 6= 0. Additionally, the unstable balanced modes
are not exactly in the direction of the corresponding controllability singular vector
since |U †caTˆa| 6= I. These observations can be explained by considering the structure
of |U †c Tˆ | when V †c V is still converging and is instead of the form:
V †c V =
[
I + aa as
sa V
†
csVˆs
]
,
for some potentially small aa, as, and sa matrices of the correct dimensions. As a
result, U †cT becomes:
U †cT =
[
Σca (I + as) Σ
−1/2
a ΣcaasΣ
−1/2
s
ΣcssaΣ
−1/2
a U †csTs
]
.
Now, Σcs and Σs always converge to constants. On the other hand, we have:
lim
t∞→+∞
Σa = +∞, lim
t∞→+∞
Σca = +∞.
It is thus not surprising that:
lim
t∞→+∞
ΣcssaΣ
−1/2
a = 0,
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and that unless all the elements of as are exactly 0, we observe that:
lim
t∞→+∞
ΣcaasΣ
−1/2
s 6= 0.
For the top left block, the off-diagonal elements of Σca (I + as) Σ
−1/2
a are of the
form: σcaiaaijσ
−1/2
aj for some potentially small scalar aaij. For large t∞, if i > j
(below the diagonal), then σcaiσ
−1/2
aj  1, whereas if i < j (above the diagonal), we
have σcaiσ
−1/2
aj  1. This therefore explains the upper triangular nature of the term
Σca (I + as) Σ
−1/2
a : {
σcaiaaijσ
−1/2
aj = 0 if i > j,
σcaiaaijσ
−1/2
aj 6= 0 if i < j.
The behaviour of the converging matrices considered up to this point can therefore
readily be explained by the fact that the matrices are not fully converged.
As a more direct check of the main conclusion of Proposition 2, the convergence
of the transformation matrices is investigated, by computing T (t∞) and S(t∞) for
a range of t∞ values. The rate of change in the transformations over a fixed time
interval τ is calculated as: ‖T (t∞)− T (t∞ − τ)‖F/τ and ‖S(t∞)− S(t∞ − τ)‖F/τ ,
where ‖·‖F is the Frobenius norm of a matrix. These are plotted in figure 3.4
(b). Clearly, both matrices converge to constants for large t∞, as expected. As a
comparison the exponential growth of the energy of the primal and adjoint states is
also shown in figure 3.4 (a).
Despite this finding, the convergence of the direction of the balanced modes
also needs to be checked. We therefore plot 1−|Tˆi(t)†Tˆi(t− τ)| for each normalised
balanced mode Tˆi in order visualise the convergence of the direction of the balanced
modes. We expect this term to go to zero if the direction converges as expected.
Figure 3.5 shows that only the most unstable mode converges for large t∞. More
stable modes start converging, but eventually become so negligible compared to the
most unstable mode that they lose their numerical accuracy. Not surprisingly, the
less dynamically significant the mode, the lower the value of the maximum t∞ before
it diverges. This is the main limiting factor of the projection-free approach, when
applied to unstable systems.
3.2.3 Gramians
Another way to visualise this issue is to turn to Proposition 3 and to the observab-
ility and controllability Gramians. By definition, Gramians computed using a given
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Figure 3.4: Convergence of the balancing transformations T and S. (a) Evolution
of the energy of the forward impulse response (dashed line) and adjoint impulse
response (solid line) states with respect to time. (b) Rate of change of the trans-
formation matrices with respect to the final simulation time t∞ used to compute
them, for the first nx columns of T and rows of S where τ = 0.2.
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Figure 3.5: Convergence of the balanced mode shapes: 1− |Tˆi(t)†Tˆi(t− τ)| as a
function of the final simulation time t∞ used to compute T , for the first 5 normalised
balanced modes Tˆi = Ti‖Ti‖−1. Here τ = 0.2 and unstable modes are shown with
thick lines.
set of snapshots are exactly balanced by the transformations that were computed
using the same set of snapshots. However, converged transformations should be
able to balance Gramians computed for any sufficiently large t∞, as shown theoret-
ically in Proposition 3, and we are now interested in checking this from a practical
perspective. In order to do this, recall from equation (2.18) that the transformed
observability Gramian is given by:
T (t1)
†Wo(t2)T (t1) ≈ Σ−1/2(11)
(
V †(11)V(21)
)
Σ2(21)
(
V †(21)V(11)
)
Σ
−1/2
(11) ,
so V †(11)V(21), being the only term that is potentially non-diagonal (but that we expect
to tend to the identity matrix) provides a good indication of how well-balanced the
Gramians are. Similarly, we could investigate how close U †(11)U(12) is to the identity
matrix in order to investigate how well-balanced the controllability matrix is.
We therefore choose to compute ‖I − |V †(11)V(21)|‖F to analyse the quality of the
balancing of the observability Gramian. The transformations have been computed
using a set of snapshots corresponding to t∞ = t1 = 20, 40, and 80 convective time
units and applied to Gramians, which were themselves computed for many values
of t∞ = t2 ranging from 0 to 120. We evaluate how well balanced the resulting
4th, 8th, and 12th-order ROMs are by considering the top left (4× 4), (8× 8), and
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(12× 12) elements of V †(11)V(21). All of this is shown in figure 3.6.
Focusing first on the influence of t1, we can see that computing the matrix with a
longer t1 improves the balancing for all three orders of the ROM. The only exceptions
to this are for the highest values of t2 and close to t1 = t2. Theoretically, the higher
the value of t1, the more converged the transformation matrices, so this is what we
expect to see. For instance, at t1 = 20 the transformations are just not converged,
so regardless of the ROM order, the error is large.
On the other hand, if t1 is too large, the set of snapshots used to define the
transformation does not allow an accurate identification of dynamically less signi-
ficant modes. Therefore Gramians (and ROMs) which include these modes will not
be properly balanced regardless of t2. For example, the curve corresponding to a
12-mode Gramian with t1 = 80 always has a large balancing error, because t1 = 80
is too large to identify 12 balanced modes accurately.
Considering now the effect of t2, the quality of the balancing increases as t2
approaches t1. At t2 = t1 the Gramians are exactly balanced by definition as
mentioned above. For t2 > t1, the error settles to a constant value, until eventually,
a sharp degradation appears for the highest values of t2. For instance, this happens
at t2 ≈ 100 for the 8th order ROM computed with t1 = 80 transformations. This
can be explained by recalling that the Gramians are also approximated using state
snapshots. Therefore, this can be seen as a degradation in the accuracy of the
Gramians themselves, as opposed to the transformations.
Overall, all these tests have shown some discrepancies between the theoretical
behaviour and what occurs in practice. All the discrepancies can be attributed
either to the lack of convergence of the transformations or to the loss of numerical
accuracy due to the unbounded growth of the unstable modes. This has a simple
practical consequence: we cannot allow t∞ → +∞, since this would result in the
loss of crucial information about the dynamically significant stable behaviour of the
system. However, the balanced modes do converge up to a critical t∞ value and
result in approximately balanced transformed Gramians.
3.3 Analysis of the reduced-order models
Given the conclusions of the previous section, we now focus on discussing how the
resulting trade-offs affect the quality of the ROMs.
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Figure 3.6: Balancing error of transformed Gramians computed from a simulation
with final simulation time t∞ = t2 and balanced using transformation matrices
calculated from simulations with t∞ = t1. The error is quantified by the top left
(4× 4) (thick), (8× 8) (thin), and (12× 12) (dashed) elements of ‖I − |V †(11)V(21)|‖F
for t∞ = t1 = 20, 40, and 80. The value of t1 from each curve can be identified by
the zero error values at t2 = t1.
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3.3.1 Limitations on the final simulation time
In order to compare the quality of different ROMs, the L∞ error norm normalised
by the L∞ norm of the full-order system will be referred to as the “ROM error”
in the following paragraphs, i.e. ‖G−Gr‖∞/‖G‖∞. We define the L∞ norm of a
system G(s) as ‖G‖∞ = supω∈R∪∞ |G(iω)| for SISO systems. Therefore, ‖G−Gr‖∞
represents the maximum distance between the loci of G(iω) and Gr(iω) in the com-
plex plane. In practice, we approximate norms by ‖G‖∞ ≈ maxω∈[−ω∞,ω∞] |G(iω)|
for ω∞ → +∞.
Note that this norm is different from the H∞ norm defined as supRe(s)>0 |G(s)|,
which is infinite for unstable systems, and from the time-domain L∞(It) norm usu-
ally used for signals a(t) and defined over some interval It as ess supt∈It |a(t)|. Poten-
tially unstable systems can alternatively be compared using the ν-gap metric [214],
which can be interpreted as the “distance” between two models from the point of
view of their behaviour in a feedback setting. However, for the purposes of the
present analysis, the L∞ norm is an adequate measure of the difference between
the two models, as our focus in this chapter is on model reduction as opposed to
controller design. The ν-gap is considered in chapter 4 however.
First, we investigate the quality of ROMs obtained as a function of t∞ in fig-
ure 3.7. As expected, the ROM error initially decreases, as the simulation time
increases. The lines with no markers show the error corresponding to ROMs of
different orders, computed with the projection method of [20, 5]. These lines illus-
trate the first lower bound on t∞ related to the decay of stable modes. The lines
with markers correspond to projection-free ROMs. They illustrate the second lower
bound on t∞, which applies only to unstable systems, and corresponds to the con-
vergence of the unstable modes as they begin to dominate the impulse response.
Clearly this second lower bound seems to impose a larger minimum t∞ value for
this system.
As expected, as t∞ becomes large, the less dynamically significant information
is lost. Each ROM order has a different optimal final simulation time: the error is
minimised just before the unstable modes start to dominate the response enough to
sharply increase the error. Additionally, when this occurs for a given ROM order,
increasing the order further does not reduce the error, as there is effectively no useful
information in the truncated modes. From figure 3.7, it is possible to estimate the
value topt(r) of the optimal t∞ value corresponding to each ROM order r. This is
shown in figure 3.8, where it can be observed for this particular case that topt(r)
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Figure 3.7: ROM error as a function of the final simulation time t∞. Solid lines:
snapshot projection method [20, 5]. Lines with circles: projection-free method. For
both methods, the different lines correspond to ROMs with 2, 4, 6, 8, 10 and 12
states, from top to bottom.
seems to be decreasing roughly linearly as the model order is increased for r > 2.
3.3.2 Using the Hankel singular value distribution
The existence of an optimal final simulation time can be further understood by plot-
ting the HSVs corresponding to different values of t∞ values, as shown in figure 3.9.
Here, the exact and snapshot-based projection methods as well as the projection-free
method (using estimated optimal t∞ values) are used to obtain the HSVs corres-
ponding to 4th, 8th and 12th-order ROMs. In the projection-free case, as t∞ is
increased the HSVs corresponding to unstable modes grow, while the rest of the
singular values tend towards the respective converged values, identified by the other
two methods. This leads to an increase in the precision of the ROMs. On the other
hand, a “flat” region appears on each curve and this corresponds to the HSVs that
effectively have no dynamical significance. This region incorporates an increasing
number of states as t∞ grows, as expected. This flat region can be used as a guide to
choose the appropriate ROM order, given an HSV distribution. For instance, using
t∞ = topt(4) = 108 (top line with diamonds in figure 3.9), we can see that 4 singular
values are not in the flat region of the curve. As shown in figure 3.7, the error will
start growing if t∞ is increased further than topt(4) with r = 4. Conversely, the error
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Figure 3.8: Estimated optimal final simulation time topt(r) for different ROM orders
r (symbols) and linear trend line plotted for r > 2.
does not decrease for r > 4 with t∞ = topt(4).
3.3.3 Comparison with alternative approaches
Having discussed the optimal final simulation time and approaches to estimate it,
we now use these topt values to compare the projection-free approach to other meth-
ods. Figure 3.10 therefore shows the ROM error obtained with the projection-free
approach as a function of the ROM order, compared with the performance of the
snapshot [20, 5] and exact [66] projection methods. The two projection approaches
yield ROMs of effectively identical quality, while the error of the projection-free
models is of the same order of magnitude. We observe that the relative error in-
creases slightly with the ROM order in this case. Nevertheless, the three methods
perform very similarly: the error of a 12-state projection-free ROM is smaller than
that of an 11-state ROM computed with the projection methods. In other words,
for a given ROM order, we obtain a model of very similar accuracy.
A clearer way of evaluating the quality of the ROMs is to directly compare their
impulse responses and transfer functions with those of the full-order system, as
shown in figure 3.11. This shows that the three methods yield similar results for all
three ROM orders considered. Indeed, in all three cases, a larger ROM order yields
a more accurate estimation of the initial transients of the impulse response and of
the transfer function gain at high-frequencies.
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Figure 3.11: Impulse response (a) and transfer function gain (b) of the full sys-
tem (thick green dashed line) and the ROMs obtained with the exact projection
method [66] (thick blue dashed line), the snapshot-based projection method [20, 5]
(thin black dash-dotted line), and the projection-free method (thin red solid line).
ROM orders: 4, 8, and 12, top to bottom for both the impulse responses and the
transfer functions.
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3.4 Discussion
In this chapter, the theoretical results from chapter 2 were tested by applying the
method to a representative, spatially developing one-dimensional system with two
unstable modes. In chapter 2, several predictions were made for the limiting beha-
viour of the snapshot-based balanced truncation algorithm as t∞ → +∞. A number
of these predictions were therefore checked and it was found that as t∞ increases the
expected behaviour does start to appear: for instance, the transformation matrices
T and S converge to constants for large t∞. However, finite precision arithmetic was
found to give rise to discrepancies for very large t∞: eventually, the crucial transient
information recorded at the start of the impulse responses becomes negligible in
comparison with the overwhelmingly large response of the unstable modes. As a
result, as t∞ → +∞, it was found that each stable balanced mode loses its accuracy
in turn, until only information regarding the unstable modes is left.
The practical consequence of this finding is that it is not possible to let t∞ → +∞
and an optimal value of topt = t∞ must be found in order to obtain an adequate
model, thus striking a balance between the convergence of the transformations and
the growth of the unstable modes. The analysis of this system has also shown
that the value of topt is dependent on the ROM order: the lower the desired ROM
order, the higher the value of topt. Despite this limitation on the convergence of the
model, it was found that ROMs of similar quality to the ones resulting from existing
(projection-based) approaches could be obtained for this system.
In practice, finding an adequate value for t∞ can be done at a low computa-
tional cost, and simply by trial-and-error. First, the required impulse responses are
simulated and the snapshots are stored for a value of t∞ that is expected to be
sufficient. Then, for a few t∞ values, the T and S matrices are constructed. Here,
the HSV distribution gives an initial useful indication of how many modes may
have not yet lost their accuracy and hence the maximum order of the model for this
t∞ value. Given these transformation matrices, the corresponding (approximately)
balanced system matrices can be truncated to generate models of different orders at
no computational cost. Finally, the most appropriate ROM can readily be chosen.
This entire procedure comes at a low computational cost: once the snapshots
have been saved, only the SVD of a matrix whose size depends only on the number
of snapshots is required to generate the transformation matrices. This becomes even
cheaper if the eigensystem realisation algorithm is used instead, as this removes the
need to manipulate full-state snapshots, which can be cumbersome for large flows.
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Instead the Hankel matrix can be constructed directly from the output signal. In
the next chapter, both the BPOD and ERA approaches are used and applied to
the more realistic two-dimensional unstable flow over a D-shaped body, in order to
investigate how useful these models are for controller design.
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Chapter 4
Feedback control of the flow over a
bluff body using balanced models
In this chapter, the findings from chapters 2 and 3 are taken one step further, by
showing that the projection-free approach can be applied to relevant large-scale,
complex unstable systems and flow fields. A stronger emphasis is put on the use of
ERA to obtain such models directly from output data, since this approach comes at
a much reduced computational cost compared to BPOD, as discussed in the previous
chapters. In particular, a key goal is to show that the projection-free models are
pertinent in a feedback control context. We therefore use them to design robust
controllers, which stabilise the equilibrium state of the unstable flow over a bluff
body, even from off-design conditions, such as the fully developed vortex shedding
state and increased Reynolds numbers.
The findings presented in this chapter have been submitted and accepted for
publication in the Journal of Fluid Mechanics [74]. These results were also presen-
ted at the 2015 Imperial College Aeronautics Research Colloquium and at the 6th
symposium on Global Flow Instability and Control.
As mentioned at the end of chapter 1, we switch back to the standard fluid
mechanics notation in this chapter and the next, where for instance u, v, and w are
the three components of velocity in the streamwise (x), vertical (y), and spanwise
(z) directions. The relevant variables are defined again throughout the chapter for
clarity.
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4.1 Numerical setup
4.1.1 The immersed boundary fractional step method
The work presented in this chapter is based on the fast multigrid immersed boundary
fractional step (IBFS) algorithm introduced by Taira and Colonius [207, 52]. The
code can be used for solving two-dimensional direct numerical simulations of incom-
pressible flows. The IBFS algorithm is a finite volume code that has been rigorously
tested and used in many studies (e.g. [207, 52, 5, 144, 118, 119, 212, 37, 46, 35, 73]).
It was designed mainly for studying open-flows over two-dimensional bodies of ar-
bitrary shape.
In the code, the non-dimensional continuous incompressible Navier-Stokes equa-
tions in vorticity form are considered:
γ˙ = ∇× (u× γ)− 1
Re
∇× (∇× γ) +∇× f +∇× g, (4.1a)
uB = 0, (4.1b)
where u refers to the non-dimensional velocity (normalised by U∞), γ = ∇ × u to
non-dimensional vorticity, uB to the non-dimensional velocity on the body surface.
Equations (4.1) are first discretised in space on a uniform (rectangular) Cartesian
grid. Equally spaced, immersed-boundary forces f are then defined at discrete loc-
ations along the surface of the body and regularised onto this Cartesian grid. The
immersed-boundary forces are used to enforce the no-slip boundary condition along
the surface. The term g refers to an added body force term (such as an input or a
disturbance).
A second-order Adams-Bashforth scheme is used to discretise the advection term
and a second-order Crank-Nicolson scheme is used for the other terms. The flow
equations are solved sequentially on a number of nested grids at each time step, using
a fractional step method. As the body is only defined on the finest grid, the size
of the Poisson equation is small: it is equal to the number of immersed boundary
forces in the domain (one in both directions for each immersed-boundary point).
Each grid is identical to the one it is nested into, but is scaled to half the physical
extent and hence is twice as fine. Boundary conditions at the edges of each grid
are obtained by interpolating the solution from the next smallest grid level. For the
largest grid, a far-field boundary condition is used (zero vorticity). This approach
enables the use of an efficient algorithm based on a fast sine transform to march the
flow forwards. More details about the code can be found in [207, 52] and the other
89
CHAPTER 4. FEEDBACK CONTROL OF THE FLOW OVER A BLUFF
BODY USING BALANCED MODELS
studies cited above.
The linearised and adjoint solvers are based on the same discretisation and overall
time-marching framework as the nonlinear forward solver. The linearised equations
are discretised from their continuous form:
γ˙ = ∇× (u0 × γ) +∇× (u× γ0)− 1
Re
∇× (∇× γ) +∇× f +∇× g, (4.2a)
uB = 0, (4.2b)
where the subscript 0 refers to base flow quantities (the dynamics are linearised
about this flow state). The adjoint equations were derived using a non-trivial inner-
product matrix, based on the energy of the state over the domain [5]. They are
based on the semi-discrete forward equations (continuous in time, but discrete in
space). Nevertheless, for steady base flows, they can be shown to be a discretisation
of the following continuous adjoint equations in vorticity form:
− γ˙+ = ∇× (γ0 × u+)−∇2 (u+ × u0)− 1
Re
∇× (∇× γ+)+∇× f+, (4.3a)
u+B = u
+
slip, (4.3b)
where the superscript + refers to adjoint quantities, u+slip is the adjoint slip velocity
at the body surface. The linearised and adjoint flow solvers were developed in
earlier work by the author (Flinois & Colonius 2015 [73], not discussed here) for
adjoint-based optimisation applications, as extensions to an earlier version of the
code used by Joe et al. [118, 117]. Other studies have also used the original IBFS
code to develop very similar adjoint solvers (e.g. [4, 5, 212]). All these studies include
in-depth discussions of the implementation of the adjoint solvers, so the reader is
referred to these for further details.
The linearised and associated adjoint equations evolve about the same unstable
base flow, which needs to first be identified. To this end, Selective Frequency Damp-
ing (SFD) was used [7, 121]. The idea of SFD is essentially to low-pass filter the
evolution of the flow until it is fully stabilised. The gain and cutoff frequency for
the filter are user-defined. It is important to select a cutoff frequency that is lower
than that of the lowest unstable mode. In the implementation of SFD used in the
present work, the flow state is augmented by adding a wrapper function around an
existing time-stepping code [121] as follows:(
qk+1
qfiltk+1
)
= Φ
(
qk
qfiltk
)
,
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where qk is the flow state at time step k, q
filt
k is the filtered flow state, ∆t is the
time step, and Φ is a constant (2× 2) matrix, which depends on two manually tuned
parameters. These allow the gain and cutoff frequency of the low-pass filter to be
set.
4.1.2 Simulation setup
The flow around a D-shaped body is used as a test problem in this chapter: the
body is in the shape of a half-ellipse with a blunt vertical base, and the length of
the body is twice as long as its height, as illustrated in figure 4.1. The Reynolds
number Re = U∞H/ν (where U∞ is the incoming flow velocity, H is the body height
and ν is the kinematic viscosity) is 80. A time step of 0.005 convective time units
was used. All dimensions are normalised by the body height H. The finest grid is
of dimensions 30× 10 and contains 1500× 500 grid points. Three nested grids were
used in total. The trailing edge of the body is located at the centre of the finest
grid since the “flow” is advected upstream in the adjoint simulations. Note that
two other studies ([212] and [75]) considered the same grid as the one used here,
although the flow over a circular cylinder was considered in both cases, as opposed
to a D-shaped body.
Two sensor configurations are considered. The first sensor measures the vertical
velocity at a point located along the symmetry plane, two body heights downstream
of the trailing edge. The second sensor is more realistic, in that it is a body-mounted
sensor that measures the antisymmetric component of the force on the base, as
illustrated in figure 4.1. Low order models and controllers are designed based on
both sensors in order to compare their performance in a closed-loop setting. In both
cases, the flow is actuated using two disk-shaped horizontal body forces of diameter
0.1 and centred 0.15 above and below the trailing edge corners, directly in line with
the base. The magnitude of the two forces is always equal and their direction is
always opposite. This is thus a single-input-single-output (SISO) system, where the
input forces are acting purely in the x-direction but the total force on the flow is
always zero, although with a non-zero antisymmetric component.
In the next sections, we create models for the input-output dynamics between the
actuator and wake velocity sensor described above using three techniques: first, the
linearised forward and adjoint impulse responses are computed and the projection-
free snapshot-based balanced truncation (BPOD) approach is used to obtain a ROM.
We use this as our starting point as this method has been shown in chapters 2 and
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Figure 4.1: Input/output and flow setup: the actuators are disk-shaped body forces,
acting in opposite horizontal directions (see arrows). One sensor measures the ver-
tical velocity (triangle in the wake). The second sensor measures the antisymmetric
component of the force acting on the base of the body (sinusoidal coloured region
along the base). All dimensions are normalised by the body height.
3 (or equivalently [75]) to yield balanced ROMs for unstable systems. Second, the
ERA is applied to the linearised impulse response and we show that we obtain
a similar model to the BPOD-based ROM. Finally, we show that another almost
identical model can be obtained for the linearised dynamics about this steady state,
simply by considering the early response of the nonlinear system to a small impulsive
input. This shows that it is possible to obtain ERA models for unstable systems with
a standard (nonlinear) computational fluid dynamics code and even potentially with
experiments. Challenges one might encounter with this approach in more realistic
systems are also discussed.
4.2 Unforced flow
4.2.1 Fully developed vortex shedding flow
The D-shaped body considered in this chapter was studied computationally by Palei
and Seifert [164]. The authors identified the critical Reynolds number of the unforced
flow to beRecrit ≈ 63. Here, we are focusing onRe = 80, which is only slightly higher
than the critical value, so we expect one complex conjugate pair of eigenvalues to be
unstable (this is checked later in the chapter). In order to validate the mesh used
in the present work, the vortex shedding Strouhal number (St = fH/U∞, where f
is the dimensional frequency) and the RMS value of the lift coefficient fluctuations
CL,RMS were compared to those reported in [164], for a range of Reynolds numbers.
The results are summarised in table 4.1, showing an excellent agreement in all
the considered values. This therefore provides a good indication that our grid is
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Reynolds number Re 80 90 100 150
Strouhal number St
0.142 0.150 0.156 0.180 Present study
0.144 0.151 0.158 0.182 Palei & Seifert [164]
RMS lift coefficient CL,RMS
0.084 0.109 0.131 0.240 Present study
0.082 0.107 0.130 0.236 Palei & Seifert [164]
Table 4.1: Comparison of the natural vortex shedding Strouhal number and RMS
of lift fluctuations obtained in the present study and in [164], for the considered
D-body geometry, and at a range of Reynolds numbers.
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Figure 4.2: (a) Unstable base flow. (b) Snapshot of the unforced, fully developed
limit-cycling flow. Vorticity contours are shown, negative contours are bounded by
a line. Contour levels are from −1.8 to 1.8 in increments of 0.4.
sufficiently well resolved at all the considered Reynolds numbers.
4.2.2 Unstable base flow
As mentioned above, the unstable base flow corresponding to Re = 80 was obtained
using SFD [7, 121]. This (steady but unstable) base flow is compared to a snapshot
of the (unsteady) unforced fully developed vortex shedding flow (also at Re = 80)
in figure 4.2. The recirculation bubble’s length of the base flow is xrec = 3.58 and
its drag coefficient is CD = 1.138. As expected, the mean drag coefficient of the
unforced vortex shedding flow is higher: 〈CD〉 = 1.234.
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Figure 4.3: (a) First stored snapshot of the forward impulse response: horizontal
velocity contours from −0.09 to 0.09 in increments of 0.02 and actuators (circles) are
shown. (b) First stored snapshot of the adjoint impulse response: adjoint “vertical
velocity” contours from −0.9 to 0.9 in increments of 0.2 and wake sensor (triangle
in the wake) are shown. Negative contours are bounded by a line.
4.3 Low-order models of the flow
4.3.1 BPOD model
The impulse response of the linearised forward and adjoint systems (based on the
wake velocity sensor) were first computed in order to generate a BPOD model, using
the projection-free approach. State snapshots were stored every 0.2 convective time
units (40 time steps) and the corresponding ROM was computed. The first stored
snapshot of each simulation is shown in figure 4.3, to show the effect of the “impulse”
of the forward linearised and adjoint flow fields.
Actuator and sensor placement
As discussed for instance in [17] and [42], a feedback controller can only stabilise
an unstable system if all unstable modes are controllable and observable using the
chosen actuators and sensors respectively. In other words, the actuators and sensors
must overlap with the adjoint and forward global modes respectively. Furthermore,
the flow structures that are generated with the least amount of input energy by the
actuators are given by the leading eigenmodes of the controllability Gramian. It
is therefore important to ensure sensors can measure the state of the system where
these modes are large. Conversely, the flow structures that lead to the most energetic
output signal correspond to the leading eigenmodes of the observability Gramian.
It is therefore important to ensure actuators can influence the state of the system
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Figure 4.4: Unstable balanced modes: (a), (b) Primal modes, shown as vertical
velocity contours from −0.09 to 0.09 in increments of 0.02. The vertical velocity
sensor (triangle) and the force sensor (line along the base) are also shown. (c), (d)
Adjoint modes, shown as adjoint “vorticity” contours from −9 to 9 in increments of
2. The actuators are also shown (circles).
where these modes are large. Finally, the leading balanced modes inform us about
the states that contribute the most to the input-output dynamics of the flow.
In the case of unstable systems, we showed in chapter 2 that using projection-
free BPOD (and assuming the unstable modes are observable and controllable),
the direction of the unstable balanced modes tends to the direction of the unstable
eigenmodes of the Gramians as t∞ → ∞. Additionally, the subspace spanned by
these modes converges to the subspace spanned by the unstable global modes (note
that the modes themselves are not identical in general in this case). Physically, this
corresponds to the fact that the behaviour of unstable modes is eventually dominant
for an uncontrolled linear system, as the influence of any initial transient growth
becomes negligible as t∞ →∞. In figure 4.4, we therefore show the first two primal
and adjoint balanced modes, identified with a large final simulation time of t∞ = 100
convective time units. Note that ERA and most other system identification methods
do not usually provide this type of full-state or adjoint information.
Figures 4.4 (c) and (d) confirm that there is an overlap between the chosen
actuators and the unstable modes and figures 4.4 (a) and (b) confirm that the
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Figure 4.5: Approximation of the wavemaker region, based on the average of the
wavemaker regions predicted by the two unstable balanced modes. The wavemaker
region is computed by taking the pointwise product of the velocity magnitudes of
the forward and adjoint unstable balanced modes. Contour levels are from 0.01 to
0.06 in increments of 0.01.
location of vertical velocity sensor in the near wake will allow it to measure the
growth of the unstable modes. These two figures also show that qualitatively, the
unstable modes are dominant in the wake, downstream of the body. This suggests
that the base (rear face) of the body is a justified location for a body-mounted sensor.
However, the leading global modes and Gramian eigenmodes do not provide suffi-
cient information to select actuators and sensors that guarantee good robustness and
performance in a closed-loop setting, especially in the presence of disturbances [42].
On one hand, considering global modes individually (even unstable ones) is not
adequate for highly non-normal systems since the input-output dynamics may be
strongly dependent on the interaction between several modes [201]. On the other,
Gramian eigenmodes decouple the effect of actuators and sensors: the controllability
Gramian is computed without any knowledge of the sensor matrix C, while the ob-
servability Gramian is computed without any knowledge of the actuator matrix B.
Gramian eigenmodes thus cannot take into account the effect of time-delays between
actuation and sensing, which can have a large impact on the performance of feed-
back control [42]. In the case we are considering here, placing the velocity sensor
further downstream of the body than x = 2 would provide a better observability of
the unstable modes, as indicated by figures 4.4 (a) and (b). However in practice,
it was found that the design of robust stabilising controllers became increasingly
difficult as the sensor was shifted further downstream.
In order to find a compromise between these conflicting requirements, Chen &
Rowley [42] suggested that a “structural sensitivity” analysis, resulting in the “wave-
maker” region introduced by Giannetti & Luchini [83] might provide a promising
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starting point for actuator-sensor placement in a closed-loop setting. This region is
identified by taking the pointwise product of the forward and adjoint global modes.
Using projection-free BPOD however, the unstable balanced modes only converge
to subspace spanned by the global modes. We therefore show the average of the
two wavemaker regions predicted by the unstable modes in order to estimate the
actual wavemaker of the system in figure 4.5. It is encouraging that the identified
region is in good qualitative agreement with the one resulting from the structural
sensitivity analysis performed by Giannetti & Luchini [83] for the circular cylinder
at similar Reynolds numbers. Figure 4.5 shows that the wake sensor is at the centre
of the wakemaker region and also predicts that sensors located further downstream
than x ≈ 4− 5 may not perform well. Figure 4.5 also shows that the actuators and
the force sensor are located as close as possible to the region where the structural
sensitivity is high, while remaining “body-mounted”.
Reduced-order model
As explained in chapter 3, the final simulation time t∞ chosen to create a projection-
free BPOD-based ROM must be large enough to allow sufficient convergence of
the balancing transformations but small enough to retain the relevant information
regarding the stable subspace, despite the exponential growth of the unstable modes.
To this end, four final simulation times were tested: 12.4, 25, 50, and 100 convective
time units. Recall that HSVs can be used as a measure of the relative dynamical
significance of the transformed states, and provide a means of selecting an adequate
t∞ value. Figure 4.6 shows the HSV distribution for each t∞ value: as in chapter 3,
the singular values of two unstable modes grow as the final simulation time t∞
increases (this also confirms that there are indeed two unstable modes in the flow).
The most significant stable HSVs on the other hand converge as t∞ → +∞. Again,
as observed for the Ginzburg-Landau system in chapter 3, the HSVs corresponding
to modes of low dynamical importance that have been overwhelmed by the unstable
modes increase collectively with t∞ as opposed to converging. Note that for this
system of much higher dimension, however, the distinction between the modes that
have been overcome by the unstable growth and the other converging modes is less
clear than in chapter 3.
To demonstrate that a low t∞ value can be sufficient, we use t∞ = 25 convective
time units, and generate a 10th order ROM in the following sections. In figure 4.7,
the resulting impulse response is compared to the full-order model’s response. It
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Figure 4.6: Hankel singular values corresponding to ROMs created using BPOD
with different final simulation times t∞ (given in convective time units).
is clear that both the long term response and early transients are well predicted
by the model. The transfer function of the ROM is then shown in figure 4.8 (the
full-order system’s transfer function is not available). This plot is used to design
controllers using H∞ loop-shaping later in this chapter. It also enables frequency
domain comparisons with the ROMs obtained with ERA (see the next two sections).
4.3.2 ERA model
In addition to the BPOD ROM computations, an ERA model was obtained directly
from the output signal measured with the linearised Navier-Stokes equations forced
by an impulse. In order to construct a ROM that is comparable to the BPOD ROM
of the previous section, a 10th order model was generated by storing every 40th
sensor measurement from a t∞ = 50 convective time unit simulation. This ensures
that the size of the Hankel matrices on which the two models are based match, as
can be seen by comparing Z¯†X¯ and MH1 in section 2.3.2 of chapter 2. With these
parameters, the ERA models can be generated at a negligible computational cost,
as the algorithm only requires stacking the output signal from the sensor in two
matrices and performing the singular value decomposition of a small (125× 125)
matrix.
The comparison for the two open-loop models in the time and frequency domain
are shown in figure 4.7 and figure 4.8 respectively: in both cases, there is a good
match between the two models. We provide a more quantitative measure of how
similar the two models are in section 4.4.1. The difference between the two models
can be explained mainly by minor numerical and algorithmic differences in their
98
CHAPTER 4. FEEDBACK CONTROL OF THE FLOW OVER A BLUFF
BODY USING BALANCED MODELS
Time
S
en
so
r
si
g
n
a
l
0 5 10 15 20 25 30 35 40 45 50
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
Full system
BPOD
ERA (linearised dynamics)
ERA (nonlinear dynamics)
Figure 4.7: Impulse response of the full system and the ROMs obtained with BPOD,
ERA based on the linearised dynamics, and ERA based on the nonlinear dynamics.
Note that all four lines overlap almost perfectly.
implementation. First, the adjoint simulations are not the exact discrete adjoint of
the forward simulations. This is due to the multigrid algorithm, which is not self-
adjoint despite being used in both solvers, as noted by [5]. Second, the continuous
version of BPOD was used in the present work. Third, in the adjoint simulation,
the initial state was set to z(1) = C† and this state is shown in figure 4.3 (b).
On the other hand, in the forward simulation, the B matrix was approximated by
a one step pulse at the first time step of the forward simulation. This was done
partly for convenience and partly to keep the same approach between the BPOD
and ERA models. With ERA, we prefer to use an impulse rather than a fixed initial
condition in order to make the procedure more similar to what would be possible
in an experimental setting. The flow state just as the pulse is applied is shown in
figure 4.3 (a).
4.3.3 ERA model based on nonlinear dynamics
One of the main advantages of ERA over BPOD, as discussed in chapter 2 is its ease
of implementation: it is based on output measurements only and does not require an
adjoint solver. However, in many relevant flow control scenarios, the linearised im-
pulse response cannot be directly computed either, especially for unstable flows. For
instance, this is the case if only a nonlinear DNS code is provided or in experiments.
Here, we therefore investigate the possibility of generating ERA models directly
from a nonlinear code. Theoretically, if the impulse is sufficiently small, the early
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Figure 4.8: Bode diagram showing the transfer functions of the ROMs obtained with
BPOD, ERA based on the linearised dynamics, and ERA based on the nonlinear
dynamics. (a) Gain, (b) Phase. Note that the curves corresponding to the two
ERA models overlap almost perfectly. The locations corresponding to frequencies
of ω = 0.6 rad/s (4), ω = 0.7 rad/s (), ω = 0.8 rad/s (?), and ω = 0.9 rad/s (©)
are also shown to enable comparisons with the Nyquist diagrams in figure 4.10 (a).
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response of the system is expected to be approximately linear, until nonlinear effects
become significant. An arbitrarily long (approximately) linear response can therefore
be recorded by imposing a correspondingly small impulse. Of course, in any realistic
situation, having an excessively small impulse will result in significant issues due
to the associated low signal-to-noise ratio of the output signal [228]. This may
not be an issue here however, since an excessively long impulse response is not
desirable anyway, as t∞ is limited by the exponential growth of the unstable modes.
Additionally, in a computational setting, the early response of the flow to a small
impulse can usually be recorded with reasonably low noise.
Thus, if a sensor measurement can be recorded with an acceptable signal to noise
ratio and a large enough portion in the linear regime, the response can simply be
scaled back to recover the full impulse response of the linearised system. Figure 4.7
and figure 4.8 show that generating an ERA model with the same parameters as in
the section above yields an effectively identical model.
4.4 Feedback control
In most applications, the main purpose of computing low-order models for unstable
systems is to stabilise them in a desirable manner using feedback control. Here we
use the (linear) ERA model obtained from the nonlinear impulse response above
to design a linear controller. This is done using H∞ loop-shaping for both sensor
configurations.
The block diagram shown in figure 4.9 illustrates a standard control setup. It
consists of a linear system, whose input signals a(s) (s is the Laplace variable) and
output signals m(s) are related by G(s), the system’s open-loop transfer function:
m(s) = G(s)a(s). In closed-loop, the measurements m(s) are used to automate
the actuation a(s) using a mathematical law K(s). This controller can be designed
for instance to improve the system’s tracking performance or disturbance rejection
capabilities. In the case of an unstable G(s), the controller can be used to robustly
stabilise the system. As a result, the full closed-loop transfer function from aCL(s)
to m(s) is:
GCL(s) =
m(s)
aCL(s)
=
G(s)
1 +G(s)K(s)
, (4.4)
where aCL(s) is the input signal applied to the closed-loop system.
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G(s)
K(s)
m(s)aCL(s) a(s)
−
GCL(s)
Figure 4.9: Block diagram of the input-output arrangement. Note that a negative
feedback sign convention is used here.
4.4.1 Controller design using H∞ loop-shaping
The modelling procedure from the previous sections in this chapter makes it possible
to design controllers for unstable systems in a systematic way, without requiring prior
stabilisation. Note also that the entire procedure that leads to flow stabilisation
only requires a standard nonlinear solver: the linear model is obtained from an
approximately linear impulse response, the controller is designed using this model,
and it is applied directly to the nonlinear flow. Although, the controller is also
applied to the linearised Navier-Stokes in figure 4.11, this is only to compare its
response with theoretical predictions obtained with the ROM, and hence is not
strictly necessary.
In order to design a successful controller, several aspects must be taken into
consideration. First, the accuracy of the models is limited by the unbounded growth
of the unstable modes and/or by nonlinear effects. Second, fluid flows are often
subject to large disturbances and measurements are prone to noise, especially in
experiments. Third, the controlled system should not be too sensitive to parametric
uncertainties, like small changes in the Reynolds number. Finally, unstable systems
are rarely close to their unstable equilibrium point naturally. It would therefore be
very useful to design a controller capable of stabilising the flow from the limit cycle,
i.e. a nonlinear and unmodelled flow state. All of this suggests that robustness is a
very desirable property of any controller designed to stabilise this type of flow.
The H∞ loop-shaping procedure of McFarlane & Glover [146] provides a frame-
work for obtaining such a robust controller. In a first instance, the gain of the
open-loop frequency response or transfer function of the system is shaped manually
using frequency-dependent weights W (s) that ensure the resulting response gain
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has desired properties. In the second step, an optimisation problem is solved (us-
ing matlab), which modifies the controller (mainly its phase), in order to make it
robust to a large class of disturbances, while only introducing small changes to the
shaped system’s gains. Further details are included in appendix D.
Manual loop shaping step
In the present work, the initial shaping step was mainly used to stabilise the flow
by shaping the model manually using lead-lag compensators and the like. Without
this manual stabilisation step, the H∞ optimisation that followed was often found
to return unstable controllers. Although this is not necessarily an issue in itself as
long as the controller stabilises the flow, it should be avoided if possible for practical
reasons.
The standard Nyquist stability criterion for the present SISO system exhibiting
two unstable poles is: following the locus of the transfer function G(s) on the com-
plex plane (i.e. the Nyquist diagram) from ω = −∞ to ω = +∞, the point with
coordinates (−1, 0) should be “encircled” twice in the counter-clockwise direction.
Considering the wake sensor setup first, figure 4.10 (a) shows that this is the case
for the shaped system, which we can therefore expect to stabilise the ROM.
A useful tool that naturally fits in the H∞ framework is the ν-gap metric in-
troduced by Vinnicombe [214] and denoted by δν . It provides a measure of how
differently two systems shaped with the same weights W (s) can be expected to be-
have in closed-loop. The ν-gap takes a value between 0 and 1 ( δν = 0 between
identical models) and it is formally defined in appendix D. In our case, the nominal
model was obtained with ERA, based on the nonlinear flow dynamics. We also have
a BPOD model and an ERA model obtained from the linearised dynamics. The
ν-gap between the (shaped) ERA models obtained from the linear and nonlinear
dynamics is 8.63× 10−3. This is negligible and confirms that the two models can be
expected to behave in an effectively identical manner in closed-loop. On the other
hand, the ν-gap between the nominal model and the BPOD model is 0.241. This
value is not negligible so it indicates that with the chosen weights W (s), differences
may appear between the models in closed-loop.
Robustness optimisation step
The shaped model W (s)G(s) is then used as an initial condition for the H∞ loop-
shaping algorithm, yielding a more robust controller K0(s) = K∞(s)W (s). This
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Figure 4.10: Controller design for (a) the wake velocity sensor and (b) the body-
mounted force sensor, showing the Nyquist diagram of the ERA ROM, based on the
nonlinear dynamics G (scaled by a factor of 10 and 200 respectively), the manually
shaped modelW (s)G(s), the robust modelK0(s)G(s), and the reduced robust model
K(s)G(s). The point with coordinates (−1, 0) is shown by a cross. The locations
corresponding to frequencies of ω = 0.6 rad/s (4), ω = 0.7 rad/s (), ω = 0.8 rad/s
(?), and ω = 0.9 rad/s (©) are also shown.
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new controller is a 20th order system itself. High-order controllers are less easily
implemented in practice and also less reliable, so it is desirable to keep the order of
the controller as low as possible without excessively compromising the closed-loop
performance. Here K∞(s) was reduced to K∞,r(s) using matlab’s balreal and
modred command, thus resulting in a 16th order controller K(s) = K∞,r(s)W (s).
The Nyquist diagrams of the models shaped with the full and reduced robust con-
trollers are also shown in figure 4.10 (a).
The benefit of the H∞ loop-shaping step can be better appreciated by comparing
the robustness of the manually shaped system and the final system. This is done
by calculating the “generalised stability margin” b of the model-controller pair. As
implied by its name, b is a generalisation of the standard gain and phase margins
used in classical control. It gives a measure both of the robust performance and
robust stability characteristics of a given (shaped) model and is also applicable to
multiple-input-multiple-output systems [120]. If the closed-loop model is unstable
then b = 0 and as the robustness increases, b→ 1. A value of 0.2 ≤ b ≤ 0.3 or more
usually considered to be acceptable [215] (see appendix D for a formal definition
of b and for further details). Using only W (s), (i.e. with K∞ = I), we obtain
b(WG, I) = 3.57 × 10−2, which is unsatisfactory, and suggests that the feedback
system is likely to have poor robustness to uncertainty and disturbances. Using the
full robust controller, b(WG,K∞) = 0.363, so the H∞ loop-shaped controller can
be expected to be significantly more robust than W (s) alone. Finally, with the final
reduced controller, b(WG,K∞,r) = 0.362: i.e. the stability of the final system is
only marginally affected.
The duality between b and δν also provides robust stability guarantees for un-
certain systems [214]: given a controller K(s) = W (s)K∞,r(s) and a nominal model
G(s), any perturbed model Gp(s) for which δν(WG,WGp) < b(WG,K∞,r) is guar-
anteed to be stabilised by K(s). Since we know that b(WG,K∞,r) = 0.362 > 0.241,
we can be confident that both the BPOD model and the ERA model based on
linearised dynamics will also be stabilised by the robust controller.
Body-mounted force sensor: modelling and controller design
The same procedure was followed using the body-mounted force sensor. Note that
the two sensor signals were recorded simultaneously so it was not necessary to run a
new simulation to obtain this second model. In fact, it would have been possible to
record measurements from an arbitrary number of candidate sensors with only one
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simulation, and hence at no added cost. Since the construction of the ERA models
comes at a negligible computational cost, given an actuator, it is straightforward to
build a series of input-output models of effectively any number of sensors.
An ERA model was also computed from the linearised impulse response and the
resulting ν-gap was found to be 3.94×10−3. As with the velocity sensor, the stability
margin of the manually shaped controller is low: b(WG, I) = 7.22 × 10−2. With
the optimisation step, the 20th order H∞ controller and corresponding 14th order
reduced controller increase it to b(WG,K∞) = 0.499 and b(WG,K∞,r) = 0.495
respectively. The corresponding Nyquist diagrams for the different parts of the
design process are shown in figure 4.10 (b).
4.4.2 Controller performance
Both closed-loop systems were subjected to three tests, designed to answer the three
following questions:
1. Are the ERA models capable of predicting the closed-loop response of the
full-order linearised system accurately?
2. Can the controllers stabilise the full-order nonlinear flow from the limit cycle?
3. Up to what value of the Reynolds number can the controllers stabilise the
full-order nonlinear flow?
In the first test, the linearised flow is forced with an impulse and allowed to evolve
unforced for 50 convective time units, thus allowing the unstable modes to develop
before the controllers are switched on. In figure 4.11 (a,b) the response predicted by
the ERA model (velocity sensor) is compared to the full linearised system’s impulse
response in closed-loop, confirming that the two match very closely: only some
small discrepancies appear around t ≈ 120 convective time units. This shows that
although the ERA model is inevitably unable to capture all the flow dynamics due
to its low order, it is accurate enough to predict the response very accurately and to
reach the main goal of stabilising the flow. Similar conclusions can be drawn with
the body-mounted force sensor (figure 4.11 (c,d)). A noticeable difference however,
is that in this case, the convergence rate of the output signal is lower, thus requiring
longer for the flow to return to its unstable equilibrium state. On the other hand,
the body-mounted sensor leads to considerably less aggressive actuation than the
wake velocity sensor.
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Figure 4.11: Control using the velocity sensor (a,b) and the force sensor (c,d). Out-
put signals (a,c) and input signals (b,d) corresponding to the closed-loop response
predicted by the ROM identified with ERA (based on nonlinear dynamics) and
compared with the full linearised impulse response at Re = 80. In all cases the
system/model is subject to an impulse at t = 0 and the controller is switched on
after t = 50 convective time units.
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The second test is more challenging as the full nonlinear system is now considered.
After an initial impulse, the flow is left unforced, thus allowing the unstable modes
to grow and then saturate. The controllers are only switched on after 200 convective
time units, once the vortex shedding limit cycle is fully established . Figure 4.12
shows that the two H∞ controllers are robust enough to stabilise the nonlinear,
vortex shedding flow. Accordingly, figure 4.13 shows how the forces on the body
evolve with both sensors: when the instability is triggered around t = 0, the forces
evolve from their equilibrium values to their limit cycling values. Once the controllers
are switched on, the flow is stabilised and the steady equilibrium force values are
recovered. As expected, the controllers drive the flow towards a state that is similar
to the base flow. Figure 4.14 shows snapshots that depict the evolution of the flow
field from the moment when the control is switched on, until the flow is effectively
fully stabilised (with the body-mounted force sensor). After 500 convective time
units (figure 4.14 (d)) it is hard to see any asymmetry in the flow, which looks
virtually identical to the base state in figure 4.2.
The third test is identical to the second, except the Reynolds number is increased
to 90 and to 100. This challenges the robustness of the controllers further as the
unmodelled vortex shedding state must now be stabilised at an off-design and more
unstable Reynolds number. Additionally, in the linear regime, the steady state
and hence the linearised dynamics about it are also Reynolds number dependent.
Nevertheless, the velocity sensor configuration was observed to fully stabilise the
flow from the limit cycle at both Re = 90 and Re = 100. The body-mounted
force sensor did not fully stabilise the flow at either off-design Reynolds numbers.
In all four test cases however, the intensity of the vortex shedding and the mean
drag were significantly reduced, as summarised in figure 4.15. Interestingly, the
drag reduction is less significant than the lift fluctuation reduction in cases where
partial stabilisation occurs: for instance, at Re = 100 with the force sensor, the lift
fluctuations are reduced by 74%, while the drag is only reduced by less than a third
of the maximum drag reduction (i.e. compared to the base flow).
This test shows the limits of the robustness of the controllers and indicate that
the velocity sensor configuration (with the chosen controller) is more robust to an
increase in the Reynolds number than the force sensor configuration, despite the
fact that the stability margin is larger with the body-mounted sensor. This implies
that the dynamics of the shaped system experience larger changes with the force
sensor than with the velocity sensor (as measured by δν).
As the Reynolds number is increased, Giannetti & Luchini [83] have shown that
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Figure 4.12: Output signals (a,c) and input signals (b,d) corresponding to the closed-
loop response of the full nonlinear system at Re = 80, using the velocity sensor (a,b)
and the force sensor (c,d) with the corresponding controllers. The system is subject
to an impulse at t = 0 and the controller is switched on after t = 200 convective
time units.
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Figure 4.13: (a) Lift and (b) drag force coefficients of the full nonlinear system at
Re = 80 in closed-loop with both sensor configurations. The drag coefficient of the
base flow is also shown in (b). The system is subject to an impulse at t = 0 and the
controller is switched on at t = 200 convective time units.
the wavemaker region in a cylinder wake at low Reynolds numbers becomes elongated
and shifts further downstream. It is therefore possible that the body-mounted sensor
system is more strongly affected by an increase in the Reynolds number since it is
located in a less observable region of the flow (see figure 4.4) and is already on
the upstream edge of the wavemaker region at the design Reynolds number (see
figure 4.5).
The first part of the controller design procedure is manual and iterative and
hence differs for each transfer function. As a result, we cannot compare the two
sensors quantitatively or identify the largest Reynolds number for which the flow
can be stabilised with our setup. In fact, for such low Reynolds numbers, it is
likely that full flow stabilisation would be achievable with the same force sensor, by
designing controllers directly at Re = 90 and Re = 100. Eventually, as the Reynolds
number gets larger, we would expect the design of stabilising controllers to become
increasingly difficult with these two SISO configurations [137], but this test was not
performed here.
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Figure 4.14: Snapshots of the controlled flow field (using the body-mounted force
sensor) after (a) t = 200 convective time units when the control is turned on, and
then (b) t = 300, (c) t = 400, and (d) t = 500 convective time units. Vorticity
contours are shown, negative contours are bounded by a line. Contour levels are
from −1.8 to 1.8 in increments of 0.4.
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Figure 4.15: Effect of the two feedback control configurations on (a) the RMS lift
coefficient fluctuations CL,RMS and (b) the mean drag coefficient 〈CD〉 at different
Reynolds numbers Re, compared to the base flow and the unforced vortex shedding
flow.
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4.5 Discussion
In chapter 2, it was shown that from a theoretical perspective, projection-free BPOD
and ERA lead to adequate and converged balanced models for unstable flows. In
chapter 3, projection-free BPOD was shown to yield models of similar accuracy to
more computationally demanding alternatives. In this chapter, the approach de-
scribed in chapter 2 was applied to the unstable flow over a D-shaped body. Two
sensor configurations were considered. Using the first sensor, a BPOD model, an
ERA model, and a second ERA model based on the early response of the full nonlin-
ear flow to an impulse were created. The three models were compared and found to
be similar in open-loop. This justified the use of the final model for controller design
and showed that an accurate model of the input-output dynamics could be obtained
with a standard nonlinear flow solver at a negligible cost. Although nonlinearities or
a low signal-to-noise ratio might make it difficult to obtain a clean impulse response
for some flows, the overall cost of the modelling procedure should not significantly
increase even with large systems, as it is only based on output data (with ERA).
For both sensor configurations, the ERA model based on the nonlinear dynamics
was then used to design controllers using H∞ loop-shaping. The initial manual
shaping step was used to guide how the controller dynamics should be modified in
order to obtain a stable closed-loop system. The second step was used to increase
the robustness of the controllers. The ERA models obtained with both sensors were
sufficiently accurate to design stabilising controllers for the full-flow and also to
predict the closed-loop impulse response of the linearised flow. Additionally, both
controllers were found to stabilise the flow from the fully developed limit cycle. It was
also found that the chosen body-mounted sensor configuration (and the associated
controller) was less robust to an increase in the Reynolds number than the wake
sensor configuration. In all cases, the vortex shedding was clearly weakened by the
control, even if not fully stabilised, leading to considerable mean drag and RMS lift
reductions.
Overall, this chapter has shown that ERA can readily be used to obtain useful
input-output models of unstable flows without prior stabilisation, at a very small
computational expense. We expect that this approach can become a useful tool to
obtain accurate models of unstable flow dynamics, using simply a steady base flow
and a standard flow solver. Future work should focus on investigating how well
the conclusions from this study carry over to more relevant, and higher Reynolds
number flows.
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As the method may only require measurements of the response of the system to
a small impulse, it may be possible to apply it in experimental settings. However,
some aspects of this approach do make it more easily applicable to simulations than
to experimental setups. First, it might not be desirable to let unstable flows develop
in open-loop in practice in order to avoid damage to equipment. Second, more
noise and disturbances are usually present in experiments, thus worsening the signal
to noise ratio of the impulse response. Third, unstable base flows can be difficult
to obtain exactly in experiments if an ad hoc stabilising controller is not available.
Assuming the first point is not an issue, it may be possible to overcome the next two
hurdles, depending on the particular application. Averaging the impulse response
over many experiments might improve the quality of the measured impulse response.
Alternatively, as mentioned in chapter 2, the OKID algorithm [124] might also be
used to obtain the Markov parameters from general input-output data (of the early,
approximately linear response).
The base flow issue may be overcome in cases where it is possible to initialise the
flow in a known state q that is “close” enough to the base flow q0. If this is the case,
then the dynamics may still be approximately linear and they may also be assumed
to be unchanged compared to the linearised dynamics about q0. On the other hand,
the output measurement from q may not be negligible. In order to obtain an accurate
ERA model, a first (set of) experiment(s) can be conducted, whereby the flow is left
unforced from q and the output signal m(t) is recorded (again, this can be repeated a
number of times in order to improve the signal-to-noise ratio). Then, starting again
from q, a small impulse can be applied, while recording the output signal m1(t). If
the dynamics are indeed approximately linear then superposition should hold and
hence m1(t) ≈ m(t)+mimpulse(t). Additionally, if q is close enough to the base state
q0, then the impulse response from q0 is approximately equal to mimpulse(t), which
can trivially be retrieved from mimpulse(t) = m(t)−m1(t). Attempting to use this
method in an experimental context would therefore be another interesting direction
for future research.
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Chapter 5
Feedback control of a
three-dimensional wake using the
sensitivity reduction approach
In this chapter, we present a study that was performed to test the applicability of
the sensitivity reduction approach to fully three-dimensional flows. This promising
control strategy is different to the one discussed in chapters 2, 3, and 4. It also aims
to reduce the wake fluctuations and drag of bluff bodies using model-based linear
feedback control, but does not rely on the stabilisation of a steady base flow to
do so. It has shown promising results with two-dimensional geometries in previous
studies [55, 153] and the objective of this chapter is to demonstrate that it is also
capable of suppressing the wake fluctuations and reducing the drag experienced by
fully three-dimensional bluff geometries.
Much of the work presented here was included in [72] and presented at the
7th Southern California Flow Physics Symposium, the 66th Annual Meeting of the
American Physical Society’s Division of Fluid Dynamics and the UKACC 10th In-
ternational Conference on Control [152].
Note that we use a standard fluid mechanics notation in this chapter. As in
previous chapters, all variables are defined throughout.
5.1 Unsteady control volume analysis
A common approach to identify the main sources of drag is the steady control volume
analysis proposed by Onorato et al. [162] and subsequently used in a large number
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bluff body
cross-section AB
wake area AW
outflow surface
u = (u(t), v(t), w(t))
control volume V ol
inflow surface
u = (U∞, 0, 0)
p = p∞
Figure 5.1: Diagram of the control volume analysis setup. It is assumed that there
is no flow through the top, bottom, and side surfaces. Adapted from [153].
of studies (e.g. [108, 84, 6, 185, 184, 85, 76, 58, 98, 153]). The considered control
volume is shown in figure 5.1. A limitation of this popular approach is that it does
not take into account the fact that the flow is unsteady. Doing so as in [153] results
in a modified version of the relation obtained by Onorato et al.:
CD = −
∫
V ol
(
u˙
1
2
U2∞
)
dV ol
AB
+
∫
AW
(1− cp0) dAW
AB
+
∫
AW
[(
v
U∞
)2
+
(
w
U∞
)2
+
(
1− u
2
U2∞
)]
dAW
AB
. (5.1)
The area where the flow is disturbed at the outflow of the control volume is AW ,
the reference cross section of the body is AB, V ol is the total volume of the control
volume, the velocity of the flow is u = (u, v, w). The drag coefficient and (stagna-
tion) pressure coefficient are defined as:
CD =
D
1
2
ρU2∞AB
, cp0 =
p0 − p∞
1
2
ρU2∞
,
where D is the dimensional drag force, ρ is the fluid density, and p∞ is the (reference)
static pressure of the undisturbed incoming flow. The stagnation pressure at a given
location is defined by p0 = p+ (1/2)ρ (u
2 + v2 + w2), where p is the static pressure.
Now, as the flow is not steady, the total drag coefficient, as well as the velocity
components and pressure coefficient are all time-varying quantities and can thus be
decomposed into a time-averaged component (denoted by angle brackets 〈·〉) and a
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zero-mean fluctuating component (denoted by a dash (·)′), leading to:
CD(t) = 〈CD〉+ C ′D(t),
= −
∫
V ol
(〈u˙〉+ (u˙)′(t)
1
2
U2∞
)
dV ol
AB
+
∫
AW
(
1− 〈cp0〉 − c′p0(t)
) dAW
AB
+
∫
AW
[(〈v〉+ v′(t)
U∞
)2
+
(〈w〉+ w′(t)
U∞
)2]
dAW
AB
+
∫
AW
[
1− (〈u〉+ u
′(t))2
U2∞
]
dAW
AB
. (5.2)
The mean and fluctuating parts of equation (5.2) can then be separated. The mean
drag coefficient is given by:
〈CD〉 = −
∫
V ol
( 〈u˙〉
1
2
U2∞
)
dV ol
AB
+
∫
AW
(1− 〈cp0〉) dAW
AB
+
∫
AW
[〈v〉2
U2∞
+
〈w〉2
U2∞
+
(
1− 〈u〉
2
U2∞
)]
dAW
AB
+
∫
AW
[〈v′(t)2〉
U2∞
+
〈w′(t)2〉
U2∞
− 〈u
′(t)2〉
U2∞
]
dAW
AB
. (5.3)
Using equation (5.3), a measured time-averaged drag reduction can be expected to
be due to a combination several of the following contributions:
1. a reduction of the relative wake area AW/AB;
2. an increase in 〈u˙〉 in the control volume, e.g. if the body is slowing down;
3. an increase in the time-averaged stagnation pressure at the outflow 〈cp0〉, cor-
responding a general reduction of energy dissipation in the wake;
4. a reduction of the time-averaged cross-flow velocity components in the wake:
〈v〉2 + 〈w〉2, e.g. through a suppression of time-averaged streamwise vortices;
5. a reduction of the time-averaged streamwise velocity deficit in the wake:
U∞ − 〈u〉2, coinciding with an improved streamwise velocity recovery;
6. a reduction of the cross-flow components of the velocity fluctuations in the
wake: 〈v′(t)2〉+ 〈w′(t)2〉, discussed below;
7. an increase in the streamwise component of the velocity fluctuations in the
wake: 〈u′(t)2〉, also discussed below.
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The extra terms resulting from this unsteady analysis compared to the steady control
volume analysis are the 6th and 7th contributions above. The cross-flow contribution
is not particularly surprising. In fact, control strategies that result in the suppression
of vortex shedding are likely to have a large influence on this term.
On the other hand, the negative sign of the streamwise contribution is interesting.
As suggested in [153], it may explain some results obtained by Oxlade et al. [163]
and Cabitza [38], whereby the drag of three-dimensional blunt bodies forced at
high frequencies using synthetic jets facing downstream was significantly reduced.
Similarly, Parkin et al. [167] found that open-loop forcing of a D-shaped body with
synthetic jets near separation was more effective when forcing the near wake in
the downstream direction as opposed to forcing the shear layers in the vertical
direction (although a combination of both actuation methods was found to be the
most effective approach overall).
Note that any control strategy is likely to affect several terms in equation (5.3)
simultaneously. Therefore, unless the magnitude of the different terms can be quan-
tified, it might be difficult to attribute changes in 〈CD〉 to one single contribution
from the list above. Therefore in many cases, the use of equation (5.3) may be best
justified as a guide for the design of control strategies.
The overall goal of the approach chosen in this chapter is to reduce the time-
averaged drag by suppressing losses that are due to the development of the dominant
unsteady flow structures in the near wake. We therefore mainly expect our control
efforts to influence contributions 3, 6, and 7 above. For many separated flows,
reducing the velocity fluctuations in the near wake also reduces C ′D. Conversely,
although not guaranteed, it is reasonable to expect that most flow control strategies
that efficiently and consistently reduce C ′D are likely to do so by suppressing the
velocity fluctuations in the near wake. For this reason, we choose to measure and
aim to reduce the amplitude of C ′D (or equivalently the fluctuations in the total
pressure force on the base, or the average pressure coefficient on the base) in order
to obtain reductions in 〈CD〉.
5.2 The sensitivity reduction approach
In order to target the base pressure fluctuations, it may be possible to obtain an
approximately linear relationship between body-mounted actuators and sensors, des-
pite the unsteady and nonlinear behaviour of the underlying flow. In section 5.5, we
obtain such a low-order linear model G(s) (where s is the Laplace variable) in the
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G(s)
K(s)
r(s) = 0 ujet(s) Fjet(s)
Fdist(s)
Fbase(s)
−
Figure 5.2: Block diagram for the sensitivity reduction approach.
frequency domain using a harmonic forcing approach. The model predicts how the
forcing ujet (slot jets near the trailing edge) affects the sensor signal Fbase (which
measures the total pressure force on the base). This contribution to Fbase is denoted
Fjet. Note that the model does not attempt to predict the behaviour of the entire
flow, nor does it assume that the flow is steady. The unmodelled part of the sensor
measurement (Fbase−Fjet) can be attributed to flow structures and are simply con-
sidered to be general (potentially large) disturbances Fdist. As a result we have
Fbase = Fjet + Fdist, as shown in figure 5.2.
In section 5.6, the model G(s) is used to design a controller K(s). The aim
of the control is to ensure that the amplitude of the measured base pressure force
fluctuations in closed-loop |Fbase,closed−loop| are reduced compared to the unforced
fluctuations |Fbase,unforced|, as measured by the sensitivity function S(s):
|S(s)| = |Fbase,closed−loop(s)||Fbase,unforced(s)| < 1.
If the flow is unforced, then Fjet(s) = 0, and hence Fbase,unforced = Fdist. Thus, from
a control standpoint, this amounts to reducing the gain of the transfer function
between Fdist(s) and Fbase(s) in key frequency ranges. Using the block diagram in
figure 5.2, this transfer function can be shown to be:
S(s) =
Fbase(s)
Fdist(s)
=
1
1 +G(s)K(s)
. (5.4)
As mentioned above, the sensitivity reduction approach has been used before by
Dahan et al. [55], who successfully applied it to a backward-facing step geometry at
laminar and turbulent Reynolds numbers. Successful results have also been obtained
for a three-dimensional D-shaped body by Morgans et al. [153]. Here, the approach
is extended to a fully three-dimensional wake, in order to show that it holds promise
to reduce the drag of more realistic three-dimensional geometries.
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Figure 5.3: Domain dimensions and body geometry (scaled by the body height).
The incoming fluid flows in the positive x direction.
Throughout this chapter, the emphasis is placed on demonstrating the feasib-
ility of the control approach and its ability to yield promising results for a three-
dimensional flow. The setup for the study was thus chosen with the aim of obtaining
a computationally tractable but non-trivial three-dimensional flow, on which the
strategy described above could be tested. We therefore focus on the fully three-
dimensional wake that develops behind a backward-facing step with side walls,
shown in figure 5.3.
The approach considered in this chapter was specifically designed to be applicable
to a range of realistic flows and the methodology is thus pseudo-experimental: all
actuators and sensors are located on the body surface and only the information
that they provide is used to implement feedback control. The motivation for this
is that for many flows of interest, it is not reasonable to expect real-time full-state
information to be available or even to have access to sensors in the wake.
5.3 Numerical setup
5.3.1 Large eddy simulations
The work in this chapter is based on an in-house large eddy simulation (LES), called
StreamLES. The LES approach provides a compromise between the accuracy of
Direct Numerical simulations (DNS), whereby all scales are resolved in the flow, and
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the low computational cost of Reynolds-Averaged Navier-Stokes (RANS) solvers,
which only resolve the time-averaged flow. In LES, only the smallest scales are
modelled, whereas the main time-dependent flow features are resolved. Starting from
the incompressible Navier-Stokes equations, each time-varying quantity is filtered in
order to separate the resolved scales from the modelled scales. Although this filter
can be an explicit spatial filter, the numerical grid on which the equations are solved
usually dictates the local filter width implicitly.
In order to obtain the governing equations for LES, it is assumed from here
onwards that all quantities are first non-dimensionalised appropriately by the fluid
density ρ, the free-stream velocity U∞, and the body height H. The filtering oper-
ation described above (denoted by an over-line) is then applied. This can be shown
(see [208] or [55] for instance for further details) to result in modified Navier-Stokes
equations of the following form (most easily written in index notation):
∂u¯i
∂t
+ u¯j
∂u¯i
∂xj
= − ∂p¯
∂xi
+
1
Re
∂2u¯i
∂xj∂xj
− ∂τij
∂xj
, (5.5a)
∂u¯i
∂xi
= 0, (5.5b)
where now u¯i is the ith component of the non-dimensional filtered velocity, so that
u¯ = (u¯1, u¯2, u¯3) = (u¯, v¯, w¯) and xi is the ith non-dimensional spatial coordinate,
so that x = (x1, x2, x3) = (x, y, z). The non-dimensional filtered static pressure is
written p¯, Re is the Reynolds number (the inverse of the non-dimensional kinematic
viscosity of the fluid). Here τij represents the sub-grid scale stress tensor that must
be modelled in order to close the filtered equations and obtain u¯ and p¯. Many sub-
grid scale models have been developed for LES. These vary in form and complexity
but many of the most popular models are so-called “eddy viscosity models”, whereby
the traceless part of the sub-grid scale stresses takes the form:
τij − 1
3
δijτkk = −νt
(
∂u¯j
∂xi
+
∂u¯i
∂xj
)
= −2νtS¯ij, (5.6)
where S¯ij is the filtered strain rate tensor and νt is a parameter, referred to as the
“turbulent viscosity”. The isotropic part of τij is incorporated within the pressure
term. Therefore, in practice, these models locally increase the dissipation in the
flow, since equations (5.5) can be written:
∂u¯i
∂t
+ u¯j
∂u¯i
∂xj
= − ∂p¯
∂xi
+
∂
∂xj
([
2
Re
+ 2νt
]
S¯ij
)
, (5.7a)
∂u¯i
∂xi
= 0. (5.7b)
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Eddy viscosity models differ in the way νt is defined. While the simplest and
most commonly used model is the Smagorinsky model, the wall-adapted local eddy-
viscosity (WALE) model [160] was used in the simulations presented here. The
WALE model has several advantages over the Smagorinsky model. Unlike with the
Smagorinsky model, νt naturally vanishes near solid surfaces. It does so with the
correct near-wall scaling, and without requiring a dynamic procedure. The WALE
model is also sensitive to both rotation and strain rate in the smallest scales, but
vanishes for purely planar/shear flow. The original article where the model was
introduced [160] and other studies [208, 55] have shown that it performs well in a
number of flows and is able to handle transition.
In the rest of this chapter, filtered quantities are referred to without the over-line
to simplify the notation.
5.3.2 Overview of StreamLES
The simulations performed in this project were run using several supercomputing
facilities, including Imperial College’s CX1 and CX2 clusters and the UK high-
performance computer HECToR (now ARCHER). The StreamLES code has also
been used in many other studies (e.g. [135, 55, 208, 79, 2]). Here we only give a brief
overview of the structure of the code and refer the reader to the references above for
a more detailed account of the algorithms, discretisation schemes and time-stepping
methods implemented in the code.
StreamLES is a finite volume code that solves the integral form of the three-
dimensional incompressible LES equations described in section 5.3.1. The discret-
isation is cell-centred and collocated so a Rhie-Chow interpolation is used to avoid
spurious numerical oscillations. The convective and diffusive terms in the cells are
evaluated using the divergence theorem to convert them to surface integrals, which
are then approximated using a second-order midpoint rule.
Time-marching relies on a fractional step algorithm to impose mass conservation.
The unsteady term is computed using a second-order implicit Euler scheme, while a
second-order Adams-Bashfort scheme is used for the convective and diffusive terms.
The resulting Poisson equation is solved iteratively using a multigrid algorithm,
coupled with the successive line over-relaxation (SLOR) scheme and an alternate
direction implicit (ADI) technique.
A non-orthogonal structured mesh is used and split into blocks of dimension
(nx, ny, nz), where the values of nx, ny, and nz are the same for all blocks although
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nx 6= ny 6= nz in general. Each processor solves the flow in a given block and a layer
of halo cells if defined around each block boundary in order to impose boundary
conditions. If the block boundary is not on a domain boundary, the variables in the
halo cell take the values of the variables at the edge of the adjacent block. If the
block is at a domain boundary, then the halo cells are used to impose a Dirichlet or
homogeneous Neumann boundary condition on the velocity and a Neumann bound-
ary condition on the pressure. Alternatively, a periodic boundary condition or a
convective outflow or Robin boundary condition can also be imposed for relevant
flows.
5.3.3 Modifications of StreamLES
As with every CFD code, StreamLES was designed to be applicable to a certain
type of flow. In this case, relatively simple geometries are well suited for this code,
due to the block-shaped Cartesian grid structure. In order to make the most of
this feature, the code was modified in order to make it more readily usable for the
purposes of this project. The modifications and additions that were implemented
mainly concern the pre- and post-processing procedures and are briefly described
here.
The first addition addresses mesh generation and the general simulation setup.
As mentioned above, the code is built to handle domains composed of a number
of inter-connected blocks, where each block contains a Cartesian (potentially non-
orthogonal) grid with fixed dimensions in each direction. The code thus requires
“local” information, which sets the cell coordinates of the mesh inside each block
and “global” information, which sets where the blocks are located with respect to
each other and the boundary conditions to be enforced on each edge of each block.
This is done using a block coordinates system. This overall perspective simplifies
the mesh generation process for a number of flows to the following steps:
1. Set up the global domain:
(a) Define the domain “box” dimensions by setting the maximum number of
blocks in each direction: Nx ×Ny ×Nz.
(b) Define boundary conditions at all 6 edges of this domain box.
2. Set up the global properties of all blocks:
(a) Set the coordinates of the (groups of) blocks within the domain that are
“body blocks” (where no flow enters) and those that are “fluid blocks”.
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For instance, for a channel flow, no blocks would need to be body blocks,
whereas for a backward-facing step, the step would require a group of
blocks in the lower part of the upstream region to be considered body
blocks.
(b) Define the boundary conditions at all 6 edges of each group of “body
blocks”.
3. Define the mesh throughout the domain, either block by block or as a whole.
With this approach, the mesh for boundary layers, channel flows, body-mounted
structures, bluff bodies, forward or backward-facing steps, cavities, and many other
flows can be generated in a few minutes. One of the main advantages is that, for
relatively simple geometries, the last step allows generating the mesh for the whole
box domain globally, potentially with as little as one loop for each direction. In
this case all the (Nxnx×Nyny×Nznz) mesh points are defined and associated with
individual blocks, and only the ones corresponding to “fluid blocks” are used for the
computation.
The second set of modifications aimed to improve the cost and reliability of the
the post-processing procedures, which were originally done locally. As a result, large
unformatted files containing flow data were generated by the code, then transferred
to a local machine from the HPC, before being read and compiled into usable files
to be used in matlab, tecplot, or the like. Reading binary files can cause is-
sues when switching machines. Additionally, this procedure results in unnecessarily
large amounts of data being transferred, and large memory requirements on local
machines. A more robust approach is to transfer all the post-processing to the
HPC directly. As a result, the binary files can reliably be read and this reduces the
amount of data that must be transferred to the local machine to a readily usable
set of formatted files of minimal size. In fact, this allows reducing files to a small
enough size that matlab was used to generate most plots in this chapter, including
the three-dimensional flow data.
5.3.4 Simulation setup
The domain used in the present work is set up to simulate the flow over a fully
three-dimensional blunt body at a Reynolds number based on the body height of
Re = 2×103. This flow is expected to reproduce some of the key features appearing
in the wake of more complex three-dimensional bodies such as large road vehicles.
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Figure 5.4: Mesh used in the simulations, showing every 8th grid point. (a) x− z
view. (b) x− y view.
On the other hand, the Reynolds number is at least three orders of magnitude smaller
than the one experienced by road vehicles on motorways, there is no gap between the
road and the body, no moving road, and no leading edge. These features obviously
have a drastic effect on the dynamics of the flow, but at this stage, the goal is not
to recreate the exact flow over a road vehicle, but rather to test the control strategy
described in section 5.2 on a three-dimensional flow, at a reasonable computational
cost, and by focusing on the wake dynamics only.
The length of the body (scaled by the body height) is 5 and its width is 1.35
(this is the same height to width ratio as the Ahmed body [3]). There is a clearance
between the domain boundaries and the body’s top and side surfaces of 5 body
heights. The wake section, downstream of separation, is 30 body heights long. The
mesh used for the simulations is a non-uniform Cartesian mesh, shown in figure 5.4,
where the non-uniform seeding follows a hyperbolic tangent distribution in all cases.
The domain has Nx × Ny × Nz = 11 × 4 × 6 blocks (2 × 2 × 2 = 8 of which are
body blocks), and the (fluid) mesh thus has a total of 256 blocks, each composed
of nx × ny × nz = 32 × 32 × 32 cells. The expansion ratios in the three directions
are limited to 1.066 and the largest cell aspect ratio is 24.3 (but this is located
near the outflow). Downstream of separation, where the flow is likely to become
turbulent, the simulations showed that the non-dimensional wall distances were y+ =
y
√
Re(∂‖u‖/∂y)|y=0 ≈ 0.65 on the ground plane and x+ = x
√
Re(∂‖u‖/∂x)|x=5 ≈
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Figure 5.5: Diagram of the inflow boundary condition regions (not to scale). See
text for details.
0.51 on the base surface.
The boundary conditions were set as follows:
• Body surface and ground plane: No-slip condition;
• Domain side and top boundaries: Free-slip condition;
• Domain outflow: Convective boundary condition;
• Domain inflow: this plane was split in 10 regions, as shown in figure 5.5. In
many of these regions it was decided to use a polynomial approximation to a
Blasius profile as the inflow condition:
u(ξ) = F(ξ) = 2ξ − 5ξ4 + 6ξ5 − 2ξ6,
where u is the local non-dimensional streamwise velocity and ξ is the distance
from the wall, normalised by the boundary layer thickness, so that ξ ≤ 1 and
u(1) = 1. Here the boundary layer height was chosen to be δBL = 0.1. If δBL
at the inflow was too large, this resulted in a steady flow field, thus removing
any time-dependent features from the wake. The inflow boundary conditions
were set as follows:
– Regions 1, 3, 5, 7, and 9: Blasius profile: u(ξ) = F(ξ);
– Region 10 (outside the boundary layers): u = 1;
– Regions 2 and 8: the boundary layer in an internal corner has been the
subject of a significant amount of research (see for instance [225, 179,
191]). It was found that u(yˆ, zˆ) = F (yˆ) × F (zˆ) (where yˆ and zˆ are
the vertical and spanwise distances from the corner, normalised by δBL)
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Figure 5.6: Comparison of streamwise velocity profiles along the bisector of a per-
pendicular concave corner. b is distance along the bisector, Rex is the Reynolds
number based on x.
provided an acceptable approximation to the theoretical inflow boundary
condition, as illustrated in figure 5.6, and this was thus used at the inflow
in these regions;
– Regions 4 and 6: Less research has been done on the flow around an
external corner, so the standard Blasius profile was simply swept around
the external corner in this case: u(ξ) = F(ξ), where ξ is the absolute
distance from the external corner;
In all cases, the cross-flow velocity components were set to zero.
For simulations where actuation was applied, zero-net mass-flux slot jets were
included on the surface of the step, just before separation, on the top and side walls
of the body, as shown in figure 5.7, with a jet slot of width 3% of the body height.
The time-varying velocity amplitude of the jets has a top-hat profile and is oriented
at 45◦ towards the positive x-direction. The velocity is identical at all times all
around the three trailing edge faces, which therefore effectively imposes blowing
and suction of fluid downstream and outwards. The chosen location of actuation
is therefore expected to affect both the separating boundary layers and hence the
shear layers, and the near-wake flow. The sensor was chosen to measure the total
pressure force on the base (rear face) of the body.
5.3.5 Domain and grid convergence checks
As some of the boundary conditions described above were chosen mainly for con-
venience, and as this flow has not been studied before to the author’s knowledge,
a number of tests were performed to investigate the sensitivity of the results. The
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Figure 5.7: Location of the slot jet on the body’s trailing edge (not to scale, all
dimensions shown are normalised by the body height).
mesh described above is referred to as the nominal mesh. All the simulations in this
section were run for 1000 convective time units, while the flow field was observed
to settle in less than 100 convective time units in all cases. All averages were taken
from t = 100 to 1000 convective time units.
In order to compare the different grids, it was decided to consider the mean
recirculation length xrec, which is a commonly used parameter for a number of
separated flows and is known to be very sensitive to small changes in the grid and
geometry, even for simple 2D flow fields. It is defined here as the streamwise distance
between the base and the location where the time-averaged velocity at the first cell
above the ground in the symmetry plane (z = 0) changes sign, near the end of the
recirculation region.
Four grids were compared to the nominal grid: a wide grid, where the distance
between the body and the top and side domain boundaries is increased from 5 to
8 body heights, a short grid, where the length of the domain downstream of the
body’s trailing edge is shortened from 30 to 20 body heights, a coarse and a fine
grid, where the number of cells in each block was then varied, keeping the size of the
smallest cell constant (nx×ny×nz = 24×24×24 for the coarse grid, 48×48×48 for
the fine grid, and 32× 32× 32 for the nominal grid). The corresponding maximum
expansion ratio was 1.099 for the coarse grid and 1.037 for the fine grid. As shown
in table 5.1, the difference in the computed time-averaged recirculation length is
below 5% in all cases.
An additional test was performed in which exactly the same simulation was run
twice on the nominal grid in order to check the repeatability of the results, and as
expected, the results from the two simulations (time histories of the recirculation
length and base pressure force) matched perfectly. However, the exact evolution of
the wake was found to be very sensitive to any small changes in the setup. Finally,
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Grid Recirculation length xrec
Nominal 5.01
Wide 5.04
Short 4.89
Coarse 5.26
Fine 5.16
Table 5.1: Comparison of the time-averaged recirculation length obtained with dif-
ferent grids.
it was also checked that the time-averaged velocity gradients in the x-direction
upstream of separation were less than 1% over most of the step, suggesting that the
flow field is able to settle to a more physical state than the imposed inflow conditions
before separation, with the present body length of 5 body heights upstream of
separation.
5.4 Unforced flow
In this section, we first describe the overall structure of the time-averaged unforced
flow, before characterising the main unsteady flow structures using flow snapshots
and probe signals.
5.4.1 Structure of the unforced time-averaged flow
Just downstream of the trailing edge, the fluid near the ground plane is slower than
anywhere else as it is still inside a boundary layer. Although all three separated shear
layers (two on the sides and one on top) curve inwards behind the base, only the fluid
near the ground is slow enough to curve in sufficiently and enter the recirculation
zone. As a result, most of the fluid that enters the time-averaged recirculation region
from upstream of the trailing edge does so through the lower corners of the body
near the ground.
Inside the recirculation zone, when the flow reaches the base of the body, it fans
out in every direction from the centre of the base as shown in the most upstream
slice of figure 5.8. The portion that travels upwards and outwards gets entrained
downstream as it reaches the top and side shear layers. The portion that travels
downwards forms a corner eddy due to the presence of the ground, as shown in
figure 5.9 (a) and (b). This eddy is analogous to the one that appears on a tra-
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Figure 5.8: Slices at several x locations along the time-averaged wake, showing
streamline projections onto each slice and contours of positive x-velocity.
ditional two-dimensional backward-facing step, but the three-dimensionality of the
flow makes it spiral outwards from the symmetry plane and towards the two side
shear layers (see figure 5.8 and figure 5.9 (c) and (d)).
Since vortex lines move with the fluid, the two ends of the spanwise spiralling
corner eddy turn as they reach the side shear layers. This results in what resembles
a streamwise counter-rotating vortex pair with positive vertical velocity along the
symmetry plane (second slice of figure 5.8). The outer portion of this vortical
structure is inside the shear layers and is moving downstream, while the inner portion
(inside the recirculating region) is moving upstream. The overall picture is therefore
that the fluid in the ground plane boundary layer that is also close to the body gets
entrained into the recirculation region. It is then slowed down and lifted up from
the ground, before flowing back towards the base. At this point it flows outwards
and gets entrained by the shear layers, either directly, or via the corner eddy.
Looking now at the outer flow region, the three shear layers separate and gradu-
ally curve inwards as they move downstream. Where the bulk of the shear layers
meet (around x ≈ 10), the fluid above the top shear layer pushes the fluid from the
two side shear layers downwards, where it then encounters the ground (third slice
in figure 5.8). As a result, two large streamwise counter-rotating vortices form and
eventually dominate the time-averaged flow in the far wake, as shown in the last
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Figure 5.9: Slices of the time-averaged flow, showing contours of the velocity com-
ponent normal to each slice and streamlines projected onto each slice. (a) z = 5.675
(symmetry plane), (b) z = 6.0125 (half-way between symmetry plane and side edge
of body), (c) y = 0.1, (d) y = 0.5. Note that the first plot has no contours since the
time-averaged w is zero everywhere at z = 5.675.
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two slices of figure 5.8.
It is not surprising that the time-averaged structure of this flow field has many
similarities with the flow around surface-mounted blocks described in section 1.2.2.
The flow structure diagram suggested by Schofield et al. [194] seems to closely match
the patterns observed here. In particular, the streamwise vortex pair in the recir-
culation region as well as the large streamwise vortices in the wake appearing in
figure 5.8 and figure 5.9 (c) and (d) were observed by Schofield et al. [194]. Note
that the vortex pair in the wake is also found in the far wake of square-back road
vehicle models (e.g. [23]). Additionally, the corner eddy in figure 5.9 (b) also ap-
pears in the sketches proposed by Schofield et al. [194] and Martinuzzi et al. [145],
although it appears to be much larger in the case considered here. Even the stream-
line patterns of figure 5.9 (b) and (c) are very similar to those shown in the sketch
of Schofield et al. [194].
Clearly, some differences do appear: the present flow is attached to the top
surface before separation and there is no leading edge horseshoe vortex as there
is no leading edge. As mentioned before, these differences are intentional: we are
interested in studying a simple three-dimensional wake that is independent of the
effect of a leading edge in this study.
5.4.2 Unforced flow dynamics
In order to obtain a better understanding of the dynamics of the unforced flow,
the time history of the three velocity components at chosen points in the wake
were recorded. These probes were placed at streamwise locations of x = 5.05 (just
behind the base), x = 7 (inside the recirculation zone), x = 10 (at reattachment),
and x = 20 (in the far wake). At each of these four streamwise locations, six probes
signals were recorded at the locations shown in figure 5.10. Both the signals and the
spectra of these probe signals were analysed, and the main conclusions that were
drawn are outlined here.
Frequency domain analysis
Focusing first on the resulting velocity spectra, the near wake flow was found to be
dominated by a large amplitude, low-frequency “bubble pumping motion”, taking
place at frequencies between St ≈ 10−3 and St ≈ 7×10−3, where St = fH/U∞ is the
Strouhal number based on the body height H, the free-stream velocity U∞, and f is
the dimensional frequency. This is clearly noticeable inside the recirculation region,
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Figure 5.10: Locations of the probes in the y − z plane. u, v, and w signals were
recorded at these locations for x = (5.05, 7, 10, 20).
at x = 7, where it is strongest in the top and side shear layers. The streamwise
velocity fluctuations dominate the flow in this frequency range and the spectrum
of u at (y, z) = (2/3, 5) is shown in figure 5.11 (a) to illustrate this. At x = 5.05,
the flow fans out across the base, so the v and w spectra contain a signature of the
pumping motion, as shown in figure 5.11 (b) and (c). Further downstream, close to
the reattachment location at x = 10, the low frequency peak is also dominant in the
u and v spectra, as shown in figure 5.12 (a) and (b).
At x = 10 however, a vertical and mainly side-to-side flapping motion at St ≈
0.13 is also clearly visible, as shown by the w spectrum in figure 5.12 (c). The side to
side snaking motion in the wake also induces (smaller) vertical velocity oscillations:
figure 5.12 (b) has one peak at St ≈ 0.13 and another one at St ≈ 0.26. The second
peak is most likely a harmonic of the first one.
The probes at x = 20 can be considered to be in the far wake as the shear layers
have fully closed at this location. Here, the side-to-side motion is still dominant
in the v spectrum, as shown at (y, z) = (2/3, 5) in figure 5.12 (e) and in the w
spectrum, as shown at (y, z) = (1/3, 5.675) in figure 5.12 (f). We note also that the
pumping motion is still clearly present in the u spectrum, as shown in figure 5.12 (d).
In all cases, some chaotic, perhaps turbulent motion also appears for 0.1 < St < 1
at x = 20 in all probes.
Turning now to the spectrum of the total base pressure, shown in figure 5.13
(a), the recorded fluctuations are mainly at low frequencies, such that St < 10−2.
On top of the broadband hump between St ≈ 10−3 and 2 × 10−2 peaks appear at
St ≈ 2 × 10−3 and St ≈ 4 × 10−3. Some further very low frequency meandering
also seems to take place at St < 10−3. Although quite significant in the far wake,
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Figure 5.11: (a) Spectrum of (a) u at (x, y, z) = (7, 2/3, 5). Spectrum of (b) v and
(c) w at (x, y, z) = (5.05, 2/3, 5.675).
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Figure 5.12: Spectrum of (a) u, (b) v, and (c) w at (x, y, z) = (10, 2/3, 5.675).
Spectrum of (d) u at (x, y, z) = (20, 1/3, 5.675), (e) v at (x, y, z) = (20, 2/3, 5), and
(f) w at (x, y, z) = (20, 1/3, 5).
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Figure 5.13: Unforced base pressure spectrum (a) and signal (b). Note that the
spectrum was calculated from a longer signal of 11000 convective time units.
the base pressure signal is not able to capture the flapping motion at all, whereas it
very clearly captures the pumping motion.
Time domain analysis
The probe spectra have shown that the flow is dominated by a low frequency pump-
ing motion in the recirculation zone and by a higher frequency flapping motion close
to reattachment. Additionally, broadband chaotic/turbulent structures appear in
the far wake. To better understand the interaction between these flow structures
and their connection with the base pressure signal used for control in the next sec-
tions, we compare the base pressure signal shown in figure 5.13 (b) to the three
velocity component signals at (y, z) = (2/3, 5.675) for x = 10 shown in figure 5.14.
As expected from figure 5.13 (a), the base pressure slowly oscillates between
high and low values. When the base pressure is high as for instance around t = 700,
t = 1900, or t = 2900 (indicating low form drag), the fluctuations around St ≈ 0.13
for all three velocity components are small, indicating an attenuation of the flapping
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Figure 5.14: Time history of (a) u, (b) v, and (c) w at (x, y, z) = (10, 2/3, 5.675).
motion. Additionally, the mean u velocity is larger when the drag is low. This
suggests that the recirculation region is elongated: a shorter recirculation region
amounts to a faster velocity recovery in the wake. Conversely, when the base pressure
is low, such as at t = 320, t = 2000, or t = 3300, the wake fluctuations are more
pronounced and the mean u velocity is larger.
Overall, it appears that the amplitude of the flapping motion is modulated by
the state of the recirculation region, i.e. the phase of the pumping motion: when
the bubble is short, the flapping motion is amplified and the base pressure is more
negative. Conversely, when the bubble is elongated, the flapping is weakened and
the base pressure is higher. The following overall mechanism could explain the
observed behaviour: small disturbances appearing in the shear layers are convected
downstream and amplified. Eventually, the shear layers roll up and create energetic
structures, which lead to losses and hence increase the form drag. Additionally, these
shear layer structures entrain more fluid from the recirculation region. In order to
satisfy mass conservation, this must be compensated by an increased entrainment of
fluid from the outer wake region back towards the base. As a result, the shear layers
become increasingly curved inwards. This in turn reduces the size of the recirculation
region. This type of mechanism is common in separated flows and described for
instance by [100, 99, 173]. Despite evolving at very different time-scales, it therefore
appears that the near-wake pumping motion and the far-wake flapping motion are
strongly correlated and have a clear influence on the base pressure and hence on the
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mean drag.
Instantaneous flow field
Figure 5.15 shows a snapshot of the flow at t = 2050, when the base pressure is low
and figure 5.16 shows a snapshot of the flow at t = 2900, when it is high. Comparing
these to the time-averaged flow in figure 5.9 shows that the instantaneous flow inside
the recirculation zone is more chaotic and less symmetric than the time-averaged
flow. Further downstream, the shear-layer instability develops and the interaction
between the three shear layers also becomes apparent. In particular, both a number
of large-scale vertical structures and a side-to-side flapping motion seem to develop
in the far wake due to the shear layer rolling up. This motion can be expected
to correspond to the St ≈ 0.13 component of the probe signals described above.
Figure 5.15 and figure 5.16 also indicate that the time-averaged rollers do not appear
in the snapshots at any given time, and in fact only exist in a statistical sense. This is
similar to what is found in the wake of realistic square-back road vehicles (e.g. [23]).
These figures also confirm the findings from the probe signals: in the low drag
state (figure 5.16), the recirculation region is elongated, and the shear layer roll-up is
delayed and suppressed, compared to the high drag state in figure 5.15. Additionally,
when the base pressure is high, the chaotic motion in the wake seems to develop
further downstream, and this reduced intensity is confirmed by the probe signals at
x = 20 (not shown here).
Wake symmetry
Recent studies [93, 95, 97, 180] have conclusively found that the wake of blunt
bluff bodies are asymmetric for a range of geometries. However, in [94, 39], no such
asymmetry is predicted for the current Reynolds number, aspect ratio and with zero
ground clearance. Indeed, the centre of pressure on the base was found to be located
on the symmetry plane, and roughly in the middle of the base in the vertical direction
(although in this case, the presence of the ground unsurprisingly introduces a slight
asymmetry), as shown in figure 5.17. Averaging over 4000 convective time units,
the mean values of the offset from the centre of the base in the vertical and spanwise
directions were found to be negligible: respectively about −5×10−3 (∼ 0.5% of total
height) and about 1.5× 10−3 (∼ 0.1% of the total width). Additionally, figure 5.17
shows that the maximum values of the offset in both direction are also negligible.
Finally, the w probe signal in figure 5.14 (c) brings further evidence of this lack of
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Figure 5.15: Slices of a snapshot of the unforced flow at t = 2050, when the base
pressure is low (the drag is high). Contours of vorticity magnitude for (a) slices at
a number of x locations, (b) at z = 5.675 (symmetry plane), and (c) at y = 0.5.
138
CHAPTER 5. FEEDBACK CONTROL OF A THREE-DIMENSIONAL WAKE
USING THE SENSITIVITY REDUCTION APPROACH
Figure 5.16: Slices of a snapshot of the unforced flow at t = 2900, when the base
pressure is high (the drag is low). Contours of vorticity magnitude for (a) slices at
a number of x locations, (b) at z = 5.675 (symmetry plane), and (c) at y = 0.5.
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Figure 5.17: Time history of the offset of the centre of pressure on the base of the
body from the centre of the base at (y, z) = (0.5, 5.675) in the y (a) and z (b)
directions.
asymmetry.
Comparison with other flows
In section 5.4.1, many similarities were noted between the time-averaged flow of
the backward-facing step with side walls considered here and that around surface-
mounted blocks. In an instantaneous sense, such similarities also appear: the far
wake is dominated by a side to side snaking motion, which is arguably analogous
to the interaction between the two side shear layers typically recorded in the wake
of surface mounted blocks. The dynamics of the flow are also strikingly similar to
that over a two-dimensional backward-facing step (BFS). Although the large scale
spanwise vortices that dominate the “shedding mode” of BFS flows are not observed
here, both the shear layer roll up and the pumping motion of the wake are present.
These features were also found in simplified road vehicle models, as described in
section 1.2.2. Interestingly, the modulation of the vortex shedding by the pumping
motion is also a feature that has been noted for BFS flows [63, 54], where the phase
of the pumping motion was also found to affect the intensity of the shear layer roll
up.
5.5 Open-loop harmonic forcing
In this section, the flow is actuated using harmonic open-loop forcing at a range
of frequencies. The goal of this procedure is twofold. First, it is instructive to
investigate how the mean drag and the flow field are affected by the forcing at
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different frequencies. Second, the simulations provide the data required to construct
the low-order model used for controller design in section 5.6.
5.5.1 Effect of open-loop forcing
The actuation is applied by imposing a time-varying velocity boundary condition at
the slot jet location. The total jet velocity is:
ujet(t) = Ujet sin (2piStjett) ,
where Stjet is the jet forcing Strouhal number. As the jet is angled at 45
◦ towards
the free-stream direction all along the slot jet length, both the streamwise and wall-
normal velocity components are set to ujet(t)/
√
2.
Despite the oscillations of the resulting base pressure force, sufficiently long aver-
aging can provide an estimate of how the forcing is affecting the time-averaged base
pressure coefficient 〈cp〉, and hence the form drag of the body. Similarly, the RMS
value of the base-pressure fluctuations about this mean value cp,RMS can be calcu-
lated for each Stjet value. The momentum coefficient is a parameter that is often
used to quantify the amount of imposed excitation in active control [51]. For a for-
cing amplitude of Ujet = 0.2, the momentum coefficient for harmonic forcing, based
on the definition in [10], can be shown to be cµ = U
2
jetAjet/(U
2
∞AB) = 3.0× 10−3,
where Ajet is the total slot jet area and AB is the body’s cross-sectional area. The
corresponding results are shown in figure 5.18.
We can distinguish three frequency ranges here. In the range Stjet ≈ 0.02 to
Stjet ≈ 1, the Kelvin-Helmholtz instability in the three shear layers seems to be
enhanced, resulting in a sharp base pressure decrease of up to ∆〈cp〉 ≈ −0.061 at
Stjet = 0.2. This confirmed by figure 5.19 (b), where the shear layers can be seen
to roll up much earlier than in the unforced case, leading to an earlier transition to
turbulence.
On the other hand, forcing at frequencies lower than Stjet ≈ 0.02 provides an
increase in the base pressure up to ∆〈cp〉 ≈ 0.005 at Stjet = 0.01. Figure 5.19
(a) shows that the flow is more symmetric than in the unforced case, and seems
significantly less chaotic. The pressure recovery may therefore be related to the
delay of the interaction between the shear layers, but also to the stabilisation of the
low frequency motion in the recirculation region.
Finally, at high frequencies such that Stjet > 1, a small pressure decrease is
measured. At such high frequencies however, the flow structures generated by the jet
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Figure 5.18: Effect of harmonic open-loop forcing at different frequencies on (a)
the time-averaged base pressure coefficient and (b) the RMS value of the pressure
coefficient about the time-averaged value.
most likely quickly dissipated partly due to the low Reynolds number, and partly due
to the limited grid resolution. Furthermore, the drag reduction measured in previous
studies [163, 38] due to very high frequency forcing was for a turbulent boundary
layer state at transition, so we are not necessarily expecting this mechanism to be
effective here. Finally, the analysis of section 5.4.2 indicates that most natural flow
features correspond to St  1. Given that our general feedback control strategy
aims to suppress existing unsteady flow structures in the wake, we do not attempt
to design controllers that actuate the flow at such high frequencies in the following
sections.
Figure 5.18 (b) shows that open-loop forcing increases the base pressure fluc-
tuations at all tested Stjet values. Although, some amplification can be expected,
for Stjet > 1, very large fluctuations were measured. These are most likely due to
inadequate grid resolution for such high frequency forcing and this confirms further
that the control should focus on lower frequencies.
Overall, it is clear that open-loop forcing only increases the base pressure on
average at low forcing frequencies. However, it also increases the pressure oscillations
in the wake at all frequencies. Unlike for two-dimensional bodies such are D-shaped
bodies (e.g. [168]), in-phase forcing around the vortex shedding frequency largely
increases the drag, possibly because the dynamics are not as strongly dominated by
vortex shedding and the interaction between two shear layers in this case. On the
other hand, the general trends found here match those obtained by Dahan et al. [55]
with a similar control setup applied to a backward-facing step.
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Figure 5.19: Contours of vorticity magnitude at y = 0.5 with open-loop forcing at
(a) Stjet = 0.01 and (b) Stjet = 0.2.
143
CHAPTER 5. FEEDBACK CONTROL OF A THREE-DIMENSIONAL WAKE
USING THE SENSITIVITY REDUCTION APPROACH
These findings, along with the analysis of the unforced flow confirm that two
frequency ranges are of interest for closed-loop forcing. First, acting on the low-
frequency fluctuations, which dominate the unforced drag signal seems to have the
potential to reduce drag. Second, the open-loop simulations have shown that the
Kelvin-Helmholtz instability can easily become the dominating source of drag if
excited by forcing or disturbances. Damping wake fluctuations in this frequency
range might therefore be an effective approach. Note that as the structures evolving
in both frequency ranges have been found to be largely correlated in the unforced
flow, it can be expected that any controller that targets one frequency range will
affect the other as well.
5.5.2 System identification
In order to obtain a low-order linear model for the input-output dynamics, the
component of the output signal measured at the forcing frequency is isolated by
taking the sine and cosine Fourier transforms of the signal:
As =
2Stjet
N
∫ t0+N/Stjet
t0
Fbase(t) sin (2piStjett) dt,
Ac =
2Stjet
N
∫ t0+N/Stjet
t0
Fbase(t) cos (2piStjett) dt,
where Fbase(t) is the base pressure force signal, N is the number of forcing periods
considered and the integral is taken from t = t0. For all Strouhal numbers, t0 and
N are chosen to be large enough for the response to be converged. Combining these
results yields an estimate for the gain and phase of the transfer function between
the actuator and the sensor at Stjet:
|G| =
√
A2s + A
2
c
Ujet
, ∠G = tan−1
(
As
Ac
)
.
Note that the phase is obtained this way since the phase of the forcing signal is simply
zero. A low-order stable rational transfer function can then be fitted through these
discrete points on the Bode diagram in order to generate the linear model (using the
fitfrd command in matlab). This frequency-domain based system identification
technique is particularly well suited to this type of flow, as it is applicable even in
the presence of large disturbances due to intrinsic flow dynamics, which would be
likely to make many other system identification techniques fail.
The resulting model, based on actuation at Ujet = 0.2 is shown in figure 5.20.
This third-order model fits the response accurately across the frequency range of
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Figure 5.20: Bode diagram of the identified model, showing the points identified
using harmonic forcing at Ujet = 0.2 and also including the spot linearity checks
performed at different amplitudes. (a) Gain, (b) Phase.
interest. In order to check the assumption that superposition holds between the
inputs and the outputs, the system was forced at different amplitudes for several
frequencies across the range of interest. The results (also shown in figure 5.20) seem
to confirm that the input-output system does not exhibit any strongly nonlinear
behaviour, since the gain and phase of the response are not amplitude dependent at
the tested Stjet values. This verification allows us to proceed to controller design,
and we can expect that, at least for relatively small forcing amplitudes, the output
will react in the predicted (linear) manner in closed-loop.
5.6 Feedback control
5.6.1 Controller design
As mentioned in section 5.2, the controllers are designed to reduce the gain of the
sensitivity function, while keeping the closed-loop system stable. A consequence of
the well known Bode sensitivity integral formula is the so-called “water-bed effect”:
the gain of the sensitivity function cannot in general be below unity (or 0 dB) for
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Controller k ωc/2pi ζ ωh/2pi ωl/2pi
1 240 1 23.8 0.005 5
2 240 1 22.1 0.1 5
3 240 0.006 0.008 0.005 5
Table 5.2: Parameter values for the designed controllers.
all frequencies. One must therefore select frequency ranges where it is most useful
to have a reduced sensitivity, at the expense of having an increased sensitivity at
other frequency ranges. In the present case, the analysis from the preceding sections
in this chapter provides crucial information regarding the frequencies that should
be targeted. In particular, the dominant fluctuations measured on the base were
matched with the main unsteady structures in the wake. We identified two particu-
larly promising frequency ranges: the low frequency motion of the recirculating zone
in the range St ≈ 10−3 to St ≈ 7× 10−3 and the Kelvin-Helmholtz frequency range
around St ≈ 0.13.
All controllers K(s) used in this study are composed of a first-order band-pass
filter KBPF (s) connected in series with a second-order low-pass filter KLPF (s):
KBPF (s) =
sωh
(ωl + s) (ωh + s)
, KLPF (s) =
−kω2c
ω2c + 2ζsωc + s
2
, (5.8)
such that K(s) = KLPF (s)KBPF (s). The low-pass filter component of the band-
pass filter (ωl + s)
−1 ensures that the actuation frequencies are not excessively high.
The high-pass filter component sωh(ωh + s)
−1 on the other hand, ensures that the
control reacts only on zero-mean fluctuations and that it is therefore really zero-net
mass-flux (for sufficiently large final simulation time). In this sense, the effect of
parameter ωh is effectively to separate the frequency ranges that are considered to
be fluctuations from those that are just changes in the mean value. The second
part of the controller KLPF (s) is a simple second-order low-pass filter, with gain k,
damping ratio ζ, and cutoff frequency ωc. Despite its simplicity, it was found to be
a useful tool and it enabled the design of controllers targeting the desired frequency
ranges.
Three controllers were designed by tuning the five parameters k, ζ, ωc, ωl, and
ωh. These were chosen to ensure the gain and frequency margins were kept above
4dB and 30◦ respectively. The parameters for the four controllers are shown in
table 5.2 and the resulting sensitivity functions are shown in figure 5.21.
Controller 1 targets a large broadband frequency range that includes the main
frequencies at which the flow structures of interest evolve. Controller 3 focuses only
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Figure 5.21: Bode plot of the sensitivity function of all four controllers. (a) Gain,
(b) Phase.
on the low frequencies. It aims to suppress the pumping motion in the wake, which
dominates the base pressure signal. Controller 2 on the other hand is designed
to only target the high frequencies. Although these are not clearly visible in the
base pressure spectrum, if even very small disturbances appear in the boundary
layers in this frequency range, section 5.5.1 has shown that they will subsequently
get considerably amplified by the shear layers, thereby increasing drag. If such
disturbances are observed by the sensor, Controller 2 may be able to suppress them.
5.6.2 Performance of closed-loop control
In this section, we compare the performance of the different controllers and assess
the success of the general control approach for this three-dimensional flow. For
all controllers, we therefore check first whether they were able to reduce the base
pressure fluctuations, as predicted by our open-loop model and by linear control,
and second, whether this led to a base pressure recovery. We then perform an
analysis of the probe signals recorded from the closed-loop controlled flow to gain
some understanding of how the actuation is affecting the flow.
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Figure 5.22: Comparison of the unforced and forced base pressure signal for Con-
troller 1. (a) Base pressure coefficient, (b) jet velocity. 〈cp〉 is also shown for the
unforced case and for the best open-loop case where Ujet = 0.2 and Stjet = 0.01.
c p
0 500 1000 1500 2000 2500 3000 3500 4000
−0.1
−0.09
−0.08
−0.07
−0.06
Unforced
< cp >unforced
< cp >Stjet=0.01
Controller 2
(a)
Time
u
je
t
0 500 1000 1500 2000 2500 3000 3500 4000
−0.2
−0.1
0
0.1
0.2
(b)
Figure 5.23: Comparison of the unforced and forced base pressure signal for Con-
troller 2. (a) Base pressure coefficient, (b) jet velocity. 〈cp〉 is also shown for the
unforced case and for the best open-loop case where Ujet = 0.2 and Stjet = 0.01.
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Figure 5.24: Comparison of the unforced and forced base pressure signal for Con-
troller 3. (a) Base pressure coefficient, (b) jet velocity. 〈cp〉 is also shown for the
unforced case and for the best open-loop case where Ujet = 0.2 and Stjet = 0.01.
Reduction of pressure fluctuations
The comparison between the unforced and closed-loop response the flow with the
three controllers are plotted in figure 5.22, figure 5.23, and figure 5.24. These show
that the expected patterns are indeed observed: all the fluctuations in cp are almost
fully suppressed by Controller 1. Only the high frequencies are suppressed by Con-
troller 2 and only the low frequencies are suppressed by Controller 3. As a more
narrow range is targeted for Controllers 2 and 3, the total amplitude of fluctuations
is higher than with Controller 1. In figure 5.25, the RMS value of the cp fluctuations
(about 〈cp〉) measured in the unforced flow are compared to cp,RMS for the open-loop
forcing which Stjet = 0.01 and Ujet = 0.2. In order to obtain the cp,RMS values in
closed-loop, only the signal from t = 200 and t = 1500 was considered for Controllers
2 and 3 respectively. For Controller 1, although a value of cp,RMS ≈ 3.3× 10−3 was
obtain for t > 50, a more representative value of cp,RMS ≈ 7.9× 10−4 was obtained
by first fitting a (5th order) polynomial through the cp signal in order to first remove
the increasing trend of the signal.
Figure 5.26 compares the spectrum of the unforced base pressure to the controlled
base pressure spectra obtained with the three controllers. In all cases, this confirms
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Figure 5.25: Comparison of the RMS fluctuations measured by the base pressure
sensor for the unforced flow, in open-loop with Stjet = 0.01, and with the three
controllers.
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Figure 5.26: Comparison of the base pressure signal spectrum of the unforced flow
and of the closed-loop flow with all three controllers.
that the controllers reduce the pressure fluctuations in the desired frequency ranges:
for Controller 1, the fluctuations are suppressed throughout, for Controller 2, only
high frequency fluctuations are convincingly suppressed, and for Controller 3, fre-
quencies approximately in the range 10−3 < St < 10−2 are suppressed, while they
are amplified slightly for 10−2 < St < 10−1. These findings closely match the linear
model predictions in figure 5.21.
A quantitative test can in fact be performed by noticing that an “experimental”
sensitivity function gain |Sexp| can be evaluated from input and output signals [152]:
|Sexp(s)| = |Fbase,closed−loop(s)||Fbase,unforced(s)| , (5.9)
for any frequency ω such that s = iω. A comparison of the sensitivity function gain
obtained with equation (5.9) to its theoretical value predicted by equation (5.4):
|S| = |1 +G(s)K(s)|−1 can provide an indication of how accurate the low-order
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Figure 5.27: Comparison of the theoretical and experimental sensitivity functions
for (a) Controller 1, (b) Controller 2, and (c) Controller 3.
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linear model used to describe the flow is in closed-loop. Figure 5.27 shows this
comparison for all three controllers: a very good match is found for all controllers.
The low signal-to-noise ratio for St > 0.1 is not surprising given that figure 5.26
shows that the amplitude of all base pressure spectra is negligible in this range.
Mean base pressure recovery
In order to assess the ability of closed-loop control to reduce form drag, the time-
averaged base-pressure coefficient 〈cp〉 of the unforced flow starting from the same
initial conditions and over the same time horizon as the feedback control simulations
is also shown in figure 5.22, figure 5.23, and figure 5.24 as a straight line. We also
show the best open-loop 〈cp〉, corresponding to Stjet = 0.01 and Ujet = 0.2.
For all controllers, an increase in 〈cp〉 is measured throughout the simulation.
For Controller 1, 〈cp〉 does not seem to converge and keeps increasing throughout
the simulation, despite the very long time horizon. After the 4000 convective time
units shown here, the pressure recovery is of about ∆〈cp〉 ≈ 0.004 compared to the
unforced simulation average.
For Controller 2, the pressure seems to reach ∆〈cp〉 ≈ 0.01 for extended periods
of time such as between t = 2500 and t = 3500, but it experiences two brief and
sudden drops below the unforced average where ∆〈cp〉 ≈ −0.009 around t = 200 and
t = 4000. On average, ignoring the first 200 time-units, the total average pressure
recovery is also about ∆〈cp〉 ≈ 0.004.
For Controller 3, the pressure settles after about 1500 convective time units and
〈cp〉 reaches again about ∆〈cp〉 ≈ 0.004 compared to the unforced average.
Typical jet velocities for all controllers are clearly smaller than with the open-
loop forcing in section 5.5.1 where Ujet = 0.2. Additionally, open-loop was shown
to always increase the base pressure fluctuations compared to the unforced case.
Similar pressure recovery is achieved with all controllers here (∆〈cp〉 ≈ 0.004 versus
∆〈cp〉 ≈ 0.005) with less actuation energy and with largely suppressed base pressure
oscillations, as shown in figure 5.25.
For Controllers 1 and 3, the increase in the base pressure is very slow: it takes
more than O(103) convective time units for the base pressure to increase to its
converged value. This is intrinsically linked with the dynamics of this flow, which,
as previously discussed, are dominated by very low frequency features. In order for
the controller to consider these as “fluctuations” to be suppressed, as opposed to
slow variations in 〈cp〉, the band-pass filter cutoff frequency ωh was set to a very low
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value for Controllers 1 and 3, as shown in table 5.2. This issue is not expected to
arise if the targeted frequency range (and hence ωh) is higher: this is confirmed by
the fact that Controller 2 does not encounter this issue.
Effect of closed-loop control on the flow field
The closed-loop simulations discussed above have shown that all controllers are able
reduce the base pressure fluctuations in the predicted frequency ranges, with low jet
velocities. Furthermore, in all cases, 〈cp〉 was increased to a value that is higher than
the unforced value, indicating drag reduction. Given the transient nature of all the
closed-loop simulations, it is not clear that individual flow snapshots, time-averaged
flow fields, or spectra of velocity probes in the wake would be representative of
the overall effect of the control. We turn instead to the time signals of the velocity
probes in order to understand the effect that the controllers have on the flow. A large
number of probe signals were recorded and analysed (24 for each velocity component
and each controller) and but for brevity we only show some of the signals to outline
the most important features.
In general, the effect was found to be quite subtle as described below. For
Controller 2, it was found that the control’s stabilising effect was most clearly visible
for 1400 ≤ t ≤ 1800 and 2500 ≤ t ≤ 3500, while the controlled flow experiences
large and sudden drops in performance around t = 2000 and t = 4000. On the other
hand, for Controller 1, the evolution is gradual, as shown by the controlled base
pressure signal. The effect of the control is therefore clearer when comparing the
probe signals near the start of the simulation at t ≈ 0 and the end near t ≈ 4000.
Finally, the response of Controller 3 seems to be converged from t ≈ 1500 onwards,
so its effect is most visible in the range 1500 ≤ t ≤ 4000.
Just downstream of the base at x = 5.05, the signals are dominated by the jet
forcing: peaks in ujet correspond to peaks in u and v for probes located at y = 1
(along the top edge) and peaks in u and w for probes located at z = 5 (along the
side edge). This is the case for all controllers and is illustrated in figure 5.28 by the
u, v and w signals of the probe located at (y, z) = (1, 5) for Controller 3.
Near reattachment at x = 10, we show the u and w signals at (y, z) = (1/3, 5.675)
in figure 5.29. The effect is again similar for all controllers. As in the unforced
flow, increases in shear-layer oscillations around St ≈ 0.13 in the three velocity
components are associated with a mean u velocity increase and reduced base pressure
recovery. When the controllers are switched on, the wake seems to experience the
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Figure 5.28: Comparison of the time history of (a) u, (b) v, and (c) w at (x, y, z) =
(5.05, 1, 5) between the unforced flow (black) and Controller 3 (green).
less energetic, “low drag state” more often than in the unforced case. Again, for
Controller 1, this is a gradual evolution, for Controller 2, the suppression is clearly
visible apart from severe drops in performance at t ≈ 2000 and t ≈ 4000, and for
Controller 3, this is most visible for t ≥ 1500.
Finally, in the far wake at x = 20, figure 5.30 shows the u and w probe signals
for (y, z) = (1, 5.675). In this case, when the flow is in a “low drag state” the high
frequency oscillations in the wake (associated with chaotic or turbulent fluctuations)
seem to fully disappear for short periods of time. In the “high drag state”, the
oscillations are always present.
Overview of the effect of feedback control
For Controller 1, the base pressure oscillations are almost fully suppressed, but meas-
urable changes in the velocity signals are only visible towards the end of the horizon
close to t ≈ 4000. Controller 2 is not able to completely avoid sudden large drops
in the base pressure as it targets the high frequencies only. However, it is able to
maintain a higher base pressure than achieved with the other two controllers for up
to 1000 convective time units between these drops, while suppressing the wake oscil-
lations quite efficiently. Controller 3 targets low frequency fluctuations aggressively
and hence stops the base pressure from ever experiencing large decreases. However,
the wake velocity probes show that the shear layer oscillations and bubble pumping
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Figure 5.29: Comparison of the time history of u (a, b, c, d) and w (e, f, g, h) at
(x, y, z) = (10, 1/3, 5.675) between (a, e) the unforced flow, (b, f) Controller 1, (c,
g) Controller 2, and (d, h) Controller 3.
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Figure 5.30: Comparison of the time history of u (a, b, c, d) and w (e, f, g, h) at
(x, y, z) = (20, 1, 5.675) between (a, e) the unforced flow, (b, f) Controller 1, (c, g)
Controller 2, and (d, h) Controller 3.
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motion are in fact not fully suppressed.
Overall, given the large differences between the closed-loop response of the base
pressure in figure 5.22, figure 5.23, and figure 5.24, the probe signals show sur-
prisingly small differences between the closed-loop flows and the unforced flow and
also between the three controllers. In general for all controllers, the correlations
between the base pressure, mean velocities, and velocity fluctuations described for
the unforced flow still hold in closed-loop: high base pressures are associated with
an elongated recirculation region and less energetic fluctuations rear reattachment
and in the far wake. Additionally, the general trend is that the wake is in a “lower
drag state” more frequently than without control.
One possible explanation for the overall similarity between controlled flows is
that as the actuator is located very close to the sensor, it may be able to reject dis-
turbances and compensate measured pressure fluctuations by effectively shielding
the sensor (i.e. stopping it from observing the fluctuations), without actually modi-
fying the flow features themselves. This type of behaviour has also been observed
for instance by Roussopoulos [186], where feedback control was applied to the wake
of a cylinder.
Another factor that should be considered is that only the low frequency motion
is clearly observed by the sensor. As a result, only the bubble pumping motion
can effectively be influenced by the control. Controllers 1 and 3 target it directly,
but Controller 3 does so more aggressively, which could explain why the mean base
pressure rises more rapidly in this case. Controller 2 may also be able to target high-
frequency end of the pumping motion but not very effectively, since the overlap with
the targeted frequency range is small in this case. On the other hand, Controller
2 seems to be able to actually suppress the wake fluctuations for long periods of
time (see the probe signals for 2500 ≤ t ≤ 3500) unlike the other two control-
lers. This could be explained by a somewhat successful suppression of infinitesimal
disturbances at high frequencies before they are convected downstream.
The mechanism responsible for the pumping motion of the recirculation region is
not fully understood. However, several authors [100, 99, 173] provide a convincing
explanation for the correlation between an energetic shear layer and a short recircu-
lation bubble: intense shear layer activity leads to enhanced mixing and entrainment
of fluid from the recirculation region into the free-steam. This is then compensated
further downstream by an increased entrainment of fluid from the outer wake back
into the recirculation region. This leads to a time-averaged increase in the shear
layer curvature and a shortened recirculation region. Based on this interpretation,
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it appears that the shear layer mixing intensity should dictate the phase of the
pumping motion and the value of the time-averaged base pressure, as opposed to
the contrary. It is therefore interesting that the controllers are able to affect the
time-averaged base pressure and the shear layers by suppressing fluctuations in the
pumping motion directly.
5.7 Discussion
In this chapter, the sensitivity reduction approach for feedback control of bluff body
flows was applied to a fully three-dimensional wake. In order to do so, the unforced
flow over a backward-facing step with side walls at Re = 2000 was studied.
The motion of the time-averaged flow inside and outside the recirculation region
was first described. It was then found that the near wake is dominated by a very
low-frequency streamwise “pumping” motion. Further downstream, the shear layer
roll-up gives rise structures evolving at higher frequencies and causing a flapping
motion of the wake. Finally, smaller, chaotic/turbulent structures eventually appear
in the far wake. It was found that the amplitude of the structures downstream of
the recirculation region was modulated by the phase of the pumping motion: more
energetic wake structures (leading to an increased form drag) were found to be
correlated with a shortened recirculation region.
Based on this complex unsteady three-dimensional flow, a linear model was ob-
tained to describe the relationship between body-mounted zero-net mass-flux jets
near the trailing edge and a sensor measuring the total base pressure force. This
third-order model was found to predict the measured response accurately at all
tested frequencies and for different forcing amplitudes. Using this model, three con-
trollers were designed, with the aim of suppressing the fluctuations measured by the
sensor in selected frequency ranges.
Overall, the controllers were found to reduce base pressure fluctuations as pre-
dicted by the model. Such attenuation of the fluctuations was not possible using
simply open-loop control. The main goal of this approach however, is to obtain a
pressure recovery by attenuating energy-dissipating structures in the wake. It was
found that the feedback control arrangement led to increased base pressure in all
cases, by suppressing the large-scale pumping motion of the recirculation zone, and
avoiding the large drops in base pressure occurring regularly in the unforced flow.
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5.7.1 Suitability of the approach
The linear relationship was found to be accurate enough to implement closed-loop
control in practice and resulted in the predicted changes in the measured fluctu-
ations. The model obtained in this study may be regarded as describing the linear-
ised dynamics of the flow about an unsteady nonlinear “base flow” (the unforced
flow). The success of the control approach thus depends on whether the linearised
dynamics are modified as control is applied. In cases where the near-wake fluc-
tuations targeted by the control are mainly the result of (mostly linear) transient
growth of disturbances in the flow, the control can be expected to be successful.
However, this might not be the case if the control is suppressing the amplitude of a
limit cycle for instance. An interesting direction for future research would therefore
be to specifically analyse the modification of the linearised dynamics (perhaps by
identifying a linear model in closed-loop).
The second conclusion that has resulted from this study is that the general
sensitivity approach seems to be effective for fully three-dimensional wakes, whereas
previous work has solely focused on (statistically) two-dimensional geometries. Here,
a measurable pressure recovery was obtained in closed-loop, and an initial analysis
of the flow revealed that this was associated with the attenuation of the dominant
wake flow features. Ongoing work is now focusing on applying this technique to
more realistic flow geometries at higher Reynolds numbers.
Third, the present work has shown that the connection between the base pres-
sure fluctuations and the mean base pressure is not trivial. On one hand, a clear
correlation was found between the mean base pressure and the wake velocity fluc-
tuations (although the sensor was not able to observe some of the important wake
fluctuations). These results give further evidence that reducing wake fluctuations
overall results in reduced drag/increased base pressure. On the other hand, the link
between the amplitude of the base pressure/force fluctuations and the mean drag is
more complex: although the controllers modified the base pressure fluctuations in
very different ways, their effect on the flow and the resulting overall time-averaged
pressure recovery was surprisingly similar. This suggests that other sensors may be
able to provide a more complete and reliable estimation of the wake state than the
total base pressure force fluctuations used here.
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5.7.2 Future work
The point above suggests that it would be worth studying several actuator/sensor
pairs to avoid observability issues. As the sensitivity reduction approach is designed
to be applied to complex flows, where little is known about the dynamics in general,
some actuator-sensor combinations may result in transfer functions that are difficult
to control. More specifically, it may not be possible to reduce the gain of the
sensitivity function in the desired frequency ranges without increasing it in other
problematic frequency ranges. As an example, with the present setup, a spanwise
antisymmetric sensor/actuator pair was also tested. It was found that a very low
frequency right half-plane zero always appeared in the transfer function and this
prohibited the design of effective controllers in this case (even with more advanced
controller design techniques).
As mentioned earlier in this chapter, this study was mainly intended to provide
some insight into the challenges that the sensitivity reduction approach might en-
counter when applied to a three-dimensional flow. Compromises were therefore
made with regards to the resolution of the grid and the inflow boundary conditions
and it may be possible to improve these in future work. Additionally, it would be
instructive to study the effect of several parameters such as the width, angle, and
profile of the jet, and the controller design method. Further insight into the effect
of the control may also be obtained using more advanced analysis techniques such
as POD, DMD [193, 188], or OMD [223].
Finally, for this particular flow, it would be interesting to investigate the effect of
adding inflow perturbations. This can be expected to significantly increase the drag
as the shear-layer instability would amplify these disturbances. We could expect that
in this case, the unforced flow would have a higher drag with a reduced recirculation
region and larger wake fluctuations. It might also allow the sensor to measure the
fluctuations related to the shear layer roll-up, giving Controller 2 (which targets the
associated frequency range) a better chance of being effective, as long as the changes
in the dynamics introduced by the disturbances remain small.
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Conclusions
The purpose of this thesis has been to investigate modelling and feedback control
methods that aim to reduce the drag and wake fluctuations experienced by bluff
bodies. In particular, we focused on two promising strategies that rely on linear
model-based feedback control.
In the first approach, drag is reduced by fully stabilising a steady state of the
flow. As bluff body flows are usually globally unstable, obtaining an accurate and
low-order linear model of the input-output dynamics can be challenging. Indeed, in-
stabilities either result in the unbounded growth of the state (in a linear framework)
or in the nonlinear saturation of the system. Additionally, designing a controller that
is able to stabilise the flow from off-design (potentially nonlinear) initial conditions
can also be a major hurdle. These questions were addressed in the first part of this
thesis, where it was shown that, despite apparent obstacles, balanced models can be
obtained at a low computational cost, even for high-dimensional unstable flows, and
only using data generated with a standard nonlinear flow solver. Based on these
models, controllers were synthesised using H∞ loop-shaping, which was found to be
an attractive framework for robustly stabilising nonlinear bluff body flows.
In the second approach, it is not assumed that full flow stabilisation is possible.
In this case, modelling is also challenging as the unforced flow is usually evolving in
an unsteady and strongly nonlinear manner. Additionally, choosing a linear control
strategy given a linear model of the input-output dynamics about this unsteady
nonlinear “base flow” is not straightforward. The second part of the thesis thus
focuses on the the “sensitivity reduction approach”, whereby feedback control is used
to reduce the fluctuations measured by a body-mounted sensor, in order to suppress
the associated unsteady structures in the wake. The procedure was shown to provide
promising results when applied to the flow over a fully three-dimensional geometry,
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chosen as an intermediate step between canonical two-dimensional geometries and
more complex and industrially relevant flows.
6.1 Summary
Over the last decade, balanced models have become increasingly popular in flow con-
trol. The algorithms that produce them are based on solid theoretical foundations
and have enabled the design of successful controllers for many stable and unstable
flows. For stable systems, these models can be obtained either using a Galerkin
projection approach – the balanced proper orthogonal decomposition (BPOD) – or
a system identification approach – the eigensystem realisation algorithm (ERA).
For unstable systems, the models are often identified in closed-loop with an exist-
ing stabilising controller. However, such a controller may not be available or easily
designed. Alternatively, the unstable subspace can first be identified and projec-
ted out in order to only model the stable subspace, but this procedure can become
computationally intractable for large systems.
One of the contributions of this thesis is to show that the standard BPOD and
ERA algorithms can in fact be applied directly to unstable systems. This was done
first from a purely theoretical perspective, by proving that the algorithms yield ad-
equate and converged balanced models for sufficiently long impulse responses. Using
the complex linearised Ginzburg-Landau equation, we then showed that in practice,
finite precision arithmetic limits the accuracy of the models, leading to a trade-off
between the growth of the unstable modes and the convergence of the models. Nev-
ertheless, for this one-dimensional system, models of similar accuracy to the ones
generated with other existing methods were obtained. Two notable extensions were
also suggested. First, for difficult systems where simple impulse responses do not
result in sufficient model accuracy, a slightly more expensive procedure based on a
projection of the most unstable modes was introduced. Note that no global modes
need to be identified here and the unstable subspace is still balanced. Second, both
for stable and unstable systems, a considerably lower number of snapshots may be
required for a given ROM accuracy if the snapshots are recorded and weighed fol-
lowing a piecewise Gaussian quadrature as opposed to Newton-Cotes quadrature.
As a result, the computational cost of the procedure can be further reduced.
The approach was then applied to the unstable flow over a D-shaped body at
low Reynolds numbers. A body-mounted actuator and two sensor configurations
were considered: a velocity sensor located in the wake and a force sensor located
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on the body’s rear face. It was shown that accurate ERA models can be obtained
from the response of the nonlinear flow to a small impulse with both sensors. These
models enabled the design of stabilising controllers using H∞ loop-shaping and were
able to accurately predict the response of the flow in closed-loop. With the velocity
sensor configuration, the wake was forced more aggressively, resulting in faster flow
stabilisation than with the body-mounted force sensor. In both cases, the flow was
also successfully stabilised from the unmodelled, nonlinear limit cycle at the design
Reynolds number. However, at slightly increased Reynolds numbers, the flow was
only fully stabilised when the wake velocity sensor was used. Overall, the H∞
loop-shaping framework was found to be a suitable approach to design stabilising
controllers from low-order models: while the controllers can be shaped to respect
specific performance requirements, they are also robust to noise, disturbances, and
model uncertainties.
For flows where a steady state cannot be stabilised, the sensitivity reduction
approach is a promising alternative. It has previously been applied to a D-shaped
body and a backward-facing step and resulted in a considerable drag reduction in
both cases. Here, the same approach was applied to the fully three-dimensional
wake over a backward-facing step with side walls. In order to obtain a low-order
linear model of the input-output dynamics about the unsteady, nonlinear unforced
flow, harmonic open-loop forcing was first applied. It allowed the identification of
the gain and phase of the system’s response at a series of discrete frequencies. A low-
order rational transfer function was then fitted through the measured data in order
to obtain a linear model. The open-loop forcing simulations also showed that actu-
ation at a range of frequencies resulted in the enhancement of the Kelvin-Helmholtz
instability and a corresponding significant increase in drag. On the other hand, very
low frequency forcing lead to an improved pressure recovery. In all cases, harmonic
open-loop forcing increased the amplitude of the base pressure fluctuations.
Next, three controllers were designed to reduce the fluctuations measured by a
base pressure sensor. The frequency ranges corresponding to the dominant unsteady
wake structures were specifically targeted. In all cases, pressure fluctuations were
suppressed, as predicted by the linear model, confirming that the linear framework
was adequate to control this unsteady three-dimensional wake. The control also lead
to a time-averaged base pressure increase in all cases. All controllers were found to
reduce drag through a similar mechanism, whereby the dominant pumping motion of
the recirculation region is somewhat suppressed and the flapping motion developing
in the far wake due to the shear layer roll up is weakened.
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6.2 Outlook
The findings from this thesis have shown that balanced models of high-dimensional
globally unstable flows can be obtained with projection-free BPOD and ERA at a
low computational cost and enable the robust stabilisation of these systems. It would
now be of great interest to explore how well these conclusions carry over to more
complex and industrially relevant flows. In particular, high Reynolds number flows
or flows with many unstable modes may be expected to be particularly challenging.
The second natural extension of the present work would be to extend it to ex-
perimental setups. Using ERA, the response to a small impulse may be sufficient
to obtain an accurate model of the input-output dynamics. However, several issues
need to be overcome in experiments. First, noise, disturbances, and nonlinearities
are likely to deteriorate the quality of the impulse response signal. To mitigate
this, the experiment can be repeated a number of times in order to average the res-
ults. Alternatively, the OKID algorithm may also be applicable in such cases. The
second issue concerns the ability to initialise the flow in the unstable equilibrium
state, which is unlikely to be exactly possible experimentally. If the flow can be
reliably initialised in a state “close” to the base flow, a method was proposed to
improve the model accuracy, by removing the contribution of the output from this
imperfect initial condition.
In the second part of this thesis, it was shown that it is possible to apply the
sensitivity reduction approach to a fully three-dimensional wake, in order to obtain
a predictable attenuation of the wake fluctuations and an associated increase in the
time-averaged base pressure. A first point that may benefit from further analysis
is the effect that the control has on the flow. A number of modal decomposition
techniques (e.g. POD, DMD, OMD) exist and may provide some valuable insight
into the modification of the flow dynamics. In particular, it would be instructive
to apply this type of analysis to work that is currently under-way [56, 67], where
the technique is applied to simplified square-back road vehicle geometries, both at
laminar and turbulent Reynolds numbers.
Another unanswered question at this stage is how the different terms in the mean
drag coefficient equation (5.3) are affected by the control. Specifically, for highly
nonlinear flows, it can be expected that a significant attenuation of wake fluctuations
terms will also result in non-negligible changes in time-averaged quantities. An
associated critical issue to investigate is the extent to which the control affects
the linearised dynamics themselves. In some cases, further drag reduction may be
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possible by adapting the initial controllers as the dynamics of the flow are modified.
Finally, the sensitivity reduction approach relies on the fact that the fluctuations
measured by the sensor give an accurate estimation of the losses due to unsteady
structures in the flow. In order to avoid suboptimal performance due to observability
issues, testing several actuator-sensor combinations for any given application may
prove to be critical, especially if the flow dynamics are complex and not particularly
well understood.
A number of more general recommendations can be made regarding different
approaches to model and control of bluff body flows. First, only linear techniques
were considered here. For both approaches, they were shown to be adequate choices,
leading to the desired control goals. The linear approach provides a powerful set of
modelling and control tools, but must be applied with caution. For instance, in the
balanced model approach, the model is only accurate near the unstable equilibrium
and in the sensitivity reduction approach, the model does not attempt to predict
the behaviour of the full flow, which may be strongly nonlinear.
Regarding controller design, many studies have focused on optimisation-based
methods, whereas in the present work, only loop-shaping techniques were used (al-
though H∞ loop-shaping does also include an optimisation stage). Loop-shaping
techniques have associated downsides: they require a deeper understanding of con-
trol theory, they involve a manual (and hence inherently suboptimal) design stage,
and comparing the performance of different controllers quantitatively is difficult.
However, with loop-shaping methods, specific performance specifications can be en-
forced. This feature is central to both approaches discussed in the present work.
It can also result in robust closed-loop systems, an arguably essential aspect for
controllers designed from low-order linear models and applied to high-dimensional
complex, nonlinear flows.
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Appendix A
Induction proof for the Hankel
matrix SVD
This appendix is concerned with the singular vectors and values corresponding to
unstable modes of the Hankel matrix:
MH = Z
†X = UΣV † = VoΣoU †oUcΣcV
†
c .
We aim to show that for large t∞, they tend to:
ui = voi,
σi = σoiu
†
oiuciσci,
vi = vci.
As in Proposition 1 of chapter 2, we use an induction proof. The chosen induction
hypothesis (In) at rank n is the fact that the three equalities stated above hold for
all unstable modes i such that 1 ≤ i ≤ n. The base case or initialisation of the proof
is (I1). To show (I1) holds, it is clear that if the first mode is unstable, then the
Hankel matrix reduces to:
lim
t∞→+∞
MH
σo1σc1
= vo1
(
u†o1uc1
)
v†c1 =
u1σ1v
†
1
σo1σc1
,
since, if t∞ is large, σc1  σci and σo1  σoi for i > 1. This confirms that (I1) holds:
u1 = vo1,
σ1 = σo1u
†
o1uc1σc1,
v1 = vc1.
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The goal of the inductive step is to show that, assuming (In) holds for some
rank n, then this implies that (In+1) also holds. In order to show this, we use the
transformation matrices Tli defined in Eq. (2.15). They are constructed to project
out all the left singular vectors uj for all j ≤ i. In other words, Tliuj = 0 and
Tljui = ui. The matrices Tri have an analogous effect on the right singular vectors.
Recalling that we are temporarily assuming that (In) holds for some rank n:
TlnMHTrn =
[
un+1 . . . unx
]
σn+1
. . .
σnx


v†n+1
...
v†nx
 ,
= Tln
[
von+1 . . . vonx
]
σonu
†
on+1
...
σonxu
†
onx

×
[
σcnucn+1 . . . σcnxucnx
]
v†cn+1
...
v†cnx
Trn.
As a result, if the (n+ 1)th mode is unstable:
lim
t∞→+∞
TlnMHTrn
σon+1σcn+1
= (Tlnvon+1)
(
u†on+1ucn+1
)
(Trnvcn+1)
† ,
because if t∞ is large, σci  σcj and σoi  σoj for i < j. Now, recall that Vo and
Vc are individually orthonormal bases as they were generated from a singular value
decomposition. Therefore, von+1 is normal to voi = ui if i ≤ n and vcn+1 is normal
to vci = vi if i ≤ n. The above expression hence simplifies to:
lim
t∞→+∞
TlnMHTrn
σon+1σcn+1
=von+1
(
u†on+1ucn+1
)
v†cn+1 =
un+1σn+1v
†
n+1
σon+1σcn+1
.
This shows that (In+1) holds if (In) holds for some n:
un+1 = von+1,
σn+1 = σon+1u
†
on+1ucn+1σcn+1,
vn+1 = vcn+1.
This completes the inductive step and, along with the base step, this concludes the
proof by induction.
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Convergence of the ratio of
singular values
The purpose of this appendix is to evaluate
lim
t∞→+∞
σ2ci
σi
.
We can substitute in the expressions for the singular values that were derived in
chapter 2, which results in:
lim
t∞→+∞
σ2ci
σi
=
σ2ci
σoiu
†
oiuciσci
=
σci
σoiu
†
oiuci
=
‖Tci−1pi‖‖βi‖
‖Toi−1qi‖‖ξi‖
1
u†oiuci
.
All parts of this expression tend to constants for large t∞, except ‖βi‖ and ‖ξi‖. Let
us therefore analyse there two terms:
‖βi‖2 = β†i βi,
=

√
δc1B
†qie(
λ∗i tc1)
...√
δcNcB
†qie(
λ∗i tcNc)

†
√
δc1B
†qie(
λ∗i tc1)
...√
δcNcB
†qie(
λ∗i tcNc)
 ,
= q†iBB
†qi
Nc∑
k=1
e(2αitck)δck.
This can be seen as an approximation of the following expression:
‖βi‖2 ≈ q†iBB†qi
∫ t∞
0
e(2αit)dt = ‖B†qi‖2
∫ t∞
0
e(2αit)dt,
where λi + λ
∗
i = 2αi and αi ∈ R. Similarly:
‖ξi‖2 = p†iC†Cpi
No∑
k=1
e(2αitok)δok ≈ ‖Cpi‖2
∫ t∞
0
e(2αit)dt,
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and therefore, putting all this together:
lim
t∞→+∞
σ2ci
σi
≈ ‖Tci−1pi‖‖Toi−1qi‖
1
u†oiuci
‖B†qi‖
‖Cpi‖ ,
which is a constant. The approximation is exact if δck = δok and tck = tok.
189
Appendix C
Continuous-time ERA
C.1 Hankel matrices
In this appendix, we consider the same linear time-invariant continuous-time system
as in chapter 2. The output impulse response and its time derivative response are
given by:
y(t) = CeAtB and y˙(t) = CAeAtB = CeAtAB.
The Hankel matrix Z†X from equation (2.9), based on the definitions of X and Z
given by equation (2.11) can simply be recovered from y(t), as in the discrete-time
version of ERA. In the following expression, we assume all quadrature weights are
set to 1 for clarity:
MH =

y1 y2 · · · yN
y2 y3 · · · yN+1
...
...
. . .
...
yN yN+1 · · · y2N−1
 ,
=

CeAt1B CeAt2B · · · CeAtNB
CeAt2B CeAt3B · · · CeAtN+1B
...
...
. . .
...
CeAtNB CeAtN+1B · · · CeAt2N−1B
 ,
= Z†X,
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where y(tk) = yk. In order to obtain the balanced/truncated matrices, we generate
a second Hankel matrix using y˙(t):
M˙H =

y˙1 y˙2 · · · y˙N
y˙2 y˙3 · · · y˙N+1
...
...
. . .
...
y˙N y˙N+1 · · · y˙2N−1
 ,
=

CAeAt1B CAeAt2B · · · CAeAtNB
CAeAt2B CAeAt3B · · · CAeAtN+1B
...
...
. . .
...
CAeAtNB CAeAtN+1B · · · CAeAt2N−1B
 ,
where y˙(tk) = y˙k.
Let us now compare the matrix M˙H above to Z
†AX, which could be generated
using BPOD. In this case, the block corresponding to the ith adjoint snapshot and
jth forward snapshot of the resulting matrix would be of the form CeAtoiAeAtcjB.
The corresponding block in M˙H is of the form CAe
AtkB. To show the two expressions
can in fact be equal, we use the eigendecomposition of A = PΛQ†, where P †Q =
Q†P = I:
eAtoiAeAtcj =
(
PeΛtoiQ†
) (
PΛQ†
) (
PeΛtcjQ†
)
,
= PeΛtoiΛeΛtcjQ†. (C.1)
The three matrices in the middle of the right-hand side of equation (C.1) commute
since they are all diagonal, and hence:
eAtoiAeAtcj = PΛeΛ(toi+tcj)Q†,
=
(
PΛQ†
) (
PeΛ(toi+tcj)Q†
)
,
= AeA(toi+tcj),
⇒ CeAtoiAeAtcjB = CAeA(toi+tcj)B.
Therefore, if snapshots are stored so that tk = toi + tcj, then Z
†AX = M˙H .
C.2 Reduced-order model
Given the Hankel matrices above, we can use an analogous derivation to the one in
section 2.3.2. This results in a reduced-order model that is equivalent to the one
obtained with BPOD and that has the following realisation: (Ar, Br, Cr).
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We first perform an SVD of MH :
MH = UΣV
† =
[
U1 U2
] [ Σ1 0
0 Σ2
][
V †1
V †2
]
≈ U1Σ1V †1 ,
where we assume Σ2 is negligible, so the associated that are to be truncated. Recall
that the BPOD ROM has the realisation: (Aˆ, Bˆ, Cˆ) = (SˆATˆ , SˆB, CTˆ ), where the
transformation matrices are given by Tˆ = XV1Σ
−1/2
1 and Sˆ = Σ
−1/2
1 U
†
1Z
†.
The continuous-time ERA state matrix Ar is then given by:
Ar = Σ
−1/2
1 U
†
1M˙HV1Σ
−1/2
1 ,
= Σ
−1/2
1 U
†
1
(
Z†AX
)
V1Σ
−1/2
1 ,
= SˆATˆ = Aˆ.
As in section 2.3.2, we have:
Σ
1/2
1 V
†
1 = Σ
−1/2
1 U
†
1Z
†X, U1Σ
1/2
1 = Z
†XV1Σ
−1/2
1 .
The input matrix Br is equal to the first nu columns of Σ
1/2
1 V
†
1 . These are equal to
Σ
−1/2
1 U
†
1Z
†eAtc1B. By requiring that t1 = tc1 = 0, we recover Br = Bˆ. Similarly, the
output matrix Cr is equal to the first ny rows of U1Σ
1/2
1 and Cr = Cˆ if t1 = to1 = 0.
This form of the continuous-time version of ERA requires both the output im-
pulse response and its derivative to be available (although the version proposed by
Singler [200] does not). On the other hand, it avoids the need to store two “con-
secutive” sets of output snapshots as in the discrete-time case, which may be a
hurdle if the sampling frequency of the sensors is limited. Furthermore, although
we have assumed all quadrature weights were equal to 1 here for simplicity, the
continuous-time version of ERA enables the use of Gaussian quadrature, as with
continuous-time BPOD (see section 2.4.3). The amount of data stored and the size
of the required SVD can therefore be substantially reduced if required.
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H∞ loop-shaping
D.1 The generalised stability margin
In H∞ loop-shaping, the control system shown in figure D.1 is considered. Here, Gw
is a shaped linear model, with input and output disturbances d1 and d2 respectively.
K∞ is a controller, which is subject to input and output noise sources n1 and n2
respectively. The nominal inputs and outputs to the system are u and y respectively.
Note that a positive feedback sign convention is used here.
The transfer functions from the disturbance and noise sources to the input and
output signals are given by:(
u
y
)
=
[
K∞
I
]
(I −GwK∞)−1
[
Gw I
]( d1
d2
)
+
[
I
Gw
]
(I −K∞Gw)−1
[
K∞ I
]( n1
n2
)
,
where I is the identity matrix. The generalised stability margin of the feedback
configuration [Gw, K∞] is defined as the inverse of the H∞ norm of the second set of
transfer functions if [Gw, K∞] is internally stable (i.e. if all transfer functions from
Gw
K∞
yu
n1n2
d1 d2
Figure D.1: Block diagram considered for H∞ loop-shaping.
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n1 and n2 to u and y are stable) and to 0 if not:
b(Gw, K∞) =

∥∥∥∥∥
[
I
Gw
]
(I −K∞Gw)−1
[
K∞ I
]∥∥∥∥∥
−1
∞
if [Gw, K∞] is stable,
0 otherwise.
The generalised stability margin can only take values between 0 and 1. Maximising
b(Gw, K∞) can be shown [215, 120] to maximise the robust stability of the system
with respect to perturbations to the normalised coprime factors of the model, which
can be used to represent a large set of realistic model uncertainties. In fact, it can
be shown [215] that the norm of both sets of transfer functions is equal:∥∥∥∥∥
[
K∞
I
]
(I −GwK∞)−1
[
Gw I
]∥∥∥∥∥
∞
=
∥∥∥∥∥
[
I
Gw
]
(I −K∞Gw)−1
[
K∞ I
]∥∥∥∥∥
∞
,
so maximising b(Gw, K∞) minimises the influence of the worst-case disturbances
entering the model from all positions in the feedback loop and can be seen as giving
a measure of robust performance as well as robust stability [120].
D.2 Controller synthesis
In the H∞ loop-shaping procedure proposed by McFarlane & Glover [146], the de-
signer first chooses frequency-dependent weights W to shape a nominal model G0.
For single-input-single-output systems like the ones considered here, the shaped
model is simply Gw = WG0. The weights are chosen to enforce the performance
criteria for the given application.
In the second step of the design procedure, the controller K∞ that maximises
b(Gw, K∞) is identified, typically using the ncfsyn command in matlab. If the
resulting value of b(Gw, K∞) is acceptably large (usually 0.2−0.3 is sufficient [215]),
then the controller can be expected to provide reasonable robustness to the closed-
loop system. If not, one must redesign the weights W and/or modify the actual
system and/or the nominal model G0. In the final step, once an acceptable K∞ has
been designed, the final controller is generated by absorbing the weights within the
controller so that K = K∞W .
D.3 The ν-gap
The ν-gap, introduced by Vinnicombe [214], is a measure of uncertainty that fits
naturally into the H∞ loop-shaping framework. The ν-gap between two SISO linear
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rational models G1 and G2 can be evaluated directly from their frequency responses:
δν(G1, G2) = sup
ω
|G1(iω)−G2(iω)|
(1 + |G1(iω)|2)1/2 (1 + |G2(iω)|2)1/2
,
where ω is the angular frequency, if the following conditions are satisfied:1 +G2(−iω)G1(iω) 6= 0 ∀ω andwno [1 +G2(−iω)G1(iω)]− η [G1]− η [G2] = 0.
Here, given a linear rational SISO model whose frequency response is G(iω), η [G] is
its number of open right half plane (unstable) poles and wno [G] is its winding num-
ber, referring to the number of counter-clockwise encirclements of the origin of G(iω)
in the complex plane. If the conditions above are not satisfied, then δν(G1, G2) = 1.
Note that δν(G1, G2) = δν(G2, G1) and that for identical systems, δν(G1, G1) = 0.
In order to use the ν-gap within the H∞ loop-shaping procedure outlined above,
one typically first obtains a nominal model G0 and a family of “perturbed” models
that collectively represent an uncertain system, where the ith model is Gi. Then,
after designing the weights W as discussed above, the ν-gap is calculated for each
shaped perturbed model: δν(WG0,WGi).
The shaped nominal model is then used to obtain K = K∞W . At this stage, the
ν-gap can be used to provide guarantees regarding the stability of the model family.
As described by Vinnicombe [214], given weights W and a controller K∞ that result
in a stability margin of b(WG0, K∞) = β, two scenarios can arise for each Gi:
• δν(WG0,WGi) < β: WGi is guaranteed to be stabilised by K∞;
• δν(WG0,WGi) > β: there exists a controller that stabilises WG0 with a
stability margin of a least β but destabilises WGi.
Note that the shaped models are again used in all cases. The second scenario is
problematic since it is possible that our particular choice of K∞ does not stabilise
WGi. In this case, one option is to alter the system/models in order to reduce the
associated uncertainty. Alternatively, the weights W can be changed in order to
ensure b(WG0, K∞) > δν(WG0,WGi) for all Gi. An important note therefore is
that the ν-gap only provides information regarding the similarity of two models in
feedback given the weights W and is not a measure of the similarity between the
two open-loop models in general. In other words, modifying W is likely to have a
significant impact on the calculated ν-gap.
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