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Abstract
We consider the canonical structure of the Green-Schwarz superstring in 9 + 1 dimensions
using the Dirac constraint formalism; it is shown that its structure is similar to that of the
superparticle in 2 + 1 and 3 + 1 dimensions. A key feature of this structure is that the pri-
mary Fermionic constraints can be divided into two groups using field-independent projection
operators; if one of these groups is eliminated through use of a Dirac Bracket (DB) then the
second group of primary Fermionic constraints becomes first class. (This is what also happens
with the superparticle action.) These primary Fermionic first class constraints can be used to
find the generator of a local Fermionic gauge symmetry of the action. We also consider the
superstring action in other dimensions of space-time to see if the Fermionic gauge symmetry
can be made simpler than it is in 2 + 1, 3+ 1 and 9+ 1 dimensions. With a 3+ 3 dimensional
target space, we find that such a simplification occurs. We finally show how in five dimensions
there is no first class Fermionic constraint.
1 Introduction
The fields in superstring theory [1-3] serve as a map from a 1 + 1 dimensional “world sheet” to
a d = s + t dimensional “target space” whose metric is ηµν = diag(+ . . .+,− . . .−)(s+, t−). The
original “spinning string” action has manifest local supersymmetry on the world sheet [4, 5] while
the “superstring” action has manifest local Fermionic symmetry in the target space–the so-called κ
symmetry [6].
1
Local gauge symmetries are generally taken to be a consequence of the presence of first class
constraints in the action, using Dirac’s approach to canonical analysis [7, 8]. The generator of a
local gauge symmetry can be constructed from these first class constraints using either the approach
of Castellani (C) [9] or of Henneaux, Teitelboim and Zanelli (HTZ) [10, 11]. (This has been done
for both the spinning particle [12] and the superparticle [13].) There has been a discussion of
the canonical structure of the superstring action with a 9 + 1 dimensional target space [14, 15],
but in this analysis, the way in which the second class primary Fermionic constraints have been
projected out [15] results in a Dirac Bracket (DB) which has the property that when one takes
the DB of one of these secondary constraints with any dynamical variable, it vanishes only if the
constraints themselves vanishes (ie, it is only a “weak” equation). Normally one requires that
the DB of any second class constraint with any dynamical variable vanish [7, 8] identically (ie, it
is a “strong” equation), and thus we are motivated to reexamine the constraint structure of the
superstring action. The analysis of the constraint structure of the superparticle action suggests that
it is possible to divide the primary Fermionic constraints into two parts; upon defining a DB to
eliminate one of these two parts, the other part becomes first class when this DB is employed [13,
16]. We find that this is in fact what happens with the superstring action when the target space
is 2 + 1, 3 + 1 and 9 + 1 dimensional. (We examine a variety of dimensions for the target space as
spinors have properties that are dependent on dimension.)
The local gauge symmetries that follow from the first class constraints present in the superpar-
ticle action can be generated by the first class constraints present; these are related to the local
κ-supersymmetry transformation that leaves this action invariant [13]. Similarly, the first class
constraints that are present in the superstring action once the second class constraints are elimi-
nated using a DB can be used to find a local gauge supersymmetry for the superstring theory. We
illustrate this with the superstring in 2 + 1 dimensions. This supersymmetry is quite complicated
and so we investigate if there are any dimensions for the target space in which the supersymmetry
is simplified. It is found that in 3 + 3 dimensions, the target space supersymmetry becomes much
simpler. Also, in five dimensions, no first class Fermionic constraint arises.
We do not consider the possible contribution of an action for the metric on the world sheet to
the canonical structure of the superstring action (as has been done for the Bosonic string [17]).
The conventions we use are explained in the appendices.
2 The Superstring
The Green-Schwarz superstring in a 9 + 1 dimensional target space has the action [6]
S =
∫
dτdσ
[
1
2
habY Aa YAb − ǫabxA,a
(
θ
1
,bB˜Aθ
1 − θ2,bB˜Aθ2
)
+ ǫabθ
1
,aB˜
Aθ1θ
2
,bB˜Aθ
2
]
. (1)
The world sheet metric is gab with h
ab =
√−g gab so that
det hab = (
√−g)2 (g00g11 − (g01)2) = −1. (2)
The world sheet coordinates are (σ, τ)(a = 1, 2). There are 10 Bosonic functions xA(σ, τ)(A =
1 . . . 10) as well as two Fermionic functions θI(σ, τ)(I = 1, 2) defined on the world sheet, where xA
is a vector and θI is a Majorana-Weyl spinor (ie, θI = Cθ
IT
and θI = B11θI) on the 10 dimensional
“target space”. We have also defined
Y Aa = x
A
,a + θ
1
,aB˜
Aθ1 + θ
2
,aB˜
Aθ2. (3)
The Lagrangian of eq. (1) is Hermitian if we use the conventions of appendix A.
The canonical momenta conjugate to hab, xA, θ
1
and θ
2
are given by
IPab = 0 (4a)
pA = h
00YA0 + h
01YA1 −
(
θ
1
,1B˜Aθ
1 − θ2,1B˜Aθ2
)
(4b)
π1 =
(
pA + xA,1 + θ
1
,1B˜
Aθ1
)
B˜Aθ
1 (4c)
π2 =
(
pA − xA,1 − θ
2
,1B˜
Aθ2
)
B˜Aθ
2 (4d)
respectively.
Eqs. (4c,d) are a pair of primary Fermionic constraints
χ1 = π1 −
(
pA + xA,1 + θ
1
,1B˜
Aθ1
)
B˜Aθ
1 (5a)
χ2 = π2 −
(
pA − xA,1 − θ
2
,1B˜
Aθ2
)
B˜Aθ
2. (5b)
We now can compute the canonical Hamiltonian
HC = hab,0 IPab + xA,0 pA + θ
1
,0π
1 + θ
2
,0π
2 −L
=
H
2
(
Π2A + y
2
A
)
+H1ΠAy
A (6)
where we have used eq. (2) and made the definitions
H ≡ 1
h00
(7a)
H1 ≡ −h
01
h00
(7b)
ΠA ≡ pA + θ1,1B˜Aθ1 − θ
2
,1B˜Aθ
2 (7c)
yA ≡ Y A1 . (7d)
By eq. (4a), the momenta IP , IP1 conjugate to H , H
1 both vanish and so by eq. (6) we are led to
the secondary constraints
Σs =
1
2
(
Π2A + y
2
A
)
=
1
2
(
p2A + x
2
A,1
)− θ1,1 (χ1 − π1)+ θ2,1 (χ2 − π2) (8a)
Σp = ΠAy
A = pAx
A
,1 − θ
1
,1
(
χ1 − π1)− θ2,1 (χ2 − π2) (8b)
By eq. (A.39) we find that
θI = Cθ
IT
, θIT = −θIC, θIT = C θI , θI = −θITC (9a− d)
and so the canonical Poisson Brackets (PB) of eqs. (B.5-7)
{
xA, pB
}
= δAB (10a){
πI , θ
J
}
= −δIJ (10b)
imply that {
χ1, χ2
}
= 0{
χ1, χ1
}
= −2
(
pA + xA,1 + θ
1
,1B˜
Aθ1
)
B˜A + 2
(
B˜Aθ1,1θ
1
B˜A − B˜Aθ1θ1,1B˜A
)
(11a)
{
χ2, χ2
}
= −2
(
pA − xA,1 − θ
2
,1B˜
Aθ2
)
B˜A − 2
(
B˜Aθ2,1θ
2
B˜A − B˜Aθ2θ2,1B˜A
)
. (11b)
Furthermore, if we use test functions f(σ), g(σ) as in ref. [18] we find that∫
dσ dσ′f(σ) {Σp(σ),Σp(σ′)} g(σ′)
=
∫
dσ dσ′f(σ) {Σs(σ),Σs(σ′)} g(σ′)
=
∫
dσΣp (fg,1 − f,1g) (12a)∫
dσ dσ′f(σ) {Σs(σ),Σp(σ′)} g(σ′) =
∫
dσ
[
Σs (fg,1 − f,1g) + 1
2
(
fg(Π2 − y2))
,1
]
(12b)
∫
dσ dσ′f(σ) {Σp(σ),Σs(σ′)} g(σ′) =
∫
dσ
[
Σs (fg,1 − f,1g)− 1
2
(
fg(Π2 − y2))
,1
]
(12c)
∫
dσ dσ′ f(σ)
{
χI(σ),Σ(s,p)(σ
′)
}
g(σ′) = 0. (13)
We now must classify the constraints χI as being first or second class. This problem has been
addressed using field dependent operators that become projection operators only on the constraint
surface, and which result in a DB which is not strongly equal to zero when the DB of a second class
constraint is taken with any other dynamical variable [15]. It may be possible to circumvent this
whole problem by re-expressing the superstring action in terms of twistors [19] or by using harmonic
superspace [24]. We will use an approach employed when examining the canonical structure of
the superparticle action [13]. Although this method lacks manifest covariance, it does lead to a
separation of the Fermionic constraints into two groups; if either of the groups is treated as being
second class and the appropriate DB is defined to eliminate it, then the remaining group becomes
first class with this DB.
We shall simplify our discussion by first considering the N = 1 limit of the superstring action of
eq. (1); that is we will set θ1 = θ and θ2 = 0. Next, we will consider the superstring action in 2+ 1
and 3 + 1 dimensions before examining it in 9 + 1 dimensions. Remarkably, despite the differing
properties of spinors in 2 + 1, 3 + 1 and 9 + 1 dimensions, eqs. (1-8, 10-13) are all valid in each of
these dimensions in the N = 1 limit.
In 2 + 1 dimensions when θ = Cθ
T
, eq. (11a) when combined with the Fierz identity of eq.
(A.56) results in
{χ, χ} = −2 (pi + xi,1 + 2θ,1τ˜ iθ) τ˜i
= −2 (Πi + yi) τ˜i (14)
where now
Πi ≡ pi + θ,1τ˜ iθ (15a)
yi ≡ xi,1 + θ,1τ˜ iθ . (15b)
Since [−2(Πi + yi)τ˜i]−1 = −1
4
(Πi + yi)τ˜i/ [Σs + Σp] (16)
it follows that the DB defined using χ is ill defined on the constraint surface Σs = Σp = 0. To
circumvent this difficulty, we are forced to follow the approach used when considering the superpar-
ticle [13] and look at the two components of χ separately. This could be done using the projection
operators P± =
1
2
(1± σ3), but instead we use the components of θ explicitly. If
θ =
(
u
d
)
(17)
then
θ = θ†τ 3 = (d∗, u∗) (18)
and
θ = Cθ
T
= τ 1
(
d∗
u∗
)
=
(
iu∗
−id∗
)
(19)
and so
u = iu∗ (20)
d = −id∗ . (21)
From eq. (15a) we find that
Π1 = p1 + x1,1 − u,1u− d,1d (22a)
Π2 = p2 + x2,1 − id,1u− iu,1d (22b)
Π3 = p3 + x3,1 + u,1u− d,1d (22c)
and so we end up with the N = 1, d = 2 + 1 analogue of eq. (5a)
χu = πu +Π
1u+ iΠ2d+Π3u− 3d,1du (23a)
χd = πd +Π
1d+ iΠ2u− Π3d− 3u,1ud . (23b)
These constraints can now be used to form the matrix of PBs
M
∼
=
(
{χu, χu} {χu, χd}
{χd, χu} {χd, χd}
)
=
(
−2 (Π1 +Π3 − 4d,1d) −2 (iΠ2 + 2u,1d− 2ud,1)
−2 (iΠ2 + 2u,1d− 2ud,1) −2 (Π1 − Π3 − 4u,1u)
)
(24)
whose determinant is
det M
∼
= −4
[(
Π1
2
+Π2
2 −Π32
)
− 4Π1 (u,1u+ d,1d) (25a)
−4iΠ2 (u,1d− ud,1)− 4Π3 (u,1u− d,1d) + 24u,1ud,1d
]
which, by eqs. (8, 22) becomes
= −8 (Σs + Σp) . (25b)
Eliminating both χu and χd is thus not feasible as the DB that would be used is singular when
Σs = Σp = 0. We thus choose to eliminate just χu by defining the DB
{A,B}∗ = {A,B} − {A, χu} 1−2(Π1 +Π3 − 4d,1d) {χu, B} . (26a)
If one had chosen to eliminate χd, the DB would be
{A,B}# = {A,B} − {A, χd} 1−2(Π1 − Π3 − 4u,1u) {χd, B} . (26b)
With the DB of eq. (26a), χd becomes first class, as now by using eq. (24) we see that
{χd, χd}∗ = det M
∼
/
[−2 (Π1 −Π3 − 4d,1d)] ≈ 0. (27a)
Similarly, from eq. (26b) we find that
{χu, χu}# ≈ 0. (27b)
The DB of eq. (26a) results in a number of peculiar DBs; for example we find that
{u, u}∗ = 1
2(Π1 +Π3 − 4d,1d) (28a)
and
{x1, x2}∗ = −iud
2(Π1 +Π3 − 4d,1d) . (28b)
The lack of commutivity between x1 and x2 in eq. (28b) indicates that we have some of the features
of a non-commutative theory (25); we note that the right side of eq. (28b) is field dependent which
distinguishes this Dirac Bracket from what is normally encountered in a non-commutative theory.
We now turn to 3+1 dimensions, again in the N = 1 limit (ie, we set θ2 = 0 in eq. (1)). In this
case when θ = Cθ
T
, we combine eq. (11a) with eq. (A.65) to obtain
{χ, χ} = −2 (Πµ + yµ) γ˜µ (29)
where Πµ and yµ are defined as in eq. (15) with τ˜ i being replaced by γ˜µ. Eq. (29) is the obvious
analogue of eq. (14); again, as in 2+1 dimensions, elimination of all of the components of χ through
use of a DB is not possible when on the constraint surface Σs = Σp = 0.
As χ now has four components rather than just two, it is not as straight forward now to split these
components into two groups, with one group being classified as being second class constraints and
the remaining group becoming first class. In examining the superparticle, this was done by looking
at the components explicitly [13]. Here, we will use projection operators that are field-independent.
The projection operators
P± =
1
2
(1± γ5) (30)
are an obvious candidate for being the projection operators to effect a grouping of the components
of χ into first and second class constraints. However, by eq. (29){
P+χ,
(
P+χ
)}
= P+ {χ, χ}P−
= −2 (Πµ + yµ)P+γ˜µP− ;
by eq. (A.3) this becomes
= −2 (Πµ + yµ)
( (
0 0
−iσ 0
)
,
(
0 0
i 0
) )
. (31a)
Similarly we find that
{
P−χ,
(
P−χ
)}
= −2 (Πµ + yµ)
( (
0 i~σ
0 0
)
,
(
0 i
0 0
) )
. (31b)
while {
P+χ,
(
P−χ
)}
=
{
P−χ,
(
P+χ
)}
= 0. (31c)
By eq. (31) we see that if we eliminate P+χ (P−χ) by use of a DB then P−χ (P+χ) does not
become first class. Thus the projection operators of eq. (30) are not suitable for distinguishing
between the first and second class constraints that reside in χ.
Another projection operator that can be used is
P˜± =
1
2
(
1± iγ3γ4) . (32)
This pair of projection operators satisfies the equations
P˜+γ˜
µP˜+ = P˜−γ˜
µP˜− =
(
γ˜1, γ˜2, 0, 0
)
P± (33a)
P˜−γ˜
µP˜+ = P˜+γ˜
µP˜− =
(
0, 0, γ˜3, γ˜4
)
P± (33b)
and so {
P˜+χ,
(
P˜+χ
)}
= P˜+ [−2 (Πµ + yµ) γ˜µ) P˜−
= Λµ ·
(
0, 0, γ˜3, γ˜4
)
P− (Λµ ≡ −2 (Πµ + yµ)) (34a){
P˜−χ,
(
P˜−χ
)}
= Λµ
(
0, 0, γ˜3, γ˜4
)
P+ (34b)
as well as {
P˜+χ,
(
P˜−χ
)}
=
{
P˜−χ,
(
P˜+χ
)}
= Λµ ·
(
γ˜1, γ˜2, 0, 0,
)
P± . (34c)
From eq. (34) we find that upon eliminating the constraint P˜+χ by use of the DB
{A,B}∗ = {A,B} −
{
A, χP˜−
} 1
Λ3γ˜3 + Λ4γ˜4
{
P˜+χ,B
}
(35)
then with this DB, P˜−χ becomes first class. (If P˜−χ were used to define a DB, then P˜+χ, with this
DB, would be first class.) It is apparent that the classification of the primary Fermionic constraints
can be done in the same way in 2 + 1 and 3 + 1 dimensions. We now turn to 9 + 1 dimensions.
In 9+1 dimensions, θ(σ, τ) is both Majorana and Weyl as in eq. (A.67); we can therefore replace
θ by P+θ ≡ 12(1 + B11)θ. As a result, we find that the constraint χI of eq. (5) in 9 + 1 dimensions
can be replaced by P−χ
I ≡ 1
2
(1 − B11)χI (and χI by χIP+). This means that the N = 1 limit of
eq. (11a) can be expressed in the form
{χ, χ} = P− {χ, χ}P+
= −2
(
pA + xA,1 + θ,1B˜
Aθ
)
P−B˜AP+
+2P−
[
B˜Aθ,1θB˜A − B˜Aθ, θ,1B˜A
]
P+
which the Fierz identity of eq. (A.68) reduces to
= −2
(
pA + xA,1 + 2θ,1B˜
Aθ
)
B˜AP+ . (36)
As in 2 + 1 and 3 + 1 dimensions, a DB cannot be defined using eq. (36) on the constraint surface
Σs = Σp = 0. We can however make use of projection operators
P˜± =
1
2
(
1± iB9B10) (37)
which are the 9 + 1 dimensional analogues of the 3 + 1 dimensional projection operators defined in
eq. (32). Since both P± commute with both P˜±, it is possible to consider the PBs{
P˜+χ,
(
P˜+χ
)}
= P˜+ {χ, χ} P˜−
= −2
(
pA + xA,1 + 2θ,1B˜
Aθ
)((
0, 0, 0, 0, 0, 0, 0, 0, B˜9, B˜10
))
P+P˜−
=
{
P˜−χ,
(
P˜−χ
)}
(38a)
while {
P˜+χ,
(
P˜−χ
)}
=
{
P˜−χ,
(
P˜+χ
)}
= −2
(
pA + xA,1 + 2θ,1B˜
Aθ
)
((
B˜1, B˜2, B˜3, B˜4, B˜5, B˜6, B˜7, B˜8, 0, 0
))
P+P˜± . (38b)
Just as in 3 + 1 dimensions, we can now define a DB to eliminate P˜+χ; with this DB P˜−χ becomes
a first class constraint. The roles of P˜+χ and P˜−χ can be reversed.
Extending these considerations from the N = 1 to the N = 2 superstring is straightforward. By
the Fierz identity of eq. (A.68), eqs. (11a,b) become
{
χ1, χ1
}
= −2
(
pA + xA,1 + 2θ
1
,1B˜
Aθ1
)
B˜AP+
= −2 (ΠA + yA) B˜AP+ (39a){
χ2, χ2
}
= −2
(
pA − xA,1 − 2θ
2
,1B˜
Aθ2
)
B˜AP+
= −2 (ΠA − yA) B˜AP+ . (39b)
We see that P˜±χ
I can now be considered as being second class; the resulting DB results in P˜∓χ
I
being first class.
The first class constraints present in a theory can be used to find the generator of a gauge trans-
formation that leaves the action invariant. There are several approaches to finding this generator [9,
10]; we will examine the latter (the “HTZ” approach)for the N = 1 superstring in 2+1 dimensions.
The form of the generator is
G =
∫ (
aIP + a1IP1 + bχd + AsΣs + ApΣp
)
dσ (40)
if we treat χu in eq. (23a) as being second class. With the canonical Hamiltonian of eq. (6), we see
that the total Hamiltonian is given by
HT =
∫ (HC + UIP + U1IP1 + V dχd) dσ , (41)
where U , U1 and Vd are Lagrange multipliers. The HTZ equation that fixes the gauge functions a,
a1, b, As and Ap in G is [10]
Da
Dt
IP +
Da1
Dt
IP +
Db
Dt
χd +
DAs
Dt
Σs +
DAp
Dt
Σp
+ {G,HT}∗ − δaIP − δa1IP1 − δbχd = 0 . (42)
By using eqs. (12, 13, 27a) we find that eq. (42) can be satisfied if
a = A˙s − 4b V d
Π1 −Π3 − 4d,1d + (ApH,1 −Ap,1H) +
(
AsH
1
,1 − As,1H1
)
(43a)
a1 = A˙p − 4b V d
Π1 −Π3 − 4d,1d +
(
ApH
1
,1 −Ap,1H1
)
+ (AsH,1 − As,1H) (43b)
δU = a˙ (44a)
δU1 = a˙1 (44b)
δV d = b˙ . (44c)
An analogous set of equations arises when finding the gauge generator for the superparticle [13]. As
with the superparticle, a second set of gauge transformations can be found by reversing the roles
of χu and χd; that is we use the DB of eq. (26b) rather than eq. (26a). The b dependent parts
of these two sets of gauge transformations are presumably related to one half of the N = 1, 2 + 1
dimensional version of the Fermionic κ-symmetry present in the 9+1 dimensional superstring. This
is what happens with the superparticle.
By use of eq. (43), G in eq. (40) is fixed in terms of the gauge functions b, As, Ap as well
as the Lagrange multiplier V d. As with the superparticle, one can fix V d by ensuring that the
transformation δA = {A,G.}∗ made on each dynamical variable A leaves the action invariant.
The set of gauge transformations resulting from the first class constraints present in the 2 + 1
and 9 + 1 dimensional superstring can similarly be found.
We now turn to examining the superstring with other space-time dimensions for the target space
with the aim of finding a simpler Fermionic gauge transformation.
3 The Simpler Superstring
In order to simplify the superstring action of eq. (1), we will examine when it becomes possible for
λρ˜µχ = χρ˜µλ (45)
when λ and χ are Majorana spinors. Eqs. (45) leads to a simplification of eq. (1), as
θ,aρ˜
µθ = θρ˜µθ,a
=
1
2
(
θρ˜µθ
)
,a
(46)
and so, upon discarding a surface term, the action of eq. (1) in the N = 1 limit becomes when the
target space has d dimensions
S =
∫
dτdσ
[
1
2
hab
(
xµ +
1
2
θρ˜µθ
)
,a
(
xµ +
1
2
θρ˜µθ
)
,b
]
(47)
(since ǫabA,aB,b = ǫ
ab(AB,b),a − ǫabAB,ab). The obvious local Fermionic gauge invariance possessed
by this action is
θ → θ + ǫ (48a)
xµ → xµ − ǫρ˜µθ − 1
2
ǫ ρ˜µǫ . (48b)
showing that the Fermionic field θ is purely gauge when eq. (45) holds, reducing the model to being
purely Bosonic.
We now will determine when eq. (45) can hold. If E denotes either C or D in eqs. (A.18, 19)
then
λρ˜µχ =
(
λTE−1T
) [
(−1)ǫEρ˜µTE−1]EχT (49)
= (−1)ǫ+1χρ˜µ(ETE−1)Tλ (ǫ = 1 for E = C, ǫ = 0 for E = D).
From eq. (49), eq. (45) holds provided
E = (−1)ǫ+1ET ; . (50)
From eqs. (A.21, A.22, A.25, A.26, A.31, A.32, A.39, A.40) it follows that the only candidates are
E = D in 4d, E = C or D in 6d, E = C in 8d, with neither C nor D in 10d.
We need to ensure that spinors can be Majorana; for this condition to be consistent we must
have
θ = (θE)E (51)
which means that
=
[
E
(
θ†A−1
)T ]
E
= E
{[
EA−1T θ∗
]†
A−1
}T
= E A−1TE∗A−1†θ .
Consequently, for a spinor to be Majorana, we need to have
EA−1TE∗A−1† = 1 (52)
From eqs. (A.20-A.48) and eq. (52) we see that the Majorana condition is satisfied if θ = θC in
3 + 3, 5 + 3 or 4 + 4 dimensions or if θ = θD in 4 + 2 or 3 + 3 dimensions.
A further restriction that can be placed on a spinor θ is that it be Weyl in addition to being
Majorana. Consequently, in d dimensions ρd+1θ = θ so that ρd+1θE = θE . As a result we have
ρd+1(Eθ
T
) =
[
EA−1T , ρd+1
]
θi∗ + E(ρd+1θ)†A−1 (53)
and so if θ is to be both Majorana and Weyl,
[
EA−1T , ρd+1
]
= 0 . (54)
From the properties of A, C, D given in appendix A, this additional restriction limits our attention
to θ satisfying θ = θC in 3+3 or 4+4 dimensions, or θ = θD in 3+3 dimensions. However, in 4+4
dimensions, if λ and χ are both Majorana and Weyl, then λβ˜αχ vanishes.
We are left with θ being Weyl with either θ = θC or θ = θD in 3 + 3 dimensions. (In this case,
θ,1Γ˜
Mθ is Hermitian.) Since, if θI = θIE = Eθ
IT
, it follows that θ
IT
= E−1θI , θ
I
= θITE−IT and
θIT = θ
I
ET , and hence {
πI , θ
J
}
= −δIJ (55a)
leads to {
πI , θJT
}
= −δIJET (55b){
θI , πJ
}
= −δIJEE−1T (55c){
θ
IT
, πJ
}
= −δIJE−1T . (55d)
With
χI = πI −
[
pµ − (−1)I
(
xµ,1 + θ
I
,1ρ˜
µθI
)]
ρ˜µθ
I (56a)
χI = πI + (−1)t+1θI ρ˜µ
[
pµ − (−1)I
(
xµ,1 + θ
I
,1ρ˜
µθI
)]
(56b)
we find that in d = s+ t dimensions {
χ1, χ2
}
= 0 (57a)
and ∫
dσdσ′f(σ)
{
χ1(σ), χ1(σ′)
}
g(σ′)
=∫
dσ
[
fg
(
pµ + xµ,1 + θ
1
,1ρ˜
µθ1
)
ρ˜µ
(
EE−1T + (−1)t)
+(−1)t (fZµ(Zµg),1 − (fZµ),1Zµg)
+fZµZ
µ
,1EE
−1Tg + (fZµZ
µT ),1E
−1Tg
+(−1)t+1
(
f
(
ZµZ
µ
g
)
,1
+ fETZ
T
µ,1Z
µ
g
)]
. (57b)
In eq. (57b), f and g are test functions (used as in ref. [18]) and Zµ = ρ˜µθ1, Z
µ
= θ
1
ρ˜µ.
If θ1 = θ1C and is Weyl in 3 + 3 dimensions, then by eq. (A.25){
χ1, χ1
}
= 0. (58)
However, if θ = θD and is Weyl in 3 + 3 dimensions, then by eq. (A.26)∫
dσdσ′f(σ)
{
χ1(σ), χ1(σ′)
}
g(σ′)
=
∫
dσ
[
− 2
(
pM + xM,1 + θ
1
,1Γ˜
Mθ1
)
Γ˜Mfg (59)
+
(
fZM
)
,1
(
ZMg
)− (fZM) (ZMg),1
]
.
(Eqs. (58, 59) can be seen more immediately using the action of eq. (47) directly.)
Eq. (59) can be simplified using the Fierz identities that follow from eqs. (A.69-A.77). We find
that
(fZM),1(ZMg)− (fZM)(ZMg),1
= fg
(
ZM,1 ZM − ZMZM,1
)
+ ZMZM (f,1g − fg,1)
= −
(
θΓ˜MθΓ˜M − θ˜Γ˜MΓ7θΓ˜MΓ7
)
(f,1g − fg,1)
which by the Weyl property of θ becomes
= −θΓ˜MθΓ˜M(1− Γ7)(f,1g − fg,1). (60)
However, as χ
[
1
2
(1− Γ7)] = 0 we see that eq. (60) results in eq. (59) to simply reducing to∫
dσdσ′P−f(σ)
{
χ1(σ), χ1(σ′)
}
g(σ′)P+ (61)
=
∫
dσ
[
−2
(
pM + xM,1 + θ
1
,1Γ˜
Mθ1
)
Γ˜Mfg
]
P+(
P± ≡ 1
2
(1± Γ7)
)
With eq. (61), all of the constraints χI are seen to be second class when θ = θD and is Weyl
in 3 + 3d. We note the difference in the canonical structure of the superstring action in 3 + 3
dimensions when θ = θC and Weyl, and when θ = θD and Weyl. In the former case, the primary
Fermionic constraints are all first class and their contribution to the gauge generator leads to the
gauge transformation of eq. (48). In the latter case, the primary Fermionic constraints are second
class and the gauge invariance of eq. (48) is not associated with any first class constraint. (We note
that with the Palatini action in 1 + 1 dimensions, the first class constraints are associated with an
unusual gauge transformation while the gauge transformation associated with the diffeomorphism
invariance of the action is not associated with any first class constraints [20].)
Finally we shall demonstrate how in five dimensions, no first class Fermionic constraints arise
and consequently, there is an absence of Fermionic gauge symmetries. We use matrices gm = (γµ, γ5)
defined in 5+ 0 dimensions by eq. (A.3). The matrix C of eq. (A.18) does not exist in 5d, while D
of eq. (A.19) is given by
D = g1g3 . (62)
In 4 + 1d where A of eq. (A.12) is
A = g5 (63)
we find that if θ = θD = g
1g3g5θ∗, then (θD)D = −θ and hence θ = 0; consequently we will not
consider 4 + 1d any further as now θ and θ are independent.
For 3 + 2d where A = g4g5, θ = θD = g
2θ∗, it is feasible to set θ = θD. However, we now have(
λg˜mχ
)†
= −χg˜mλ (64)
if λ = λD, χ = χD and hence in order to have an Hermitian action, the N = 1 version of eq. (1)
must become
S =
∫
dτ dσ
[
1
2
habZma Zmb − iǫabxm,aθ,b g˜mθ
]
(65)
where now
Zma = x
m
,a + iθ,a g˜
mθ . (66)
If π = ∂L
∂θ,0
then much like eq. (4c) we find that we have the primary Fermionic constraint
χ = π − i(pm + zm)g˜mθ (67)
where zM = ZM1 . Since θ = θD, it follows from eq. (67) that π = −πD; consequently as{
π, θ
}
= −1 (68a)
from eq. (B.7), it follows that{
π, θ
T
}
= D, {θ, π} = −1,
{
θ
T
, π
}
= D . (68b, c, d)
Eqs. (67, 68) now lead to
{χ, χ} = −2i(pm + zm)g˜m + 2
(
g˜mθθ,1 g˜m − g˜mθ,1θ g˜m
)
; (69)
the Fierz identity
(g˜m)ij(g˜m)kℓ = δiℓδkj − 3
4
(g˜m)iℓ(g˜m)kj − 1
8
(g˜[mg˜n])iℓ(g˜[mg˜n])kj (70)
then reduces eq. (69) to
{χ, χ} = −2i(pm + zm)g˜m + 1
2
θ,1g˜
[mg˜n] θ g˜[mg˜n] (71)
since θ = θD. From eq. (71) we see that unlike what happens with eqs. (14, 29) a DB can be defined
from this PB even when the secondary Bosonic constraints are satisfied. Consequently all primary
Fermionic constraints are second class in 3+2d and no Fermionic gauge symmetry exists. However,
the action of eq. (1) when N = 1 and θ = θD in 3+ 2 dimensions is globally supersymmetric under
the transformation xm → xm+ iǫg˜mθ, θ→ θ− ǫ(ǫ = ǫD) provided surface terms are discarded. This
can be established quite easily once we note that eqs. (45) and (64) both hold in 3 + 2 dimensions
when all spinors satisfy θ = θD, as then ǫ
abθ,ag˜
mθ,b = 0.
4 Discussion
In this paper we have examined the canonical structure of the superstring action. If the target
space is 2+1 or 3+1 dimensional and the spinors are Majorana, and when the target space is 9+1
dimensional and the spinors are Majorana-Weyl, then the primary Fermionic constraints can be
divided into two groups using field-independent projection operators with one group being second
class, the other first class, with the first class constraints generating a gauge transformation. We
also find that with a 3 + 3 dimensional target space, and the spinors θ are Majorana-Weyl, the
Fermionic gauge transformation greatly simplifies and that the canonical structure when θ = θC
and θ = θD are different. In 5d, no Fermionic first class constraints occur and no Fermionic gauge
symmetry exists.
When performing a canonical analysis of any theory, manifest covariance is necessarily lost as
the “time” coordinate is given special status. In our treatment of superstring theory, this problem
is exacerbated by having been forced to distinguish between different components of the primary
spinorial constraints, further obscuring the manifest covariance in the target space that is manifest
in the initial action of eq. (1). However, the lack of manifest covariance in the canonical formalism
doesn’t preclude the dynamics from being covariant.
To address this problem, we follow Dirac [23] and examine the generators of the Poincare´ group
in the target space. In 3 + 1 dimensions, the generators are given by [15]
Mµν = Lµν + Sµν (72)
where
Lµν =
∫
(xµpν − xνpµ) dσ (73a)
Sµν = i
∫ (
θΣµνπ
)
dσ
(
Σµν ≡ i
4
[γµ, γν]
)
(73b)
and
Pµ =
∫
pµdσ . (74)
These satisfy the PB algebra
{Mµν ,Mλσ} = ηµλMνσ − ηνλMµσ + ηνσMµλ − ηµσMνλ (75a)
{Mµν , Pλ} = ηµλPν − ηνλPµ (75b)
{Pµ, Pν} = 0 . (75c)
Since the constraint χ is a spinor in target space, we find that
{Mµν , χ} = iΣµνχ (76a)
{χ,Mµν} = iχΣµνχ (76b)
and hence we obtain the DB (from eq. (35))
{Mµν ,Mλσ}∗ = {Mµν ,Mλσ}
+
[
χ
(
ΣµνP˜−
1
Λ3γ˜3 + Λ4γ˜4
P˜+Σλσ
−ΣλσP˜− 1
Λ3γ˜3 + Λ4γ˜4
P˜+Σµν
)
χ
]
, (77)
It is evident that on the constraint surface χ = 0, when both the first class constraints P˜−χ and
the second class constraints P˜+χ vanish, the PB and DB for Mµν and Pλ coincide. (The same holds
true in 2 + 1 and 9 + 1 dimensions.)
Quantization of the superstring using the canonical structure of its classical action should now be
attempted. If the Dirac quantization procedure [7,8] (in which the classical DB becomes the quan-
tum commutator and the first class constraints annihilate physical states) can be carried through
unambiguously without the complications arising from operator ordering problems, then Poincare´
invariance on the target space is retained on the constraint surface. This is currently being consid-
ered.
In ref. [23], Dirac has discussed the possibility of quantizing when using “light-cone” coordinates
as an alternative to the “space-time” coordinates that have been employed in this paper. This option
has been used when quantizing the superstring. However, in this approach to the superstring, the
equations of motion have been used to eliminate both Bosonic and Fermionic degrees of freedom
prior to applying the canonical formalism in conjunction with light cone coordinates. The projection
operator used to eliminate Fermionic degrees of freedom in the light cone approach (see section 5.2.1
in ref. [1]) is similar to that of eq. (37) which is used to separate first and second class constraints.
We note that when one simply eliminates second class constraints by hand prior to applying the
canonical formalism, one is unable to form Dirac Brackets, or to find the first class constraints that
lead to the generators of Fermionic gauge transformations. The non-commuting Dirac Brackets of
eq. (28) would also be lost. It would be interesting to apply the full Dirac constraint formalism to
the superstring when using light-cone coordinates without initially eliminating degrees of freedom
to simplify the action. Such an analysis of Yang-Mills theory has been performed in ref. [26].
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Appendix A
In this appendix we consider spinors in various space-time dimensions [3, 21]. If we start with the
Pauli spin matrices
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
(A.1)
then in Euclidean space we empty the following conventions for Dirac matrices:
3D : τ i =
(
0 i
−i 0
)
,
(
−1 0
0 1
)
,
(
0 1
1 0
)
(A.2)
4D : γµ =
(
0 iσi
−iσi 0
)
,
(
0 1
1 0
)
; γ5 = γ1 · · · γ4 =
(
−1 0
0 1
)
(A.3)
6D : ΓM =
(
0 iγµ
−iγµ 0
)
,
(
0 1
1 0
)
; Γ7 = iΓ1 · · ·Γ6 =
(
−1 0
0 1
)
(A.4)
8D : βα =
(
0 iΓM
−iΓM 0
)
,
(
0 1
1 0
)
; β9 = −β1 · · ·β8 =
(
−1 0
0 1
)
(A.5)
10D : BA =
(
0 iβa
−iβa 0
)
,
(
0 1
1 0
)
; B11 = −iB1 · · ·B10 =
(
−1 0
0 1
)
. (A.6)
(In d dimensions, these matrices have 2[d/2] rows and columns.) Taking the Dirac matrix in d
dimensions to be ρµ, then if
Σµν =
i
4
[ρµ, ρν ] (A.7)
then the transformation
ψ → exp
(
i
2
Σµνωµν
)
ψ ≡ Uψ (A.8)
for the spinor ψ implies that
ψ† → ψ† exp
(
− i
2
Σµνωµν
)
= ψ†U−1 . (A.9)
If we move from d dimensional Euclidean space to a space with t time and s space dimensions
(d = s+ t), the metric becomes
ηµν = δµν (1 ≤ (µ, ν) ≤ s) (A.10)
= −δµν (s+ 1 ≤ (µ, ν) ≤ d)
and we replace ρµ with ρ˜µ where
ρ˜µ = ρµ (µ = 1 · · · s) (A.11)
= iρµ (µ = s+ 1 · · · d) .
We now define
A = ρs+1 · · · ρd (A.12)
so that
A−1ρ˜µA = (−1)tρ˜µ† . (A.13)
Consequently, if
Σ˜µν =
i
4
[ρ˜µ, ρ˜ν ] (A.14)
and
U˜ = exp
(
i
2
Σ˜µνωµν
)
(A.15)
then
ψ → U˜ψ , ψ → ψU˜−1 (A.16)
where
ψ = ψ†A−1 . (A.17)
If now C and D are defined so that
C−1ρµC = −ρµT (A.18)
D−1ρµD = +ρµT (A.19)
then ψC = Cψ
T
and ψD = Dψ
T
transform as ψ does in eq. (A.16).
More explicitly, we find that
4d : γ(1,3) = −γ(1,3)T γ(2,4) = γ(2,4)T (A.20)
C = γ2γ4 = −C−1 = −C† = −CT = C∗ (A.21)
D = γ1γ3 = −D−1 = −D† = −DT = D∗ (A.22)
3 + 1 A = γ4 = A−1 = A† = AT = A∗ (A.23)
6d : Γ(2,4,5) = −Γ(2,4,5)T , Γ(1,3,6) = Γ(1,3,6)T (A.24)
C = Γ2Γ4Γ5 = −C−1 = −C† = CT = −C∗ (A.25)
D = Γ1Γ3Γ6 = −D−1 = −D† = −DT = D∗ (A.26)
5 + 1 A = Γ6 = A−1 = A† = AT = A∗ (A.27)
4 + 2 A = Γ5Γ6 = A−1 = −A† = AT = −A∗ (A.28)
3 + 3 A = Γ4Γ5Γ6 = −A−1 = −A† = −AT = A∗ (A.29)
8d : β(1,3,6,7) = −β(1,3,6,7)T , β(2,4,5,8) = β(2,4,5,8)T (A.30)
C = β2β4β5β8 = C−1 = C† = CT = C∗ (A.31)
D = β1β3β6β7 = D−1 = D† = DT = D∗ (A.32)
7 + 1 A = β8 = A−1 = A† = AT = A∗ (A.33)
6 + 2 A = β7β8 = −A−1 = −A† = AT = −A∗ (A.34)
5 + 3 A = β6β7β8 = A−1 = A† = AT = A∗ (A.35)
4 + 4 A = β5β6β7β8 = A−1 = A† = AT = A∗ (A.36)
3 + 5 A = β4β5β6β7β8 = A−1 = A† = AT = A∗ (A.37)
10d : B(2,4,5,8,9) = −B(2,4,5,8,9)T , B(1,3,6,7,10) = B(1,3,6,7,10)T (A.38)
C = B2B4B5B8B9 = C−1 = C† = −CT = −C∗ (A.39)
D = B1B3B6B7B10 = D−1 = D† = DT = D∗ (A40)
9 + 1 A = B10 = A−1 = A† = AT = A∗ (A.41)
8 + 2 A = B9B10 = −A−1 = −A† = AT = −A∗ (A.42)
7 + 3 A = B8B9B10 = −A−1 = −A† = −AT = A∗ (A.43)
6 + 4 A = B7B8B9B10 = A−1 = A† = AT = A∗ (A.44)
5 + 5 A = B6B7B8B9B10 = A−1 = A† = AT = A∗ (A.45)
4 + 5 A = B5B6B7B8B9B10 = −A−1 = −A† = AT = −A∗ (A.46)
3 + 7 A = B4B5B6B7B8B9B10 = −A−1 = −A† = −AT = A∗ . (A.47)
We have restricted our attention to spaces with at least one time and three spatial dimensions.
We encounter expressions of the form
M
(d)
iℓ = (ρ˜
µλ)i (χρ˜µ)ℓ − (ρ˜µχ)i
(
λρ˜µ
)
ℓ
(A.48)
in 2 + 1 and 3 + 1 and 9 + 1 dimensions with λ and χ being Majorana spinors in 2 + 1 and 3 + 1
dimensions and Majorana-Weyl in 9 + 1 dimensions. By using a Fierz transformation M
(d)
ij can be
put into a more suitable form.
In general, in d dimensions, a complete set of 2[
d
2
] × 2[ d2 ] matrices is given by [3]
1, ρ˜µ, ρ˜[µ1 ρ˜µ2] =
1
2!
(ρ˜µ1 ρ˜µ2 − ρ˜µ2 ρ˜µ1) , ρ˜[µ1 ρ˜µ2 ρ˜µ3], . . . ρ˜[µ1 . . . ρ˜µd] (A.49)
and so in 2 + 1 dimensions we have δij, τ˜
µ
ij . Consequently
τ˜µij τ˜µkℓ = Ciℓδkj + C
µ
iℓτ˜µkj . (A.50)
Multiplying eq. (A.50) by δjk gives
(τ˜µτ˜µ)iℓ = 2Ciℓ
or
Ciℓ =
3
2
δiℓ . (A.51)
Similarly, upon multiplying eq. (A.50) by τ˜ νjk we obtain
(τ˜µτ˜ ν τ˜µ)iℓ = C
µ
iℓTr (τ˜
µτ˜µ)
or
Cµiℓ = −
1
2
τ˜µiℓ . (A.52)
Together, eqs. (A.50-52) show that M
(3)
ij in eq. (A.48) becomes
M
(3)
iℓ =
(
λjχk − χjλk
)(3
2
δiℓδkj − 1
2
τ˜µiℓτ˜ikj
)
=
3
2
δiℓ
(−χλ+ λχ)− 1
2
τ˜µiℓ
(−χτ˜µλ+ λτ˜µχ) . (A.53)
In 2+1 dimensions, λ = λ†τ 3 and λ = Cλ
T
where C = τ 1 = C−1 = C† = −CT = −C∗; consequently
χλ = (C−1χ)T (Cλ
T
) = −χTλT = λχ (A.54)
and
χτ˜µλ = −χTC−1τ˜µCλT = −λτ˜µχ . (A.55)
As a result of eqs. (A. 53-55), we see that
M
(3)
ij = τ˜
µ
ij χτ˜µλ . (A.56)
In 3 + 1 dimensions, the Fierz expansion takes the form
γ˜µijγ˜µkℓ = Ciℓδkj + C
µ
iℓγ˜µkj + . . .+ C
µ1...µ4
iℓ γ˜[µ1...µ4] (A.57)
Using the properties of C in eq. (A.21), we find that
λχ = χλ (A.58)
λγ˜µχ = −χγ˜µλ (A.59)
λγ˜[µ1µ2]χ = −χγ˜[µ1µ2]λ (A.60)
λγ˜[µ1µ2µ3]χ = χγ˜[µ1µ2µ3]λ (A.61)
λγ˜[µ1µ2µ3µ4]χ = χγ˜[µ1µ2µ3µ4]λ (A.62)
and thus only Cµiℓ and C
[µ1µ2]
iℓ in eq. (A.57) contribute to M
(4)
iℓ in eq. (A.48). By multiplying eq.
(A.57) with γ˜νjk and γ˜
[ν1ν2]
jk , it can be shown that
Cµiℓ = −
1
2
γ˜µiℓ (A.63)
Cµνiℓ = 0 (A.64)
and hence
M
(4)
ij = (γ˜
µ)ijχγ˜µλ (A.65)
much like M
(3)
ij in eq. (A.56).
In 9 + 1 dimensions, one can use arguments similar to those in 2 + 1 and 3 + 1 dimensions. In
addition, we have the relation
B[A1...A9] ∼ BA10B11 (A.66)
and the Weyl property of the spinors so that
B11λ = λ, B11χ = χ . (A.67)
This all results in having
M
(10)
ij =
[
B˜A
(
1 +B11
2
)]
ij
χB˜Aλ . (A.68)
In 3 + 3 dimensions, we need to consider both expressions of the form of eq. (A.48) and of the
form (
Γ˜Mλ
)
i
(
λΓ˜M
)
ℓ
(A.69)
with λ and χ satisfying λ = λD, χ = χD (Majorana condition) and λ = Γ
7λ, χ = Γ7χ (Weyl
condition). It follows that
λχ = −λχ , λΓ7χ = −λΓ7χ (A.70a, b)
λΓ˜[M Γ˜N ]χ = −λΓ˜[M Γ˜N ]χ , λΓ˜[M Γ˜N ]Γ7χ = −λΓ˜[M Γ˜N ]Γ7χ (A.71a, b)
λΓ˜Mχ = χΓ˜Mλ , λΓ˜MΓ7χ = χΓ˜MΓ7λ (A.72a, b)
λΓ˜[M Γ˜N Γ˜L]χ = −χΓ˜[M Γ˜N Γ˜L]λ , λΓ˜[M Γ˜N Γ˜L]Γ7χ = −χΓ˜[M Γ˜N Γ˜L]Γ7λ (A.73a, b)
and so the only relevant terms in the expansion
Γ˜Mij Γ˜M kℓ = Ciℓδkj + C
M
iℓ Γ˜M kj + C
M7
iℓ
(
Γ˜MΓ
7
)
kj
+CMNiℓ
(
Γ˜[M Γ˜N ]
)
kj
(A.74)
+CMN7iℓ
(
Γ˜[M Γ˜N ]Γ
7
)
kj
+CMNLiℓ
(
Γ˜[M Γ˜N Γ˜L]
)
kj
are found to be
CMiℓ = −2Γ˜Miℓ (A.75)
CM7iℓ = 2Γ˜
M
iℓ Γ
7 (A.76)
CMNLiℓ = 0 . (A.77)
Appendix B
Some of the conventions we use in the canonical formalism are presented in this appendix.
If φµ and θi are Bosonic and Fermionic dynamical variables respectively, then when we have a
Lagrangian L (φµ, φµ,a; θi, θi,a) their conjugate momenta are [22]
pµ =
∂L
∂φµ,0
πi =
∂L
∂θi,0
. (B.1)
We use the left derivative for Grassmann variables so that
∂
∂θA
(θBθC) = δABθC − δACθB (B.2)
and
d
dt
f(θ(t)) = θ˙(t)F ′(θ(t)) . (B.3)
The Hamiltonian is given by
H (φµ, pµ; θi, πi) = φµ,0pµ + θi,0πi − L (B.4)
and Poisson Brackets are taken to be
{B1, B2} = (B1,qB2,p − B2,qB1,p) + (B1,ψB2,π −B2,ψB1,π) (B.5)
{B,F} = −{F,B} = (B,qF,p − F,qB,p) + (B,ψF,π + F,ψB,π) (B.6)
{F1, F2} = (F1,qF2,p + F2,qF1,p)− (F1,ψF2,π − F2,ψF1,π) (B.7)
for Bosonic functions Bi and Fermionic functions Fi.
