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In diesem Bericht wird eine Methode zur maximalen Zerlegung von parallelen
Prozessen in (eingeschr

anktem) Basic LOTOS ohne Rekursion vorgestellt. Darun-
ter versteht man die Transformation eines vorgegebenen Prozesses in einen

aquiva-
lenten Proze bestehend aus mehreren Teilprozessen, die unabh

angig voneinander
parallel ablaufen. Dabei ist die Anzahl dieser Teilprozesse maximal.
Im Vergleich zur Methode
"
Inverse Expansion\ aus [PHQ
+
92] ist die Anzahl der
Teilprozesse nicht auf zwei beschr

ankt, und es werden keine Aktionenmengen zweier
Teilprozesse, die in [PHQ
+
92] erforderlich sind, als Vorgabe ben

otigt. Auerdem
sind die Aktionenmengen der Teilprozesse im allgemeinen nicht disjunkt, d.h. die
Zerlegung von nichtdeterministischen Prozessen ist auch erlaubt.
Ferner wird im Zusammenhang mit der Zerlegungsmethode eine weitere Me-
thode f

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Beim Entwurf von verteilten Systemen kommt es oft vor, da der Weg von Spezikation
zur Implementierung

uber mehrere Verfeinerungsschritte erfolgt, insbesondere beim Top-
Down-Entwurf. Es ist daher w

unschenswert, Werkzeuge oder Methoden zu besitzen, die
den Entwickler in der Entwurfsphase im Hinblick auf Verfeinerungen oder Transforma-
tionen von Spezikationen systematisch unterst

utzen.
In den letzten Jahren wurden viele solche Transformationsmethoden (engl.: correct-
ness preserving transformations) f

ur die formale Spezikationssprache LOTOS bereits
untersucht [Bol92]. Eine von diesen Methoden ist die sogenannte Inverse Expansion
[PHQ
+
92], bei der ein sequentiell beschriebener, nichtrekursiver Proze (synonym Spe-
zikation) in zwei Teilprozesse zerlegt wird, die unabh

angig bzw. synchron parallel ab-
laufen. Wie bei vielen Transformationsmethoden stehen der Ausgangsproze und der
mit Inverse Expansion bestimmte Proze in einer sogenannten beobachtbaren

Aquiva-
lenz zueinander, die, anschaulich gesehen, die Gleichheit des beobachtbaren Verhaltens
der Systeme wiedergibt.
Sei P der Ausgangsproze, so wird mit Inverse Expansion ein Proze Q bestimmt,












im synchronisierenden Fall enth
























; : : : ; g
n
synchronisieren. Es gilt P  Q im nicht synchronisierenden Fall und P  Q
im synchronisierenden Fall. Dabei bezeichnet  die sogenannte Strong-Bisimultions

aqui-
valenz und  die beobachtbare

Aquivalenz.  unterscheidet sich von  dadurch, da









92]): Zerlegung von Spezikationen im Bezug auf Systemsre-
sourcen, Ableiten einer Protokollspezikation von einer vorgegebenen Dienstspezikation,
Modularisierung, Zerlegung des globalen Tests in sogenannte upper tests und lower tests,
usw.
Damit Inverse Expansion im nicht synchronisierenden Fall anwendbar ist, mu zun

achst





















existieren. Ist Inverse Expansion er-
folgreich anwendbar, so wird der gesuchte Proze Q zur






ur P nicht vorhanden.






ussen, kann damit folgendes Problem nicht gel

ost werden:





: : : jjjQ
n
hat, wobei n, als Zerlegungsgrad bezeichnet, maximal
ist und Q
i
mit i = 1; : : : ; n keine leere Prozesse, d.h. Q
i
6 stop, sind.







(d.h. nicht disjunkt sind) und die Folgezust









prozesse zerlegt wird, die parallel unabh

angig voneinander ablaufen. Das Ziel ist, dadurch
einen Zeitgewinn bei der Prozeausf

uhrung zu erreichen.





auch nicht derterministische Prozesse maximal zu zerlegen. Nichtdeterministische Pro-
zesse kommen z.B. beim Entwurf von Spielautomaten oder von Systemen vor, deren
beobachtbares Verhalten nicht vorhersagbar ist.
Aus diesemGrund wird in diesemBericht eine Methode, alsmaximale Prozezerlegung
bezeichnet, vorgestellt, die dieses Problem l

ost. Im Gegensatz zur Inverse Expansion, die
direkt auf der Syntax der Sprache LOTOS basiert, basiert diese Methode auf Ereignis-
strukturen (engl.: event strutures). Ereignisstrukturen wurden in [Lan92] von Langerak
als semantisches Modell f

ur Basic LOTOS verwendet.





onnen auch hier mit maximale Prozezerlegung gel

ost werden. Allerdings ist anzumer-
ken, da sowohl Inverse Expansion als auch maximale Prozezerlegung in der Praxis nicht
oft zum Einsatz gebracht werden k

onnen, da diese Methoden lediglich auf die Klasse der
nicht rekursiven Prozessen eingeschr

ankt sind. In der Praxis kommen z.B. beim Entwurf
von Kommunikationssystemen fast ausschlielich rekursive Prozesse vor. Die in diesem
Bericht vorgestellte Methode maximale Prozezerlegung soll jedoch als erster Schritt f

ur
die weitere Untersuchung im Hinblick auf rekursive Prozesse verstanden werden.
Der Bericht gliedert sich wie folgt: Im Abschnitt 2 werden die Syntax, die operatio-





aus [Lan92], [Do95] wiedergegeben. Abschnitt 3 besch











otigt wird. Im Abschnitt 4 werden das Zerlegungsproblem und die
Zerlegungsmethode vorgestellt. Abschnitt 5 stellt ein einfaches Anwendungsbeispiel vor,
das die praktische Anwendbarkeit der Methode maximale Prozezerlegung demonstriert.
Es handelt sich dabei um die Spezikation einesWaren-Verkaufsautomaten. Im Abschnitt
6 erfolgt eine Zusammenfassung.
2 Eingeschr

anktes Basic LOTOS ohne Rekursion
Dieser Abschnitt gibt als Grundlage die formale Denition der Syntax, der operationel-
len Semantik und der True-Concurrency-Semantik (auch Halbordnungssemantik genannt)
von (eingeschr

anktem) Basic LOTOS ohne Rekursion aus [Lan92] kurz wieder. Die No-
tationen lehnen sich an [Lan92], [Do95]. F

ur Einzelheiten wird der Leser auf [Lan92],
[Do95] verwiesen.
2.1 Syntax
Denition 2.1 (BL) Sei G eine Menge von Aktionsnamen, g 2 G und g
i
2 G mit
1  i  n. Dann ist BL durch folgende Grammatik
B ::= stop j g;B j B []B j B j[g
1




Informell beschrieben haben die Operatoren folgende Bedeutung:
4
 inaction: stop
Mit stop wird ein Proze beschrieben, der nichts tut und somit nach auen kein
Verhalten zeigt. stop dient in der Praxis der Darstellung eines Verklemmungszu-
standes.
 action prex: g;B
Der Proze g;B beschreibt einen Proze, der zun

achst die Aktion g ausf

uhrt und













alt sich entweder wie der Teilproze B
1
oder wie der Teil-
proze B
2
. Die Entscheidung f

allt zugunsten desjenigen Teilprozesses, der zuerst
eine Aktion ausf










dem weiteren Prozegeschehen entfernt.
In der Praxis wird der Auswahloperator [] oft nur dann verwendet, wenn der Pro-
ze der Umgebung eine Auswahl von beobachtbaren Aktionen anbietet, die von
der Umgebung zur Ausf

uhrung gebracht werden. Die Entscheidung, welcher Pro-
ze als erster eine beobachtbare Aktion ausf

uhren darf, wird durch die Interaktion
(Synchronisation) mit der Umgebung getroen.



















onnen ihre Aktionen bis auf g
1



























































: : : jjj B
n








j i 2 Ig = stop. 2
2.2 Operationelle Semantik
Mit operationeller Semantik wird das beobachtbare Verhalten eines Systems beschrie-
ben, wobei unter ,,beobachtbares Verhalten" die zeitliche Reihenfolge des Eintretens von
beobachtbaren Aktionen zu verstehen ist. Dabei werden die Aktionen als instantan be-
trachtet, d.h. die Ausf

uhrungszeit einer Aktion a, also die Zeit zwischen dem Zeitpunkt,
zu dem a ausf

uhrbar ist, und dem Zeitpunkt, zu dem a ausgef

uhrt wird, ist Null [BB87].
Die Beschreibung eines beobachtbaren Verhaltens erfolgt in Form eines beschrifteten
Transitionssytems.
Denition 2.2 (Transitionssystem) Sei L eine Menge. Dann heit
T = (Q;,!; q
0
)
ein (beschriftetes) Transitionssystem, wenn gilt:
5
 Q ist eine Menge (von Zust

anden).





2 Q (Anfangszustand) 2
Bemerkung 2.2 F

ur (p; e; q) 2,! wird auch kurz p
e
,! q geschrieben. 2
Denition 2.3 (operationelle Semantik) Sei B 2 BL. Dann ist die operationelle
Semantik von B ein Transitionssystem
OS(B) := (BL;,!; B);











































^ a 62 fg
1




























^ a 62 fg
1


































^ a 2 fg
1



















































































ur i = 1; : : : ; n, so existiert
ein

Ubergang mit der Aktion a vom Zustand A in den Folgezustand A
0
.
Die Regeln 1 bis 6 in Denition 2.3 haben daher folgende anschauliche Bedeutung:
1. Zu 1: Unabh

angig von den Vorbedingungen wird ein

Ubergang mit g erzeugt, der
vom Zustand g;B ausgeht und im Folgezustand B endet.
2. Zu 2 und 3: F

























) wird aus dem weiteren Prozegeschehen entfernt.
6
3. Zu 4: F

uhrt der Proze B
1
eine Aktion a aus, wobei a keine Synchronisationsak-
tion ist, so f









die Aktion a aus und geht ansch-

























stets eine Aktion ausf

uhren kann, falls diese
keine Synchronisationsaktion ist.
4. Zu 5: Symmetrisch zu 4.
























die Aktion a synchron aus.
Dadurch da jedem Term B 2 BL ein Transitionssystem zugeordnet wird, sind wir
nun in der Lage, die


































) 2 R gibt und
f












































Eine Relation R, die die Bedingung 1. und 2. erf






































































sowie op 2 f[]; j[g
1
; : : : ; g
n
]jg,
dann gilt B op B
0
 C op C
0
und g;B  g;C.
Beweis: siehe [Mil89], [Do95] 2




 B 2 Er(B)
 Gilt B 2 Er(B) und B
a
,! C mit a 2 G, dann gilt C 2 Er(B). 2
7
2.3 True-Concurrency-Semantik
Die True-Concurrency-Semantik, die im Gegensatz zur operationellen Semantik die kau-
sale Abh

angigkeit der Aktionen beschreibt, wird auf der Menge der sogenannten bundle
event structures deniert [Lan92]. Diese ist eine abgewandelte Form von primes event




Denition 2.7 (EBES) Ein Quartupel E = (E;;; 7!; l) mit
 E als eine Menge von Ereignissen






 l : E ! Act (Markierungsfunktion)
heit eine extended bundle event structure (kurz EBES), wenn gilt:













2. ; ist irreexiv, d.h. 8e; e
0
2 E : (e; e
0
=) e 6= e
0
).
Die Menge aller EBES bezeichnen wir als ES. 2
Graphisch wird eine EBES wie folgt dargestellt: Jedes Ereignis e 2 E wird durch
einen Knoten repr

asentiert. Bei jedem Knoten wird neben dem Ereignisnamen e auch
noch l(e) eingetragen. Jedes B

undel X 7! e wird durch die gerichteten Kanten zwischen
Elementen e
0
2 X und e wiedergegeben, die mit Linien verbunden werden. e ; e
0
wird
durch einen punktierten Pfeil e      >e
0
dargestellt. Gilt sogar e
0
; e, so wird nur eine
punktierte Linie gezeichnet.
Beispiel 2.1 Aus [Lan92]

ubernommen.




In dieser Struktur sind die Zahlen die Ereignisse und die Buchstaben die Aktionen.
B

undel sind z.B. f1g 7! 2, f2; 3; 4g 7! 5 und ; 7! 8. 2
Oft beschr

anken wir uns nur auf die Isomorphieklassen von EBES. Anschaulich sind
























































































































































































uhrungsfolge) Sei E = (E;;; 7!; l) eine EBES. Eine endliche
Folge von verschiedenen Ereignissen e
1




; : : : ; e
n
2 E heit eine Ausf

uhrungs-









=) i < j




; : : : ; e
i 1
g \X 6= ; 2
Aus dem Beispiel 2.1 ist also 1; 2; 5; 7 in dieser Reihenfolge eine Ausf

uhrungsfolge.
Dagegen ist 1; 2; 5; 8 in jeder beliebigen Permutation keine Ausf

uhrungsfolge, da ; 7! 8
gilt.
Denition 2.10 (Konguration) Sei E = (E;;; 7!; l) eine EBES. Eine Menge




; : : : ; e
n
gibt, so
da K = fe
1
; ; : : : ; e
n
g gilt. 2
Denition 2.11 (E [K]) Sei E = (E;;; 7!; l) eine EBES und K eine Konguration von





















= (7! nf(X; e) jX 7! e ^X \K 6= ;g) [ f(;; e) j 9e
0









Stellt man sich die Ereignisstruktur E als ein Zustand vor, so ist E [K] der Nachfolge-
zustand von E , wenn K ausgef

uhrt wird. Man beachte, da E [K] eindeutig ist.
Beispiel 2.2 Sei E die Ereignisstruktur aus dem Beispiel 2.1, dann ist E [f1; 2g] =







) Sei E = (E;;; 7!; l) eine EBES und K eine Konguration von
E. Eine Relation 
K







, (9X  E : (e 2 X ^X 7! e
0
)) _ e; e
0














genau die kausale Abh

angigkeit der Ereignisse inK wieder, nach
der diese Ereignisse auftreten. Stehen z.B. zwei Ereignisse e und e
0
nicht in der Relation

K














ist eine Halbordnung auf K.
Beweis: siehe [Lan92]. 2
Denition 2.13 (lposet) Sei E = (E;;; 7!; l) eine EBES und K eine Konguration
von E. Die lposet (labelled partially ordered set) von E bez

uglich K, bezeichnet als K, ist
deniert als K := (K;
K
; ldK). 2
Denition 2.14 (K-Transition) Sei E eine EBES und K eine lposet von E. E hat


















Nachdem die notwendigen Denitionen

uber EBES zitiert wurden, wird nun die True-
Concurrency-Semantik f

ur BL, die jedem Term B 2 BL eine EBES zuordnet, deniert.
Denition 2.15 (Notationen) Sei E = (E;;; 7!; l) eine EBES. Dann
 init(E) := fe 2 E j :(9X  E : X 7! e)g 2


































 stop := (;; ;; ;; ;)
 F

ur g 2 G und e 2 E
U








; 7!; l), wobei
1. E = E
1
[ feg
2. 7! = 7!
1
[ (ffegg  init(E
1
))







:= (E;;; 7!; l), wobei

































:= (E;;; 7!; l), wobei
1. E = (E
f
1































































































































































2, b1, a 5, a4, a
6, c
(2, ∗) , b(1,4) , a
(1, 5) , a
( 3, 6) , c
2






























 Sei B = g;B
1








mit e 2 E
U






































[[B]] ordnet also jedem Term B 2 BL eine Isomorphieklasse zu. Es ist jedoch anzu-
merken, da ein Repr

asentant dieser Klasse gemeint ist, wenn

uber [[B]] gesprochen wird.
Wir schreiben daher an Stelle E 2 [[B]] auch [[B]] = E oder E = [[B]].
Beispiel 2.4
 Sei B1 = (a; stop [] b; c; stop) j[a; c]j a; c; stop, dann [[B1]] =
3, c
2, b1, a
 Sei B2 = a; stop jjj a; c; stop, dann [[B2]] =
5, a4, a
6, c
 Sei B = B1 j[a; c]j B2, dann hat [[B]] die Ereignisstruktur wie im Beispiel 2.3
angegeben. 2










; : : : ; g
n


































. Sei ferner e1 62 E
1


























































































































at sich zeigen, da f ein Isomorphismus von E auf E
0
ist. Es ist leicht zu pr

ufen,
da f die Bedingungen 1, 2 und 4 der Denition 2.8 erf

ullt. Wir zeigen daher im folgenden
nur die G

ultigkeit der Bedingung 3.
12
 ):



























































ur den Fall e
j

























) gilt, gilt f(X)  Y .
Gilt umgekehrt (e; e
0
) 2 Y , so sind zwei F

alle zu unterscheiden:
{ Fall 1: e
0
= . Dann gilt (h
 1
1









(e); ) 2 X. Wegen (e; ) = f((h
 1
1
(e); )) gilt (e; ) 2 f(X).
{ Fall 2: e
0
6= . Mit der analogen Begr












))) und (e; e
0
) 2 f(X).
Insgesamt gilt f(X) = Y .
































 (: Die Umkehrung gilt analog. 2











uhrt und ein wichtiges Lemma aus [Do95] zitiert, das
die

Aquivalenz von  und 
E
wiedergibt.
Denition 2.18 (Er(E)) Sei E eine EBES. Er(E) ist die kleinste Menge, f

ur die gilt:
 E 2 Er(E)
 Gilt E
1





, dann gilt E
2
2 Er(E). 2
































































































) 2 R gilt. 2





































































Lemma 2.4 Sei B;B
0




]]() B  B
0
.
Beweis: Siehe [Do93]. 2
13
3 Von der Ereignisstruktur zur

uck zur Syntax
Im vorigen Abschnitt wurde die Semantikfunktion [[B]] deniert, die jedem syntaktischen
Gebilde B ein semantisches Objekt in Form einer Ereignisstruktur zuordnet. Im Gegen-




ur eine bestimmte Klasse
von Ereignisstrukturen (im folgenden als ES
P
bezeichnet) die entsprechenden syntakti-
schen Gebilde zu bestimmen. Formal:
 Gegeben sei eine Ereignisstruktur E 2 ES
P
.
 Gesucht ist ein Proze B 2 BL, so da [[B]] = E gilt.
Diese Methode wird im Abschnitt 4 f

ur die Zerlegungsmethode ben

otigt. Es ist anzumer-
ken, da es im allgemeinen nicht gilt, da es zu jeder endlichen Ereignisstruktur E (d.h.
die Ereignismenge ist endlich) einen Prozeterm B 2 BL mit [[B]] = E gibt.
Sei beispielsweise E = (f1; 2; 3g; f(1; 2)g; f(f1; 2g; 3)g; f(1; a); (2; b); (3; c)g), dann gibt











) gilt. Dabei ist l die Markierungsfunktion in [[B]].
Diese Aussage l

at sich leicht mit struktureller Induktion

uber B zeigen.
3.1 Methode zur Bestimmung der Syntax
Im folgenden wird ES
P





ur dann gezeigt wird, da jede Ereignisstruktur E 2 ES
P




origes, syntaktisches Objekt besitzt und umgekehrt.
BL
P
gibt dabei anschaulich die Klasse von Prozessen an, in der keine Synchronisation
zwischen Prozessen erlaubt ist.



















:= (E;;; 7!; l), wobei

















Wie im folgenden gezeigt wird, kann der Operator jjj durch [ ersetzt werden, ohne
da dabei die Bedeutung von jjj ver







































j i 2 Ig.






















































































= f((e; ); (e
0



























= f(X; (; e
0













((; e)) = l
4
(e)































































assoziativ. Da dies auch f

ur jjj gilt, l

at sich wie folgt
















































atsrelation = trivialerweise auch asso-
ziativ ist. Die Klammerung von Termen kann daher weggelassen werden.














































































chen Ereignisnamen und e 2 E
U
: Dann ist ES
P
die kleinste Menge, die folgendes erf

ullt:
 (;; ;; ;; ;) 2 ES
P
 Sei E 2 ES
P
, g 2 G und e 2 E
U
, dann gilt g
e
; E 2 ES
P
.
















) 6= (;; ;; ;; ;) f



























uber den Aufbau von E .
 E = (;; ;; ;; ;)
Dann gilt E
0








































Sei h der Isomorphismus von E auf E
0



















 Analog zu 3. 2
Denition 3.3 (BL
P
) Sei G eine Menge von Aktionsnamen und g 2 G. Dann ist BL
P
durch folgende Grammatik




ist also eine Teilsprache von BL. Die Semantikfunktion [[:]], die f

ur BL deniert






at sich leicht mit Induktion

uber den Termaufbau
von B 2 BL
P
und mit Lemma 3.3 zeigen, da es immer ein E 2 ES
P
gibt, so da [[B]] = E




wird nun eine Methode vorgestellt,
die jeder Ereignisstruktur E 2 ES
P
einen Proze B 2 BL
P
mit E = [[B]] zuordnet.





achst die entsprechenden, syntaktischen Objekte ermittelt
werden. Anschlieend werden diese Objekte in Abh

angigkeit davon, wie sie zueinander
in E stehen, entweder mit [] oder mit [ verkn

upft. Dazu denieren wir zwei Relationen,





) Sei E 2 ES
P
mit E = (E;;; 7!; l) und M  E. Zwei Ereignisse
e; e
0






 (M M)), wenn e und
e
0

















mit i = 1; : : : ; n, 1 gilt. 2
Korollar 3.1 Sei E 2 ES
P





valenzrelation auf M . 2
Denition 3.5 (Konflikt(E)) Sei E 2 ES
P
, M = init(E) und e 2 M . Dann ist







) Sei E 2 ES
P
mit E = (E;;; 7!; l) und M  E. Zwei Ereignisse
e; e
0
2 M sind kausal unabh







 (MM)), wenn e
und e
0




; : : : e
n
2M










) mit i = 1; : : : ; n, 1 gilt. 2
Korollar 3.2 Sei E 2 ES
P




Aquivalenzrelation auf M . 2
Denition 3.7 (Konf(E), Kaus(E)) Sei E 2 ES
P
und M = init(E).




j e 2 Mg



















auterung zu Konf(E) und Kaus(E)
Beispiel 3.1 Gegeben sei die Ereignisstruktur E aus Abbildung 1. Oenbar gilt E 2
ES
P
. Es gilt Konf(E) = ff1; 2; 4; 5; 7; 9gg und Kaus(E) = ff1; 2; 4; 5; 7g; f9gg. 2
Lemma 3.4 Sei E 2 ES
P








































at sich auch leicht pr


























achst gilt e2 2 E
1
(bzw. e2 2 E
2
), falls e1 ; e2 und
e1 2 E
1
(bzw. e1 2 E
2











), wenn e 2 init(E
1






)), wenn e 2 init(E
2
)
gilt.). Dieser Fall braucht also nicht weiter betrachtet zu werden.



























































undung: Oenbar gilt  2 init(E
2
), falls :( ; e
0
) und  2 M gilt.
Daraus folgt e 2 init(E
2
















Mit der analogen Begr
































Konf(E) und Kaus(E) bilden im Grunde genommen nichts anderes als die Zerle-
gung von init(E). Wie sp

ater gezeigt wird, kann E mit Hilfe dieser zwei Zerlegungen in
Teilprozesse zerlegt werden.
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Denition 3.8 (Erreichbarkeit von Ereignissen) Sei E 2 ES
P
mit E = (E;;; 7!




ist von e erreichbar (kurz e ` e
0
), wenn e = e
0
gilt,




; : : : e
n
2 E mit e
1











ur i = 1; : : : ; n, 1 gilt. 2
Denition 3.9 (Er(m; E)) Sei E 2 ES
P
mit E = (E;;; 7!; l) und m  init(E).













j e ` e
0
^ e 2 mg
 ;
0

















2. Falls m = ;, dann Er(m; E) := (;; ;; ;; ;). 2
Man beachte, da init(Er(m; E)) = m gilt.
Beispiel 3.2 Sei E die Ereignisstruktur aus Abbildung 1 und m = f1; 2; 4; 5; 7g, dann










Mit Konf(E), Kaus(E) und Er(m; E) l






uhrung von Ereignisstruktur zur Syntax erm

oglicht.
Denition 3.10 (Term(E)) Sei E 2 ES
P
, l Markierungsfunktion in E undM = init(E).
Dann ist Term(E)) wie folgt deniert:
1. Falls M = ; gilt, dann Term(E) := stop.
2. Falls M = feg gilt, dann Term(E) := l(e); (Term(E [feg])).












Es handelt sich bei der Denition 3.10 also um eine induktive Denition, die nach
[Win93] (S. 177) dem sogenannten wohlfundierten Rekursionsprinzip unterliegt (engl.:
well-founded recursion). Dieses Prinzip besagt, da eine induktive Denition nur dann
korrekt ist, wenn die Relation , in der die Teilargumente (in unserem Fall E [feg] und
Er(m; E)) eines Arguments (in unserem Fall E) und das Argument selbst zueinanderste-
hen, wohlfundiert ist. Dabei ist eine Relation  auf einer Menge A wohlfundiert, wenn
es keine unendlich absteigende Kette     a
i




gibt.  ist daher
immer irreexiv, d.h. 8a 2 A : :(a  a). Anschaulich ausgedr

uckt heit das, da es bei
rekursiver Denition ein Abbruchkriterium gibt, das erf

ullt werden mu.
A ist in unserem Fall die Menge ES
P
und  die Teil-Ereignisstruktur-Relation, deren





























wohlfundiert, da die Ereignismenge von E endlich ist.
Um zu zeigen, da die Denition 3.10 korrekt ist, ist es nachzuweisen, da E [feg] 
E
E
und Er(m; E) 
E
E gilt. Da E [feg] 
E







atigt das nachfolgende Lemma.
Lemma 3.5 Sei E 2 ES
P
und M = init(E).












Beweis: Zu 1.: Nach Lemma 3.4 gilt m M . Daraus folgt Er(m; E) 
E
E . Zu 2.: Gilt
Konflikt(E) = falsch, dann gilt m M und somit Er(m; E) 
E
E . 2
Man beachte, da in Denition 3.10 E [feg]; Er(m; E) 2 ES
P
gilt. Da E [feg] 2 ES
P
gilt, ist oensichtlich. Die G










(Term(Er(m; E))), wobei Kaus(E) = ff1; 2; 4; 5; 7g; f9gg.
2. Sei m
1























) = f ; (Term(E
2
[f9g])) = f ; (g; (stop))
Dabei gilt Konf(E
1
) = ff1; 2; 4; 5g; f7gg.
3. Sei m
11
= f1; 2; 4; 5g und m
12



























) = c; (Term(E
12
[f7g])) = c; (d; (stop))
Dabei gilt Kaus(E
11
) = ff1g; f2g; f4g; f5gg. Dies bedeutet
Term(E
11
) = (a; (stop)) [] (a; (c; (stop))) [] (a; (stop))[](a; (c; (stop))):
Somit ergibt sich
Term(E) = (((a; (stop)) [] (a; (c; (stop))) [] (a; (stop))[](a; (c; (stop))))
jjj (c(d; (stop))))
[] (f ; (g; (stop))):
2
3.2 Korrektheitsnachweis
In diesem Abschnitt wird die G

ultigkeit der Aussage E = [[Term(E)]] gezeigt (siehe Satz
3.2). Der Beweis erfolgt

uber mehrere Schritte. Dabei wird oft von der G

ultigkeit der
folgenden Aussage ausgegangen, wof

ur wir aufgrund der Einfachheit keinen Beweis an-


















Zur Erinnerung wird an dieser Stelle das Well-Founded-Induktionsbeweisprinzip aus
[Win93] zitiert, das im Verlauf des Beweises und im weiteren Verlauf des Berichtes oft
angewendet wird.
Sei  eine wohlfundierte Relation auf einer Menge A. Sei P eine Eigenschaft.
8a 2 A : P (a) gilt genau dann, wenn gilt:
8a 2 A : ((8b 2 A : b  a ^ P (b)) =) P (a)):
Strukturelle Induktionsbeweis auf der Menge der Terme oder vollst

andige Induktionbe-
weis auf der Menge der nat

urlichen Zahlen ist daher nur ein Speziallfall dieses Indukti-
onsbeweisprinzips. N

aheres dazu ndet man in [Win93].
Lemma 3.6 Sei E 2 ES
P
mit E = (E;;; 7!; l). Dann gilt:
1. E ist endlich.
2. ; ist symmetrisch.
3. Gilt e 2 init(E) und e; e
0
, so gilt e
0
2 init(E).
4. Sei e1 ; e2, e1 ` e1
0
und e2 ` e2
0
, wobei e1 6= e1
0












5. Gilt X 7! e, dann gilt jXj = 1.
6. Gilt X 7! e und Y 7! e, so gilt X = Y .
7. Gilt feg 7! e
0






















uber die Teil-Ereignisstruktur-Relation 
E
. Der Beweis ist einfach
und wird daher nicht ausgef

uhrt. 2
Es ist anzumerken, da wegen der Eigenschaft 9 des Lemmas 3.6 Er(init(E); E) = E
gilt.
Satz 3.1 Sei E 2 ES
P
mit E = (E;;; 7!; l) und M = init(E).












































ur i = 1; : : : ; n,











Lemma 3.6(9)). Damit l











 Gilt e; e
0
, so sind folgende F

alle zu unterscheiden:






















Im diesem Fall gibt es 4 weitere F

alle zu unterscheiden:































gilt. Da e ; e
j
gilt








. Widerspruch), gilt wegen
Lemma 3.6(4) :(e; e
0
).






Analog zu ii. gilt :(e ; e
0
).












alle ii., iii. und iv. k














































 Oensichtlich gilt feg 7! e
0




gilt. Es gilt somit 7!
0
7!. Gilt
umgekehrt feg 7! e
0
, so sind folgende F

alle zu unterscheiden:





























In diesem Fall kann feg 7! e
0
nicht gelten, denn dann gilt e
0


















, was nach Lemma 3.6(6)
e = e
j
bedeutet. Widerspruch. Also kann feg 7! e
0
nicht gelten.
Aus (a) gilt 7!  7!
0
.
 l = l
0
(trivial)





ur diesen Fall gilt es analog zu 1. zu zeigen.
Sei also Konf(E) = fm
1
























































 Gilt e; e
0
, so sind folgende F

alle zu unterscheiden:






















Im diesem Fall gibt es 4 weitere F

alle zu unterscheiden:

































heit das, da es ein  2 E
j
gibt, so da e
j





; e wegen Symmetrie von ; gilt, folgt aus Lemma 3.6(8)
fg 7! e. D.h. es gilt e 62 M und somit e 62 m
i










Analog zu ii. gilt :(e ; e
0
).












Der Fall (b) kann also nicht vorkommen. Aus (a) folgt;  ;
0
. Die Umkeh-
rung gilt oensichtlich. Insgesamt gilt ;
0
= ;.
 Analog zu 1. gilt 7! = 7!
0
.
 l = l
0
(trivial)
Daraus folgt E = E
0
. 2

















) mit i = 1; 2.






















) und i = 1; 2.
 Zu 1: Zun





, falls e 2 M
i













gilt. Da :( ; 
0































 Zu 2: Symmetrisch zu 1. 2
Lemma 3.8 Sei E 2 ES
P
mit E = (E;;; 7!; l) und M = init(E). Sei ferner jM j > 1.














und Er(m; E) 2 ES
P
.
Beweis: Wegen Satz 3.1 bleibt es nur noch zu zeigen, da Er(m; E) 2 ES
P
gilt.
Wir beweisen mittels des Well-Founded-Induktionsprinzpis. Sei L = fE j E 2 ES
P
^




urlich auch auf L wohlfundiert. Wir k

onnen daher per Induktion








E und E 2 L bereits gelten.
Da dies auch f

ur E gilt, zeigen wir wie folgt:















)  1 und i = 1; 2 gilt, gibt es nur zwei F

alle zu unterscheiden.









)j > 1 und jinit(E
2
)j > 1





) = wahr f

ur i = 1; 2




















) = wahr und Konflikt(E
2
) = falsch

























ur m 2 Kaus(E
1
) gilt nach

















) > 1 und init(E
2
) = 1























ur m 2 Kaus(E
1






























2. Zu 2.: Die Aussage 2 gilt immer, da Konflikt(E) wahr ist.




1. Zu 1.: Die Aussage 1 gilt immer, da Konflikt(E) falsch ist.





Nun sind wir in der Lage, die G

ultigkeit von [[Term(E)]] = E zu zeigen.
Satz 3.2 Sei E 2 ES
P
. Dann gilt [[Term(E)]] = E.
Beweis: Da die Denition 3.10 eine induktive Denition ist, ist der folgende Beweis ein
Induktionsbeweis

uber die Teil-Ereignisstruktur-Relation 
E













bereits gilt. Sei E = (E;;; 7!; l)
und M = init(E).




ur den Fall M = feg gilt E = l(e)
e
;E [feg], wobei E [feg] 2 ES
P
gilt. Da nach
Induktionsannahme E [feg] = [[Term(E [feg])]] gilt, folgt E = [[Term(E)]].
3. F






undEr(m; E) 2 ES
P
. Nach Induktionsannahme gilt [[Term(Er(m; E))]] = Er(m; E)
und somit E = [[Term(E)]].
4. F






und Er(m; E) 2 ES
P







Nach Induktionsannahme gilt [[Term(Er(m; E))]] = Er(m; E). Daraus folgt E =
[[Term(E)]]. 2
Korollar 3.3 Sei E 2 ES
P
. Dann gibt es einen Proze B 2 BL
P
, so da [[B]] = E gilt.
Beweis: Es ist oensichtlich, da Term(E) 2 BL
P
gilt. Aus Satz 3.2 folgt sofort die
Behauptung. 2
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4 Eine Methode zur maximalen Prozezerlegung
In diesem Abschnitt wird eine Methode zur maximalen Prozezerlegung vorgestellt. Da-
mit wird ein Proze C aus einem vorgegebenen Proze B bestimmt, der folgendes erf

ullt:








6 stop gilt und n
maximal ist. 3) Alle Folgezust

ande von C sind nicht weiter zerlegbar, d.h. seiD 2 Er(C),








6 stop gilt und m maximal
ist.
Da die Zerlegungsmethode auf semantischer Ebene basiert, wird im ersten Teilab-
schnitt das Zerlegungsproblem in Form von Ereignisstrukturen formuliert. Im zwei-
ten Teilabschnitt wird die Zerlegungsmethode vorgestellt und anhand von Beispielen
erl

autert. Der dritte Teilabschnitt befat sich mit dem Korrektheitsnachweis der Zer-
legungsmethode.
4.1 Zerlegungsproblem
Um angeben zu k

onnen, aus wievielen Teilprozessen ein Proze besteht, die parallel un-
abh








Damit lassen sich zwei Ereignisstrukturen vergleichen.
Denition 4.1 (Zerlegungsgrad) Sei E 2 ES
P
, dann ist Zer(E) := jKonf(E)j der
Zerlegungsgrad von E . 2
Sei beispielsweise B = a; stop jjj b; stop jjj c; stop. Dann gilt Zer([[B]]) = 3. Mit In-
duktion

uber den Termaufbau von B l

at sich leicht zeigen, da Zer([[B]]) tats

achlich die











































Nach Denition 2.11 enth

alt E [feg] im allgemeinen sogenannte nicht ausf

uhrbare Er-
eignisse, d.h. Ereignisse, die nach Ausf

uhrung von e niemals stattnden k

onnen. Daher







ren vor, in denen nicht ausf

uhrbare Ereignisse vollkommen ausgeschlossen sind. Da der
Zerlegungsgrad nur f

ur E 2 ES
P
deniert ist, ist Zer(E [feg]) i.a. nicht deniert. Es ist
daher erforderlich, eine Ereignisstruktur zu denieren, die zu E [feg] im Sinne von 
E





alt als auch in ES
P
liegt. Diese Ereignisstruktur wird im folgenden durch Rest(e; E) wiedergegeben.
Denition 4.3 (Rest(e; E)) Sei E 2 ES
P
mit E = (E;;; 7!; l) und e 2 init(E). Dann















































ater wird gezeigt, da tats

achlich Rest(e; E) 
E
E [feg] und Rest(e; E) 2 ES
P
gilt.
Analog zu Er(E) f

uhren wir nun die Menge REr(E) ein, in denen nur Ereignisstrukturen
der Form Rest(:; ::) vorkommen.
Denition 4.4 (REr(E)) Sei E 2 ES
P
. REr(E) ist die kleinste Menge, f

ur die gilt:
 E 2 REr(E)
 Sei E
0





, dann gilt Rest(e; E
0
) 2 REr(E). 2
Das Zerlegungsproblem lautet wie folgt:
 Gegeben sei B 2 BL.
 Gesucht ist ein Proze C 2 BL
P










2. Sei E = [[C]] und E
0







































at sich leicht mit
Induktion

uber den Termbaufbau von C zeigen. Im folgenden wird gezeigt, da C stets
existiert.
4.2 Zerlegungsmethode
Die Zerlegung erfolgt in drei Schritten:
1. Schritt 1:
Der vorgegebene Proze B wird mit Hilfe einer Funktion namens APF in eine soge-
nannte Action-Prex-Form gebracht, bezeichnet als APF (B), die parallele Kompo-
sitionen nicht enth

alt. D.h. nur Prex- oder Choice-Operatoren d

urfen in APF (B)
vorkommen. Es gilt B  APF (B).
2. Schritt 2:
Aus APF (B) wird mittels einer Funktion EZ eine Ereignisstruktur E , d.h. E =




Term(E) wird bestimmt. Term(E) ist dann der gesuchte Proze des Zerlegungs-
problems.
27















ubersichlichen Darstellung der Methode werden die grundlegenden Denitionen, aus
denen die Methode sich zusammensetzt, sowie die Methode selbst mit Beispielen jeweils
in einem eigenen Abschnitt zusammengefat. Bei den Denitionen handelt es sich vor




Im folgenden wird zun

achst die Funktion APF deniert. Anschlieend werden die Ope-
rationen auf Ereignisstrukturen angegeben und an Beispielen anschaulich erl

autert.
Denition 4.5 (Action-Prex-Form) Sei B 2 BL und I eine endliche Indexmenge.













alt also keine parallele Komposition . Zur Erinnerung
gilt B = stop, falls I = ; gilt. Da es zu jedem Proze B 2 BL eine Action-Prex-Form
B
0




at sich mit Hilfe des sogenannten Expansionstheorems zeigen.














. Sei ferner G eine Menge von Aktionen. Dann gilt



































Beweis: siehe [Mil89], [Bol92] 2
Damit l

at sich die obengenannte Funktion APF leicht konstruieren. Doch zuvor ist
noch eine weitere Denition notwendig.
































































nG 6= ; und G
2


























nG 6= ; und G
2
































nG 6= ; und G
2

















nG 6= ; und G
2
































nG = ; und G
2

















nG = ; und G
2























nG = ; und G
2













\G = ; gilt. 2
Lemma 4.1
1. PF (B) ist eine Action-Prex-Form.
2. PF (B)  B
Beweis:
 Zu 1: Wir beweisen mit Hilfe des Well-Founded-Induktionsprinzips. Sei L  BL
mit L = fP j[G]j Q j P und Q sind Action-Prex-Formeng. Sei  auf L wie folgt
deniert: P
0




























2 fUg [ fU
i
j i 2 Ig und V
0
2 fV g [ fV
j
j j 2 Jg gilt.
Oenbar ist  auf L wohlfundiert. Um zu zeigen, da PF (P ) mit P 2 L eine







2 L breits eine Action-Prex-Form ist.
Es sind vier F

alle zu unterscheiden:
1. P = U j[G]j V mit U = stop und U = stop
2. P = U j[G]j V mit U = stop und U 6= stop
3. P = U j[G]j V mit U 6= stop und U = stop
4. P = U j[G]j V mit U 6= stop und U 6= stop
Zu 1: Es gilt oenbar, da PF (P ) eine Action-Prex-Form ist. Zu 2,3,4: Mit
Induktionsannahmen l

at sich leicht zeigen, da PF (P ) auch eine Action-Prex-
Form ist. Da B 2 L gilt, ist PF (B) eine Action-prex-Form
 Zu 2: Seien L und  so deniert wie bei 1. F

ur P 2 L nehmen wir per Induktion






 P und P
0
2 L gilt. Es sind wie bei 1 vier
F

alle zu unterscheiden. Mit Theorem 4.1 und Satz 2.1 l

at sich dann leicht folgern,
da PF (P )  P bei allen vier F

allen gilt. Da B 2 L gilt, gilt PF (B)  B. 2
Denition 4.7 (APF (B)) Sei B 2 BL, dann ist APF (B) induktiv wie folgt deniert:
1. Ist B = stop, dann APF (B) := stop.
2. Ist B = g;B
0
, dann APF (B) := g;APF (B
0
).









), falls APF (B
1
) 6= stop 6= APF (B
2
).
(b) APF (B) := APF (B
2
), falls APF (B
1
) = stop 6= APF (B
2
).
(c) APF (B) := APF (B
1
), falls APF (B
1
) 6= stop = APF (B
2
).
(d) APF (B) := stop, falls APF (B
1
) = stop = APF (B
2
).




, dann APF (B) = PF (APF (B
1
) j[G]j APF (B
2
)). 2
Beispiel 4.1 Sei B = a; b; stopj[b]jc; b; a; stop, dann ist
APF (B) = a; c; b; a; stop [] c; a; b; a; stop:
2
Korollar 4.1 Sei B 2 BL. Dann gilt:
1. APF (B) ist eine Action-Prex-Form.
2. APF (B)  B
30
Beweis:
 Zu 1: Wir beweisen mit Hilfe der Induktion

uber den Termaufbau von B. F

ur den
FallB = stop, B = g;B
0




ist oenbar APF (B) eine Action-Prex-













ist auch APF (B) wegen Lemma
4.1 eine Action-Prex-Form.
 Zu 2: Es l

at sich mit Hilfe der Induktion

uber den Termaufbau von B, des Lemmas
4.1 und des Satzes 2.1 leicht zeigen. Der Beweis ist einfach und wird deshalb nicht
angegeben. 2
Es ist anzumerken, da es zu jedem Proze B 2 BL unendlich viele

aquivalente
Action-Prex-Formen gibt. Hat man n

amlich eine Action-Prex-Form C gefunden, so
erh

alt man eine neue

aquivalente Action-Prex-Form durch Verkn

upfen von C mit sich
selbst bez

uglich [], d.h. C []C. Eine Action-Prex-Form C ist i.a. also nicht minimal,
d.h. sie kann Teilprozesse enthalten, deren Entfernen das beobachtbare Verhalten von C
nicht ver






onnen, ist es erforderlich, eine neue Klasse von Prozessen einzuf

uhren,
die nur die n

otigen Prozesse als Teilprozesse beinhalten. Ein Proze, der dies erf

ullt, wird
im folgenden als die Normalform bezeichnet.




















ur i; j 2 I gilt.
{ B
i
ist eine Normalform f

ur i 2 I. 2
Eine Normalform ist also auch eine Action-Prex-Form. Der Unterschied ist, da es




ange gibt, die mit identischen Aktionen markiert





Denition 4.9 () Sei B;C 2 BL mit B = b;B
0
und C = c;C
0
. Wir schreiben B  C,





Oenbar ist  eine

Aquivalenzrelation.











j i 2 Ig. Dann ist NF (B) wie folgt deniert:
 Ist I = ;, dann NF (B) := stop.
























1. NF (B) ist eine Normalform.
2. NF (B)  B.
Beweis:
 Zu 1: Wir beweisen mit Hilfe des Well-Founded-Induktionsprinzips. Sei
L = fP j P ist eine Action-Prex-Formg
Sei  auf L wie folgt deniert: P
0












mit i 2 I gilt. Oenbar ist  wohlfundiert. Um zu zeigen, da NF (P )
f






 P eine Normalform ist. Es sind zwei F









mit I 6= ;. Im ersten Fall ist NF (P ) = stop und somit eine
Normalform. Im zweiten Fall l

at sich mit Induktionsannahmen sofort folgern, da
auch NF (P ) eine Normalform ist. Da B 2 L gilt, ist NF (B) eine Normalform.
 Zu 2: Sei L und  so deniert wie bei 1. F








 P gilt. Es sind zwei F

alle zu unterscheiden: 1)







mit I 6= ;. Im ersten Fall gilt NF (B) = stop und
somit NF (B)  stop. Im zweiten Fall folgt mit Satz 2.1 sofort NF (P )  P . Da
B 2 L gilt, gilt NF (B)  B. 2
Nachdem der Weg, wie aus einem Proze B 2 BL eine Action-Prex-Form bestimmt
wird, bereits erl

autert wurde, ist es jetzt der n

achste Schritt, die f

ur die Zerlegungs-
methode erforderlichen Operatoren zu denieren und zu erl

autern. Ein davon ist die
Umbenennung von Ereignissen in einer Ereignisstruktur E .




































) = l(e) 2
Denition 4.12 (Komp(M)) Sei M = fE
1
; : : : ; E
n
g eine nicht leere Menge von exten-

























































































































simuliert wird, aber nicht umgekehrt.

























Denition 4.14 (Opt(M)) Sei M = fE
1

























Mit Opt(M) werden diejenigen Ereignisstrukturen in M entfernt, die bereits durch
andere Ereignisstrukturen simuliert werden. Auerdem sind zwei beliebige Ereignisstruk-






















































 m1 2 Konf(E
1




























(b) Es gibt eine Menge N1  Konf(E
1













(c) Es gibt eine Menge N2  Konf(E
2












(d) Sei L1 = Konf(E
1
) n (m1 [N1) und L2 = Konf(E
2



































)) [ 2(Er(m2; E
2
));
wobei H = Konf(E
1
) nN1. 2












; : : : ; init2
k
g,
 N1 = finit1
1
; : : : ; init1
i
g, N2 = finit2
j+1
; : : : ; init2
k
g
 m1 = init1
n





alt man die Isomorphie-Beziehung zwischen den Ereignisstrukturen wie in Ab-




. . . . .
init12init11 init1i
Er(init11, ..) Er(init12, ..) Er(init1i, ..)
. . . . .
init1i+1 init1n-1 init1n
Er(init1i+1, ..) Er(init1n-1, ..) Er(init1n, ..)
. . . . . . . . . .
init22init21 init2j init2j+1 init2k-1 init2k















































. . . . .
init1i+1 init1n-1 init1n
1(Er(init1n, ..))1(Er(init1i+1, ..)) 1(Er(init1n-1, ..))
init21
2(Er(init21, ..))
Beispiel 4.2 Gegeben seien



















) = a und f(e
2









)) wahr, denn es gilt:
1. W

















2. Sei N2 = ;, dann gilt Rest(2; E
1






3. Es gilt L1 = ; und L2 = ;, denn es gilt L1 = Konf(E
1
) n (f2g [ N1) und L2 =
Konf(E
2































)) falsch ist. 2
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mit i 6= j f





gilt, und f : fe
1
















































) gilt und l die Markierungsfunktion in E ist.



























































































































7. Erz(f;M) := Komp(Opt(Bilde(f;M))) 2
Mit Erz(f;M) wird eine Ereignisstruktur aus der Menge M erzeugt. Dabei werden
zun

achst alle Elemente aus M paarweise bez

uglich Kons(: : :) miteinander oder mit sich
selbst verkn

upft, falls die Bedingung Bed2(: : :) erf

ullt ist. Aus jedem Element E
i
, das
















); f;M)). Die sich daraus ergebenen Ereig-
nisstrukturen sind genau die der Menge Bilde(f;M). Erz(f;M) ist dann die Ereignis-
struktur, die mit Komp und Opt, angewendet auf Bilde(f;M), erzeugt wird.
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) = a, f(e
2
) = d, f(e
3
) = d, f(e
4















































);M) verletzt ist, denn es gilt :(9i 2





























































amlich auf beiden Seiten die identischen















). Diese Aussage kann dazu verwendet werden, um das Erzeugen von
isomorphen Ereignisstrukturen zu vermeiden. 2
4.2.2 Denition der Zerlegungsmethode
Nachdem die notwendigen Operatoren auf Ereignisstrukturen deniert und erl

autert wur-
den, sind wir nun in der Lage, die Zerlegungsmethode in einer kurzen Form formal anzu-
geben.
Denition 4.17 (EZ(B)) Sei B 2 BL eine Action-Prex-Form. Dann ist EZ(B) in-
duktiv wie folgt deniert:
1. EZ(B) := (;; ;; ;; ;), falls B = stop.























mit i 6= j f


















ur i = 1; : : : ; n.
38
 f : fe
1
; : : : ; e
n





Denition 4.18 (PZ(B)) Sei B 2 BL. Dann ist PZ(B) := Term(EZ(APF (B))). 2




Beispiel 4.4 Im folgenden und im weiteren Verlauf des Berichtes wird stop ab und zu
nicht explizit angegeben. Anstatt a; stop schreiben wir auch kurz a.
Sei B = a; (b; b; a [] b; (b; a [] a; b)) [] b; (a; (b; a jjj a; b) [] a; a; b), d.h.






































= a; stop, B2
3
= a; stop, B3
3
= b; stop, B4
3
= a; stop, B5
3

















Zu 3: Es gilt
EZ(B22) :







 11, a 21, b
















Wendet man Term auf EZ(B) an, so erh

alt man PZ(B) = a; b; stop jjj b; a; stop. 2
Beispiel 4.5 Sei B = a;B1 [] d;B2 [] a;B3 [] d;B4 [] a;B5, wobei
1. B1 = b; d; d; stop [] d; (b; d; stop [] d; b; stop)
2. B2 = a; (b; d; stop [] d; b; stop) [] d; a; b; stop
3. B3 = b; (c; d; stop [] d; c; stop) [] d; b; c; stop
4. B4 = a; (b; d; stop [] d; b; stop) [] d; a; b; stop [] a; b; c; stop
5. B5 = d; c; stop
Es ist leicht zu pr






























Es gilt PZ(B) = (d; stop jjj((d; stop jjj a; b; stop) [] a; b; c; stop)) [] a; d; c; stop. 2
Beispiel 4.6 Sei B1 = a; (b; (c [] d) [] c; b [] d; b) [] c; a; b [] d; a; b und B2 = a; a; a. Dann





ater wird gezeigt, da EZ(B)

=
EZ(C) mit B und C als Action-Prex-Formen




gilt. Es liegt daher kein Unterschied vor, ob ausB eine Action-Prex-Form oder eine
Normalform erzeugt wird, bevor EZ angewendet wird. Allerdings ist es zu empfeh-





otiges Erzeugen von isomorphen Ererignisstrukturen
vermeidet. Daf

ur ist leider die Bestimmmung der Normalform aufwendiger als die
der Action-Prex-Form.
 In [Do93] wurde ein Verfahren F (B;C) vorgestellt, das in Abh

angigkeit von zwei
Prozessen B und C die folgende Menge berechnet:








2 Er(B) [ Er(C) ^ B  Cg
Mit F (B;C) kann die Menge N1 (analog dazu N2) in Denition 4.15 wie folgt




; : : : ;m1
h



























)))) mit j = 1; : : : ; k.














3. Bestimme die Menge N , wobei




) 2 F (B1; B2)g \ fi; : : : ; h, 1g:
4. Gilt jN j = k, dann istN1 = fm1
i
j i 2 Ng. Ansonsten istN1 nicht vorhanden.
Das aufwendige Pr

ufen der Isomorphie-Eigenschaft kann also vermieden werden.
Da diese Vorgehensweise korrekt ist, folgt aus dem Korrektheitsnachweis der Zer-
legungsmethode im Abschnitt 4.3. 2
4.3 Korrektheitsnachweis der Zerlegungsmethode
Der Korrektheitsnachweis der Zerlegungsmethode wird zur

Ubersichtlichkeit in drei Teil-
abschnitte zerlegt. Im ersten Teil werden die grundlegenden (zum Teil trivialen) Lemmata
zitiert und bewiesen. Im zweiten Teil wird gezeigt, da EZ(B) und EZ(C) zueinander
isomorph sind, wenn B und C Action-Prex-Formen sind und B  C gilt. Im drit-





In diesem Teil werden die erforderlichen Lemmata zitiert und nachgewiesen, die f

ur den
Nachweis im dritten Teil ben

otigt werden. Teilweise sind dabei auch triviale Lemmata,
wof

ur dann kein Beweis angegeben wird.
41















Lemma 4.4 Sei E 2 ES
P
und e 2 E
U
, dann gilt









Beweis: Zu 1: Induktionsbeweis

uber den Aufbau von E . Zu 2 und 3: Trivial. 2
Lemma 4.5 Sei E 2 ES
P




und e 2 init(E
1







Lemma 4.6 Sei E ; E1; E2 2 ES
P





. Sei ferner der Isomor-
phismus von E auf E
0
































) 6= ; 6= init(E
2
). Dann gilt
Zer(E) = Zer(E1) + Zer(E2).
Beweis: Es folgt aus Lemma 3.7. 2



















































































































at sich leicht pr
















































)) [ 2(Er(m2; E
2
));
wobei H = Konf(E
1








































































at sich E in folgender Form umschreiben:




















































wobei N2  Konf(E
2
) mit m2 62 N2 und L2 = Konf(E
2
) n (m2 [N2) gilt. 2















































2. Rest(e; E) = Rest(e; E
1
)












































Sei m = fe
0
j e ; e
0
g, dann folgt aus Denition 4.3 init(E
2
)  m. Mit Lemma
3.6(9) l










Sei  2 E
0
, dann gilt nach Denition 4.3  6= e und :(e
0







gilt. Da  2 E
1







Sei  2 E
0
1
, dann gilt  6= e und :(e
0







angenommen  62 E
0




mit e ; e
00
, so da e
00
`  gilt. Da








Lemma 4.12 Sei E 2 ES
P




Beweis: Wir beweisen mit Hilfe des Well-Founded-Induktionsprinzips. Sei
L = fE j E 2 ES
P
^ init(E) 6= ;g:
F


















E gilt. Es sind zwei F

alle zu unterscheiden:
1. jinit(E)j = 1




. Daraus folgt sofort die Behauptung.
2. jinit(E)j > 1










) 6= ; 6=
init(E
2
) gilt. Wir unterscheiden daher zwei F

alle:




Sei o.E.d.A. e 2 init(E
1
). Nach Lemma 4.11 gilt Rest(e; E) = Rest(e; E
1
).






[feg]. Nach Lemma 4.11 gilt




















Sei o.E.d.A. e 2 init(E
1
















Lemma 4.13 Sei E 2 ES
P




Beweis: Wir beweisen mit Hilfe des Well-Founded-Induktionsprinzips. Sei
L = fE j E 2 ES
P
^ init(E) 6= ;g:
F














E gilt. Es sind zwei F

alle zu unterscheiden:
1. jinit(E)j = 1














2. jinit(E)j > 1










) 6= ; 6=
init(E
2
) gilt. Wir unterscheiden daher zwei F

alle:




Sei o.E.d.A. e 2 init(E
1
). Nach Lemma 4.11 gilt Rest(e; E) = Rest(e; E
1
).




und somit Rest(e; E) 2 ES
P
.




Sei o.E.d.A. e 2 init(E
1









gilt, gilt Rest(e; E) 2 ES
P
. 2
Lemma 4.14 Sei E 2 ES
P
mit E = (E;;; 7!; l) und E 6= ;. Dann gibt es eine endliche
Folge von Ereignissen e
1
; : : : ; e
n














































(;; ;; ;; ;) gilt.



















6= ;, dann gilt init(E
0
) 6= ; (Induktion






2 init(E) und Rest(e
1








), dann gilt nach Lemma 4.13
Rest(e
1
; E) 2 ES
P
. Auerdem gilt E
1
 E. Gilt Rest(e
1









; E)) 2 ES
P
gilt (D.h. wenn Rest(e
1
; E) 6=
(;; ;; ;; ;) gilt, dann l





; E)) nden.). Da E nach
Lemma 3.6 endlich ist, gibt es also eine endliche Folge e
1
; : : : ; e
n


















) = (;; ;; ;; ;)
gilt. 2









































































). Zur einfachen Schreibweise wird l als
Markierungsfunktion f

ur alle Ereignisstrukturen verwendet.
Wir beweisen mit Hilfe des Well-Founded-Induktionsprinzips. Sei
L = fE[E
0
j E ; E
0
sind EBES und endlichg:
Dabei heit eine Ereignisstruktur endlich, wenn die zugeh

orige Ereignismenge endlich ist.
Da jede Ereignisstruktur in ES
P









Deniere auf L die Relation  wie folgt: E
0
 E , falls gilt:

































Oenbar ist  wohlfundiert, da E
0






ur E 2 L nehmen wir per





































gilt. Um zu zeigen, da dies auch f














= (;; ;; ;; ;) = E
2




























6= (;; ;; ;; ;) oder E
2
6= (;; ;; ;; ;).















































) 6= ;. Sei e 2 init(E
3




; : : : ; e
n



























 n ist maximal.




urlich immer annehmen, da die






























































































. Wir betrachten daher init(E
3















) = f 
1
; : : : ;  
k































































































































Wegen Induktionsannahme gilt f

ur alle h 2 f1; : : : ; kg mit l(
j

























, so mu es ein e
i






























, wie im folgenden gezeigt











































































































wir folgern, da es eine Folge von Ereignissen e
2





































































































































































Zu II): Analog zu I). 2
Denition 4.19 (zerlegbar) Sei E 2 ES
P









) 6= ; f



















) 6= ; 6= init(E
j
), i = 1; : : : ; n und






































achst die folgende Notation ein: F

ur E1; E2 2 ES
P
schreiben
wir E1  E2, falls 9E2
0
2 Er(E2) : (E2
0




) gilt. Oenbar ist  nicht




Wir beweisen mittels des Well-Founded-Induktionsprinzips. Sei
L
k










nicht zerlegbar ^ init(E
i
) 6= ;g;
wobei k  1 gilt, und L = fL
k




) 2 S, falls




nehmen wir per Induktion an, da
f




























) 6= ; gilt und E
0
j










































) 6= ; gilt und E
0
j






























), i = 1; : : : ; n und j = 1; : : : ;m.
Es sind zwei F

alle zu unterscheiden:
 Fall 1: n = 1. Trivial.
 Fall 2: n > 1
Da E
i



















































g]) = ;. Daraus k

onnen wir folgern, da f



















































gilt, gibt es ein E
00

































































Aus Lemma 4.12 l









































































onnen wir folgern, da folgendes gilt:















entweder .. oder ..\). Analog dazu gilt nat

urlich auch













Damit behaupten wir nun, da folgendes gilt:







Angenommen, diese Aussage gilt nicht, d.h. es gilt








Damit folgt zusammen mit Aussagen () und (), da es eine Folge h
1
; : : : ; h
n+1
2
f1; : : : ; ng und eine Folge l
1
; : : : ; l
n

















mit i = 1; : : : ; n



















. Dies ist ein Widerspruch, da 
nicht reexiv ist.







. Eliminiert man E
h








































In diesem Teil zeigen wir die G

ultigkeit der folgenden Aussage: Seien B und C Action-
Prex-Formen. Dann gilt EZ(B)

=
EZ(C), wenn B  C gilt (siehe Satz 4.1). Diese
Aussage ist f

ur die Richtigkeit der Zerlegungsansmethode, wie sp

ater zu sehen wird, sehr
entscheidend.
Lemma 4.17 Sei E ; E
0







. Sei E = E1[E2 mit E1 6= (;; ;; ;; ;) 6=
















),wobei N2 = Konf(E) nN1.




). Wir zeigen zun

achst, da gilt:
8m 2 M : h(m) 2 M
0
Es ist leicht zu sehen, da h(e) 2 init(E
0
) genau dann gilt, wenn e 2 init(E
0
) gilt. Daraus























2 m gilt, so l

at sich wegen der Isomorphie
folgern, da es ein e
3























Nach Lemma 3.8 gilt E1 =
[
m2Konf(E1)
Er(m; E1). Sei N1 = fh(m) j m 2 Konf(E1)g.









































Sei e 2 E
1
, dann gibt es wegen Lemma 3.6 genau ein m 2 Konf(E1) und genau ein
e
0
2 m, so da e
0
` e gilt. Da h(m) 2 N1 gilt, gilt h(e
0
) 2 h(m). Wegen Isomorphie l

at
sich folgern, da auch h(e
0
) ` h(e) gilt. Somit gilt h(e) 2 E
h
























































und h der Isomorphismus von E auf E
0
.

























2. Sei n 2 Konf(E), dann gilt 9m 2 Konf(E
0




 Zu 1: F

ur N  Konf(E) folgt es aus Lemma 4.17. F

ur N = Konf(E) gilt die
Aussage oensichtlich.
 Zu 2: Nach 1 gibt es ein M  Konf(E
0






gilt. Wir behaupten, da jM j = 1 gilt. Es sei angenommen jM j > 1 und M =
fm
1


















































). Widerspruch. Also gilt jM j = 1. 2
51









. Sei ferner e 2 init(E) und h der Isomophis-



















). Nach Denition 4.3 gilt:
















































































































:\ Sei  2 E
1





 ` h(), dann gibt es ein Ereignis  
0
2 E, so da h( 
0
) =  und  
0
`  gilt.
Da wegen Isomorphie e ;  
0
gilt und nach Lemma 3.6  
0
das einzige Ereignis ist,
so da  
0
`  gilt, gilt  62 E
1









:\ Die Umkehrung gilt analog. 2





















; : : : ; 
n




; : : : ;  
m

















































































































)) = wahr. Die umgekehrte Rich-
tung gilt analog.




(a) Zu 1(b) : Sei m1 2 Konf(E
1


















wobeim1 62 N1 gilt, folgt mit Korollar 4.2 und Lemma 4.18, da es eine Menge
N3  Konf(E
3
) und ein m4 2 Konf(E
4
































)) = Er(m4; E
4
). Sei m3 2 Konf(E3) und h
1
() 2 m3, dann gilt
oenbar m3 62 N3. Damit ist gezeigt, da die Bedingung 1(b) erf

ullt ist.
(b) Zu 1(c) : Analog zu (a).
(c) Zu 1(d) : Die Erf

ullbarkeit der Bedingung 1(d) folgt leicht aus (a) und (b).
2. Zu 2: Trivial. 2
Lemma 4.20 Sei B eine Action-Prex-Form und E = EZ(B). Dann gilt
1. E 6= (;; ;; ;; ;), falls B 6= stop.




1. Zu 1: Trivial.
2. Zu 2: Wir beweisen mittels des Well-Founded-Induktionsprinzips. Sei
L = fP j P ist eine Action-Prex-Formg:
Dann gilt also B 2 L. Sei  auf L wie folgt deniert: P
0












j i 2 Ig und I 6= ; gilt.  ist oenbar wohlfundiert. F

ur B 2 L nehmen










 B = stop































) mit i = 1; : : : ; n gilt. Sei ferner f :
fe
1
; : : : ; e
n




















2 Bilde(f;M) gilt, denn
daraus folgt sofort EZ(B) 2 ES
P
. Dazu sind es zwei F

alle zu unterscheiden:






















6= (;; ;; ;; ;)
Es gilt aso B
i












= (;; ;; ;; ;)














































































mit m 2 Konf(E
i1




mit m 2 Konf(E
i2














EZ(C) mit Hilfe des Well-Founded-
Induktionsprinzips. Sei L = fP j P ist eine Action-Prex-Formg. Sei  auf L wie folgt
deniert: P
0




















EZ(Q) gilt, falls B
0
 B
und Q  B
0
gilt und Q eine Action-Prex-Form ist. Es sind zwei F

alle zu unterscheiden:
 B = stop
In diesem Fall gilt C = stop und somit EZ(B) = (;; ;; ;; ;) = EZ(C).
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. Sei I = f1; : : : ; ng und






















; : : : ; 
n


































; : : : ;  
m











































































































































Mit Lemma 4.18 l




































) gilt. Daraus folgt, da es zu jeder





















Nachdem die erforderlichen Lemmata bereits nachgewiesen wurden, sind wir nun in der




Denition 4.20 (FB(B)) Sei B eine Action-Prex-Form. Dann ist FB(B) induktiv
wie folgt deniert:
 Sei B = stop, dann ist FB(B) := fstopg.
 Sei B 6= stop, dann ist FB(B) := Er(B) n fBg. 2
Denition 4.21 (jBj) Sei B 2 BL
P
. Dann ist jBj induktiv wie folgt deniert ist:
 Ist B = stop, dann jBj := 1.
 Ist B = g;B
0






















Lemma 4.21 Sei B eine Action-Prex-Form, dann gilt
B
0
2 FB(B) =) jB
0
j  jBj:
Beweis: Sei L = fP j P ist eine Action-Prex-Formg. Deniere  auf L wie folgt:
B
0












gilt.  ist oenbar wohlfundiert. F

ur













Um zu zeigen da dies auch f















































Korollar 4.3 Sei B 6= stop eine Action-Prex-Form, dann gilt
8B
0
































ur i = 1; : : : ; n gilt. Sei ferner E = EZ(B), E
B
= [[B]]
und f : fe
1
; : : : ; e
n

























































E , dann gilt
9E1; E2 2 ES
P
: (E = E1 [ E2 ^ E1
C
v E1 ^ E2
C
v E2):





















Beweis: Wir beweisen mittels des Well-Founded-Induktionsprinzips. Sei
L = fP j P 6= stop ist eine Action-Prex-Formg:
B ist also in L. Deniere  auf L wie folgt: Sei B 2 L. B
0





6= stop gilt. Nach Korollar 4.3 gilt B
0
 B ) jB
0
j < jBj. Da < auf der Menge
der nat

urlichen Zahlen wohlfundiert ist, ist  wohlfundiert. F

ur B 2 L nehmen wir






 B und B 2 L gelten.
Zur einfachen Schreibweise wird im folgenden l als Markierungsfunktion f

ur alle Ereig-





2 L : B
0







 Zu 1 und 2: Trivial.











;(;; ;; ;; ;) mit i 2 f1; : : : ; ng. Daraus
folgt sofort die Behauptung.
 Zu 4: E
C




















gilt. Dagegen existieren in E
C
immer zwei solche Ereignisse. Die Aussage 4 gilt also immer.
 Zu 5: Aus 4 ist E nicht zerlegbar. DaKonf(E) = ffe
1
; : : : ; e
n
gg gilt, ist Er(m; E) =
E mitm 2 Konf(E) und somit nicht zerlegbar. Es gilt oenbar Er(m; E) = EZ(B).
 Zu 6: Da E nicht zerlegbar ist, gilt Zer(E) = Zer(E
0







2 L : B
0








, wobei es mindestens ein
i 2 f1; : : : ; ng gibt, so da B
i






























ur E (siehe Lemma 4.11(2)). Wir unterscheiden zwei F

alle:










































 Zu 2: Es folgt aus Aussage 1 und Lemma 4.10.
 Zu 3: O.E.d.A. sind es drei F

alle zu unterscheiden:









gilt. Entsprechend gibt es ein
















6= (;; ;; ;; ;)
Es gilt wegen Lemma 4.20 B
i











































at sich leicht eine







= (;; ;; ;; ;)
In diesem Fall gilt B
i








= (;; ;; ;; ;), denn
sonst gilt B
j
6= stop, was B
j
6 stop bedeutet. Nach Induktionsannahme














































































folgt mit Lemma 4.12 l(e
i





















































































































. Widerspruch. D.h. dieser Fall kann nicht vorkommen und wird
daher nicht weiter betrachtet.


















































































) mit j =
1; : : : ; K3, m2 2 Konf(E
i2





achst ist es oensichtlich , da B
i1


























)) mit k =















































Dann gilt nach Lemma 4.16

















































































































nur das Lemma 4.15 und Lemma 4.16 K1 + 1-mal anzuwenden.






































E gilt, gilt E
 
1










































































Damit wird im folgenden gezeigt, da es eine Ereignisstruktur E
P
2 Bilde(f;M)




































































Wir betrachten nur den Fall a). F

ur die restlichen F

alle gilt es analog zu zeigen.


























































































































































). Nach Lemma 4.14 gibt es eine endliche
Folge 
1
; : : : ; 
k


















































) = (;; ;; ;; ;)






























































































































Analog dazu gibt es ein B
0
i





















































Damit kann nun die gesuchte Ereignisstruktur E
P
wie folgt konstruiert werden:























































































































































(b) Es gibt eine Menge N1  Konf(E
i
) mit m1 62 N1 und 
2


















Wir zeigen die G



















gilt. Nach Korollar 4.2 gibt es eine Menge N1  Konf(E1
i

























































Es gilt oenbar N1  Konf(E
i
) und m1 62 N1 mit 
2
2 m1.
(c) Analog zu (b) gibt es eine Menge N2  Konf(E
j

















































(d) Sei L1 = Konf(E
i
) n (m1 [N1) und L2 = Konf(E
j






















































































































































gilt. Aus Korollar 4.2 folgt h1(E1
2
j

















































ist. Es ist also zu zeigen, da folgendes gilt:
8e 2 init(E
P














Nach Induktionsannahme 5 gibt es einen Proze P 2 Er(B
j































,! P1 gilt. Da e = 1h1(e
0








Im folgenden betrachten wir nur EZ(P1) 6= (;; ;; ;; ;). F

ur EZ(P1) = (;; ;; ;; ;)
gilt es analog zu zeigen.
Nach Lemma 3.8 gilt EZ(P1) = E
1
P1










mit t = 1; : : : ; g, m
t
2 Konf(EZ(P1)) und Konf(EZ(P1)) = fm
1
; : : : ;m
g
g gilt.
Nach Induktionsannahme 5. ist E
t
P1
mit t = 1; : : : ; g nicht zerlegbar.








































































) mit t = l; : : : ; h2 sind wegen Induk-
tionsannahme 5. nicht zerlegbar.
Aus Induktionsannahme 5 folgt:













































E gilt, gibt es ein h, so da
l(e) = f(e
h






































mit k = 1; : : : ; t ist nach Induktionsannahme 5 nicht zerlegbar.








. Mit Lemma 4.16 und
Lemma 4.15 l








gilt (analog dazu siehe
Beweis zu 3(c)).
Damit ist gezeigt, da E
P






wegen der Aussage 2
gilt, l











gilt. D.h. es gilt 9E
0
P








































 Zu 5: Zu
"
Er(m; E) ist nicht zerlegbar\ unterscheiden wir zwei F

alle:
1. jOpt(Bilde(f;M))j  2




; : : : ; E
t






)    [] t(E
t
)
In diesem Fall gilt Konf(E) = fmg und m = init(E), d.h. Er(m; E) = E .
Er(m; E) ist wegen der Aussage 4. nicht zerlegbar.
2. jOpt(Bilde(f;M))j = 1
Sei E
P
2 Opt(Bilde(f;M)), dann gilt in diesem Fall E = E
P
















g; E) = E
P
. Wegen der Aussage 4. ist Er(m; E) nicht
zerlegbar.






























































)) oder Er(m; E
P
) = 2(Er(m2; E
i2
))




) als auchEr(m2; E
i2
)















ur jKonf(E)j = 1 gilt oenbar die Behauptung. Sei also jKonf(E)j > 1.
Wir betrachten m
k
2 Konf(E). Nach Lemma 3.8 gilt
E = Er(m
k




















Nach Lemma 4.14 gibt es eine endliche Folge von Ereignissen 
1
















































































































Nach Induktionsannahme 1 gibt es dann eine Folge B
2


























































































. Somit gilt nach Aussage 4.
9E1; E2 2 ES
P
: (E = E1 [ E2 ^ E1
0
v E1 ^ E2
0
v E2)






) und Zer(E) = Zer(E1)+
Zer(E2), was Zer(E
0






In diesem Fall gilt Zer(E
0
) = 1 und somit Zer(E
0
)  Zer(E), d.h. E
0
v E . 2
Korollar 4.4 Sei B 2 BL eine Action-Prex-Form, dann gilt
1. PZ(B) 2 BL
P
.
2. B  PZ(B). 2































5 Ein einfaches Anwendungsbeispiel
Dieser Abschnitt stellt ein einfaches Anwendungsbeispiel vor, das die Anwendbarkeit





, also eine Erweiterung von BL, aus [Do95] zitiert, die es erlaubt,









unterbrochen wird, und die sequentielle Ausf

uhrung von zwei Prozessen zu
beschreiben.
Bei dem Anwendungsbeispiel handelt es sich um die Spezikation eines Waren-Ver-
kaufsautomaten, der nach dem M

unzeneinwurf und nach dem Bet

atigen einer Taste die
Ware der ausgew

ahlten Sorte ausgibt. Anfangs wird die Spezikation so angegeben,
da nur die temporale Ordnung, d.h. die Ordnung, nach der die Ereignisse zeitlich
auftreten, beschrieben wird. Kausale Unabh















onnen, explizit angegeben werden.
Denition 5.1 (Basic LOTOS) Sei G eine Menge von Aktionsnamen, P eine Menge












B ::= stop j exit j g;B j B []B j B  B j B [>B j
hide g
1
; : : : ; g
n















Im folgenden wird nur die Bedeutung der neu hinzukommenden Operatoren erl

autert.
Die Semantik der restlichen Operatoren ist dem Abschnitt 2.1 zu entnehmen.
 successfull termination: exit
exit repr

asentiert einen Proze, der erfolgreich terminiert ist. exit unterscheidet
sich von stop dadurch, da es sich hier nicht um einen Verklemmungszustand,









beschreibt die Hintereinanderschaltung von zwei Prozessen.
Terminiert der erste Proze B
1
erfolgreich, d.h. begibt B
1
sich nicht in einen Ver-











deniert einen Proze, bei dem der Proze B
2










stattnden. Wenn allerdings B
1






 hiding: hide g
1
; : : : ; g
n
in B
Der hide-Operator verdeckt Aktionen g
1
; : : : ; g
n
in B. Diese Aktionen werden in













in B mit i = 1; : : : ; n wird in die Aktion a
i
umbenannt.
 process instantion: P
P als Prozename steht f

ur die Denition eines Prozesses, d.h. P := B mit B 2
BL
L
. Damit ist die M

oglichkeit gegeben, einen rekursiven Proze zu denieren, z.B.:
P := g; P.
Denition 5.2 (operationelle Semantik) Sei B 2 BL
L
, Act := G [ fi; g mit  62
G [ fig. Dann ist die operationelle Semantik von B ein Transitionssystem
OS(B) := (BL;,!; B);





























































































































^ a 2 fg
1




















^ a 62 fg
1

















































^ a 62 fa
1































^ a 62 fg
1




























^ a 62 fg
1


































^ a 2 fg
1


































sind wir nun in der Lage, den Waren-Verkaufsautomaten zu spezizieren,
dessen Funktionsweise informell wie folgt beschrieben wird:









uber die V A mit der Umgebung kommuniziert (siehe Abbildung 3). Zur Ver-
einfachung betrachten wir im folgenden n = 2. F

ur n > 2 erfolgt die Vorgehensweise
analog.
Wird nach dem M

unzeneinwurf eine von den Tasten 1 und 2 bet

atigt, so wird die
ausgew

ahlte Ware ausgegeben. Der Preis einer Ware jeder Sorte betr

agt 1 DM. Die Ka-
pazit







Sorte1 Sorte2 Sorte n
. . . .
Abbildung 3: Waren-Verkaufsautomat
K(i), wobei i = 1; 2 die Nummer der entsprechenden Sorte angibt, betr

agt zur Vereinfa-
chung 2, d.h. K(1) = 2 = K(2). K(i) kann nat

urlich im allgemeinen auf eine beliebige
nat

urliche Zahl k erweitert werden. Allerdings h

angt die Spezikation, wie im folgenden
zu sehen wird, von K(i) ab.
Beim M

unzeneinwurf sind nur Mark-St













die eingeworfen werden d

urfen, der Anzahl der Waren, die sich noch im Automaten ben-
den. Das Bet

atigen der Taste R bewirkt die Ausgabe bzw. R

uckgabe des Restbetrages.











Der Kontroller hat die Aufgabe, die von der Umgebung kommenden Signale entge-
genzunehmen und diese zu bearbeiten.
Die Abbildung 4 zeigt die Kopplung der Komponenten 1 und 2. Der Verkaufsautomat








 V A = hide zahlen in (Kontrollerj[1; 2; 1DM; zahlen]jZahler)


























1 DM 1 2R
1 DM 1 2
Kontoller
1 DM 1 2
Zähler
R
tr l r zahlen zahlen
Abbildung 4: Interne Struktur des Waren-Verkaufsautomaten
 Kontroller =Modul1j[1; 2; 1DM ]jModul2, wobei















[] 1; 1DM ;B
5










= 1DM ; 2; 2 [] 2; 1DM ; 2
B
6
















= 1; (1; 2; 2 [] 2; (1; 2 [] 2; 1)) [] 2; (1; (1; 2 [] 2; 1) [] 2; 1; 1)
{ Modul2 = Erlaubnis [>(R;GAModul2)
 Erlaubnis = (1;Erlaubnis+ 2;Erlaubnis+ 1DM ;Erlaubnis)
 GA = zahlen; 1DM -ausgabe;GA+ timeout; exit
Der Kontroller besteht aus zwei ProzessenModul1 und Modul2. Modul1 ist der Pro-
ze, der f

ur die Geldannahme und Warenausgabe zust


















uck einzuzahlen. Wird eine von den Tasten 1 und 2 bet

atigt,
so wird die ausgew













at sich solange fortsetzen, bis alle Waren verkauft sind, d.h. der
Automat in einem leeren Zustand endet. Dabei wird jede Bet

atigung der Taste
1 oder 2 und jedes Einwerfen der Geldm





aufer kann die Taste R bet

atigen, um den Geldbetrag, den er eingezahlt hat,
zur

uckzufordern. Nach dem Bet

atigen der Taste R wird der Proze Erlaubnis
unterbrochen, was somit die Kommunikation des Prozesses Modul1 mit der Umge-
bung unterbricht. Erst nachdem eine Geldausgabe stattgefunden hat, ist Modul1































































Abbildung 5: Beobachtbares Verhalten von B
Das TransitionssystemOS(Modul1), das also das beobachtbare Verhalten vonModul1
wiedergibt, ist der Abbildung 5 zu entnehmen.
Modul2 ist der Proze, der die Erlaubnis an Modul1 f

ur die Geldannahme und Wa-
renausgabe vergibt. Wird die Taste R von der Umgebung bet

atigt, so wird die Erlaubnis-
Zuteilung unterbrochen. Modul2 geht dann in den Proze GA

uber.
GA ist der Proze, der f

ur die Ausgabe des Restgeldbetrags zust

andig ist. Der Rest-
geldbetrag wird durch die Kommunikation mit Zahler bestimmt. timeout repr

asentiert





uhrungszeit der Aktion zahlen. zahlen ist eine nicht beobachtbare Aktion,
die den Proze Zahler in den entsprechenden Zustand versetzt, falls ein Mark-St

uck
ausgegeben wird. Falls also der Restgeldbetrag bereits ausgezahlt ist, so ndet timeout
statt, was somit das Terminieren des Prozesses GA bewirkt. Der Proze Modul2 geht
dann in seinen Anfangszustand zur

uck.
Da in Modul1 keine Rekursion vorkommt, l

at sich die Methode maximale Proze-
zerlegung auf Modul1 anwenden. Es gilt:

PZ(Modul1) = 1DM ; (1; 1DM ;PZ(B
3






















) = 1DM ;PZ(B
4
) [] 1; 1DM ;PZ(B
5












) = 2 jjj(1DM ; 2)
 PZ(B
6
) = (1 jjj(1DM ; 2)) [] (2 jjj(1DM ; 1))





Dieser Bericht stellt eine Methode zur maximalen Zerlegung von parallelen Prozessen





bestimmt werden, deren Anzahl der parallel unabh

angig von-
einander ablaufenden Teilprozesse (genannt Zerlegungsgrad) maximal ist. Die Methode





inverse expansion\ in [PHQ
+
92] unterscheidet sich die Methode
in folgender Hinsicht:
 Die Anzahl der parallel unabh












uber den entscheidenen Vorteil,







osbar sind. Bei Prozessen, deren Verhalten vom Zufall
abh

angt, kann die Methode daher angewendet werden.
 Auch die Folgezust

ande besitzen einen maximalen Zerlegungsgrad.
Im Hinblick auf die praktische Anwendbarkeit kann aus den obengenannten Unter-










osen lassen, lassen sich auch hier l

osen.
Da die Methode nur auf die Klasse der nichtrekursiven Prozesse eingeschr

ankt ist, hat
sie einen Nachteil, da sie in der Praxis z.B. beim Entwurf von Kommunikationssystemen
nicht oft eingesetzt werden kann. Oen ist daher die Frage, wie diese Methode sich auf






ochte ich mich bei Torsten Vogt f

ur die deutsche Lesekorrektur bedanken.
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