Abstract-A collision-type multiple access system is investigated in which every user transmits symbols from a common N-ary frequencyshift-keyed signal alphabet. We present a series of information-theoretic properties of the associated mathematical channel model. In the absence of noise, we calculate a large system approximation to the sum capacity, which is used to show that, in the limit, the combining of the multipleaccessing and coding results in no loss in capacity, compared to a fixed-allocation scheme. The presence of thermal noise or undetected users influences the capacity. Bounds on the capacity of the channel in the presence of thermal noise are calculated, as well as the capacity of the system in the presence of interfering users. Finally, a new iterative multiuser detector, the Consensus decoder, is described and simulation performance results are shown. It is demonstrated that this decoder can operate to within approximately 70% of the channel capacity.
I. INTRODUCTION
Multiple-user communication has become an active area of both theoretical and practical research due to the increased demands on system capacities of future mobile radio networks. One of the most challenging technical problems in cellular systems stems from multiple users interfering in the same frequency band. Presentday cellular systems ignore such interfering users and treat them essentially as uncontrollable noise. Some systems, like CDMA [1] , are specifically designed to transform this interference into a Gaussian noise-like disturbance. This strategy may not necessarily provide the best results, and subsequently, there has been much research in the area of joint detector design for CDMA [2] - [6] . The main problem in this area is to provide improved performance, without greatly increasing the complexity of the receivers.
In this correspondence we investigate a collision-type multipleaccess system which is based on simple frequency-shift-keyed (FSK) transmission of each of the users. The system is similar to ordinary FSK, except each user transmits using the same set of frequencies.
Such an approach has certain advantages which are discussed in Section II, which also summarizes our results. In Section III we discuss the resulting mathematical channel model and in Section IV we present a closed-form limiting capacity formula, which we use to show that the system achieves the highest possible capacity. Section V develops tight bounds on capacity in the presence of thermal noise. In Section VI we study the influence of undetected interferers. A new iterative detection scheme, the Consensus decoder, is presented C. Schlegel is with the Department of Electrical Engineering, University of Utah, Salt Lake City, UT 84112 USA.
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in Section VII which achieves data rates higher than the capacity of a comparable CDMA-based system. Simulation results of the performance of this decoder are compared against the theoretical limits in Section VIII. We conclude with a short discussion in Section IX.
II. COLLISION-TYPE MULTIPLE ACCESS
Our practical motivation is a simple multiple accessing scheme where the users access the channel using frequency-shift-keyed modulation [7] . The users transmit independently, which causes symbol "collisions" at the receiver, whereby we mean two or more users transmit using the same frequency during a particular symbol interval. We call such a system collision frequency-shift keying (C-FSK). Fig. 1 shows the basic block diagram of a K -user, N -frequency C-FSK system, where energy detection is used for the reception of each frequency. Energy detection has a number of distinct advantages. First, the system is resistant to the near-far problem, which is known to be serious for CDMA. Differences in the received power among the users have no effect on the system performance, as long as the received power exceeds a certain threshold, since the receiver makes no attempt to estimate the amount of energy received in each frequency channel. Second, the system uses inherent frequency diversity, which is known to provide improved performance on frequency-selective fading channels. A further advantage is the simple implementation of transmitters and receivers, where the latter consist essentially of a signal sampler, followed by a discrete Fourier transform as shown in Appendix I. Furthermore, no fixed hopping patterns are required as in traditional frequency-hopped multipleaccess systems, reducing network overhead and complexity. Fig. 2 summarizes our main results. It shows the informationtheoretic capacity of the C-FSK system and compares it to the capacity of binary-input CDMA with and without multiuser detection strategies. Also shown is the capacity of C-FSK if information about the received energy in each frequency is available, for which the noiseless capacity was calculated in [8] . The abscissa carries the spreading factor, defined as the ratio N=K , the number of frequencies (or chips for CDMA) versus the number of users. The capacity is normalized to bits per frequency (or chips in the case of CDMA). The capacity curve for CDMA single-user detection strategy is from [9] , the multiuser capacity from [10] . In the case of CDMA and C-FSK with intensity information, the capacity curves are plotted for the case where all users are received with equal power. Some important conclusions can be made from this figure. First, if spread spectrum is used to suppress interference, and a high spectral efficiency is not required (large spreading factor), as in the original military applications, single-user detection is sufficient to achieve capacity in CDMA, and intensity information is superfluous in the case of C-FSK. The capacity of C-FSK is significantly larger than that of CDMA for moderate to high spreading factors. This suggests that C-FSK might be inherently more efficient than CDMA. The numbered dots indicate points for which we have simulation results, presented in Section VIII.
III. MATHEMATICAL MODEL
We mathematically model the C-FSK system as follows. At each symbol interval user k = 1; 2; 1 1 1 ; K transmits one element from a set of N orthogonal frequencies, X k 2 ff 1 ; 1 1 1 ; f N g: The X k are independently drawn according to distributions p k (x (1)
The size of the output alphabet is given by This union operation arises due to the use of energy detection at the receiver. Chang and Wolf [8] described this channel as the T -user M -frequency multiple-access channel without intensity information, while Wilhelmsson and Zigangirov [11] have called it the T -user q-ary multiple-access permutation channel.
IV. CAPACITY OF THE NOISE-FREE CHANNEL
First, some notation. Define K = f1; 1 1 1 ; Kg to be the index set for the K sources. For some S K, let XS = fX k : k 2 Sg, and denote the complement of S as S c = KnS :
An achievable rate region for a product distribution on the sources, (2) For a globaly synchronous system, the capacity region is given by the convex hull of the union of these achievable rate regions over the entire family of source product distributions.
We shall only be interested in the sum capacity, 6 K k=1 R k : The justification is given in Theorem 1, for which we require two definitions in order to complete the proof.
Definition 1 (Strong Multiple Access Channel):
A multiple access channel is said to be strong if, and only if the following condition is satisfied:
I (Xi; Y ) < I (Xi; Y j Xj ); 8i; j 2 K; i 6 = j:
This definition requires that for any given user, knowledge of any other user increases mutual information. That is, all users influence each other. An example of a multiuser system which is not strong is a two-user channel in which each user's channel is completely independent of the other user. In that case there is equality in (3).
Definition 2 (Symmetrical Multiple Access Channel):
A multiple access channel is symmetrical, if and only if I (X k ; Y j X S ) (4) assumes the same value for each user index k, and 8S Knfkg with the same cardinality.
This definition says that the capacity polytope is invariant to a permutation of the user indices. A example of a symmetrical multiuser system is the equal power Gaussian multiple access channel [12] . We can now prove the following theorem.
Theorem 1 (Biting Constraint): In a symmetrical, strong multiuser system, the sum rate is the biting constraint for the equal rate point.
Proof: The equal-rate constraint is a unique point on surface of the capacity polytope, and is invariant under a permutation of the users. For a symmetrical multiaccess channel Definition 2 implies that I (X S jY );S K depends only on jS j: The only facet of the capacity region whose set of vertices remains invariant under a permutation of users is the sum-rate hyperplane, which must therefore contain the equal rate point. The requirement of Definition 1 now assures that the equal rate point does not lie on a corner point of a degenerate capacity polytope.
The union channel is a strong, symmetrical multiaccess channel, and hence Theorem 1 applies. We therefore are justified in restricting our attention to the sum capacity. Chang and Wolf [8] showed that this sum capacity is given by
where a (1) n;k is the number of ways of placing k balls into n bins (such that no bin is empty), according to the Maxwell-Boltzmann distribution, which requires that the balls be placed according to a uniform distribution over the bins. This distribution maximizes the mutual information only for K N, to which region we shall accordingly restrict our attention. It can be shown, by considering the occupancy probability of the Maxwell-Boltzmann distribution [13] , that a (1) n;k = n =0 (01) n (n 0 ) k : (6) This form is more convenient than the recursive expression given in [8] . In order to facilitate further analysis, we shall now find an asymptotically tight approximation to the noise-free capacity of the channel. We will use the concept of limiting distributions [13] . If a random variable x possesses a probability distribution p x (x; N), being a function of some parameter N, and there exists a distribution function f(x) such that lim N!1 p x (x; N) = f(x), then we say that f(x) is the limiting distribution for p x (x; N): Let I be the random variable that enumerates the occupied frequencies, with probability mass function
i;K N K :
Using the properties of the logarithm, we have
Weiss [14] showed that the limiting distribution for p I (i) is Gaussian with mean and variance 
Hence, the second sum can be tightly approximated by the entropy of the Gaussian distribution, H(I) = 1 2 log 2e 2 : We now consider only the first summation term, which can be written as
where EIf1g denotes the expectation with respect to the distribution p I (i). Note that the limiting form of the binomial distribution is also Gaussian [13] , and from this we can find an approximation for the binomial coefficient, as follows:
Substituting this approximation (12) into (11), we have 
Since the only approximations used were limiting distributions, this approximation is asymptotically tight, in the sense of the following theorem. This theorem gives two important pieces of information. First, we have the optimum number of users, as detailed in the above corollary. Second, and somewhat surprisingly, in the limit we can achieve the highest possible rate for any scheme that uses N binary symbols. In other words, we lose nothing by incorporating the multiple-accessing strategy into the individual users' coding, thereby transferring the multiple access problem from the network to the receiver. Han Vinck and Keuning have shown asymptotically (for large numbers of users) that in the asynchronous case, the sum capacity is reduced by a factor ln 2 [15] .
V. CAPACITY IN THE PRESENCE OF NOISE
The results of [8] and Section IV serve only to indicate the best case performance (no noise). In a real system, thermal noise will disturb the received signals. Without determining the sensitivity of the channel to noise, the system remains only of theoretical interest. In this section, we shall derive bounds on the sum capacity of the channel in the presence of noise. We first, however, need to understand the noise model.
At this point we formalize some terminology. A frequency is active, or full, if one or more users transmit on that frequency. We shall also refer to the occupation of a frequency, which is the number of users transmitting on that frequency. For example, a frequency with single occupation "contains" one user. A frequency with zero occupation is inactive, or empty. Since our system uses energy detection, we have a simple binary hypothesis test on each frequency. Two types of detection errors are possible.
Type 1 An inactive frequency is incorrectly detected as being active, with probability Pr (error j inactive):
Type 2 An active frequency is incorrectly detected as being inactive, with probability Pr (error j active):
Assuming an additive white Gaussian noise (AWGN) channel, a Type 1 error occurs with the following probability [16, p. 521 
]:
Pr (error j inactive) = e 0 =N (17) where is the decision threshold, and N0 is the one-sided noise power spectral density. It is difficult to find the probability of a Type 2 error due to the necessity of averaging over the occupation number of the frequency. In forming our bounds, we shall use instead the probability Pr (error j single) that a singly occupied frequency is nulled by noise, which we can show to be given by For our bound calculations, we shall assume that is set such that Pr (error j single) = Pr (error j inactive) = p:
A graph of this error probability p is shown in Fig. 4 . Denote the sum capacity of the noisy C-FSK channel as Cn: In order to find lower bounds for C n , we introduce another channel in cascade with the true noisy channel, shown in Fig. 5 . This extra channel is a "symmetrifying" channel, in that it gives equal probability p to all types of error due to noise.
From the data processing inequality [12] the true noisy capacity is greater than that of the augmented channel. With reference to 
A simple lower bound to this capacity is proved in the following theorem.
Theorem 4: A lower bound on the capacity of the noisy C-FSK channel with error probability p for a singly occupied frequency is given by 
To calculate H(W j X K ), note that the only uncertainty is due to the noise, which is independent and identically distributed over the N frequencies. This gives
which combined with (22) proves the theorem.
Explicit calculation of H(W ) yields a tighter lower bound, proved in Appendix II.
Theorem 5:
The capacity of the noisy K-user N-frequency C-FSK channel with error probability p for a singly occupied frequency is lower-bounded
where p J (j) is given by Using similar methods we find an upper bound for Cn: Referring once again to Fig. 5 , we find the capacity of the channel in which only Type 1 errors, and errors in which a singly occupied frequency is nulled are considered. Once again using the data processing inequality, this channel has a greater capacity than the true noisy channel. For a proof of the following, see Appendix III.
Theorem 6 (Upper Bound): An upper bound on the noisy capacity of the K-user, N-frequency C-FSK channel with error probability p for a singly occupied frequency, is (7), and a (2) n;k by (67). The bounds on noisy capacity for 9-and 12-dB signal-to-noise ratios are illustrated in Fig. 6 for a K -user 16-frequency channel. Included in the figure is the noise-free capacity. It is apparent that as the signal-to-noise ratio increases, the bounds become tighter, which is to be expected given the nature of the channels used to calculate them. Also note that the bounds are tighter when K is small compared to N , due to the fact that multiple occupancy of frequencies becomes less common, placing p closer to the true error probability. For this specific case the capacity for the optimal number of users for the noise-free case, K = 11, drops from approximately 16 bits/use down to about 14.5 bits/use at an SNR of 12 dB and to approximately 11 bits/use for 9 dB.
How does the noise resistance of the union channel compare to (point-to-point) fixed-assignment schemes? Consider the following simple scheme. Let N users access the N frequency channel in an FDMA arrangement, each using on-off-keying on a single unique frequency. Each user sees a binary-symmetric channel with error probability p: The sum capacity of this channel is therefore N (1 0 h(p)): Recall that for large numbers of users, Theorem 3 gives the maximum sum capacity of the union channel as N bits per channel use, and Theorem 4 lower-bounds the noisy capacity by C sum 0 N h(p): Combining these two results indicates that the maximum sum capacity of a noisy N frequency union channel is lower-bounded by that of the simple fixed-assignment scheme. This indicates that combining the multiple-access strategy and coding in this way could increase the resistance to noise. This is due to the fact that when two users collide on a frequency, there is less chance that that frequency is nulled. Fig. 7 shows the bounds of Theorem 4 (dashed) and the bound of Theorem 5 (solid) for 9-and 12-dB signalto-noise ratios. From this graph, we can see that as the number of users increases, the simpler lower bound becomes tighter, as expected.
VI. CAPACITY WITH UNDETECTED INTERFERERS
An additional concern for cellular radio networks, employing geographical frequency reuse, is the effect of interference from co-channel users in neighboring cells. What is the effect of such undesired interferers upon the C-FSK system? Using similar ideas as in the previous section, it is possible to calculate the capacity of the channel in the presence of a fixed number of interfering users. The following theorem may also be used in determining the precise nature of the entire noiseless capacity region, since it is expressions of this form that define the corner points of the capacity region polytope and p I (i) is given in (7) .
Proof: Consider the case where we have the K -user union channel with L interferers. Let the output of this channel be YI : The capacity is given by (32)
We now must find the conditional entropy term. This is the uncertainty in the output, given the wanted input. In this case, the only source of uncertainty is the number of additionally activated frequencies. An interferer transmitting on a frequency already activated by a wanted user has no effect. Let E be the random variable which enumerates the number of extra frequencies that are activated by interferers p E (e) = Pr (jY I j 0 jY j = e) Let Q be the random variable which counts the number of interferers which do not transmit on a frequency that is activated by a wanted user. We can condition E on I , the number of frequencies that are activated by users, and Q, and then form the total probability by summing over the joint probability which is the binomially distributed probability that out of L interferers, q transmit on a fraction of i=N of the total available frequencies. The remaining conditional probability is given by e ways to select which E frequencies are active. Furthermore, since we have q effective interferers, the probability that they arrange themselves into a particular e frequencies is a The effect of interferers is illustrated in Fig. 8 for a K -user union channel of order 16. The exact noise-free capacity is shown together with the capacity for one, two, and three interferers, respectively. At the optimal operating point for the noise-free interference-free case, K = 11, the figure suggests that the first interferer degrades the capacity from 16 bits/use down to 12 bits/use and each additional interferer will diminish the capacity by 2 bits/use. Comparing to Fig. 6 we can see that the presence of unwanted interferers has an effect similar to that of strong noise. A single interfering user provides an apparent SNR of approximately 9 dB. From these results, it is clear that a new network philosophy regarding such out-of-cell interferers is required. If an "interfering" user is received at sufficient power, it should be included in the joint decoding of the current set of wanted users. In the case of lightly loaded systems (K < N ln 2), this increases the sum capacity. In the overloaded (K > N ln 2) case, the sum capacity is decreased only slightly, see Fig. 3 . In such a network, soft handover becomes a base-station receiver function at the expense of additional signal processing complexity.
VII. CONSENSUS DECODER
The information theory of the preceding sections assumes the use of a joint decoder at the channel output. Designing good uniquely decodeable codes for multiple-access channels is in general very hard to do. In addition, joint decoder complexity usually grows exponentially with the number of users. In this section we present a new suboptimal iterative decoder, the Consensus decoder. This decoder's complexity is linear in the number of users, and has the additional advantage that it is modular, in that each user's decoder consists of an identical block. Each users' soft information is directly shared with all other users at each iteration. It is this process of decision making through information sharing that yields the name. A system diagram is shown in Fig. 9 .
The encoding takes place as follows. User k introduces redundancy into its information stream by encoding it at rate R k : The code is used in the decoding process in order to separate users, hence each user requires a unique code. We shall not restrict the set of all codebooks to be uniquely decodeable, although the closer to uniquely decodeable that the codebooks are, the better the performance will be. The coded information is passed through a time interleaver before being transmitted. This interleaver reorders the coded symbols randomly in time. This operation reduces the time correlation of error events with respect to the other users. Hence each user requires a different random interleaver.
The Consensus decoder consists of a separate decoder module for each of the K users. Each users' module consists of a list decoder, which is used to generate a soft output, and a symbol estimator which uses the soft output from all the other users to produce a probability weighted list of channel estimates. The following parameters are fundamental to the Consensus decoding process: L, the length of the list output by the list decoder; M , the number of estimates produced by the symbol estimator; and I , the number of iterations to perform. We shall restrict our discussion to one decoding module, say for user k, since the procedure is identical for all modules. List Decoder: For the first iteration, the decoder for user k accepts no input from its symbol estimator, since there are no previous estimates to consider. The list decoder outputs a list of L possible codewords for each codeword interval, which we shall represent as a vector of estimatesŷ y y k = (ŷ k1 ;ŷ k2 ; 111;ŷ kL ):
(38) Associated with each codeword estimate in the list is a probability, or confidence level, giving us for each interval a probability vector p p p k = (p k1 ; p k2 ; 111; p kL ) (39) where p ki is the probability that user k transmitted the codeword y ki , given the channel observation y:
Symbol Estimator: For the second and subsequent iterations, the list decoder takes, as additional input, information from the symbol estimator. The symbol estimator for user k takes as input the vectorŝ Metric Formulation: The list decoder now has available, at each iteration, channel estimates from the previous iteration, which are used in improving the decoding process. This extra information is incorporated through the metric calculation as follows. The list decoder for user k takes theê e e k andk as a priori probabilities for the interference, giving the conditional maximum-likelihood metric as Pr (yi j y;ê), the probability that yi was transmitted, given the channel output y, and the MAI estimateê: This metric is formed by summing conditionally over the various MAI estimates The list decoder outputs a new list using this decoding metric, and we continue this procedure for I iterations.
VIII. SIMULATION RESULTS
In order to test the effectiveness of the Consensus decoder, we have performed computer simulations of the C-FSK system. First, we must specify the nature of the simulations performed. Fig. 10 shows a block diagram of the simulation, labeled with all important simulation parameters, which appear as inputs to the corresponding simulation block. Only one user is shown, and hence, the user subscript has been dropped, for clarity. We now describe each of the simulation blocks.
Binary Source: The binary source generates, for each user, a stream of f0; 1g bits from a uniform distribution.
Convolutional Encoder:
The binary data are encoded using a randomly selected feedforward convolutional code of rate 1= log 2 N: This rate is chosen to facilitate mapping the coded data frames onto the channel. In this way, one codeword frame can be represented by a single frequency. Accordingly, the number of frequencies was restricted to be a power of two. The taps for the convolutional codes are randomly selected according to the following rule. Fig. 11 illustrates this for a rate 1=2 code. The first and last taps, g i0 and gi , for shift register i are chosen to be 1. The remaining taps are selected to be zero or one, with equal probability. The parameter is the constraint length of the code.
Interleaver: The encoded data (channel symbols) are then interleaved in time, as described in the previous section. Decoding: Consensus decoding, as previously described, is performed on the received channel data. For the purposes of simulation, an M -algorithm is used to provide the list of L sequences. The maximum-likelihood branch metric is very complex, hence a reduced complexity "consistency check" is used. Let m(b;ê kl ) be the branch metric, conditional on a particular MAI estimateê kl and where b is the hypothesized symbol (branch label). We now consider the following two cases: 1) f b = 0: In this case, m(b;ê kl ) = p=N , to account for the probability that the user transmitted on this frequency, but was nulled. Recall that p is the probability that a singly occupied frequency is incorrectly detected. 2) f b = 1: We now must take into account the MAI estimate. Let a be the number of frequencies that are active inê kl , that is, the number of frequencies "claimed" by the other users. Then   TABLE I  PARAMETERS FOR NOISELESS C-FSK SIMULATION   TABLE II  SIMULATION RESULTS 
In this way, the metric is biased towards active frequencies that are not claimed byê kl :
A. Noiseless Simulations
First we present simulation results for the noise-free C-FSK system ( 2 = 0; = 0). It is of great interest to determine the system performance as a function of the number of users, and of the number of iterations used in the Consensus decoding process. The simulation parameters are shown in Table I . Fig. 12 shows the results of this simulation. From this graph, we can see that most of the gain in performance is to be found in the second iteration (a single round of information swapping). Further improvement is seen for I = 3, but after this, the gain is marginal. Also, we note that increasing the number of iterations has less effect when the system is less heavily loaded. From this graph, we see that at an error rate of 10 03 , approximately nine users may be supported by this 16-frequency system, at a total throughput of 9 bits/channel use.
We have also performed noise-free simulations for other system configurations. The points on the graph in Fig. 2 correspond to simulation points described in Table II . The following parameters were common to all these simulations: L = 10; M = 10; = 3; and I = 3:
From this table we can see that we have achieved up to about 77% of capacity. From Fig. 2 we can also see gains of up to 375% in rate over conventional and multiuser CDMA.
Note that for larger numbers of users, the performance suffers some degradation. This is due to the fact that as extra users were added, the code memory was kept constant. This has the effect of decreasing the average "distance" between two randomly chosen codes, much in the same way that reducing the length of randomly selected spreading sequences increases the average crosscorrelation. It is to be expected that the use of specially designed code sets would improve performance. The distribution of such codes however places additional complexity into the network, complexity against which we originally introduced multiuser detection. The simple codes presented in [8] bear greater resemblance to jointly detectable spreading sequences, than to error-correction codes. The three constructions given can all be viewed as quasi-orthogonal signal sets. Table III shows the simulation parameters used for the simulation of the C-FSK system in the presence of additive white Gaussian noise. Most notably, the number of paths kept in the M -algorithm is increased, in order to provide sufficiently small probability of path loss, due to the noise.
B. Additive White Gaussian Noise
The simulation was performed for the equal power case, which creates the worst case scenario in terms of signal cancellation due to the random phases of each user. The signal-to-noise ratio (SNR) has been specified as total user power per information bit divided by the total noise power
Note that channel capacity is at approximately = 5 dB. Fig. 13 shows the results of this simulation. For an error rate of 10 03 , an
SNR of approximately 13 dB may be tolerated by this system. The C-FSK/Consensus decoder system has also been found to work well on Rayleigh fading channels, see [10] .
C. Near-Far Resistance
Fig. 14 shows simulation results for a K = 4 user, N = 8 frequency system. The power P weak of one user, termed the weak user, has been varied, while the total power, summed over the users has been kept constant, and equal to 4. Hence, when P weak = 1, we have the equal power case.
The two pairs of curves correspond to the = 10 dB and = 17 dB signal-to-noise ratios. For each pair of curves, the dotted line represents the BER of the weak user, while the solid line traces the BER averaged over the three other users. This graph confirms that the C-FSK system is near-far-resistant. For both curves, as the weak user loses power, the performance remains constant, until the weak user is no longer powerful enough to be detected over the thermal noise. For the 10-dB curve, this takes place at P weak 0:8; and at P weak 0:2 for the 17-dB case. In fact, as the power of the weak user is reduced, it is possible that the error rate decreases, since it becomes less likely that the weak user suffers cancellations due to the random phases of the users.
We can also see from the figure, for the 10-dB case, that as the weak user decreases in power, and descends into the noise, the remaining three users' performance increases. This is due to the fact that the weak user is no longer affecting the channel output, any more than the thermal noise would. This however is not the case for the 17-dB curve, since at the power levels simulated, the incorrect decisions from the weak user still affect the other users adversely.
IX. CONCLUSION
We have investigated a collision-type frequency-shift-keyed multiple-access system. From the mathematical model which arises we have derived a new, nonrecursive expression for the noise-free capacity by considering the occupancy probability of the Maxwell-Boltzmann distribution. In addition, we derived an asymptotically tight approximation through the use of limiting distributions. From this approximation, a theorem for the maximum capacity was proved which gives the optimum operating point (number of users) for such systems. It was shown that for a given alphabet, a C-FSK system achieves the maximum possible capacity.
We calculated upper and lower bounds on the noisy capacity of this channel by considering certain channels in cascade with the noise-free channel, and have shown the noise resistance to be at least as good as a comparable FDMA sysem. A lower bound was found by considering a "symmetrifying" channel cascaded with the noisy channel. This channel gives lower than normal probability to certain error events (when two or more users in a frequency are nulled). The capacity of this channel is therefore less than the actual. The upper bound was found by assigning zero probability to the error event where two or more users in a frequency are nulled. In this case, the true capacity is less than the capacity of this channel. Calculations show that the bounds are reasonably tight, providing a good indication of the true noisy capacity of the channel. The capacity in the presence of a fixed number of interferers was also determined, which indicated a sensitivity of the system to undetected interferers. Hence in a cellular system, it would be better to incorporate any strong interferer into the set of currently decoded users.
We have described a new iterative Consensus decoder, which has linear complexity in the number of users. This decoder uses a simple information sharing mechanism to improve the performance of each user. We have shown via simulation that even with a simple implementation, using randomly selected convolutional codes, approximately 77% of capacity may be achieved using such a decoder. Furthermore, these points enjoy up to a 375% increase in rate over conventional and multiuser CDMA techniques. The number of iterations, and size of the list required from the list decoder are small, indicating only a small complexity overhead. In addition, these simulations have confirmed the near-far resistance of the C-FSK system.
APPENDIX I RECEIVER IMPLEMENTATION
In this Appendix we show that a frequency-shifted signal can be demodulated using the discrete Fourier transform (DFT). Let the duration of each frequency pulse be T , and the separation of adjacent frequencies is ! 0 = =T: This is also referred to as orthogonal frequency-division multiplexing (OFDM), whose total bandwidth is approximately N=2T , where N is the number of frequencies used.
After down-converting, the received signal is given by (without noise)
fn cos (!0nt + ) (46) where the random phase angle is introduced since we consider noncoherent energy detection. Note that the frequencies f n are either on or off (f n 2 f0; 1g) according to our system model. We now sample the received signal at the sampling rate 
We now perform the DFT on the samples in (49), or more precisely the inverse DFT, to obtain
After some algebraic manipulations we obtain The 2N -point I-DFT may be implemented using the fast Fourier transform (FFT) algorithm, which has a complexity of the order of 2N log 2 2N multiply-add operations [17] . In contrast, performing the DFT in its normal form (equivalent in this case to N matched filters), requiring 2N 2 multiply-add operations. Since N 1 + log 2 N for N 1, we can see that the demodulator for the union channel requires less complexity than a CDMA system using N-chip spreading sequences and matched filters.
APPENDIX II PROOF OF THEOREM 5
Again starting from (20), (23) gives H(W j XK): It remains only to find H(W ): In order to find H(W ), we need to determine the entropy of the output symbol distribution. Instead of finding the individual probability of each output symbol, note that every output symbol with the same number of active frequencies has the same probability, due to the symmetry of the users' transmissions.
As in the previous section, define I to be the random variable which enumerates the frequencies actually activated by the users, with probability mass function p I (i) = Pr (jY j = i):
Likewise, let J be the number of frequencies observed to be active at the output of the symmetrifying channel, with p J (j) = Pr (jW j = j):
(55) Hence we can express H (W ) as follows:
(56) Let p J j I (j j i) be the probability that the symmetrifying channel activates j frequencies, given that i frequencies were actually active in the noiseless case p J j I (j j i) = Pr (jW j = j j jY j = i):
(57) Then we can calculate p J (j ) by conditioning on I :
We now proceed to find this conditional probability. Let the random variable that counts the number of frequencies nulled by noise be B, with mass function since each of the i active frequencies has an independent and equal probability of being nulled.
By conditioning on B, we have 
Note that in order to observe jWj = j , given that b out of the jY j = i frequencies are nulled, we require that j 0 i j b empty frequencies, out of the remaining N 0 i to be activated by noise. 
In addition to the retaining of the previous definitions of the random variables I and B, we now introduce the following random variables. Let M be a random variable which counts the number of active frequencies at the output In order to evaluate H (U ), it remains to find p S j I (s j i), the probability that given the users activate i frequencies, that s of them are singly occupied, and p M j S;I (m j s; i) the probability that m frequencies are observed, given that s out of the i frequencies really activated are singles.
To be able to calculate the first of these conditional probabilities, we need to be able to calculate the number of ways that it is possible to arrange k balls into n bins, such that there are two or more balls in each bin. Denote this enumeration a We can now calculate p S j I (s j i) as follows: The numerator is derived following the same approach as outlined above for the derivation of (67). The division by a (1) i;K , which is the total number of possible arrangements of K balls in i bins, forms the probability.
The final probability to be calculated, p M j S;I (m j s; i) is found by conditioning on the number of single-user-occupied frequencies that are nulled by noise, which occurs with probability p: Recall that we set p such that it is also the probability that a single occupied frequency is activated. chooses the number of ways we can select b out of s frequencies to be nulled, and N0i m0i+b chooses the number of ways to select the remaining errors from the N 0 i inactive frequencies. We have m 0 i + 2b frequencies with errors, and N 0i+s02b error-free frequencies. Note that this is calculated by considering that the total set from which we may choose errors is not N but N 0 i + s: This concludes the calculation of H (U ) : We now turn our efforts towards finding H (U j X K ): The only uncertainty is due to the noise, which is independent and identically distributed (i.i.d.) in each frequency.
H (U j X K ) = h(p)[E I fN 0 ig + E S fsg]:
From (9) 
We can calculate E S fsg by conditioning on I as follows: 
