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Abstrat. We onsider the nonparametri regression with a random design model, and
we are interested in the adaptive estimation of the regression at a point x0 where the
design is degenerate. When the design density is β-regularly varying at x0 and f has a
smoothness s in the Hölder sense, we know from Gaïas (2004) that the minimax rate
is equal to n−s/(1+2s+β)ℓ(1/n) where ℓ is slowly varying. In this paper we provide an
estimator whih is adaptive both on the design and the regression funtion smoothness
and we show that it onverges with the rate (log n/n)s/(1+2s+β)ℓ(logn/n). The proedure
onsists of a loal polynomial estimator with a Lepski type data-driven bandwidth seletor
similar to the one in Goldenshluger and Nemirovski (1997) or Spokoiny (1998). Moreover,
we prove that the payment of a log in this adaptive rate ompared to the minimax rate is
unavoidable.
1. Introdution
1.1. The model. We observe n pairs of random variables (Xi, Yi) ∈ R × R independent
and identially distributed satisfying
Yi = f(Xi) + ξi, (1.1)
where f : [0, 1] → R is the unknown signal to be reovered, the variables (ξi) are entered
Gaussian with variane σ2 and independent of the design X1, . . . ,Xn. The variables Xi are
distributed with respet to a density µ. We want to reover f at a xed point x0.
The lassial way to onsider the nonparametri regression model is to take Xi = i/n. In
this model with an equispaed design the observations are homogeneously distributed over
the unit interval. If we take the Xi random we an modelize ases with inhomogeneous
observations as the design distribution is "far" from the uniform law. We allow here the
density µ to be degenerate (vanishing or exploding) and we are more preisely interested in
the adaptive estimation of f at a point where the design is degenerate, namely a point with
very inhomogeneous data.
1.2. Motivations. The adaptive estimation of the regression funtion is a well-developed
problem. Several adaptive proedures an be applied for the estimation of a funtion with
unknown smoothness: nonlinear wavelet estimation (thresholding), model seletion, kernel
estimation with a variable bandwidth (the Lepski method), and so on.
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Reent results dealing with the adaptive estimation of the regression funtion when the
design is not equispaed or random inlude Antoniadis et al. (1997), Brown and Cai (1998),
Wong and Zheng (2002), Maxim (2003), Delouille et al. (2004), Kerkyaharian and Piard
(2004), among others. A natural question arises: what happens if we want to estimate
adaptatively the regression funtion at a point where the design is degenerate? In Gaïas
(2004) we proved when µ varies regularly at x0 that the minimax onvergene rate ψn over
a Hölder type regularity lass with smoothness s > 0 (around x0) satises
ψn ≍ n−s/(1+2s+β)ℓ(1/n) as n→ +∞,
where β is the regular variation index of µ at x0 (see denition 2) and ℓ is slowly varying
(the notation an ≍ bn means 0 < lim inf an/bn 6 lim sup an/bn < +∞). For the proof of the
upper bound, a (non adaptive) linear proedure was used.
The next logial step is then to nd a proedure able to reover f with as less prior
knowledge as possible on its smoothness and on the design density. On pointwise adaptive
urve estimation (in the regression or the white noise model) see Lepski (1990), Lepski and
Spokoiny (1997), Spokoiny (1998) and Brown and Cai (1998) for wavelet methods.
1.3. Organisation of the paper. We introdue the estimator in setion 2. In setion 3 we
give upper bounds for this proedure onditionally on the design, see theorem 1 and in the
regular variation framework, see theorem 2. In setion 4 we prove that the obtained onver-
gene rate is optimal, see theorem 3 and its orollary. We present numerial illustrations in
setion 5 for several datasets and we disuss in detail some points in setion 6. Setion 7 is
devoted to the proofs and we reall some well-known fats on regularly varying funtions in
appendix.
2. The proedure
2.1. Loal polynomial estimation. Let κ ∈ N and h > 0 (the bandwidth). We dene
Nn,h , #{Xi suh that Xi ∈ [x0 − h, x0 + h]},
and we introdue the pseudo-salar produt
〈f , g〉h , 1
Nn,h
∑
|Xi−x0|6h
f(Xi)g(Xi),
and ‖ · ‖h the orresponding pseudo-norm. Let φj(x) = (x − x0)j for j = 0, . . . , κ. We
introdue the matrix Xh and the vetor Yh with entries for 0 6 j, l 6 κ:
(Xh)j,l = 〈φj , φl〉h and (Yh)j = 〈Y , φj〉h. (2.1)
Denition 1. Let
f̂h,κ =
{
θ̂h,0φ0 + θ̂h,1φ1 + · · · + θ̂h,κφκ when Nn,h > 0,
0 when Nn,h = 0,
where θ̂h is the solution of the linear system
X˜hθ = Yh, (2.2)
where
X˜h , Xh +N
−1/2
n,h Iκ+11λ(Xh)6N
−1/2
n,h
,
with λ(M) standing for the smallest eigenvalue of a matrix M and Iκ+1 the identity matrix
in R
κ+1
.
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This proedure is slightly dierent from the lassial version of the loal polynomial
estimator. We note that the orretion term in X˜h entails λ(X˜h) > N
−1/2
n,h . On loal
polynomial estimation, see Stone (1980), Fan and Gijbels (1995, 1996), Spokoiny (1998)
and Tsybakov (2003) among many others.
2.2. Adaptive bandwidth seletion. The proedure selets the bandwidth h in a set H
alled the grid, whih is a tuning parameter of the adaptive proedure. We an hoose either
an arithmetial or a geometrial grid
H =

Haritha =
[(n−2)/a]⋃
i=1
{h2+[ia]} for a > 1, or
Hgeoma =
[loga n]⋃
i=1
{h[ai]} for a > 1,
where hi , |X(i) − x0| and where |X(i) − x0| 6 |X(i+1) − x0| for any i = 1, . . . , n − 1. Note
that [x] stands for the integer part of x. We dene
Hh , {h′ ∈ H suh that h′ 6 h}.
The bandwidth is seleted as follows:
Ĥn , max
{
h ∈ H∣∣∀h′ ∈ Hh ∀0 6 j 6 κ, |〈f̂h,κ − f̂h′,κ , φj〉h′ | 6 σ‖φj‖h′Tn,h′,h}, (2.3)
where f̂h,κ is given by denition 1 and where the threshold Tn,h′,h is equal to
Tn,h′,h ,
Cκ
√
CpN
−1
n,h′ logNn,h +
√
(Nn,h − a)−1 log n if H = Haritha ,
Cκ
√
CpN
−1
n,h′ logNn,h +
√
(1 + a)N−1n,h log n if H = Hgeoma ,
(2.4)
with Cκ , 1 +
√
κ+ 1, Cp = 8(1 + 2p) where p ts with the loss funtion in (3.1) and a is
the grid parameter. The estimator is then
f̂n(x0) , f̂Ĥn,κ(x0). (2.5)
The seletion rule (2.3) is similar to the method by Lepski, see Lepski (1990), Lepski et al.
(1997) and Lepski and Spokoiny (1997) and is additionally to the original Lepski method
sensitive to the design. This proedure is lose to the one in Spokoiny (1998). See setion
6.2 for more details on existing proedures in the literature.
3. Upper bounds
We measure a proedure f˜n performane over a lass Σ (to be speied in the following)
with the maximal risk (
sup
f ∈ Σ
E
n
f,µ{|f˜n(x0)− f(x0)|p}
)1/p
, (3.1)
where x0 is the estimation point and p > 1. The expetation E
n
f,µ in (3.1) is taken with
respet to the joint law P
n
f,µ of the observations (1.1).
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3.1. Regular variation. The regular variation denition and main properties are due to
Karamata (1930). On this topi we refer to Senata (1976), Geluk and de Haan (1987),
Resnik (1987) and Bingham et al. (1989).
Denition 2 (Regular variation). A ontinuous funtion ν : R+ → R+ is regularly varying
at 0 if there is a real number β ∈ R suh that
∀y > 0, lim
h→0+
ν(yh)/ν(h) = yβ. (3.2)
We denote by RV(β) the set of all suh funtions. A funtion in RV(0) is slowly varying.
Remark. Roughly speaking, a regularly varying funtion behaves as a power funtion times
a slower term. Typial examples of suh funtions are xβ, xβ(log(1/x))γ and more generally
any power funtion times a log or ompositions of log to some power. For other examples,
see in the referenes.
Denition 3. If δ > 0 and ω ∈ RV(s) with s > 0 we dene the lass Fδ(x0, ω) of all
funtions f : R→ R suh that
∀h 6 δ, inf
P∈Pk
sup
|x−x0|6h
|f(x)− P (x− x0)| 6 ω(h),
where k = ⌊s⌋ (the largest integer smaller than s) and Pk is the set of all the real polynomials
with degree k. We dene ℓω(h) , ω(h)h
−s
the slow variation term of ω. If α > 0 we dene
U(α) , {f : [0, 1]→ R suh that ‖f‖∞ 6 α}.
Finally, we dene
Σδ,α(x0, ω) , Fδ(x0, ω) ∩ U(α).
Remark. If ω(h) = rhs for r > 0 we nd bak the lassial Hölder regularity with radius r.
In this sense, the lass Fδ(x0, ω) is a slight Hölder regularity generalisation.
3.2. Conditionally on the design. When nothing is known on the design density be-
haviour we an work onditionally on the design. Let Xn be the sigma-algebra generated by
X1, . . . ,Xn. We dene
Hn,ω , min
{
h ∈ [0, 1] suh that ω(h) > σ
√
N−1n,h log n
}
, (3.3)
whih is well dened for n large enough (when ω(1) > σ
√
log n/n). The quantity Hn,ω
makes the balane between the bias and the log-penalised variane of f̂h,κ (see lemma 1)
and therefore an be understood as the ideal adaptive bandwidth, see Lepski and Spokoiny
(1997) and Spokoiny (1998). The log term in (3.3) is the payment for adaptation, see setion
4.1. Let us dene
H∗n,ω , max{h ∈ H|h 6 Hn,ω},
and
Rn,ω , σ
√
N−1n,H∗n,ω log n. (3.4)
We dene the diagonal matrix Λh , diag(‖φ0‖−1h , . . . , ‖φκ‖−1h ), the symmetrial matrix
Gh , ΛhX˜hΛh and λn,ω , λ(GH∗n,ω). We dene the event
Ωh , {X1, . . . ,Xn are suh that λ(Xh) > N−1/2n,h and Nn,h > 2}. (3.5)
We note that Ωh ∈ Xn and Xh is invertible on Ωh. The next result shows that, onditional
on Xn, f̂n(x0) = f̂Ĥn,κ(x0) onverges with the rate Rn,ω simultaneously over any Σ(x0, ω)
when ω ∈ RV(s) with 0 < s 6 κ+ 1.
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Theorem 1. If ω ∈ RV(s), 0 < s 6 κ+ 1 and α > 0 we have for any n > κ+ 1 on ΩH∗n,ω :
sup
f ∈ ΣH∗n,ω,α(x0, ω)
E
n
f,µ
{
R−pn,ω|f̂n(x0)− f(x0)|p|Xn
}
6 c1λ
−p
n,ω + c2(α ∨ 1)p(log n)−p/2,
where c1 = c1(p, κ, a) and c2 = c2(p, κ, a, σ).
We will see that the probability of the event ΩH∗n,ω is large and that λn,ω is positive with
a large probability when the design density is regularly varying (see lemma 9). Note that
the upper bound in theorem 1 is non asymptoti in the sense that it holds for any n > κ+1.
The random normalisation Rn,ω is similar to the one in Guerre (1999), see setion 6.2 for
more details.
3.3. Regularly varying design.
Denition 4. For β > −1 and a neighbourhood W of x0 we dene
R(x0, β) ,
{
µ density suh that ∃ν ∈ RV(β)∀x ∈W, µ(x) = ν(|x− x0|)
}
.
We assume in all the following that µ ∈ R(x0, β) for β > −1. Let hn,ω be the smallest
solution to
ω(h) = σ
√
log n
2n
∫ h
0 ν(t)dt
, (3.6)
and
rn,ω , ω(hn,ω). (3.7)
Equation (3.6) an be viewed as the deterministi ounterpart to the equilibrium in (3.3).
We dene Cα,β , (1 + (−1)α) β+1α+β+1 and the matrix G with entries (G)j,l ,
Cj+l,β√
C2j,βC2l,β
for
0 6 j, l 6 κ and λκ,β , λ(G). It is easy to see that λκ,β > 0.
Theorem 2. If
• κ ∈ N, β > −1, α > 0 and ̺ > 1,
• ω ∈ RV(s) for 0 < s 6 κ+ 1,
then the estimator f̂n(x0) = f̂κ,Ĥn(x0) with the grid H = Harith1 satises
∀µ ∈ R(x0, β) lim sup
n
sup
f ∈ Σ̺hn,ω,α(x0, ω)
E
n
f,µ
{
r−pn,ω|f̂n(x0)− f(x0)|p
}
6 Cλ−pκ,β, (3.8)
where C = C(p, κ). Moreover, we have
rn,ω ∼ σ2s/(1+2s+β)(log n/n)s/(1+2s+β)ℓω,ν(log n/n) as n→ +∞, (3.9)
where ℓω,ν is slowly varying.
Remark. When ω(h) = rhs (Hölder regularity) we have more preisely
rn,ω ∼ σ2s/(1+2s+β)r(1+β)/(1+2s+β)(log n/n)s/(1+2s+β)ℓs,ν(log n/n) as n→ +∞.
Note that ℓ1(h) = ℓω,ν(h log(1/h)) is also slowly varying, thus ℓ1(1/n) = ℓω,ν(log n/n) is a
slow term.
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3.4. Convergene rates examples. Let β > −1, r, s be positive and α, γ be any real
numbers. If we take ν suh that
∫ h
0 ν(t)dt = h
β+1(log(1/h))α and ω(h) = rhs(log(1/h))γ
then we nd that (see setion 7.3 for the omputation details)
rn,ω ∼ σ2s/(1+2s+β)r(β+1)/(1+2s+β)
(
n(log n)α−1−γ(1+β)/s
)−s/(1+2s+β)
, (3.10)
where an ∼ bn mean limn→+∞ an/bn = 1. This rate has to be ompared with the minimax
rate from Gaïas (2004):
σ2s/(1+2s+β)r(β+1)/(1+2s+β)
(
n(log n)α−γ(1+β)/s
)−s/(1+2s+β)
,
where the only dierene is the α instead of α − 1 in the log exponent. This loss is the
payment for adaptation and is unavoidable in view of theorem 3 and its orollary. See
setion 4 for more details.
In the lassial ase, namely when the design is non-degenerate and f is Hölder (ω(h) =
rhs and α = β = γ = 0) we nd the usual pointwise minimax adaptive rate (see Lepski
(1990), Brown and Low (1996)):
σ2s/(1+2s)r1/(1+2s)(log n/n)s/(1+2s).
When the design is again non-degenerate and the ontinuity modulus is equal to ω(h) =
rhs(log(1/h))−s we nd a onvergene rate equal to
σ2s/(1+2s)r1/(1+2s)n−s/(1+2s),
whih is the usual minimax rate, without the log term for payment for adaptation. Atually,
this is a "toy" example sine we have asked for more regularity than in the Hölder regularity.
Note that in the degenerate design ase, when α and γ are suh that α = 1 + γ(1 + β)/s
there is again no extra log fator.
4. Optimality
4.1. Payment for adaptation. The onvergene rate of a linear estimator with an adaptive
bandwidth hoie an be well explained with a balane equation between its bias and variane
terms. In our ontext this equation is
ω(h) =
σ√
Nn,h
,
(see lemma 1) and a deterministi ounterpart of this equilibrium is
ω(h) =
σ√
2n
∫ h
0 ν(t)dt
, (4.1)
see lemma 5. We proved in Gaïas (2004) that the minimax rate ψn,ω over Σδ,α(x0, ω) is
given by
ψn,ω = ω(γn,ω), (4.2)
where γn,ω is the smallest solution to (4.1). In a model with homogeneous information
(the white noise or the regression model with an equidistant design) we know that suh
a balane equation annot be realized: an adaptive estimator to the unknown smoothness
without loss of eieny is not possible for pointwise estimation, even if we know that the
funtion belongs to one of two Hölder lasses, see Lepski (1990), Brown and Low (1996) and
Lepski and Spokoiny (1997) . This means that loal adaptation annot be ahieved for free:
we have to pay an extra log fator in the onvergene rate, at least of order (log n)2s/(1+2s)
when estimating a Hölder funtion with smoothness s. The authors all this phenomenon
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payment for adaptation. We intend here to generalise this result to the regression with a
degenerate random design.
4.2. Supereieny. Let s, r′ < r, be positive and δ 6 1, p > 1. We take ω(h) = rhs,
ω′(h) = r′hs and the minimax rate ψn,ω dened by (4.2). In view of lemma 6 we have
ψn,ω ∼ cs,β,σ,rn−s/(1+2s+β)ℓs,ν(1/n) as n→ +∞. (4.3)
We reall that in view of theorem 2 the "adaptive" rate rn,ω dened by (3.7) is attained by
the adaptive proedure f̂n(x0) simultaneously over several lasses Σδ,α(x0, ω) with ω ∈ RV(s)
for any regularity s ∈ (0, κ + 1] and that
rn,ω ∼ cs,β,σ,r(log n/n)s/(1+2s+β)ℓs,ν(log n/n) as n→ +∞. (4.4)
Theorem 3. If an estimator f̂n based on (1.1) is asymptotially minimax over Fδ(x0, ω),
that is
lim sup
n
sup
f ∈ Fδ(x0, ω)
ψ−pn,ω E
n
f,µ{|f̂n(x0)− f(x0)|p} < +∞,
and if this estimator is supereient at a funtion f0 ∈ Fδ(x0, ω′) in the sense that there is
γ > 0 suh that
lim sup
n
ψ−pn,ω n
γp
E
n
f0,µ{|f̂n(x0)− f0(x0)|p} < +∞, (4.5)
then we an nd a funtion f1 ∈ Fδ(x0, ω) suh that
lim inf
n
r−pn,ω E
n
f1,µ{|f̂n(x0)− f1(x0)|p} > 0.
This theorem is a generalisation of a result by Brown and Low (1996) for the degenerate
random design ase. Of ourse, when the design is non-degenerate (0 < µ(x0) < +∞) the
theorem remains valid and the result is barely the same as in Brown and Low (1996) with
the same rates.
The theorem 3 is a lower bound for a supereient estimator. Atually, the most inter-
esting result for our problem is the next orollary.
4.3. An adaptive lower bound. Let 0 < r2 < r1 < +∞ and 0 < s1 < s2 < +∞ be suh
that ⌊s1⌋ = ⌊s2⌋ = k. If ωi(h) = rihsi we denote Fi , Fδ(x0, ωi). Let ψn,i be the minimax
rate dened by (4.2) over Fi for i = 1, 2 and rn,1 be dened by (3.7) with ω = ω1 (the
"adaptive" rate when the lass is F1). Note that ψn,i satises (4.3) with s = si and rn,1
satises (4.4) with s = s1.
Corollary 1. If an estimator f̂n is asymptotially minimax over F1 and F2, that is for
i = 1, 2:
lim sup
n
sup
f ∈ Fi
ψ−pn,i E
n
f,µ{|f̂n(x0)− f(x0)|p} < +∞, (4.6)
then this estimator also satises
lim inf
n
sup
f ∈ F1
r−pn,1 E
n
f,µ
{|f̂n(x0)− f(x0)|p} > 0. (4.7)
Note that (4.7) ontradits (4.6) for i = 1 sine limn ψn,1/rn,1 = 0, thus there is no
pointwise minimax adaptive estimator over two suh lasses F1 and F2 and the
best ahievable rate is rn,i. The orollary 1 is an immediate onsequene of theorem 3.
Clearly, F2 ⊂ F1 thus equation (4.6) entails that f̂n is supereient at any funtion f0 ∈ F2.
More preisely, f̂n satises (4.5) with γ =
(s2−s1)(β+1)
2(1+2s1+β)(1+2s2+β)
> 0 sine n−γℓ(1/n) → 0
where ℓ , ℓs1,ν/ℓs2,ν and ℓ ∈ RV(0).
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5. Simulations
5.1. Implementation of the proedure. For the estimation at a point x, the proedure
(2.3) selets the best symmetrial interval I = [x− h, x+ h] among several h in the grid H.
We have implemented this proedure with non symmetrial intervals, whih is a proedure
similar to the one in Spokoiny (1998). First, we dene similarly to setion 2.1 for any
I ⊂ [0, 1] the salar produt
〈f , g〉I ,
∑
Xi∈I
f(Xi)g(Xi),
(it is onvenient in this part to remove the normalisation term Nn,h from the denition of the
salar produt) and similarly to (2.1) we dene the matrixXI with entries (XI)j,l = 〈φj , φl〉I
for 0 6 j, l 6 κ. We dene in the same way YI , and θ̂I is dened as the solution to
XIθ = YI .
Note that if J ⊂ [0, 1], the vetor FI,J with oordinates
(FI,J)j = 〈f̂I,κ − f̂J,κ , φj〉J/‖φj‖J
(for 0 6 j 6 κ) satises
FI,J = HJ(θ̂I − θ̂J),
where HJ is dened as the matrix with entries for 0 6 j, l 6 κ
(HJ)j,l ,
∑
Xi∈J(Xi − x)j+l√∑
Xi∈J(Xi − x)2j
.
The main steps of the proedure for the estimation at a point x are then:
(1) hoose parameters a > 1, κ ∈ N and m > κ+ 1,
(2) sort the (Xi, Yi) in (X(i), Y(i)) suh that X(i) 6 X(i+1),
(3) nd j suh that x ∈ [X(j),X(j+1)] and #{Xi|Xi ∈ [X(j),X(j+1)]} = m,
(4) build
G− =
[loga(j+1)]⋃
i=0
{X(j+1−[ai])}, G+ =
[loga(n−j)]⋃
i=0
{X(j+[ai])},
(5) ompute θ̂I and HI for all I ∈ G , G− × G+,
(6) if Nn,I , #{Xi|Xi ∈ I}, nd
Î , argmax
I∈G
{
Nn,I suh that ∀J ⊂ I, J ∈ G, ‖HJ(θ̂I − θ̂J)‖∞ 6 TI,J
}
,
where ‖ · ‖∞ stands for the sup norm in Rκ+1 and
TI,J = σ̂(1 +
√
κ+ 1)
√
logNn,I +
√
(1 + a)
√
(Nn,J/Nn,I) log n,
with σ̂ for instane given by (6.3).
(7) return the rst oordinate of θ̂Î .
This proedure uses a geometrial grid, thus it is omputationally feasible for reasonable
hoies of a (a = 1.05 is used in the next setion). The main steps of the proedure with an
arithmetial grid are the same with a modiation of the threshold, see (2.4). The proedure
is implemented in C++ and is quite fast: it takes few seonds to reover the whole funtion
at 300 points on a modern omputer.
POINTWISE ADAPTIVE CURVE ESTIMATION WITH DEGENERATE DESIGN 9
5.2. Numerial illustrations. We use for our simulations the target funtions from Donoho
and Johnstone (1994). These funtions are ommonly used as benhmarks for adaptive es-
timators. We show in gure 1 the target funtions and datasets with a uniform random
design. The noise is Gaussian with σ hosen to have (root) signal-to-noise ratio 7. The
sample size is n = 2000. We show the estimates in gure 2. For all estimates we take κ = 2,
a = 1.05 and m = 25. We estimate at eah point x = j/300 with j = 0, . . . , 300.
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Figure 1. Bloks, bumps, heavysine and doppler with Gaussian noise and
uniform design.
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Figure 2. Estimates based on the datasets in gure 1.
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Note that these estimates an be slightly improved with ase by ase tuned parameters:
for instane, for the rst dataset (bloks), the hoie κ = 0 gives a slightly better looking
estimate (the target funtion is onstant by parts). In gure 3 we show datasets with the
same signal-to-noise ratio and sample size as in gure 1 but the design is non-uniform (we
plot the design density on eah of them). We show the estimates based on these datasets in
gure 4. The same parameters as for gure 2 are used.
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Figure 3. Bloks, bumps, heavysine and doppler with Gaussian noise and
non-uniform design.
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Figure 4. Estimates based on the datasets in gure 3.
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In gures 5 and 6 we give a more loalised illustration of the heavysine dataset. We keep
the same signal-to-noise ratio and sample size. We onsider the design density
µ(x) =
β + 1
xβ+10 + (1− x0)β+1
∣∣x− x0∣∣β1[0,1](x), (5.1)
for x0 = 0.2, 0.72 and β = −0.5, 1.
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Figure 5. Heavysine datasets and estimates with design density (5.1) with
x0 = 0.2 and β = −0.5 at top, β = 1 at bottom.
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Figure 6. Heavysine datasets and estimates with design density (5.1) with
x0 = 0.72 and β = −0.5 at top, β = 1 at bottom.
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6. Disussion
6.1. On the proedure.
• It is important to note that on the event Ωh the estimator f̂h,κ is equal to the lassial
loal polynomial estimator dened by
f̂h,κ = arg min
g ∈ Vκ
‖g − Y ‖2h, (6.1)
where Vκ = Span{(φj)j=0,...,κ}. A neessary ondition for f̂h,κ to minimise (6.1) is
to be solution of the linear problem
nd f̂ ∈ Vκ suh that ∀φ ∈ Vκ, 〈f̂ , φ〉h = 〈Y , φ〉h. (6.2)
The main idea of the proedure is the following: if h is a good bandwidth, then for
any h′ 6 h and for all φ ∈ Vκ we should have in view of (6.2):
〈f̂h − f̂h′ , φ〉h′ = 〈f̂h − Y , φ〉h′ ≈ 〈ξ , φ〉h′ ,
whih means that the dierene f̂h−f̂h′ is mainly noise, in the sense that σ−1‖φ‖−1h′ 〈f̂h−
f̂h′ , φ〉h′ is lose in law to a standard Gaussian.
• The proedure (2.3) looks like the Lepski proedure: in a model where the estima-
tors an be well sorted by their respetive varianes (this is the ase with kernel
estimators in the white noise model, see Lepski and Spokoiny (1997)), the Lepski
proedure selets the largest bandwidth suh that the orresponding estimator does
not dier signiantly from estimators with a smaller bandwidth. Here the idea is
the same, but the proposed proedure is additionally sensitive to the design.
• The estimator f̂n(x0) only depends on κ and on the grid H (to be hosen by the
statistiian). It does not depend on the regularity of f nor any assumption on µ. In
this sense, this estimator is adaptive in both regularity and design.
• Note that Xh = tFhFh where Fh is the matrix of size n × (κ + 1) with entries
(Fh)i,j = (Xi − x0)j for 0 6 i 6 n and 0 6 j 6 κ, and that kerXh = kerFh. Thus
when n < κ+1, Xh is not invertible sine its kernel is not zero, and Ωh = ∅. This is
the reason why theorem 1 is stated for n > κ+1 and in the step 3 of the proedure
(see setion 5.1) we must take m > κ+1 so that eah interval in G ontains at least
κ+ 1 observations Xi.
• The reason why we need to take the grid H = Harith1 in theorem 2 is linked with the
ontrol of λn,ω. We an prove the theorem with a geometrial grid if we additionally
assume λn,ω > λ for λ > 0, but we preferred to work only under the regularly vary-
ing design assumption with a restrited grid hoie without extra assumption on the
model.
• The fat that the noise level σ is known is of little importane. If it is unknown
we an plug-in some estimator σ̂2n in plae of σ
2
. Following Gasser et al. (1986) or
Bukley et al. (1988) we an onsider
σ̂2n =
1
2(n − 1)
n−1∑
i=1
(Y(i+1) − Y(i))2, (6.3)
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where Y(i) is the observation at the point X(i) where X(1) 6 X(2) 6 . . . 6 X(n).
6.2. Comparison with previous results.
• In Guerre (1999), for the estimation of the regression funtion at the point 0 in a
more general setup for the design, the author works onditionally on Xn and gives
an upper bound with a data-driven rate similar to (3.4). The author onsiders then
as an example the ase of an i.i.d. design with density µ suh that µ(x) ∼ xβ lose
to 0 for β > −1, whih is a partiular ase of regularly varying density at 0 of index
β. Here the approah is the same: under the regular variation assumption we derive
from theorem 1 an asymptoti upper-bound with a deterministi rate (theorem 2).
• Bandwidth seletion proedures in loal polynomial estimation an be found in Fan
and Gijbels (1995), Goldenshluger and Nemirovski (1997) or Spokoiny (1998). In this
last paper the author is interested in the regression funtion estimation near a hange
point. The main idea and dierene between the work by Spokoiny (1998) and the
previous work by Goldenshluger and Nemirovski (1997) is to solve the linear problem
(6.2) in a non symmetrial neighbourhood of x0 not ontaining the hange point. Our
adaptive proedure (2.3) is mainly inspired from the work of Spokoiny and adapted
for the degenerate random design problem. We have also made improvements, for
instane we do not need to bound the estimator and the funtion at x0 by some
known onstant.
7. Proofs
In the following we denote by Pk,h the projetion in the spae Vk for the salar produt
〈· , ·〉h. We denote respetively by 〈· , ·〉 and by ‖ · ‖ the Eulidean salar produt and
the Eulidean norm in R
κ+1
. We denote by ‖ · ‖∞ the sup norm in Rκ+1. We dene
e1 , (1, 0, . . . , 0), the rst anonial basis vetor in R
κ+1
.
7.1. Preparatory results and proof of theorem 1. The next lemma is a version of the
loal polynomial estimator bias-variane deomposition, whih is lassial: see Cleveland
(1979), Tsybakov (1986), Korostelev and Tsybakov (1993), Fan and Gijbels (1995, 1996),
Goldenshluger and Nemirovski (1997), Spokoiny (1998) and Tsybakov (2003), among others.
The version given by lemma 1 is lose to the one in Spokoiny (1998). Let us introdue for
any positive integer k the ontinuity modulus
ωf,k(x0, h) = inf
P∈Pk
sup
|x−x0|6h
|f(x)− P (x− x0)|.
Note that if k1 6 k2 we learly have ωf,k2(x0, h) 6 ωf,k1(x0, h).
Lemma 1 (Bias variane deomposition). On the event Ωh the estimator f̂h,κ from denition
1 satises for any k 6 κ
|f̂h(x0)− f(x0)| 6 λ−1(Gh)
√
κ+ 1
(
ωf,k(x0, h) + σN
−1/2
n,h |γh|
)
, (7.1)
where γh is, onditional on Xn, entered Gaussian suh that E
n
f,µ{γ2h|Xn} 6 1.
Proof. On Ωh we have X˜h = Xh and λ(Xh) > N
−1/2
n,h > 0, then Xh is invertible. Sine Λh
is learly invertible on this event, Gh is also invertible. Let 0 < ε 6 12 . By denition of
ωf,κ(x0, h) we an nd a polynomial P
ε
f,h ∈ Pκ suh that
sup
x∈[x0−h,x0+h]
|f(x)− P εf,h(x)| 6 ωf,κ(x0, h) +
ε√
n
.
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In partiular we have |f(x0)−P εf,h(x0)| 6 ε√n and if we denote by θh the oeients vetor
of P εf,h then
|f̂h,κ(x0)− f(x0)| 6 |〈Λ−1h (θ̂h − θh) , e1〉|+
ε√
n
= |〈G−1h ΛhXh(θ̂h − θh) , e1〉|+
ε√
n
.
Then in view of (6.2) one has for j = 0, . . . , κ:
(Xh(θ̂h − θh))j = 〈f̂h,κ − P εf,h , φj〉h = 〈Y − P εf,h , φj〉h = 〈f − P εf,h , φj〉h + 〈ξ , φj〉h,
thus we an deompose Xh(θ̂h − θh) , Bh + Vh and then:
|f̂h,κ(x0)− f(x0)| 6 |〈G−1h ΛhBh , e1〉|+ |〈G−1h ΛhVh , e1〉|+
ε√
n
, A+B +
ε√
n
.
We have
A 6 ‖G−1h ΛhBh‖ 6 ‖G−1h ‖‖ΛhBh‖ 6 ‖G−1h ‖
√
κ+ 1‖ΛhBh‖∞,
and
|(ΛhBh)j | = ‖φj‖−1h |〈f − P εf,h , φj〉h| 6 ‖f − P εf,h‖h 6 ωf,κ(x0, h) +
ε√
n
.
For any symmetrial and positive matrixM we have λ−1(M) = ‖M−1‖ then sine ‖Λ−1h ‖ 6 1
we have on the event Ωh:
‖G−1h ‖ = ‖Λ−1h X−1h Λ−1h ‖ 6 ‖X−1h ‖ = λ−1(Xh) 6 N1/2n,h 6
√
n.
Thus A 6 ‖G−1h ‖
√
κ+ 1ωf,κ(x0, h) + ε
√
κ+ 1 6 ‖G−1h ‖
√
κ+ 1ωf,k(x0, h) + ε
√
κ+ 1 sine
k 6 κ. Conditional on Xn, the random vetor Vh is entered Gaussian with ovariane
matrix σ2N−1n,hXh. Thus G−1h ΛhVh is again entered Gaussian, with ovariane matrix
σ2N−1n,hG−1h ΛhXhΛhG−1h = σ2N−1n,hG−1h ,
and B is then entered Gaussian with variane
σ2N−1n,h〈e1 , G−1h e1〉 6 σ2N−1n,h‖G−1h ‖.
Sine Gh is positive symmetrial and its entries are smaller than one in absolute value we
get ‖G−1‖ = λ−1(Gh) and λ(Gh) = inf‖x‖=1〈x , Ghx〉 6 ‖Ghe1‖ 6
√
κ+ 1. Thus ‖G−1h ‖ 6√
κ+ 1‖G−1h ‖2, and the proposition follows. 
Let us introdue the events
Ah′,h,j ,
{|〈f̂h,κ − f̂h′,κ , φj〉h′ | 6 σ‖φj‖h′Tn,h′,h},
Ah′,h ,
⋂κ
j=0Ah′,h,j and Ah ,
⋂
h′∈Hh Ah′,h. The following lemma shows that if some
bandwidth h is good in the sense that h 6 Hn,ω (h is smaller than the ideal adaptive
bandwidth) then h an be seleted by the proedure with a large probability.
Lemma 2. Let f ∈ Fδ(x0, ω) for ω ∈ RV(s) with 0 < s 6 κ+1. If h is suh that h 6 Hn,ω∧δ
we have on Ωh for any n > κ+ 1:
P
n
f,µ
{Ah|Xn} > 1− (κ+ 1)N−2pn,h .
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Proof. Let j ∈ {0, . . . , κ} and h′ ∈ Hh. On Ωh we have in view of (6.1) that f̂h,κ = Pκ,h(Y )
thus using (6.2) we an deompose:
〈f̂h′,κ − f̂h,κ , φj〉h′ = 〈Y − f̂h,κ , φj〉h′ = 〈f − f̂h,κ , φj〉h′ + 〈ξ , φj〉h′
= 〈f −Pκ,h(f) , φj〉h′ + 〈Pκ,h(f)− f̂h,κ , φj〉h′ + 〈ξ , φj〉h′
= 〈f −Pκ,h(f) , φj〉h′ + 〈Pκ,h(f − Y ) , φj〉h′ + 〈ξ , φj〉h′
= 〈f −Pκ,h(f) , φj〉h′ − 〈Pκ,h(ξ) , φj〉h′ + 〈ξ , φj〉h′
, A+B + C.
The term A is a bias term. By the denition of ωf,k(x0, h) we an nd a polynomial P
n
f,h ∈ Vk
suh that
sup
x∈[x0−h,x0+h]
|f(x)− Pnf,h(x)| 6 ωf,k(x0, h) + εn,
where εn ,
Cκσ
2
√
Cp log 2
n (see (2.4)). Sine h
′ 6 h 6 δ, f ∈ Fδ(x0, ω) and Pnf,h ∈ Vk ⊂ Vκ
we get
|A| 6 ‖f −Pκ,h(f)‖h′‖φj‖h′ 6 ‖f − Pnf,h −Pκ,h(f − Pnf,h)‖h‖φj‖h′
6 ‖f − Pnf,h‖h‖φj‖h′
6 ‖φj‖h′(ωf,k(x0, h) + εn) 6 ‖φj‖h′(ω(h) + εn),
sine Pκ,h is a projetion with respet to 〈· , ·〉h. If h < Hn,ω we have in view of (3.3)
that ω(h) 6 σ
√
N−1n,h log n. When h = Hn,ω two ases an our. If the graphs of h 7→
σ
√
N−1n,h log n and h 7→ ω(h) ross eah other we have ω(h) = σ
√
N−1n,h log n. When these
graphs do not ross we introdue H−n,ω = max{h ∈ H|h < Hn,ω} and H+n,ω = min{h ∈ H|h >
Hn,ω}. If H = Haritha we have Nn,Hn,ω 6 Nn,H+n,ω 6 Nn,H−n,ω + a while when H = H
geom
a we
get Nn,Hn,ω 6 Nn,H+n,ω 6 (1 + a)Nn,H−n,ω . Then for any h 6 Hn,ω:
|A| 6
{‖φj‖h′(σ√(Nn,h − a)−1 log n+ εn) if H = Haritha ,
‖φj‖h′(σ
√
(1 + a)N−1n,h log n+ εn) if H = Hgeoma .
(7.2)
Conditional on Xn, B and C are entered Gaussian. We have L(C|Xn) = N (0, σ2N−1n,h′‖φj‖2h′)
and onditional on Xn the vetor Pκ,h(ξ) is entered Gaussian with ovariane matrix
σ2Pκ,h
t
Pκ,h = σ
2
Pκ,h,
sine Pκ,h is a projetion. Thus B is entered Gaussian with variane
E
n
f,µ{〈Pκ,h(ξ) , φj〉2h′ |Xn} 6 ‖φj‖2h′Enf,µ{‖Pκ,h(ξ)‖2h′ |Xn}
= N−1n,h′‖φj‖2h′tr(Var(Pκ,h(ξ)|Xn))
= σ2N−1n,h′‖φj‖2h′tr(Pκ,h)
6 σ2N−1n,h′‖φj‖2h′ dim(Vκ) 6 σ2N−1n,h′‖φj‖2h′(κ+ 1),
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where we last used that Pκ,h is the projetion in Vκ. Then onditional on Xn, B + C is
entered Gaussian with variane
E
n
f,µ{(B +C)2|Xn} 6 Enf,µ{B2 + 2BC + C2|Xn}
6 Enf,µ{B2|Xn}+ 2
√
Enf,µ{B2|Xn}Enf,µ{C2|Xn}+ Enf,µ{C2|Xn}
6 σ2(1 +
√
κ+ 1)2N−1n,h′‖φj‖2h′C2κ.
Using (7.2) and sine 2 6 Nn,h 6 n on Ωh we have
Ach′,h,j ⊂
{ |B + C|
σN
−1/2
n,h′ ‖φj‖h′Cκ
>
√
Cp logNn,h/2
}
,
and using a standard Gaussian large deviation inequality we get
P
n
f,µ
{Ach′,h,j∣∣Xn} 6 exp(−(1 + 2p) logNn,h) = N−(1+2p)n,h .
Sine #(Hh) 6 Nn,h we nally have
P
n
f,µ{Ach|Xn} 6 Pnf,µ
{ ⋃
h′∈Hh
κ⋃
j=0
Ach′,h,j
∣∣Xn} 6 (κ+ 1)N−2pn,h . 
Lemma 3. Let h ∈ H and h′ ∈ Hh. On the event Ωh′ ∩Ah′,h one has:
|f̂h(x0)− f̂h′(x0)| 6 Cp,κ,a‖G−1h′ ‖σ
√
N−1n,h′ log n,
where Cp,κ,a ,
√
κ+ 1(
√
1 + a+Cκ
√
Cp).
Proof. In view of denition 1 and sine Gh′ is invertible on Ωh′ we have
|f̂h(x0)− f̂h′(x0)| = |〈Λ−1h′ (θ̂h − θ̂h′) , e1〉| 6 ‖Λ−1h′ (θ̂h − θ̂h′)‖
= ‖G−1h′ Λh′Xh′(θ̂h − θ̂h′)‖
, ‖G−1h′ Λh′Dh′,h‖ 6 ‖G−1h′ ‖
√
κ+ 1‖Λh′Dh′,h‖∞.
On Ah′,h we have for any j ∈ {0, . . . , κ}:
|(Dh′,h)j | = |〈f̂h − f̂h′ , φj〉h′ | 6 σ‖φj‖h′Tn,h′,h,
thus ‖Λh′Dh′,h‖∞ 6 σTn,h′,h. Sine h′ 6 h and Nn,h 6 n we have when H = Hgeoma
Tn,h′,h 6 (Cκ
√
Cp +
√
1 + a)
√
Nn,h′ log n, (7.3)
and when H = Haritha we have by onstrution Nn,h > 1+a thus (Nn,h−a)−1 6 (1+a)N−1n,h
and (7.3) holds again. 
Lemma 4. For any p, α > 0 and 0 < h′ 6 h 6 1 the estimator f̂h′ given by denition 1
satises:
sup
f ∈ U(α)
E
n
f,µ
{|f̂h′(x0)|p|Xn} 6 Cσ,p,κ(α ∨ 1)pNp/2n,h ,
where Cσ,p,κ = (κ+ 1)
p/2
√
2
π
∫
R+
(1 + σt)p exp(−t2/2)dt.
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Proof. If Nn,h′ = 0 we have f̂h′ = 0 and the result is obvious, thus we assume Nn,h′ > 0.
Sine λ(X˜h′) > N
−1/2
n,h′ > 0, X˜h′ and Λh′ are invertible and also Gh′ . Thus,
f̂h′(x0) = 〈Λ−1h′ θ̂h′ , e1〉 = 〈G−1h′ Λh′X˜h′ θ̂h′ , e1〉 = 〈G−1h′ Λh′Yh′ , e1〉.
For any j ∈ {0, . . . , κ} we have (Λh′Yh′)j = ‖φj‖−1h′ (〈f , φj〉h′ + 〈ξ , φj〉h′) , Bh′,j + Vh′,j .
Sine f ∈ U(α) we have
|Bh′,j| 6 ‖φj‖−1h′ |〈f , φj〉h′ | 6 ‖f‖h′ 6 α,
thus ‖Bh′‖∞ 6 α. Sine Vh′ is, onditional on Xn, a entered Gaussian vetor with variane
σ2N−1n,h′Λh′Xh′Λh′ we have that G−1h′ Λh′Vh′ is also entered Gaussian, with variane
σ2N−1n,h′G−1h′ Λh′Xh′Λh′G−1h′ = σ2N−1n,h′Λ−1h′ X˜−1h′ Xh′X˜−1h′ Λ−1h′ .
The variable 〈G−1h′ Vh′ , e1〉 is then onditional on Xn entered Gaussian with variane
v2h′ , σ
2N−1n,h′〈e1Λ−1h′ X˜−1h′ Xh′X˜−1h′ Λ−1h′ , e1〉 6 σ2N−1n,h′‖Λ−1h′ ‖2‖X˜−1h′ ‖2‖Xh′‖,
and sine learly ‖Xh′‖ 6 κ + 1, ‖Λ−1h′ ‖ 6 1 and ‖X˜−1h′ ‖ = λ−1(X˜h′) 6 N1/2n,h′ we have
v2h′ 6 σ
2(κ+ 1) and ‖G−1h′ ‖ 6 ‖Λ−1h′ ‖‖X˜−1h′ ‖‖Λ−1h′ ‖ 6 N1/2n,h′. Finally we have
|f̂h′(x0)| 6 |〈G−1h′ Bh′ , e1〉|+ |〈G−1h′ Vh′ , e1〉| 6 ‖G−1h′ ‖(‖Bh′‖+ σ
√
κ+ 1|γh′ |)
6
√
κ+ 1N
1/2
n,h′(‖Bh′‖∞ + σ|γh′ |)
6
√
κ+ 1(α ∨ 1)N1/2n,h (1 + σ|γh′ |),
where γh′ is, onditional on Xn, entered Gaussian with variane v
2
h′ 6 1. The lemma follows
by integrating with respet to P
n
f,µ(·|Xn). 
Proof of theorem 1. We rst work on the event {Ĥn < H∗n,ω}. By denition of Ĥn we have
{Ĥn < H∗n,ω} ⊂ AcH∗n,ω . Uniformly for f ∈ U(α) we have using the lemmas 2 and 4:
E
n
f,µ
{
R−pn,ω|f̂n(x0)− f(x0)|p1Ĥn<H∗n,ω |Xn
}
6 (2p ∨ 1)R−pn,ω
(√
Enf,µ{|f̂Ĥn(x0)|2p|Xn}+ |f(x0)|
p
)√
Pnf,µ{AcH∗n,ω |Xn}
6 (2p ∨ 1)σ−p(α ∨ 1)p(√Cσ,2p,κ + 1)√κ+ 1(log n)−p/2 = on(1).
Now we work on the event {H∗n,ω 6 Ĥn}. By denition of Ĥn we have {H∗n,ω 6 Ĥn} ⊂
A
H∗n,ω ,Ĥn
and using lemma 3 we get on ΩH∗n,ω :
|f̂Ĥn(x0)− f̂H∗n,ω(x0)| 6 Cp,κ,a‖G
−1
H∗n,ω
‖Rn,ω. (7.4)
Sine s 6 κ+ 1 we have k = ⌊s⌋ 6 κ and ωf,κ(x0, h) 6 ωf,k(x0, h). In view of lemma 1 and
sine f ∈ FH∗n,ω(x0, ω) one has on ΩH∗n,ω :
|f̂H∗n,ω(x0)− f(x0)| 6 ‖G−1H∗n,ω‖
√
κ+ 1
(
ω(H∗n,ω) + σN
−1/2
n,H∗n,ω
|γH∗n,ω |
)
,
where γH∗n,ω is, onditional on Xn, entered Gaussian with E
n
f,µ{γ2H∗n,ω |Xn} 6 1. When
H∗n,ω < Hn,ω we have ω(H∗n,ω) 6 σ
√
N−1n,H∗n,ω log n. When H
∗
n,ω = Hn,ω we proeed as in the
proof of lemmas 2 and 3 to prove that
ω(H∗n,ω) 6 σ
√
(1 + a)N−1n,H∗n,ω log n,
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in both ases H = Haritha or H = Hgeoma . Then
|f̂H∗n,ω(x0)− f(x0)| 6 Rn,ω‖G−1H∗n,ω‖
√
κ+ 1
(√
1 + a+ |γH∗n,ω |
)
. (7.5)
Finally, the inequalities (7.4) and (7.5) together entail:
R−1n,ω|f̂n(x0)− f(x0)|1H∗n,ω6Ĥn,ω 6 ‖G
−1
H∗n,ω
‖(Cp,κ,a +
√
κ+ 1(
√
1 + a+ |γH∗n,ω |)),
and the result follows by integration with respet to P
n
f,µ(·|Xn). 
7.2. Preparatory results and proof of theorem 2. Let us denote by P
n
µ the joint prob-
ability of the variables (Xi)i=1,...,n. We dene Fν(h) ,
∫ h
0 ν(t)dt.
Lemma 5. If µ ∈ R(x0, β) one has for any ε, h > 0:
∀ε > 0, Pnµ
{∣∣∣ Nn,h
2nFν(h)
− 1
∣∣∣ > ε} 6 2 exp(− ε2
1 + ε/3
nFν(h)
)
.
Proof. It sues to use the Bernstein inequality to the sum of independent random variables
Zi = 1|Xi−x0|6h − Pnµ{|X1 − x0| 6 h} for i = 1, . . . , n. 
Lemma 6. If µ ∈ R(x0, β) for β > −1, ω ∈ RV(s) for s > 0 and (hn,ω) is dened by (3.6)
then rn,ω = ω(hn,ω) satises
rn,ω ∼ cs,βσ2s/(1+2s+β)(log n/n)s/(1+2s+β)ℓω,ν(log n/n) as n→ +∞, (7.6)
where ℓω,ν is slowly varying and cs,β = 2
s/(1+2s+β)
. When ω(h) = rhs (Hölder regularity)
for r > 0 we have more preisely :
rn,ω ∼ cs,βσ2s/(1+2s+β)r(β+1)/(1+2s+β)(log n/n)s/(1+2s+β)ℓs,ν(log n/n) as n→ +∞, (7.7)
where ℓs,ν is again slowly varying.
Proof. Let us dene G(h) = ω2(h)Fν(h). Sine β > −1 we have Fν ∈ RV(β+1) (see appen-
dix) and G ∈ RV(1+2s+β). The funtion G is ontinuous and suh that limh→0+ G(h) = 0
in view of (A.2), sine 1 + 2s + β > 0. Then for n large enough hn is given by hn =
G←(σ2 log n/2n) where G←(h) , inf{y > 0|G(y) > h} is the generalised inverse of G. Sine
G← ∈ RV(1/(1 + 2s+ β)) (see appendix) we have ω ◦G← ∈ RV(s/(1+ 2s+ β)) and we an
write ω ◦G← = hs/(1+2s+β)ℓω,ν(h) where ℓω,ν is slowly varying. Thus
rn = ω ◦G←
(
σ2
log n
2n
)
= cs,βσ
2s/(1+2s+β)(log n/n)s/(1+2s+β)ℓω,ν
(σ2 log n
2n
)
∼ cs,βσ2s/(1+2s+β)(log n/n)s/(1+2s+β)ℓω,ν
( log n
n
)
as n→ +∞,
sine ℓω,ν is slowly varying. When ω(h) = rh
s
we an write more preisely hn = G
←(σ2 logn
2r2n
)
where G(h) = h2sFν(h), so (7.6) and (7.7) follow. 
Let us introdue the following notations: if α ∈ N and h > 0 we dene
Nn,h,α ,
∑
|Xi−x0|6h
(Xi − x0
h
)α
.
Note that Nn,h,0 = Nn,h. For ε > 0, we dene the event:
Dn,h,α,ε ,
{∣∣∣ Nn,h,α
nFν(h)
− Cα,β
∣∣∣ 6 ε},
where Cα,β is given in setion 3.3.
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Lemma 7. For any α ∈ N, ε > 0 and if µ ∈ R(x0, β) we have for any positive sequene
(γn) going to 0 and when n is large enough:
P
n
µ
{
Dcn,γn,α,ε
}
6 2 exp
(
− ε
2
8(2 + ε/3)
nFν(γn)
)
. (7.8)
Proof. Let us dene Qi,n,α ,
(
Xi−x0
γn
)α
1|Xi−x0|6γn , Zi,n,α , Qi,n,α − Enµ{Qi,n,α}. Sine
µ ∈ R(x0, β) one has for n suh that [x0 − γn, x0 + γn] ⊂W and i ∈ {1, . . . , n}:
1
Fν(γn)
E
n
µ{Qi,n,α} = (1 + (−1)α)
γβ+1n ℓν(γn)∫ γn
0 t
βℓν(t)dt
∫ γn
0 t
α+βℓν(t)dt
γα+β+1n ℓν(γn)
,
where ℓν(h) = h
−βν(h) is slowly varying (see appendix) and in view of (A.3) we have
lim
n→+∞
1
Fν(γn)
E
n
µ{Qi,n,α} = Cα,β.
Then for n large enough one has:{∣∣ Nn,γn,α
nFν(γn)
− Cα,β
∣∣ > ε} ⊂ {∣∣∣ 1
nFν(γn)
n∑
i=1
Zi,n,α
∣∣∣ > ε/2}. (7.9)
We have E
n
µ{Zi,n,α} = 0, |Zi,n,α| 6 2. Sine
b2n,α ,
n∑
i=1
E
n
µ{Z2i,n,α} 6 nEnµ{Q2i,n,α} 6 2nFν(γn),
and the Zi,n,α are independent we an apply Bernstein inequality. If τn ,
ε
2nFν(γn), (7.9)
and Bernstein inequality entail:
P
n
µ
{
Dcn,γn,α,ε
}
6 2 exp
( −τ2n
2(b2n,α + 2τn/3)
)
6 2 exp
(
− ε
2
8(2 + ε/3)
nFν(γn)
)
. 
Let us introdue for ε > 0 the event
Cn,ε , {(1− ε)hn,ω < Hn,ω 6 (1 + ε)hn,ω},
where hn,ω is given by (3.6).
Lemma 8. If ω ∈ RV(s) for s > 0 then for any 0 < ε2 6 1/2 there exists 0 < ε3 6 ε2 suh
that for n large enough
Dn,(1−ε2)hn,ω ,0,ε3 ∩Dn,(1+ε2)hn,ω ,0,ε3 ⊂ Cn,ε2 .
Proof. By the denition (3.3) of Hn,ω we have
{Hn,ω 6 (1 + ε2)hn,ω} = {Nn,(1+ε2)hn,ω > σ2ω−2((1 + ε2)hn,ω) log n}.
It is lear that ε3 , 1− (1 − ε22)−2(1 + ε2)−2s ∧ ε2 > 0 for ε2 small enough. We reall that
ℓω stands for the slow term of ω (see denition 3). Sine (A.1) uniformly over eah ompat
set in (0,+∞) we have when n is large enough that for any y ∈ [12 , 32 ]:
(1− ε22)ℓω(hn,ω) 6 ℓω(yhn,ω) 6 (1 + ε22)ℓω(hn,ω), (7.10)
so (7.10) with y = 1 + ε (ε 6 1/2) entails in view of (3.6) and sine Fν is inreasing:
2(1− ε3)nFν((1 + ε2)hn,ω) > (1− ε22)−2(1 + ε2)−2sσ2ω−2(hn,ω) log n
= σ2
(
(1 + ε2)hn,ω
)−2s
(1− ε22)−2ℓ−2ω (hn,ω) log n
> σ2ω−2((1 + ε2)hn,ω) log n.
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Thus
{Nn,(1+ε2)hn,ω > 2(1 − ε3)nFν((1 + ε2)hn,ω)} ⊂ {Hn,ω 6 (1 + ε2)hn,ω},
and similarly on the other side we have for n large enough
{Nn,(1−ε2)hn,ω 6 2(1 + ε3)nFν((1− ε2)hn,ω)} ⊂ {(1− ε2)hn,ω < Hn,ω},
thus the lemma. 
Let us denote Gn , GHn,ω and introdue the events An,ε ,
{|λ(Gn)− λκ,β| 6 ε} for ε > 0
and for α ∈ N
Bn,α,ε ,
{∣∣∣ 1
nFν(hn)
∑
|Xi−x0|6Hn
(Xi − x0
hn
)α − Cα,β∣∣∣ 6 ε}.
Lemma 9. If ω ∈ RV(s) for s > 0 and µ ∈ R(x0, β) for β > −1 we an nd for any
0 < ε 6 12 an event An,ε ∈ Xn suh that for n large enough
An,ε ⊂ An,ε ∩ Bn,0,ε ∩Cn,ε, (7.11)
and
P
n
µ{Acn,ε} 6 4(κ+ 2) exp
(− cβ,σ,εr−2n ). (7.12)
Proof. Using the fat that λ(M) = inf‖x‖=1〈x , Mx〉 for any symmetrial matrix M and
sine Gn and G are symmetrial we get
2κ⋂
α=0
{∣∣(Gn)j,l − (G)j,l∣∣ 6 ε
(1 + κ)2
}
⊂ An,ε.
Sine |(G)j,l| 6 1 we an nd easily 0 < ε1 6 ε suh that for any 0 6 j, l 6 κ
Bn,j+l,ε1 ∩ Bn,2j,ε1 ∩ Bn,2l,ε1 ⊂
{∣∣(Gn)j,l − (G)j,l∣∣ 6 ε
(1 + κ)2
}
,
and then
2κ⋂
α=0
Bn,α,ε1 ⊂ An,ε.
We dene ε2 ,
2κ
5×3κ ε1 and ε3 suh that
(2+ε3)(1+ε3)β+2
2−ε3 = 1+ε2. Sine h 7→ Nn,h is inreasing
we have
Cn,ε3 ⊂ {Nn,(1−ε3)hn 6 Nn,Hn 6 Nn,(1+ε3)hn},
and using lemma 8 we an nd ε4 6 ε3 suh that
Dn,(1−ε3)hn,0,ε4 ∩Dn,(1+ε3)hn,0,ε4 ⊂ Cn,ε3.
In view of (A.1) and sine ℓν(h) , Fν(h)h
−(β+1)
is slowly varying we have for n large enough
and any 0 < ε3 6 1/2
ℓν((1 + ε3)hn) 6 (1 + ε3)ℓν(hn) and ℓν((1− ε3)hn) > (1− ε3)ℓν(hn), (7.13)
thus
Dn,(1−ε3)hn,0,ε4 ∩Dn,(1+ε3)hn,0,ε4 ∩Dn,hn,0,ε3 ⊂ En,ε2 ,
{∣∣∣Nn,Hn
Nn,hn
− 1
∣∣∣ 6 ε2},
and on Dn,(1−ε3)hn,0,ε4 ∩Dn,(1+ε3)hn,0,ε4 ∩Dn,hn,0,ε3 we have
1
nFν(hn)
∣∣∣ ∑
|Xi−x0|6Hn
(Xi − x0
hn
)α −Nn,hn,α∣∣∣ 6 (Hn ∨ hnhn
)α Nn,hn
nFν(hn)
∣∣∣Nn,Hn
Nn,hn
− 1
∣∣∣
6 (1 + ε3)
α(2 + ε3)ε2 6 ε1/2,
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sine ε3 6 1/2. Then we have sine ε4 6 ε3 6 ε2 6
ε1
2
Dn,(1−ε3)hn,0,ε4 ∩Dn,(1+ε3)hn,0,ε4 ∩Dn,hn,0,ε4 ∩Dn,hn,α,ε4 ⊂ Bn,α,ε1 ,
and nally
An,ε , Dn,(1−ε3)hn,0,ε4 ∩Dn,(1+ε3)hn,0,ε4 ∩Dn,hn,0,ε4 ∩
2κ⋂
α=0
Dn,hn,α,ε4 ⊂ An,ε ∩ Bn,0,ε ∩ Cn,ε,
thus (7.11). Using lemma 7 we obtain easily in view of (7.13) and (3.6) for n large enough
P
n
µ{Acn,ε} 6 4(κ+ 2) exp
( −ε24
4(2 + ε4/3)
2−(β+2)σ2r−2n log n
)
,
thus (7.12) and the lemma follows. 
Proof of theorem 2. Sine H = Harith1 we have Hn,ω = H∗n,ω and λn,ω = λ(GHn,ω). We an
assume without generality loss that ε , ̺ − 1 6 12 ∧ λκ,β. We onsider the event An,ε
from lemma 9. Clearly, we have for n large enough An,ε ⊂ ΩHn,ω and F̺hn,ω(x0, ω) ⊂
FHn,ω(x0, ω). In view of (7.11) and theorem 1 we have uniformly for f ∈ Σ:
E
n
f,µ{r−pn |f̂n(x0)− f(x0)|p1An,ε} 6 (1− ε)−p/2Enf,µ{R−pn |f̂n(x0)− f(x0)|p1ΩHn}
6 (1− ε)−p/2c1(λκ,β − ε)−p(1 + on(1)).
Now we work on the omplementary Acn,ε. Using lemma 4 and equation (7.12) we get sine
f ∈ U(α) and Nn,h 6 n:
E
n
f,µ{r−pn |f̂n(x0)− f(x0)|p1Acn,ε} 6 (2p ∨ 1)r−pn
(√
Enf,µ{|f̂n(x0)|2p}+ αp
)√
Pnµ{Acn,ε}
6 (2p ∨ 1)(α ∨ 1)p(√Cσ,2p,κ + 1)np/2r−pn √Pnµ{Acn,ε} = on(1),
thus we have proved (3.8) and (3.9) follows from lemma 6. 
7.3. Computation of the example.
Lemma 10. Let a ∈ R and b > 0. If G(h) = hb(log(1/h))a, then we have
G←(h) ∼ ba/bh1/b(log(1/h))−a/b as h→ 0+.
The proof of this lemma an be found in Gaïas (2004). Using this lemma, we obtain
that an equivalent of hn (see (3.6)) is
(1 + 2s+ β)(α+2γ)/(1+2s+β)
(σ
r
)2/(1+2s+β)(
2n(log n)α+2γ−1
)−1/(1+2s+β)
,
and sine ω(h) = rhs(log(1/h))γ we nd that an equivalent of rn (up to a onstant depending
on s, β, γ, α) is (3.10).
7.4. Proof of the lower bound. The proof of theorem 3 is similar to the proof of theorem
3 in Brown and Low (1996). It is based on the next theorem whih an be found in Cai et
al. (2004). This result is a general onstrained risk inequality and is very useful for several
statistial problems, for example supereieny, adaptation and so on.
Let p > 1 and q be suh that 1p +
1
q = 1 and X be a real random variable having
distribution Pθ with density fθ with respet to some measure m. The parameter θ an take
two values θ1 or θ2. We want to estimate θ based on X. For any estimator δ based on X
we dene its risk by
Rp(δ, θ) , Eθ{|δ(X) − θ|p}.
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We dene s(x) = fθ2(x)/fθ1(x) and ∆ = |θ2 − θ1|. Let
Iq = Iq(θ1, θ2) ,
(
Eθ1{sq(X)}
)1/q
.
Theorem 4 (Cai, Low and Zhao (2004)). If δ is suh that Rp(δ, θ1) 6 ε
p
and if ∆ > εIq
we have
Rp(δ, θ2) > (∆− εIq)p > ∆p
(
1− pεIq
∆
)
.
Proof of theorem 3. Sine lim supn ψ
−p
n nγpEf0,µ{|f̂n(x0) − f0(x0)|p} = C < ∞ we have for
n > N
Ef0,µ{|f̂n(x0)− f0(x0)|p} 6 2Cψpnn−γp.
Let g be k times dierentiable with support inluded in [−1, 1], g(0) > 0 and suh that for
any |x| 6 δ, |g(k)(x)− g(k)(0)| 6 k!|x|s−k. Suh a funtion learly exists. We dene
f1(x) , f0(x) + (r − r′)ρsng
(x− x0
ρn
)
,
where ρn is the smallest solution to
rhs = σ
√
b log n
2nFν(h)
,
where b = 2g−2∞ (p − 1)γ and g∞ , supx |g(x)|. We learly have f1 ∈ Fδ(x0, ω). Let Pn0 ,Pn1
be the joint laws of the observations (1.1) when respetively f = f0 or f = f1. A suient
statisti for {Pn0 ,Pn1} is given by Tn , log
dPn0
dPn1
, and
Tn ∼
N
(− vn
2
, vn
)
under P
n
0 ,
N (vn
2
, vn
)
under P
n
1 ,
where
vn =
n
σ2
‖f0 − f1‖2L2(µ) =
n
σ2
∫
(f0(x)− f1(x))2µ(x)dx 6 2(p − 1)γ log n.
An easy omputation gives Iq = exp(
vn(q−1)
2 ) 6 n
γ
thus taking δn = f̂n(x0), θ2 = f1(x0),
θ1 = f0(x0) and ε = ψn entails using theorem 4
Rp(δn, θ2) >
(
(r − r′)ρsng(0) − 2Cψnn−γnγ
)p
> (r − r′)pρspn gp(0)(1 − on(1)),
sine limn ψn/ρ
s
n → 0, and the theorem follows. 
Appendix A. Some fats on regular variation
We reall here briey some results about regularly varying funtions. The results stated
in this setion an be found in Senata (1976), Geluk and de Haan (1987) and Bingham et
al. (1989).
Let ℓ be in all the following a slowly varying funtion. An important result is that the
property
lim
h→0+
ℓ(yh)/ℓ(h) = 1 (A.1)
atually holds uniformly for y in any ompat set of (0,+∞). IfR ∈ RV(α1) and R ∈ RV(α2)
we have
• R1 ×R2 ∈ RV(α1 + α2),
• R1 ◦R2 ∈ RV(α1 × α2).
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If R ∈ RV(γ) with γ ∈ R− {0} then as h→ 0+ we have
R(h)→
{
0 if γ > 0,
+∞ if γ < 0. (A.2)
If γ > −1, one has: ∫ h
0
tγℓ(t)dt ∼ (1 + γ)−1h1+γℓ(h) as h→ 0+, (A.3)
and then h 7→ ∫ h0 tγℓ(t)dt is regularly varying of index 1 + γ. This result is known as the
Karamata theorem. If R is ontinuous we dene the generalised inverse as
R←(y) = inf{h > 0 suh that R(h) > y}.
If R ∈ RV(γ) for some γ > 0 then there exists R− ∈ RV(1/γ) suh that
R(R−(h)) ∼ R−(R(h)) ∼ h as h→ 0+, (A.4)
and R− is unique up to an asymptoti equivalene. Moreover, one version of R− is R←.
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