Abstract-We introduce a novel approach for discriminative classification using evolutionary algorithms. We first propose an algorithm to optimize the total loss value using a modified 0-1 loss function in a 1-D space for classification. We then extend this algorithm for multidimensional classification using an evolutionary algorithm. The proposed evolutionary algorithm aims to find a hyperplane that best classifies instances while minimizing the classification risk. We test particle swarm optimization, evolutionary strategy (ES), and covariance matrix adaptation ES for optimization purposes. After parameter selection, we compare our results with well-established and state-of-the-art classification algorithms, for both binary and multiclass classification, on 23 benchmark classification problems, with and without noise and outliers. We also compare these methods on a seizure detection task for 12 epileptic patients. Results show that the performance of the proposed algorithm is significantly (Wilcoxon test) better than all other methods in almost all problems tested. We also show that the proposed algorithm is significantly more robust against noise and outliers comparing to other methods. The running time of the algorithm is within a reasonable range for the solution of real-world classification problems.
ψ β : S → Y, aims to guarantee ∀i ∈ Y, ∀x ∈ S i , P(ψ β (x) = i|x) = 1 where β is a set of configurations for the procedure ψ β (x), and P is the probability measure. 1 The classifier ψ β (·) is usually a combination of an optimization problem, β , a transformation M β : S →Ŝ, and a discriminator D :Ŝ → Y. The solution to β yields β that transforms any given instance x tox throughx = M β (x), which is finally mapped into the class label by D(x). In reality, the true class of only a subset of S is known (the training set). It is hence challenging to find a transformation β for which ψ β ( x) is the true class of all x in S, including the ones that are not in the training set (unseen instances). Therefore, the generality of an optimized β depends on the assumptions made to formulate β and the given training set itself. We assume that M β ( x) is linear (β = <ω, b> and M β ( x) = xω T + b). For binary classification (y i ∈ {−1, 1} for all i), ω : R n → R and b ∈ R represent the normal vector and the intercept of a hyperplane that separates the two classes, the separator hyperplane. Note that nonlinear classification is possible by adding a kernel to a linear classifier [3] . Also, the algorithms for binary classification can be extended to work with multiclass classification through the one-versus-one approach [4] .
Motivation: One way to formulate the optimization problem β for discriminative classification is through minimization of the number of misclassified instances, i.e., minimization of the total loss of the 0-1 loss function [5] (see Section II-A). Optimization of the total loss over the 0-1 loss function leads to finding the optimal separator hyperplane that is robust against outliers [5] . As this optimization problem is NPhard [6] , existing algorithms to find such a hyperplane are impractical for real-world classification [5] . In addition, the original definition of the 0-1 loss function leads to inefficiencies, such as sensitivity to class imbalance and ignorance of classification risk. Several alternative formulations have been proposed [2] , [7] that turn this formulation into a smooth convex one and use gradient descent to solve it efficiently. These alternative formulations, however, are sensitive to noise and outliers.
In this paper, we propose an alternative loss function to address the shortcomings associated with the 0-1 loss function (sensitivity to imbalances in the number of instances in 1 Throughout this paper, we consider a special case of classification problems, where all members of S are in R n (so called feature space), and each instance in S is represented by a vector. We also assume that feasible values for x j (called a variable throughout this paper), the jth element of the instance x, are ordered by the operator "≤" (i.e., x j is not categorical). Note, however, that these categorical variables can be encoded into continuous space variables, ordered by ≤, by an encoding method, such as the one-hot-encoding. each class and ignorance of classification risk) while keep its advantages (robustness against noise and outliers). We then propose an efficient algorithm to find the optimal solution to the 1-D discriminative classification problem using this loss function. We extend that algorithm to handle multidimensional classification problems using an evolutionary algorithm. Three evolutionary algorithms (EAs) [particle swarm optimization (PSO), evolutionary strategy (ES), and covariance matrix adaptation ES (CMAES)] are tested and compared. We finally extend the algorithm to work with multiclass classification problems.
We structure this paper as follows. Section II provides a background on the classification methods used for comparison. Section III details our proposed method. Section IV reports and discusses the results of the comparisons between our method and six other classification methods based on 23 standard benchmark classification problems and 12 seizure detection datasets. Section V concludes this paper and points to potential future directions.
II. BACKGROUND
This section provides background information on loss functions, optimization of the 0-1 loss function, and state-of-the-art classification methods.
A. Loss Function and Total Loss
One of the most frequently used definitions for the optimization problem β is based on "total loss" and "loss function"
where β = <ω, b> and h(.) is a loss function that measures the difference between the class label y i and the class label calculated by the classification algorithm (D(M β ( x i ))), and
is the total loss. The function R : R n → R is the regularization function and α is the regularization factor. The aim is then to minimize the total loss, given the regularization factor α. The role of regularization is to control the balance between the bias and the variance of the model [8] . Frequently used regularization functions with these settings are L 1 R(ω) = ||ω|| 1 , also known as least absolute shrinkage and selection operator (LASSO) [9] , and L 2 R(ω) = ||ω|| 2 , also known as Tikhonov regularization [8] . Given β = <ω, b>, the simplest loss function is the 0-1 loss function that generates a "1" for a misclassified instance and a "0" for a correctly classified instance
If y i and x i ω T + b have the same sign then the instance x i has been classified correctly using ω and b. The optimal ω and b lead to the minimum total loss, i.e., minimum number of misclassified instances in X [number of instances x i for which y i (
The best solution to this optimization problem provides the normal vector (ω) and the intercept (b) of the optimal separator hyperplane. This problem is, however, NP-hard [6] mainly because of the definition of h(.). Hence, many studies have proposed other differentiable smooth variations of this loss function so that the final optimization problem is solvable using a gradient descent algorithm. For example, the hinge loss, defined by
, has been used in support vector machines (SVMs) [7] and the log loss, defined by h(y i , x i , <ω, b>) = log(1 + e −y i ( x i ω T +b) ) has been used in the logistic regression (LR) [2] . An alternative to the log loss is the sigmoid loss,
, where k is a constant ( Fig. 1 shows some well-known loss functions). Using the 0-1 loss function to calculate the total loss leads to identification of a hyperplane that, unlike its smooth alternatives, is known to be robust to outliers [5] . The reason is that the loss value does not scale with the misclassified instances in the 0-1 loss function while it does scale with them in hinge and log loss, i.e., the smaller the value of y i ( x i ω T + b), the larger the impact on the total loss.
B. Direct Optimization of 0-1 Loss Function
Direct optimization of the total loss with the 0-1 loss function, although leads to an optimal separator hyperplane, is an NP-hard problem. Nguyen and Sanner [5] proposed multiple algorithms to solve this problem to optimality and near optimality. For example, they used the branch and bound method, in combination with linear programming, to solve the problem to optimality. The time complexity of the method, however, was exponential, making it impractical for real-world classification. Another method proposed was based on the fact that an optimal hyperplane can be built upon n instances (n is the number of dimensions) from the training set. Hence, they proposed that all possible combinations of n instances be tested to find the combination upon which the best separator hyperplane can be built. The time complexity of this method is also exponential with the number of instances and dimensions. The fastest method proposed was based on optimization of the sigmoid loss with variable k. As larger values for the k lead to a better approximation of the 0-1 loss function, the sigmoid loss with larger k would lead to convergence to the optimal hyperplane. However, larger values for k cause the search space to become nonconvex, making it difficult to solve the problem to optimality. Hence, it was proposed to increase k from 2 to 200 and the total loss function optimized locally for each k, given the solution found for the previous value of k. The method, called smooth logistic algorithm (SLA), was shown to effectively solve binary classification problems to near optimality with a much better time complexity compared to the branch and bound and point selection methods. Although SLA outperformed SVMs and LR, its running time was still impractical even for a small number of dimensions.
C. Classification Approaches With Smoothed 0-1 Loss Function
We briefly describe popular classification methods used herein for benchmarking and comparison.
1) Support Vector Machine and Its Recent Extensions: SVM aims to find the normal vector (ω) and the intercept (b) of the separator hyperplane such that the distance between the closest instances from each class (i.e., support vectors) to the hyperplane is maximized (margin) [10] while the instances are classified correctly. The balance between the separation accuracy and the margin is adjusted by a variable λ. SVM can be formulated by a hinge loss plus the margin term and optimized by a gradient descent. The separation is determined by the sign of xω T + b (T is transpose) indicating the side of the hyperplane to which the instance, x, belongs. Note that this approach prioritizes hyperplanes that provide minimum empirical risk (maximum margin) measured by the inverse of the distance between the hyperplane and the closest instances from each class. This risk is of utmost importance especially in classification of noisy datasets [10] .
Twin SVM (TSV) [11] , [12] , a recent variant of SVM, seeks a pair of hyperplanes, one of which is closer to the instances from class −1 than instances from class 1 and the other is closer to the instances from class 1 compared to the instances from class −1. The discriminator is then used to calculate which hyperplane is closer to an instance. A recent extension [13] of TSV is based on the introduction of a weighted linear loss to the formulation of TSV (and hence is called WSV throughout this paper) instead of the hinge loss, reducing the quadratic problem to a linear one. There are also online versions of SVM recently developed [14] .
2) Minimax Probability Machine and Its Recent Extensions: Minimax probability machine (MPM) is a type of discriminative classifier that aims to minimize the maximum misclassification probability of instances [15] . MPM attempts to find a generalizable margin by paying attention to the distributions within classes rather than the instances themselves. Evidence [16] suggests that the structure of the instances in different classes provides important information for the design of generalizable transformations for classification. Structural MPM (SMP) [17] makes use of the structural information, approximated by two finite mixture models in each class, in the context of MPM for classification of instances. This idea has been shown to be very effective on a set of standard datasets.
3) Logistic Regression and Its Recent Extensions: LR [18] provides a smooth estimation of the 0-1 loss function using the sigmoid function (see Fig. 1 ), usually with k = 2. Elasticnet extends LR by incorporating the LASSO and Tikhonov regularization terms. For classification purposes, elastic net usually performs optimization in relation to the true class labels, restricting the algorithm to binary targets. This restriction was resolved in [19] [discriminative elastic least-square (DEL)], where a term was used to relax the class labels. The optimization problem associated with this classification process was then introduced and solved via an iterative procedure.
4) Linear Discriminant Analysis and Its Recent Extensions:
A geometrical interpretation for ω (rather than being the norm of a separator hyperplane) is a transformation from an ndimensional space to a 1-D space. With this interpretation, the intercept b is just a threshold that separates the transformed instances. Linear discriminant analysis (LDA) uses this interpretation and aims to find ω : R n → R such that, in the transformed space, the distance between the centers of the classes is maximized while the spread of instances within the class is minimized. The early version of LDA [20] was proposed mainly for classification. In that version, it was assumed that the conditional probabilities P( x (i) |y (i) = −1) and P( x (i) |y (i) = 1) (y (i) is the label of x (i) ) are both normally distributed with mean and covariance parameters ( μ 1 , 1 ) and ( μ 2 , 2 ). Given these assumptions, Fisher [20] proved that
In this case, ω is considered to be the norm of a hyperplane that discriminates the two classes and k shifts the hyperplane to be between the two classes, i.e., xω T > k if the instance x belongs to class 1 [i.e., ω,k seeks to maximize (
MBA [21] is a recent extension of LDA that aims to find a set of transformations so that the between-class scatter is maximized between each pair of the classes. The algorithm was shown to be effective for multiclass classification. For binary classification, however, the algorithm is exactly the same as LDA.
D. Evolutionary Algorithms for Classification
EAs (e.g., PSO [22] and ES [23] ) work based on a population of candidate solutions that are evolved according to some rules until they converge to an optimum solution. Each evolutionary algorithm has specific properties that confer advantages/disadvantages for specific applications. These methods aim to use information coded in each individual in the population (with the size λ) and update them to find better solutions. For example, ES generates new individuals using a normal distribution with the mean of the current location of the individual and an adaptive variance, calculated based on the distribution of "good" solutions. CMAES employs a similar idea but updates the covariance matrix of the normal distribution (rather than the variance alone) to generate new instances, accelerating convergence to local optima. This idea takes into account nonseparability of dimensions during optimization and hence is more successful when variables are interdependent. PSO follows a different approach, where individuals (particles) combine their experiences with others and calculate movement directions in the search space. See [23] and [22] for details of these methods.
EAs have been used for classification in the past. For example, different evolutionary methods have been used for neural network training or generative classification [24] , [25] . In these methods, either the architecture [26] or the weights [27] of a neural network is optimized using an evolutionary algorithm. Most of these methods work with the multilayer perceptrons that are a generative classifier.
Hyperparameters of classification methods play an important role in their final accuracy and generalization ability.
The optimal values for these parameters, however, could be different for different problems, hence, an automatic setting algorithm could be used to ensure the optimal performance of the method on the given problem. EAs have been also used to set the hyperparameters of classification methods. For example, Wu et al. [28] used an evolutionary algorithm to set the parameters of SVM (called EVM throughout this paper) through a cross-validation search procedure. This procedure is, however, very time consuming as the method is run against different hyperparameter values and cross-validated to ensure high accuracy. Bayesian optimization [29] is another method that has been used to set SVM (called BVM throughout this paper) or LDA (called BDA throughout this paper) parameters.
Feature selection is one of the richest areas for which EAs have been used [30] [31] [32] . Feature selection requires binary selection of a set of features that cannot be optimized by classical optimization methods, such as gradient descent. The selected feature using this method are then used with a classifier.
III. PROPOSED EVOLUTIONARY-BASED CLASSIFIER
In this section, we describe β and D for our proposed classifier (note that M β is linear), optimal-margin evolutionary classifier (OEC). We first modify the definition of the 0-1 loss function in (2) to overcome its sensitivity to imbalances in the number of instances in different classes. We then propose an algorithm that, in a 1-D space, finds a hyperplane minimizing the total loss using the modified 0-1 loss function while maximizing the margin between the hyperplane and the instances from each class (minimum empirical risk). Finally, we propose an evolutionary-based algorithm to extend the use of this algorithm to multidimensional classification.
A. Shortcomings of the 0-1 Loss Function
The total loss calculation using the 0-1 loss function (2) is sensitive to imbalance in the number of instances, a significant issue in real-world classification problems [33] . The reason is that the number of misses [function h(.) in (2)] are counted without taking into account the total number of instances in each class. Consider, for example, that there are two classes, the first class contains 200 instances and the second class contains only 10 instances. Also assume that hyperplane H misclassifies all instances in the second class and classifies all instances in the first class correctly while hyperplane H misclassifies more than ten instances from the first class and classifies all instances from the second class correctly. Using the 0-1 loss function and the total loss, hyperplane H is evaluated to be worse than H because the number of misclassified instances is larger for H , ignoring the fact that H cannot classify the second class at all. In addition, two hyperplanes that provide the same total loss using the 0-1 loss function are evaluated to be the same, ignoring any empirical risk considerations.
B. Modified 1-D 0-1 Loss Function
To fix the sensitivity to imbalance in the 0-1 loss function, we minimize the summation of the ratio of misclassified instances rather than the number of misclassified instances. As this ratio is in [0, 1] for all classes, it is independent of the number of instances, hence, this approach leads to removing the sensitivity to imbalance in the number of instances in the classes. We call this the 0-1 loss function with priors (LFP-0-1), defined by
The total loss value is calculated by (1), given α and the regularization function R(.). Let us assume that the number of dimensions of the given instances (X) is one, n = 1. In this case, the optimal hyperplane that separates the classes (i.e., minimizes the total loss with LFP-0-1 loss function) is expressed by s ∈ {−1, 1} and a threshold (intercept) b = t. We define the optimal threshold, optimal t, as the threshold that minimizes the total loss with LFP-0-1 loss function. The value of s may negate the order of instances while the threshold t differentiates between them. We prove the following remark, that will be used for our further discussions.
Remark 1: Let X be an m×1 matrix of 1-D instances, and Y is the same size representing the class labels of the instances. Also, for a given threshold, t ∈ R, let the ratio of the instances in X from class −1 on the left hand side of t (i.e., the number of instances that are smaller than t) be l −1 (t) and the ratio of the instances from class 1 on left hand side of t be l 1 (t). The optimal threshold has the minimum value of l −1 (t)
Proof: There are two cases: the instances on the left hand side of t are classified as class −1 or 1. In the first case, the instances to the left hand side of t (inclusive) are classified to class −1, 1 − l −1 (t), and l 1 (t) are the ratio of misclassification of the instances from class −1 and 1, respectively, at the threshold t. Hence, (1 − l −1 (t)) + l 1 (t) is the total ratio of misclassification of instances belong to the class −1 plus the ratio of the misclassification of instances in the class 1 at the threshold t. In the second case, the instances on the left hand side of t are classified to class 1, l −1 (t)+(1−l 1 (t)) is the ratio of misclassification of instances in the class 1 plus the ratio of the misclassification of instances in the class 1 at the threshold t. Thus, if either l −1 (t)
is minimum at a given t then that t is an optimal threshold. Fig. 2 shows the value of l −1 (t)
The optimal threshold that optimizes the total loss with LFP-0-1 loss function might not be unique. This can be observed 
versus the threshold t (horizontal axis). The horizontal axis also shows the coordinate of the training data, X, in a 1-D space. Note that the value "0" for the vertical coordinate of the instances is arbitrary and it is for demonstration purposes only.
in Fig. 2 , where l 1 (t)+(1−l −1 (t)) indicates many plateaus for different values of t. The reason is that any value for t between two consecutive instances (recall that X is 1-D) would lead to a constant l 1 (t) and l −1 (t), hence, the value of
1) To find an optimal t, we only need to test the value of
at the location of instances, i.e., for t = x i for all i, where x i is the ith instance in X.
2) The optimal threshold with minimum risk in the 1-D space is half-way between the instance that provides the minimum total loss l −1 (t)
) and the next instance. The reason is that this threshold is the furthest from the closest instances from each class. This is called the optimal-margin threshold, t , throughout this paper, and is unique. We now propose Algorithm 1 to obtain the optimal-margin threshold, t, and s ∈ {−1, 1} to distinguish between two classes in a 1-D space. The main idea is to iterate over all instances (x i ∈ X, where X is sorted), sorted in the 1-D space, and calculate l −1 (x i ) and l 1 (x i ). Ultimately, the goal is to find the "best instance" that, if used as a threshold (t), the total misclassification percentage is minimized, that is either l −1 (t)
depending on the order of classes. To maximize the margin, r, we set t to half way between the best instance and the next instance. The time complexity of this algorithm is in O(m log(m)) (to sort the instances), where m is the number of instances.
This algorithm is able to find t and s in a 1-D space that optimizes (2) with h(.) defined by (3). 2 The purpose of s is to make sure that the instances from class +1 are always at the right hand side of the threshold, t, and ultimately t . This is arbitrary and does not have any impact on the final results. However, it standardizes the expectation of where the instances of different classes would place after the optimization. The value of p indicates the average performance in terms of the 2 The proof is trivial and can be achieved by contradiction. 
end if 11 :
if a −1 > p then 13: t =
end if 16: if a 1 > p then 17: 
end if 20: end for ratio of correctly classified instances. A new instance x is classified to class −1 if sx ≤ t , and to class +1 otherwise.
C. Evolutionary Classifier (Binary Classification)
By definition, we seek ω : R n → R so that Xω T is separable by D(.). Geometrically, ω is a line that passes through the center of the coordinates system (intercept equal to zero). As Xω T represents the projected instances on the line ω, we seek the best ω such that the projection of instances on it (Xω T , that is 1-D) maximizes the separability, measured by D(.). Because Xω T is 1-D, we use Algorithm 1 as our D(.) to discriminate between classes. Hence, the aim is to find an ω for which the performance and margin calculated by Algorithm 1 using Xω T and Y (the classes) is maximized. For this objective, finding the best ω is not a convex optimization problem, hence, an evolutionary algorithm is a good choice for optimization purposes. The objective value for the evolutionary algorithm is calculated by Algorithm 2.
If the transformed instances are separable, then the performance p increases to 1. In this case, the final performance is set to 1 + r to ensure that, among all possible ω that separate the instances, the ω which maximizes the margin is selected. The maximum margin provides a lower risk on classification of unseen instances.
In the cases where the instances are linearly separable, the margin r may increase only because ||ω|| 2 increases. The reason is that, by increasing ||ω|| 2 , the distance between all instances increases, leading to an "illusion" of a larger margin, r. Hence, in all of our EA algorithms, we normalize the candidate solutions at each iteration to ensure that the solutions for j=i+1 to number of classes -1 do
3:
X i,j = instances in X that belong to class i or j
4:
Y i,j = all class labels of instances in classes i or j, translated to labels −1 and 1
5:
Use an evolutionary algorithm to find the best ω i,j , a n × 1 transformation, with objective in Algorithm 2(
end for 9: end for do not grow unbounded, that is equivalent to L 2 regularization. We call this algorithm the OEC. The L 1 regularization has been considered in our calculations by optimizing z + α||ω|| 1 rather than z itself.
After optimization of ω, an instance x is classified to class −1 if s xω T < t , and to class 1 otherwise. Thus, we may assume that s xω T − t is the equation for the separator hyperplane found by our algorithm, where sω is the normal vector of the hyper plane and −t is the intercept. 3 
D. Evolutionary Classifier (Multiclass Classification)
We use the one-versus-one method to extend OEC to work with multiclass classification because it is more effective comparing to other methods in the multiclass classification task [4] . Here, we classify the instances in each pair of classes as a binary classification problem. For each class pairs i and j, OEC finds a transformation ω i,j , intercept t i,j , and coefficient s i,j , that best separates those classes (see Algorithm 3). Algorithm 3 provides exactly ([c(c − 1)]/2) transformations, each optimally (using the objective Algorithm 2) calculated to separate one pair of classes.
To classify a new instance, we use a voting system in which the instance is transformed by all transformations (all ω i,j ) and for j=i+1 to number of classes -1 do 4: if s i,j xω T i,j < t then y = −1, else y = 1.
Algorithm 4 Get Class
Input: x: The 1 × n Training Data; ω: A c ×
5:
if y = 1 then E i = E i + 1 else E j = E j + 1.
6:
end for 7: end for 8: e = argmax i {E i }. 
E. Visual Overview Through Example
We generated a synthetic dataset for a binary classification problem for the purpose of demonstrating how OEC works. We used a multivariate normal distribution, 4 for class −1, and characteristics are shown in Fig. 3 . We then found the optimal ω by an EA (CMAES in this example), as well as s and t by Algorithm 1, described in Section III-C. Note, ω found by this method transforms instances from an n-dimensional space to a 1-D space, where the instances are separable by a discriminator threshold, t . An alternative view is that the instances are separable by a hyperplane, s xω T − t . Fig. 3 shows the transformation and the separator hyperplane.
The histogram of the transformed instances after optimizing ω is shown in Fig. 4 . The optimal margin threshold has been also shown in the figure. It is clear that the proposed OEC is able to find a high-quality separator hyperplane to distinguish between classes.
IV. EXPERIMENTS AND RESULTS
We compare OEC with six other classification methods over 35 classification problems in this section.
A. Outline of Comparisons
Here, we introduce the datasets, preprocesses, and algorithm specific settings used in the comparisons.
1) Algorithm Settings:
We compared the performance of OEC with DEL, WSV, SLA, SVM, MBA, and SMP. We also compare the results against two other classification methods: 1) random forest (RFT) [34] and 2) extreme gradient boosting (XGB) [35] , used frequently in real-world applications recently. We used MATLAB 2017a for implementations and tests. The hyper-parameter values for these methods were as follows. 1) DEL: 400 iterations of optimization, λ = 0.5 (regularization parameter), μ = 1e − 8 (tolerance). 2) WSV: c 1 = 0.1, c 2 = 0.1, c 3 = 0.1, c 4 = 0.1, suggested in the source code. 3) SLA and SMP: none (no parameters). 4) SVM: λ = 1 (the margin/accuracy balance factor). 5) MBA: λ = 0.5 (the regularization factor). 6) RFT: Number of subtrees was set experimentally. 7) XGB: Maximum depth and number of estimators were set experimentally. 8) OEC: Number of individuals λ = 4 + 3 log(n), number of offspring (in ES and CMAES) was μ = λ/4, maximum number of iterations 150 log(n+1). The number of individuals was taken from the original source code of the CMAES while the number of iterations and offspring was set experimentally (see Section IV-B). The parameters of RFT (number of subtree) and XGB (maximum depth and number of estimators) were set by a fivefold cross-validation procedure and grid search for each dataset on the selected training data for each run. The search range for number of subtrees in RFT was between 100 and 600, step size of 100. This search range for the maximum depth of XGB was [36] , Crab gender (CG), Glass chemical (GC), Parkinson (PR) [37] , Ionosphere (IS) [38] , Pima Indians diabetes [39] , German credit card (GR), Vote (VT), Madelon (MD) [40] , Hill-Valley without noise (HV), Hill-valley with noise (HN), Seizure recognition (SR) [41] , Particle Identification (PI) [42] , News Objectivity (NO) [43] , Scania Failure (SF) [44] ] and seven multiclass classification datasets [Iris (IR), Italian wine (IW), Thyroid function (TF), Yeast dataset (YD), Red wine quality, White wine quality, and Handwritten Dataset (HD), handwritten digits-convolutional (HDC)] 5 to compare methods. The main characteristics of these datasets have been provided in Table I . These datasets are used frequently as standard benchmarks in machine learning studies. In this table, n is the number of variables and c is the number of classes in each dataset. The number of instances in each class has been reported in the last column. We used the one-hot-encoding to encode categorical variables to binary values in datasets which include categorical variables.
The dataset HDC has been generated by characterizing the HD dataset using a convolutional neural network (CNN) [45] . Two convolutional layers with ReLU activation functions were used in the CNN (5 × 20 for the first layer and 3 × 20 for the second layer), each were then proceeded by a max pooling layer with strides of 2 × 2. A softmax layer was then used for final classification. After the training of CNN, this Softmax layer was replaced by OEC, WSV, SVM, MBA, XGB, and RFT for comparison. This enables these methods to use features optimized by CNN in the convolutional layers for classification. The number of dimensions of the last layer before the Softmax was 500, hence, each classifier faced a 500-D problem for classification.
We also used a dataset [46] on seizure detection introduced recently that includes characterized signals from 12 epileptic patients (seizure/nonseizure that is a binary classification problem). Training and testing took place for each patient independently. The number of features in this dataset is between 784 and 3528 while the number of instances are between 174 and 5240 in both classes (see [46] for details on the preprocessing and how the dataset was generated). The number of instances in the seizure and nonseizure classes is imbalance and follows the ration of 2:19 in average.
We structured our comparisons as follows. 1) We first compared three EAs, namely PSO, ES, and CMAES, for optimization of the objective function in Algorithm 2. This comparison provided insight on the best choice of optimization algorithm for OEC. The parameters of the best optimization method were then set experimentally. 2) We tested the sensitivity of OEC, SLA, and optimized SVM to the imbalanced number of instances in classes on a synthetic dataset, in addition to two other datasets (CG and PD, selected to clearly indicate the differences). Note that, SLA and optimized SVM are extremely slow on large problems, hence, they were not applied to all datasets for the purposes of this test. 3) We compared OEC with SLA, BVM, EVM, and BDA on binary classification problems. The aim of this comparison was to show how close OEC results are to solutions found by near-optimal classifiers, such as SLA, optimized SVM, and optimized LDA. We run the algorithms for 100 times within each we selected 70% of instances from each class for training and the rest for testing (stratified sampling [47] ). The training and testing sets remained constant for all methods. 4) We compared OEC with state-of-the-art classification algorithms, namely SVM, SMP, WSV, DEL, and MBA, on binary classification problems with and without noise and outliers. The aim of this comparison was to show whether OEC provides high-quality generalizable solutions to standard binary optimization problems within a practical amount of time. We also compared these methods on the seizure detection dataset [46] . 5) We tested the impact of L 1 regularization (ω). 6) We compared OEC against SVM, MBA, DEL, WSV, RFT, and XGB on multiclass classification problems. We did not include SMP and SLA as they require a long time to achieve results on these datasets. The area under the curve (AUC) of the receiver operating characteristic [48] curve and F1-score were used as performance measures. To test the performance of methods on imbalance datasets, we used F1-score rather than AUC to ensure fair comparison. The training dataset was normalized to ensure each feature has a zero mean and a unit variance. The transformation computed for normalization was then applied to the test set to ensure consistency between train and test domain. We used the Wilcoxon test (p < 0.05, corrected for multiple comparison using the Bonferroni correction) for our statistical comparisons.
B. Comparison Between Different EAs and Parameter Setting
We tested the performance of three EAs, namely PSO, ES, and CMAES, on seven binary classification problems, namely PD, GR, VT, NO, SF, MD, and HV. Each method was applied to each dataset 50 times, with the ratio of 70% train and 30% test in each run, formed randomly. The number of iterations for all methods was set to 150 log(n + 1) and the population size (λ) was set to 4 + 3 log(n). Results in terms of the F1-score, shown in Fig. 5 , indicate that CMAES outperforms ES and PSO in almost all datasets. In terms of running time, however, PSO and ES were the fastest (with no significant difference, p > 0.3) while CMAES was the slowest, as expected. We use CMAES in the rest of this paper for optimization purposes because of the best performance it delivered in this test.
We also set the number of iterations of CMAES using PD, GR, VT, NO, SF, MD, and HV datasets in Table I . We run the algorithm 50 times on each dataset and recorded their objective value at every log(n + 1) iterations. According to the results reported in Fig. 6 , the iteration 150 log(n + 1) provides sufficient performance for these datasets.
In order to set the value of μ, we applied CMAES to PD, GR, VT, NO, SF, MD, and HV datasets, 50 runs per setting. The value of μ was set to (λ/i), where λ was the number of offspring and i was set to {1, 2, . . . , 10}. According to the results reported in Fig. 6 , the choice of μ = λ/4 seems a good choice for most of these datasets.
It is notable that the number of instances does not impact the best choice of the number of iterations and the population size in OEC. The reason is that the number of instances does not necessarily impact the complexity of the objective function and the classification task. The number of instances, however, impacts the running time of the objective function.
C. Class-Imbalance Test
We tested the efficiency of OEC in classifying three datasets with imbalanced numbers of instances in each class. The first dataset was a synthetic binary classification dataset, generated using the procedure described in Section III-E, where we changed the mean (μ) of class +1 to μ =< −3, −6 >. With this setting, the instances in the class +1 and −1 would overlap [see Fig. 7(a) ]. We also used the CG and the PD datasets for this test. We generated the training set using 70% of instances from class −1 while changed the ratio of instances from class +1 appeared in the training set in the range of 5% to 70% with the step size of 5%. Results in Fig. 7(b)-(d) show that the performance of OEC (in terms of F1 score) is more robust against this imbalance comparing to both SLA and SVM on a synthetic dataset, CG dataset, and the PD dataset.
D. Comparison With Near-Optimal Discriminative Classifiers
We compared OEC with SLA, the fastest algorithm proposed in [5] to find a near-optimal separator hyperplane, BVM, EVM, and BDA (see Section II-D for details on these methods) in Table II (detailed results have SLA, BVM, EVM, and BDA in all tested datasets in training set. For the testing sets, OEC is significantly better than SLA, BVM, EVM, and BDA in 13, 9, 9, and 11 datasets. This indicates that, given the training dataset, OEC finds a better hyperplane to distinguish between classes in comparison to these other methods with optimal parameters. Also, the optimal-margin indeed improved the generalization ability of the algorithm to classify unseen cases correctly, evidenced by the better performance of OEC in the testing dataset. In terms of the running time, OEC outperformed all of these methods in all cases. The parameter setting for these methods was the main contributor to this longer running time.
E. Binary Classification With and Without Noise
We also compared OEC with state-of-the-art classification algorithms, namely DEL, WSV, SMP, SVM, and MBA, in Table III on both noisy and non-noisy data (complete report can be found in the Appendix). The values indicate the number of datasets (over 15 in total) for which OEC outperforms other methods significantly (p < 0.05, Bonferroni corrected) in the training and testing sets. The values in parentheses show the number of datasets for which OEC was outperformed by another method significantly. Results are with noise (15%) and without noise.
Results for non-noisy datasets (row "0% noise") indicate that, comparing to all other algorithms, OEC finds a We used the procedure in [5] to introduce noise and outliers to the binary classification datasets in Table I . The noise was generated as a random value in [ min(
, where min(x i ) is the minimum value for the ith variable in the training set and max(x i ) is the maximum value for the ith variable in the training set. This formulation ensures that the instances are noisy while outliers are also likely to be generated. We selected 15% of instances from class +1 randomly and perturbed them using this procedure. Results in Table III , row noise "15%," indicate that the number of datasets for which OEC outperforms other classifiers has increased. This indicates that the performance drop in other methods was more severe than that of OEC.
We also compared OEC against DEL, WSV, SMP, SVM, and MBA (see the Appendix for details of the results) on the seizure detection dataset, introduced in [46] . Our comparisons showed that OEC significantly (Wilcoxon, p < 0.05, Bonferroni corrected) outperforms DEL, WSV, SMP, SVM, and MBA on detecting seizure (testing dataset) for 11, 7, 10, 7, and 6 patients, respectively, over 12 epileptic patients. In contrast, OEC was significantly outperformed by DEL, WSV, SMP, SVM, and MBA in detecting seizure for 0, 4, 1, 5, and 2 patients, respectively, over 12 epileptic patients. This indicates that the proposed algorithm is more robust in the seizure detection task across patients.
F. Binary Classification With Outliers
To visualize the impact of outlier on OEC, DEL, SMP, and SVM, we generated a synthetic dataset using the procedure described in Section III-E and then added outlier instances to the class +1. The outliers were generated randomly using a normal distribution with covariance matrix 8.66 − 5 15 25.98 and μ = <50, 50>. We compared the results of OEC for this dataset against SVM (hyper-parameters for SVM were optimized by the Bayesian Optimization for this test), SMP, and DEL in Fig. 8 . The hyperplane (line in 2-D space) found by DEL, SMP, and SVM have been influenced significantly by outliers. OEC, however, still maintained its good performance and found a relatively better separator line. The AUC of the 6 The dataset was the SR dataset. training set after optimization was 92.6, 66.5, 43.6, and 57.2 for OEC, SMP, SVM, and DEL, respectively.
G. Impact of L 1 Regularization
Incorporating the L 1 regularization term to the optimization objective leads to a preference over weights that are closer to 0, 1, or −1 [8] . This makes the L 1 regularized solutions a good candidate for feature selection. Hence, we set the regularization factor α to test its impact on the found solutions. We ran OEC with α ∈ {0, 0.1, 0.5} and applied the algorithm to the binary classification problems in Table I . We ran the algorithm ten times on each dataset and recorded the found ω. Fig. 9 shows the histogram of weights after optimization.
It is clear that the weights found under larger α are more distributed around 0, 1, and −1. Note, however, that the performance of the algorithm dropped by 2% for α = 0.1 and 5% for α = 0.5 in average. This is expected as the L 1 regularization is more restrictive in terms of values for the coefficients.
H. Multiclass Classification
We used the one-versus-one method to extend binary classification algorithms to deal with multiple classes. We run each algorithm (XGB, WSV, MBA, SVM, RFT, and DEL) 100 times on the multiclass problems introduced in Table I . Results in Table IV (see the Appendix for details of these TABLE IV  ONE-VERSUS-ONE STRATEGY ON EIGHT DATASETS results) show that the number of datasets for which OEC performs significantly better than other methods, in training and testing datasets, is larger than the number of datasets for which OEC performs significantly worse, with exception of training in RFT. RFT, however, is a nonlinear classifier, hence, while it fits the training dataset well, its results are not generalizable, as it was also reported in [46] . This can be also confirmed by noticing that the performance of RFT was significantly lower than OEC's in the testing set.
V. CONCLUSION
Optimizing the total loss using the 0-1 loss function leads to the design of an efficient classification algorithm that finds the optimal separator hyperplane and is robust against outliers. This problem is, however, NP-hard, making it an impractical approach for real-world problems. In addition, the 0-1 loss function does not provide any information about the empirical risk associated with the found hyperplane and is sensitive to imbalances in the number of instances in different classes. We proposed an efficient procedure to optimize the total loss of a modified 0-1 loss function in a 1-D case. We extended this approach using an evolutionary algorithm to solve multidimensional binary and multiclass classification problems. We designed an objective function for our method to ensure the separator hyperplane has an optimal margin (minimum empirical risk) from instances in each class, improving generalization ability for the classification of unseen instances. We also added the L 1 regularization term to the algorithm to enable its use for feature selection. We then compared the proposed algorithm, the OEC, on 23 standard classification problems against six state-of-the-art classification algorithms. Results showed that, on the tested datasets, OEC is unbeaten over training sets among linear classifiers, even in comparison to the most recent algorithms that provably find a near-optimal separator hyperplane. The generalization ability of the algorithm was also better than other algorithms in our tests, indicating that OEC reliably classifies unseen instances. We also showed that the modified 0-1 loss function is less sensitive to class imbalance. To the best of our knowledge, OEC is the first algorithm that optimizes the 0-1 loss function directly and considers the empirical risk (maximum margin), and yet has a running time that is practical for real-world applications. These results are exciting as they encourage the use of EAs for classification, a task that is often, in practice, on a high demand.
One potential next step is to add nonlinearity to the algorithm to deal with nonlinear classification. One possibility is to incorporate nonlinear functions frequently used in perceptrons [3] . The running time of the algorithm can also be improved by incorporating smart initialization, i.e., hybridization with SVM or LDA. Bagging and boosting [49] are other possibilities to improve the generalization ability of the proposed OEC. Graphical processing unit implementation of OEC may also be another promising direction to ultimately yield an effective evolutionary-based classifier for real-world problems. Finally, OEC is a classifier that requires characterization of the raw data for effective performance. The addition of techniques to form features form the raw data (e.g., optimization of multiple layers of convolution filters and similar to the CNN) could be another promising direction. This can be done by optimizing convolution filters and the OEC coefficients at the same time using an evolutionary algorithm. Table V shows the full comparison results between OEC and other classification methods on 15 binary classification problems, introduced in this paper. The values in each row are the average values over 100 runs. The character "*" on a value indicates that the OEC corresponding result was significantly better than this reported value (Wilcoxon test, p < 0.05, Bonferroni corrected). The character "+" indicates that this result was significantly better than that of OEC's. The character "−" indicates that the result of OEC was statistically the same as this reported value. The rows profixed by "Train" indicate the accuracy of the methods on the training data, while the problems in terms of their running time. Results are the average time in milliseconds over 100 runs. For some cases, the time has been reported in seconds for which the time values have been post-fixed by the character "s." Table VII shows the full comparison results between OEC and other classification methods on binary classification problems with 15% of noise. Results are the average over 100 runs. Table VIII shows the full comparison results between OEC and other classification methods on multiclass classification problems. Results are the average over 100 runs. For the HDC dataset, the original CNN achieved 98.64 on the test (on average), that was statistically similar to OEC. Note that all methods used the features optimized by the CNN during the learning process. Table IX shows the comparison results between OEC and other methods. Results are the average over 100 runs on the testing dataset.
Table X compares OEC and classification methods which provide near optimal solutions to the classification problem. Results are the average over 100 runs. The running time of the methods was limited to 2 h.
