Many dynamical systems are periodic with respect to several state variables. This periodicity typically leads to the coexistence of multiple invariant solutions (equilibria or limit cycles). As a consequence, while there are many classical techniques for analysis of boundedness and stability of such systems, most of these only permit to establish local properties. Motivated by this, a new sufficient criterion for global boundedness of solutions of such a class of nonlinear systems is presented. The proposed method is inspired by the cell structure approach developed by Leonov and Noldus and characterized by two main advances. First, the conventional cell structure framework is extended to the case of dynamics, which are periodic with respect to multiple states. Second, by introducing the notion of a Leonov function, the usual definiteness requirements of standard Lyapunov functions are relaxed to sign-indefinite functions. Furthermore, it is shown that under (mild) additional conditions the existence of a Leonov function also ensures input-to-state stability, i.e., robustness with respect to exogenous perturbations. The performance of the proposed approach is demonstrated via the global analysis of boundedness of trajectories for a nonlinear system. Index Terms-Lyapunov methods, power system stability, stability.
I. INTRODUCTION
I N CONTROL systems and many related domains, such as mechanical, transportation, power, and biological systems, stability is one of the most fundamental and sought-after properties of a dynamical system [8] , [10] , [24] , [26] - [28] , [33] , [39] . Until today, most available approaches for stability analysis of nonlinear systems are based on Lyapunov theory [33] . A key feature of a Lyapunov-based stability analysis is that boundedness and convergence properties of the system's solutions can be assessed without explicit computation of the latter. Instead, it suffices to verify a set of inequalities for Lyapunov function and its time derivative, which is derived with respect to the system's equations. More precisely, the existence of a continuously differentiable (or at least Lipschitz continuous) Lyapunov function, which is positive definite with respect to an equilibrium (or an invariant set) and the time derivative of which is nonpositive along the solutions of the system under investigation, is equivalent to stability of that equilibrium (or set). Similarly, instability of an equilibrium can be studied using Chetaev function approach [10] , [16] . A Chetaev function may be sign-indefinite 1 with a negative or positive definite derivative.
The classical stability theory in the sense of Lyapunov has mainly focused on properties of a single isolated equilibrium point. Yet, in many (engineering) applications, such as biological and power systems or distributed optimization, systems under study possess several equilibria or invariant sets (including hidden attractors [14] ). The aim for a rigorous treatment of such systems has motivated the extension of Lyapunov-based stability theory to dynamical systems with several disjoint invariant sets [4] , [6] , [15] , [20] , [24] , [34] , [38] , [44] . This extension is far from trivial and requires suitable modifications and relaxations of the employed stability notions, see, e.g., [15] and the subsequent developments in [2] and [3] for an appropriate extension of the input-to-state stability (ISS) property in the presence of multiple equilibria. Further related results on robust stability analysis of systems with multiple equilibria are [1] , [5] , and [9] .
A special case of systems often exhibiting multiple equilibria is represented by dynamics, which is periodic with respect to one or several of its states. Paramount examples of such systems are the forced nonlinear pendulum [19] , [21] , power systems [12] , [36] , [40] , [46] and microgrids [11] , [42] , phase-locked loops [29] , [30] , and complex networks of oscillators [13] , [44] , [45] . Yet unfortunately, the application of the aforementioned existing results to periodic systems is in most cases very challenging. The main reason for this is the technical difficulty of constructing suitable Lyapunov functions. For example, if some of the states of the system are periodic (e.g., they evolve on the circle), in order to be able to apply the approach proposed in [3] , the corresponding Lyapunov function also has to be periodic with respect to these states, which is a severe requirement. As a consequence, available results are often limited to local stability claims, see [13] .
Motivated by this wide range of potential applications, we consider a special class of systems, which possess periodic right-hand sides with respect to several state components and the state of which evolves in R n . For such systems, the two main contributions of this paper are as follows: to derive sufficient conditions for global boundedness of trajectories via the concept of a Leonov function and to show that under (mild) additional conditions the existence of a Leonov function readily implies ISS, i.e., robustness with respect to exogenous perturbations. We remark that in the context of systems with infinitely many equilibria, boundedness of trajectories is the natural counterpart to stability of a single equilibrium point in the classical Lyapunov theory.
With regard to boundedness of solutions, our approach is inspired by the cell structure framework proposed in [31] (and later in [35] ) and further developed in [24] and [48] for systems, the dynamics of which are periodic with respect to ascalar state variable. The following observation lies at the core of the cell structure approach of Leonov and collaborators. At first, exploiting the periodicity of the dynamics allows to constructvia a function, which is sign-indefinite in the periodic stateunbounded forward invariant sets, which in addition are globally attractive. Second, the intersection of these unbounded forward invariant sets consists of globally attractive compact forward invariant and isolated sets, i.e., cells, which gives the name to this method.
The restriction to periodicity of the dynamics with respect to a scalar state variable is essential to obtain forward invariant sets in [31] and [35] , since in the scalar case, the individual cells are only connected via equilibria. But, clearly, this restriction is a severe limitation in the analysis of complex networks with periodic dynamics. Therefore, in this paper, we extend the approach of [31] , [35] to systems, the dynamics of which are periodic with respect to multiple state variables by proposing a multivariable cell structure approach.
As noted in [35] , such extension is far from trivial. In fact, while as done in [31] and [35] , we also exploit the periodicity of the dynamics to construct (unbounded) forward invariant sets, in the multivariable setting significant additional care has to be taken to obtain compact forward invariant sets, i.e., cells. This technical difficulty arises from the fact that in the multivariable case, the cells cannot, in general, be connected only via equilibria. This challenge is overcome in this paper by introducing the concept of a Leonov function. Loosely speaking, a Leonov function is sign-indefinite with respect to the periodic states and radially unbounded with respect to the nonperiodic states. Furthermore, a Leonov function is negative definite with respect to the distance to a set, which separates the equilibria of the system. This last requirement is a major difference compared to the functions employed in [31] and [35] and is key to establish our main result.
Besides boundedness of solutions, robustness with respect to exogenous disturbances is often a highly desirable property in many control engineering applications. Therefore, a second contribution of this paper is to provide additional conditions under which the existence of a Leonov function also implies the ISS property. This claim is established by leveraging recent results in [18] , where an extension of the ISS theory from [3] to periodic systems has been proposed. Furthermore, the extension in [18] has been derived for systems on manifolds and, thus, does not allow to establish boundedness of trajectories in R n , which is studied in this paper. Furthermore, the presented results are tested via application to a complex nonlinear system.
We anticipate that the proposed multivariable cell structure approach may prove useful in a variety of scenarios and applications. For instance, the original cell structure approach has recently been combined in [7] with LaSalle's invariance principle and in [43] with the ISS result of [18] to establish global properties of a synchronous machine infinite bus system. The extensions of this analysis to the multimachine case [41] and to the Kuramoto model by using the methods derived in this paper are under current investigation. Furthermore, the existence of a compact forward invariant set is a prerequisite for many methods that allow us to assess the asymptotic behavior of a system's trajectories. Such methods comprise the classical LaSalle invariance principle [47] , but also contraction [22] , [32] , respectively, convergence [37] , or differential positivity [23] .
The remainder of this paper is structured as follows. Preliminaries and the theory from [24] , [48] are given in Section II. The problem statement is presented in Section III with the main results in Section IV. Robustness with respect to external inputs is investigated in Section V. The efficacy of the presented approach is illustrated in Section VI. This paper is concluded in Section VII.
II. PRELIMINARIES
Denote the sets of real and integer numbers by R and Z, respectively, and let R + = {s ∈ R : s ≥ 0}, Z + = Z ∩ R + .
Let the map f (x) : R n → R n be of class C 1 , f (0) = 0, and consider a nonlinear system of the following form:
with state x(t) ∈ R n . We denote by X(t, x), the uniquely defined solution of (1) at time t fulfilling X(0, x) = x. A set S ⊂ M is invariant for the system (1) if X(t, x) ∈ S for all t ∈ R and for all x ∈ S; for x ∈ R n , the point y ∈ R n belongs to its ωlimit (α-limit) set if there is a sequence t i , lim i→+∞ t i = +∞, such that lim i→+∞ X(t i , x) = y (lim i→+∞ X(−t i , x; 0) = y); for any x ∈ R n , its αand ω-limit sets are invariant [25] . We define the distance from a point x ∈ R n to the set S ⊂ R n as |x| S = inf a∈S |x − a|, where |x| = |x| {0} for x ∈ R n is a usual Euclidean norm of a vector x ∈ R n . Furthermore, we introduce the vector norm
A continuous function α : R + → R + belongs to class K if α(0) = 0 and the function is strictly increasing. The function α : R + → R + belongs to the class K ∞ if α ∈ K and its supremum is infinity. A continuous function β : R + × R + → R + belongs to the class KL if β(·, t) ∈ K ∞ for each fixed t ∈ R + and lim t→+∞ β(s, t) = 0 for each fixed s ∈ R + .
In this paper, we assume the following. Assumption 1: Let x = (z, θ) ∈ R n , where z ∈ R k and θ ∈ R q are two subsets of the state vector, n = k + q, k > 0 and q > 0. The vector field f in (1) is 2π-periodic with respect to θ.
In other words, we suppose that the system (1) can be embedded into a manifold M = R k × S q by a simple projection of the variables θ on the sphere S q .
A. Boundedness of Solutions of Periodic Systems
As outlined in Section I, the present paper is rooted on the stability analysis of periodic systems given in [24] and [48] , where Assumption 1 is satisfied for q = 1. Next, we recall the sufficient criterion derived in [24] , [31] , and [48] , which allows to establish boundedness of solutions of periodic systems with a scalar periodic state. To this end, consider a special case of the system (1) given by
We note that a time-varying and discontinuous version of ϕ has been considered in [24] and [48] , but-to simplify the exposition-we restrict ourselves to the autonomous and continuous version of ϕ. Then under these restrictions and for any initial condition x 0 ∈ R n , the system (1) has a solution X(t, x 0 ). Assume also that for all σ ∈ R\{0}
for some μ 1 < 0 and μ 2 > 0. Theorem 1 ([24] , [31] , [48] ): Assume that there exists λ > 0, such that the following conditions hold: 1) the matrix P + λI n , where I n ∈ R n ×n is the identity matrix, has n − 1 eigenvalues with negative real parts; 2) for all ω ∈ R
Then, for any initial condition x 0 ∈ R n , the solution X(t, x 0 ) of the periodic system (1) is bounded for t ∈ [0, +∞). The proof of Theorem 1 (see [24, Th. 4.3.1] , or [48, Th. 4.7] ) is based on the fact that under the introduced conditions, there is H = H ∈ R n ×n (which has one negative and n − 1 positive eigenvalues), such that for V 0 (x) = x Hx, we have that dV 0 (
where j is any integer and the vector δ ∈ R n satisfies the conditions δ = 0, P δ = 0 and c δ = Δ, by periodicity of f in (1), we obtain that dV j (x(t))/dt ≤ −2λV j (x(t)) for all t ∈ [0, +∞), then the sets Ω j are forward invariant for (1). Finally, it is shown in [24] and [48] that for any
|h x| ≤ j|h δ|} with h ∈ R n being the eigenvector of the matrix H corresponding to the negative eigenvalue. As it has been shown above
In addition, the set Γ j 0 is bounded, which was necessary to prove. In other words, an important observation of [24] , [31] , [48] is that any intersection of the sets Ω j for all integers j forms a kind of cell cover of R n , where each cell is bounded and forward invariant. Therefore, this framework is commonly known as cell structure approach.
B. Illustrative Example
The following example illustrates the main idea of the proof of Theorem 1.
Example 1: Suppose (1) is given by x = (z, θ) ∈ R 2 and f : R 2 → R 2 . Furthermore, suppose f is periodic in θ with period T > 0, i.e., for any integer j ∈ Z, we have that f (z, θ + T j) = f (z, θ). Following Theorem 1, suppose that there exists a function V :
By periodicity of f in T for any integer j
are employed in Theorem 1 to establish boundedness of solutions for the system. These sets are illustrated in Fig. 1 . More precisely, the set Ω 0 and a possible behavior of trajectories in its neighborhood are shown in Fig. 1(a) , while the intersection of Ω j for j = −1, 0, 1 is plotted in Fig. 1(b) . By construction, the common points in ∩ j ∈Z Ω j form isolated invariant cells [the darkest rectangles in Fig. 1(b) ], to which all trajectories converge. Note that a passage from one cell to another is impossible since the individual cells are only connected through equilibria. In general, the boundary at which V j changes sign is not a straight line, but can be of an arbitrary shape. The straight lines are chosen here to ease the illustration of the main idea of Theorem 1 and also to motivate the notion of a cell structure.
III. PROBLEM STATEMENT
The functions proposed in [31] for the analysis of boundedness of trajectories of the system (1) with a scalar periodic state are sign-indefinite with a sign-indefinite derivative. Clearly, such a relaxation of the definiteness of a Lyapunov function might simplify significantly its construction. Usually sign-indefinite functions with a sign-definite derivative are used to establish instability of an equilibrium of (1), e.g., Chetaev functions [10] , [16] . An important observation of [31] is that the combination of "instability" and periodicity leads to boundedness of trajectories: under periodicity, the existence of invariant solutions separating the domain of periodic variables, with probably repulsing trajectories around those invariants, implies the existence of a certain cell structure created by periodically repeated invariant solutions, which bounds the admissible behavior of the trajectories (see Example 1). A major restriction of the cell structure approach in [24] , [31] , and [48] is that it can only be applied in the case of a scalar periodic component in x(t). As a consequence, the main objective of this paper is to extend that approach to a generic multidimensional case.
Inspired by [3] , [31] , an equivalent characterization of the ISS property for a periodic system on manifolds has been proposed in [18] in terms of ISS-Leonov functions, which are signindefinite. In this paper, the concept of Leonov functions is further developed for (1) with x ∈ R n .
For our subsequent derivations, it is convenient to introduce auxiliary sets: W = (R k × S), where S is a qth sphere (a set topologically equivalent to S q ), such that
Therefore, the set U includes all equilibria obtained by shifting the one at the origin using the property that, by assumption, f is 2π-periodic in θ. However, in general, the system (1) may possess other equilibria that do not belong to U. Definition 1: We say that a C 1 function V : R n → R is a Leonov function for (1) if there exist a constant g ≥ 0, functions α ∈ K ∞ , ψ ∈ K, and a continuous function λ : R → R satisfying λ(0) = 0, and λ(s)s > 0 for all s = 0, such that
and the following dissipation inequality holds:
Roughly speaking, the function V is radially unbounded with respect to the nonperiodic variable z and negative definite with respect to the distance to the set W (it takes positive values on the set W and negative values at the origin and on the set U). Consequently, the conditions (3) can be equivalently formulated as
. Note that, by construction, the set W cannot contain any equilibrium point of (1) since in such a case, the derivative of V would be strictly negative at an equilibrium.
Remark 1: Chetaev's Theorem about instability of a set can be formulated as follows [16] : for a C 1 function U :
then (1) is unstable with respect to Q with the region of repul-
In such a case, the property (5) can be verified. In addition, if the set {x ∈ R n : V (x) = 0} (since V is continuous and sign indefinite according to (3) or (6) below, then this set is not empty) contains a compact and invariant set of (1), e.g., an equilibrium, then the existence of a Leonov function V implies instability of (1) at the set Q with the region of repulsion belonging to {x ∈ R n : V (x) ≤ 0}.
Remark 2: The appearance of the norm | · | ∞ in the formulation of a Leonov function is originated by the topology induced by periodicity of f in θ: replicating the equilibrium at the origin using periodicity in θ ∈ R q creates a set of equilibria located at intersections of the levels |θ| ∞ = 2jπ for j ∈ Z.
In order to design a Leonov function for an actual system, the following characterization of existence of a Leonov function may also be employed. This characterization is established by using upper and lower estimates in terms of class K functions, as often done in the conventional Lyapunov Theory. Yet, it is only sufficient for existence of a Leonov function.
Proposition 1: Let V : R n → R be a C 1 function and suppose that there exist functions α 1 , α 2 ∈ K ∞ , σ 1 , σ 2 ∈ K, and a continuous function λ : R → R, λ(0) = 0 and λ(s)s > 0 for all s = 0, and scalars 0 < g 1 ≤ g 2 ≤ σ 2 (π), such that for all
and (4) holds. Then V is a Leonov function for (1).
Proof: By assumption, g 1 ≤ g 2 ≤ σ 2 (π). Furthermore, note that at the origin, the relations (6) take the following form:
Thus, g 1 ≤ σ 1 (π). The restriction g 1 > 0 ensures that on the set W = {x = (z, θ) ∈ R n : |θ| ∞ = π} (and in some of its vicinity), the function V takes the following positive values:
Next, since σ 2 ∈ K, it is monotonically increasing, and
For any x ∈ R n , we have from (6) that
where existence of someσ 1 ∈ K and g ≥ 0 follows from the relations of the norms | · | and | · | ∞ , and the demonstrated property g 1 ≤ σ 1 (π) (i.e., V (0) ≤ 0). Therefore, all properties of (3) are verified.
IV. MULTIVARIABLE CELL STRUCTURE APPROACH
This section is dedicated to the derivation of a multivariable cell structure approach based on the concept of a Leonov function. Our main result is presented in Section IV-A. Next, we illustrate how the required conditions can be verified for a special case. Furthermore, we provide two relaxations of our main result, which already have been found very helpful in applications of the proposed cell structure framework, see [41] .
A. Main Result
Our main result is as follows. An illustration of the result is given in Example 2 below.
Theorem 2: If for the system (1) under Assumption 1, there exists a Leonov function, then for all x 0 ∈ R n , the corresponding trajectories X(t, x 0 ) are bounded for all t ≥ 0.
Proof: Denote the set of negative values of V as
From the definition of the set Ω and the lower bound of the function V in (3), we obtain
Recall the sets U and W defined in (2) , and that |θ| ≤ q|θ| ∞ . Then, from the definition of a Leonov function, see (3), the set U belongs to Ω, while W / ∈ Ω. Furthermore, the set Ω can be decomposed into the following two parts:
The first of these sets
is a compact set containing the origin for some c ∈ (π, 2π), i.e., U 0 ⊂ Ω , with g ≤g ≤ g + ψ(qc) (the constantg evaluates the upper bound on |z| after which the growing terms in z will force V to take positive values for any |θ| ∞ ≤ c). The second set is defined as
Both these sets are nonempty since 0 ∈ Ω and U r ∈ Ω for r ≥ 1 due to (3) . Furthermore, the set Ω is unbounded. In addition, the subsets Ω and Ω are separated by the set W (the definition of which determines the value of c).
Denote V (t) = V (X(t, x 0 )) for any x 0 ∈ R n , then under the conditions of the theorem, we havė
∈ Ω for all t ≥ 0 and the set Ω is forward invariant for (1). Conversely, if x 0 ∈ R n \Ω, then there exists 0 ≤ T x 0 < +∞, such that X(T x 0 , x 0 ) ∈ Ω and, by invariance, the trajectory remains in this set for all t ≥ T x 0 . Thus, the set Ω is globally attractive and forward invariant. Note that this property does not imply any kind of stability since Ω may be unbounded (it could also be interpreted as instability of a set containing W with the domain of repulsion R n \Ω).
To establish stability, we exploit the periodicity of (1). Denote by j = [j 1 , . . . , j q ], a multi-index vector, where j i ∈ Z for all i = 1, . . . , q. Introduce the new variable
2π j ]) for any such multi-index vector j (i.e., V 0 (x) = V (x)), where 0 k is the zero vector of dimension k. Hence
Furthermore, by 2π-periodicity of f in θ
Therefore, taking into account the properties substantiated for (1) and V, we obtain that the set {x j ∈ R n : V (x j ) ≤ 0} is globally attractive and forward invariant, which in the original coordinates x implies these properties for the set
Using similar arguments as for Ω, it is possible to show that
Since the sets Ω j are forward invariant, any trajectory X(t, x 0 ) has to belong asymptotically to the intersection of the following sets: where Ξ belongs to the union of all possible intersections of the form
Next, we show that j Ω j is composed of compact isolated subsets. At first, we note that since c ∈ (π, 2π), then j Ω j = j Θ j , where Θ j ⊂ Ω j is formed by compact isolated sets due to the fact that all Ω j possess the same property. Furthermore, by definition j Ω j = ∅ due to the fact that
Since (0 k , 2πj 1 ) ∈ U ∩ Ω j 1 for any j 1 by definition of both sets, and U\Ω j 2 ⊂ Ω j 2 due to c ∈ (π, 2π). These two facts imply that (0 k , 2πj 1 ) ∈ Ω j 2 for any j 1 = j 2 . Consequently, Ω j 1 ∩ Ω j 2 = ∅ for any multi-index vectors j 1 = j 2 , which implies that
where for each j, the sets Ω j ∩ R j and Θ j are compact and isolated; for any neighboring Ω j 1 ∩ R j 1 ⊂ Ω j 2 and Θ j 2 ⊂ Ω j 2 , there is no intersection by construction (Ω j 2 ∩ Ω j 2 = ∅). Hence, the compact sets in j Ω j form a kind of cell cover of {x ∈ R n : |z| ≤ α −1 (g)}. Recall that for all multi-index vectors j, the corresponding sets Ω j are globally attracting and forward invariant. Take any x 0 ∈ R n , then X(t, x 0 ) asymptotically enters and stays in a cell Ω j for some j. Hence, for any x 0 ∈ R n , the corresponding solution X(t, x 0 ) is bounded for all t ≥ 0.
Example 2: For an illustration of the conditions of Theorem 2, let us consider an example of (1) with k = 1 and q = 2, then x = (z, θ) ∈ R 3 and f : R 3 → R 3 satisfies Assumption 1. Assume that there is a Leonov function V : R n → R for some g ≥ 0, functions α ∈ K ∞ , ψ ∈ K and a continuous function λ : R → R satisfying (3) and (4) for all x = (z, θ) ∈ R × R 2 . Furthermore, let W = {x = (z, θ) ∈ R 3 : |θ| ∞ = π}. Then a possible form of the set Ω = Ω 0 = Ω 0 ∪ Ω 0 is shown in the left part of Fig. 2 , where the compact set Ω 0 is represented by a red pyramid, while the unbounded set Ω 0 is just illustrated by its blue projection on the surface z = 0. The gray-colored area corresponds to the projection of the set {x ∈ R n : V (x) > 0} to the surface z = 0. This set also contains W and separates Ω 0 from Ω 0 . By applying periodicity and constructing the sets Ω j = Ω j ∪ Ω j , after their intersection, we obtain the set of red pyramids shown in the right part of Fig. 2 , which now form a kind of multivariable cell cover of the globally attracting and forward invariant set of (1).
Remark 3: Comparing the results given in Theorems 1 and 2, we conclude that there is one property imposed in the latter case to the Leonov function V (x), which is not satisfied in the scalar one for the function V 0 (x) = x Hx
This property is crucial for construction of a cell cover for q > 1 with isolated (globally attracting and invariant) cells. It also explains why a straightforward generalization of the result of Theorem 1 to the multidimensional case is complicated, also see the discussion in [35] .
B. Equivalent Conditions and Relaxations
Theorem 2 provides a very general result on application of the theory of Leonov functions. To illustrate and clarify the idea of the approach, equivalent conditions for a special case are developed below.
Corollary 1: Suppose that there exist C 1 functions W :
where V (x) = W (x) − ϕ(x) and x = (z, θ). Then, X(t, x 0 ) of (1) is bounded for any x 0 ∈ R n and t ≥ 0 provided that
where a min = min 1≤i≤q a i , b max = max 1≤i≤q b i , a max = max 1≤i≤q a i , and b min = min 1≤i≤q b i . Proof: The claim is established by applying Theorem 2 and Proposition 1. Note that (4) is satisfied by assumption. Moreover, under the standing hypothesis
Thus, by invoking Proposition 1, it suffices to show that there exist some σ 1 , σ 2 ∈ K and some 0 < g 1 ≤ g 2 ≤ σ 2 (π), such that
Moreover, under the introduced restrictions the following properties are satisfied for f :
Furthermore, 2π 2 a min > q i=1 c i is a sufficient condition for existence of b max , which is satisfied due to the imposed assumptions. Similarly for f
and the inequality 2π 2 q 2 a max > q i=1 c i is satisfied by assumptions. From these properties of f and f , we can conclude that the required functions σ 1 , σ 2 ∈ K and constants 0 < g 1 ≤ g 2 ≤ σ 2 (π) exist (for example, these functions can be selected in the form σ 1 (s) = 1 max{ 2 s, s 2 } and σ 2 (s) = 3 min{ 4 s, s 2 } for some i > 0 for i = 1, 2, 3, 4) .
Another possibility to relax the conditions of Theorem 2 is based on the observation that, in the proof of the main result, the property (4) is used only for V (x) ≥ 0.
Corollary 2: If for the system (1) under Assumption 1, there exists a Leonov function V : R n → R, such that the inequality (4) is verified only for x ∈ (R n \Ω 0 ) ∩ (Z ∪ Ω ε ), where Ω ε := {x ∈ R n : V (x) ≤ ε} and Z = {x = (z, θ) ∈ R n : |z| ≥ ζ} for some ε > 0 and ζ ∈ R + , then for all x 0 ∈ R n , the corresponding trajectories X(t, x 0 ) are bounded for all t ≥ 0.
Proof: Note that the inequality (4) does not allow to make any conclusion about the behavior of the Leonov function V (x) while x ∈ Ω = Ω 0 . Hence, limiting the validity of (4) to the set R n \Ω is not restrictive at all. Next, it is necessary to take into consideration the set C ⊂ R n \(Ω ε ∪ Z). Clearly on this set, (4) is not obligatorily satisfied. But since Ω ∩ C = ∅ for any ε > 0, it follows that the set Ω = Ω ∪ Ω preserves its property of forward invariance for (1) and local attractiveness established in Theorem 2. Note that in the present case, only local attractiveness can be claimed for Ω since the inequality (4) is not necessarily satisfied on C for V (x) > 0. Therefore, the system behavior is not specified there and a trajectory may stay in C (or travel between isolated subsets of C). Since C ⊂ R n \ Ω, then C ⊂ {x = (z, θ) ∈ R n : c ≤ |θ| ∞ ≤ c} for some c ∈ (0, π) and c ∈ (π, 2π) by definition of the set Ω (see the proof of Theorem 2, with c < c ≤ c where c ∈ (π, 2π) is used in the definition of the sets Ω and Ω ). Consequently, taking into account the set Z, we obtain that
which is a bounded set. Next we show that any trajectory, which enters in C or even travels between isolated subsets of C, cannot leave a bounded domain containing C. Indeed, if a trajectory reaches either the set with |θ| ∞ > c or |θ| ∞ < c, then it is in the set Ω, which is forward invariant and the behavior of X(t, x 0 ) in this set is analyzed later. Therefore, assume that |θ| ∞ stays bounded by c and c. Then from the definition of a Leonov function and its lower bound (α(|z|) − ψ(|θ|) − g ≤ V (x) for all x = (z, θ) ∈ R n and some g ≥ 0, α ∈ K ∞ , ψ ∈ K) and also due to the imposed assumptions on the domain of validity of (4), there is a finite constant Ξ ≥ max{ζ, α −1 (ψ(qc) + g)}, such that
provided that x ∈ {x = (z, θ) ∈ R n : |z| ≥ Ξ, c ≤ |θ| ∞ ≤ c}, which implies upper boundedness of V (x) in this set and consequently boundedness of z. Therefore, the union Ω ∪ Ω ∪ C only contains forward invariant and globally attracting sets for (1) . In addition, all these sets are isolated, and if a trajectory X(t, x 0 ) enters and remains in C, then this implies boundedness of the trajectory (since the set C is bounded). Hence, the set Ω = Ω ∪ Ω preserves its meaning established in Theorem 2. Consequently, repeating the arguments of the proof of Theorem 2 (with introduction of the sets Ω j = Ω j ∪ Ω j ) leads to the conclusion that the trajectories X(t, x 0 ) are bounded for all x 0 ∈ R n and all t ≥ 0.
By definition Ω ⊂ Ω ε and since Ω = Ω ∪ Ω , then Ω ε = Ω ε ∪ Ω ε , where Ω ⊂ Ω ε and Ω ⊂ Ω ε . Therefore, the sets Ω ε and Ω ε are separated for a sufficiently small ε > 0. We can further relax the conditions of Corollary 2 by requiring (4) to be verified only on one of the sets Ω ε or Ω ε instead of Ω ε , which may be important in an application.
Corollary 3: Suppose that for the system (1) under Assumption 1, there exists a Leonov function V : R n → R, such that the inequality (4) is verified for one of the following options:
Then for all x 0 ∈ R n , the corresponding trajectories X(t, x 0 ) are bounded for all t ≥ 0.
Proof: By repeating the arguments of Corollary 2, we can substantiate local attractiveness and forward invariance of the sets Ω or Ω for the cases a) and b), respectively. In these cases, we have no conclusion about the behavior of the solutions
correspondingly, which by construction admit the following restrictions:
for some c ∈ (π, 2π). The set C is obviously bounded and sup |θ | ∞ ≤c ψ(θ) ≤ ψ(qc). The set C is unbounded in θ, but due to the additional restriction imposed on ψ, there is ρ > 0, such that sup |θ | ∞ ≥c ψ(θ) ≤ ρ. Hence, from the definition of a Leonov function and the imposed assumptions, there are finite constants Ξ ≥ max{ζ, α −1 (ρ + g)} and Ξ ≥ max{ζ, α −1 (ψ(qc) + g)} for the cases a) and b), respectively, such that
This implies upper boundedness of V (x) in both sets C and C , and consequently boundedness of z
Therefore, in both cases a) and b), the unions Ω ∪ C and Ω ∪ C contain forward invariant and globally attracting sets for (1) . Next, the desired conclusion follows by repeating the steps of Theorem 2 (replacing in the arguments Ω with C or Ω with C ).
V. RELATION WITH ISS
In addition to stability, robustness properties with respect to exogenous disturbances are also of great relevance in many control applications. For the class of periodic systems considered in this paper, robustness in terms of the ISS property has been established in [18] via the notion of an ISS-Leonov function.
However, in [18] , it is assumed that the states evolve on a manifold M , while in this paper, it is assumed that they evolve in R n .
We next show that a Leonov function as proposed in this paper is closely related to an ISS-Leonov function as introduced in [18] and, thus, with minor additional requirements, existence of a Leonov function also allows to establish the ISS property for (1) . To this end, it is more convenient to characterize a Leonov function via the conditions (4) and (6) rather than the more generic conditions in Definition 1. Furthermore, we consider the following system with an external input:
where x(t) ∈ R n and d(t) ∈ R m (the input d(·) is a locally essentially bounded and measurable signal) for t ≥ 0, f (x) = F (x, 0) and Assumption 1 is satisfied. In such a case, any solution X(t, x 0 , d) of (7) for an initial condition x 0 ∈ R n and an input d(·) can be embedded in a manifold M = R k × S q by a 2π-projection of the part of the state θ.
Recall from [18] that for a set A ⊂ R n , a C 1 function V : R n → R is a practical ISS-Leonov function for (7) if there exist functions ϑ 1 , ϑ 2 , σ, γ ∈ K ∞ , a continuous function λ : R → R, λ ∈ K ∞ for nonnegative arguments, and scalars r ≥ 0, ν ≥ 0, such that for all x = (z, θ) ∈ R n and d ∈ R m
If the latter inequality holds for r = 0, then V is said to be an ISS-Leonov function. Assumption 2: Let a set A ⊂ R n contain all αand ω-limit sets of (1) and its projection on M be compact and decomposable (in the sense of [3] ).
It has been shown in [18] that under the hypothesis given in Assumption 2, the existence of a practical ISS-Leonov function is necessary and sufficient for ISS of (7) with respect to the set A. Then the following result can be formulated for a Leonov function.
Proposition 2: Consider a Leonov function V : R n → R satisfying the restrictions of Proposition 1. Let V(x) = V (x) + τ with some τ ≥ 0, and assume that (4) can be strengthened to (9) with a radially unbounded function λ for positive arguments, and that the inequalities
are verified for all x = (z, θ) ∈ R n . Then, V is a practical ISS-Leonov function for (7) and a set A ⊂ R n . Proof: The result can be deduced by a straightforward application of Definition 1 and the restrictions given in Propositions 1 and the current one.
Note that if {x = (z, θ) ∈ R n : z = 0} ⊂ A, then there is τ ≥ 0, such that (10) is verified, and by taking ν > 0 large enough the fulfillment of the inequality (11) can also be guaranteed.
Corollary 4: Let Assumptions 1 and 2 be satisfied together with the hypothesis of Proposition 2. Then the system (7) is ISS with respect to the set A.
Proof: The result is a direct consequence of Proposition 2 and the main result of [18] .
It is important to stress here that the ISS property is obtained on the manifold M only (when boundedness of the variable θ comes directly from the structure of M ). The fact that V is also a Leonov function as introduced in Definition 1 implies, via the claim of Theorem 2, that for d(t) ≡ 0, the solutions of (1) are bounded in R n .
VI. ACADEMIC EXAMPLE
We demonstrate the usefulness of the proposed approach by performing a global analysis of boundedness of solutions of the following system:ż
where x = (z, θ) ∈ R n is the state, and F ∈ R k ×k , R ∈ R k ×q , D ∈ R q ×k , and H ∈ R q ×q are constant matrices. Note that the system has an equilibrium at the origin. Let the symbol diag(b) denote the diagonal matrix with a vector b ∈ R q + on the main diagonal. Then impose the following restrictions on the dynamics of (12).
Assumption 3: There exist matrices P = P ∈ R k ×k , Q = Q ∈ R k ×k and a vector m ∈ R q + , such that the following linear matrix inequalities are satisfied:
Since Assumption 3 implies that the matrix F is stable, it is straightforward to establish boundedness of z ∈ R k . The result below demonstrates how the approach derived in Corollary 2 can be used to also infer global boundedness of the variables θ ∈ R q .
Proposition 3: Let Assumption 3 be satisfied for the system (12) . Then for all x 0 ∈ R n , the solutions X(t, x 0 ) are bounded for all t ≥ 0.
Proof: Under the made hypothesis, let us consider the function
where m i is the ith entry of the vector m and let us check the conditions of Corollary 2 for a Leonov function candidate V (x). Since 1 − cos(θ) ≥ 0, select α(s) = λ min (P )s 2 (here λ min (P ) denotes the smallest eigenvalue of the matrix P ), ψ as any function from class K and g = c. Then the lower bound on V (x) is verified for all x ∈ R n . Since cos(0) = 1 and it is a 2πperiodic function, the condition sup x∈U V (x) ≤ 0 is satisfied for any c ≥ 0. Select W = {x = (z, θ) ∈ R n : |θ| ∞ = p} for some p ∈ (π, 2π) and 0 ≤ c < (1 − cos(p)) inf 1≤i≤q m i . Then, inf x∈W V (x) > 0, and all properties required in (3) hold.
It remains to check the derivative of the Leonov function V (x) and the following upper estimate:
where Ω ε = {x ∈ R n : V (x) ≤ ε} and Z = {x = (z, θ) ∈ R n : |z| ≥ ζ} for some λ > 0, ε > 0, and ζ > 0. Lengthy but straightforward calculations show that
Note that under Assumption 3, there is a value of λ sufficiently small such that Q > λP , then ζ > 0 exists as needed (the functions υ i (θ i ) are globally bounded). The property
is valid for a small vicinity of the point θ i = π (the negative term −λ min (H) sin 2 (θ i ) of (13) equals zero for θ i = 0 or θ i = π, and their shifts on 2π, but the former is in Ω and only the latter point belongs to R n \Ω by construction above). Furthermore, there also exists a sufficiently small λ > 0, such that this vicinity has no intersection with Ω. Indeed, λ[m i (1 − cos(θ i )) − q −1 c] ≤ λ[2m i − q −1 c] for all θ i ∈ [−π, π). In addition, since λ min (H) > 0 by Assumption 3, then the inequality (13) can only be satisfied for θ i ∈ (π − ρ i , π + ρ i ) with ρ i = arcsin λ 2m i −q −1 c λ m in (H) , whose value can be selected as small as required by decreasing λ, i.e., ε > 0 exists. The union of these restrictions means that the inequality (4) is not valid for π − max 1≤i≤q ρ i ≤ |θ| ∞ ≤ π + max 1≤i≤q ρ i and |z| < ζ with some ζ > 0 (for a sufficiently small λ). However, all conditions of Corollary 2 are satisfied. Then all conditions of Assumption 3 are satisfied for λ = 0.1. The levels of the function V (x) for z = 0 and θ ∈ [−2π, 2π] 2 are presented in Fig. 3 , the levels of the function s(θ) = λ[ q i=1 m i (1 − cos(θ i )) − c] − sin (θ)H sin(θ) corresponding to verification of (13) are shown in Fig. 4 , where comparing the zones of positivity for V (0, θ) and s(θ), it is possible to check that the inequality (4) is verified for x ∈ (R n \Ω) ∩ (Z ∪ Ω ε ) Fig. 3 . Levels of the function V (0, θ) for the system (12). Fig. 4 . Levels of the function s(θ) for the system (12) . Fig. 5 . Simulation results for the system (12) for several arbitrarily chosen initial conditions. with some ε > 0. Illustrative simulation results for this system are given in Fig. 5 . Clearly, the simulations confirm the efficiency of the proposed theory.
VII. CONCLUSION
By extending ideas of [31] , we have proposed a multivariable cell structure approach, which provides sufficient conditions to establish boundedness of trajectories of nonlinear systems, the dynamics of which are periodic with respect to a part of the state vector. Key to the approach is the concept of a Leonov function. A Leonov function is in general sign-indefinite and not continuously differentiable on the manifold, on which the system dynamics can be projected. These characteristics represent significant relaxations compared to the usual requirements on a standard Lyapunov function [3] . We have shown that for a class of periodical dynamical systems, the existence of a Leonov function implies boundedness of all trajectories. Furthermore, we have shown that under (mild) additional conditions, a Leonov function is also an ISS-Leonov function (as defined in [18] ) and thus its existence can also guarantee robustness with respect to exogenous disturbances. The proposed approach is illustrated by providing a global analysis of a nonlinear system. Application of the proposed theory to power systems and microgrids (in particular, to the swing equation) is currently under investigation.
