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 Microarray technology allows the simultaneous monitoring of thousands of 
genes. Based on the gene expression measurements, microarray technology 
have proven powerful in gene expression profiling for discovering new types 
of diseases and for predicting the type of a disease. Gridding, segmentation 
and intensity extraction are the three important steps in microarray image 
analysis. Clustering algorithms have been used for microarray image 
segmentation with an advantage that they are not restricted to a particular 
shape and size for the spots. Instead of using single feature clustering 
algorithm, this paper presents multiple feature clustering algorithm with three 
features for each pixel such as pixel intensity, distance from the center of the 
spot and median of surrounding pixels. In all the traditional clustering 
algorithms, number of clusters and initial centroids are randomly selected 
and often specified by the user.  In this paper, a new algorithm based on 
empirical mode decomposition algorithm for the histogram of the input 
image will generate the number of clusters and initial centroids required for 
clustering. It overcomes the shortage of random initialization in traditional 
clustering and achieves high computational speed by reducing the number of 
iterations. The experimental results show that multiple feature Fuzzy C-
means has segmented the microarray image more accurately than other 
algorithms.
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1. INTRODUCTION  
Microarrays widely recognized as the next revolution in molecular biology that enable scientists to 
monitor the expression levels of thousands of genes in parallel [1]. A microarray is a collection of blocks, 
each of which contains a number of rows and columns of spots. Each of the spot contains multiple copies of 
single DNA sequence [2]. The intensity of each spot indicates the expression level of the particular gene [3]. 
The processing of the microarray images [4] usually consists of the following three steps: (i) gridding, which 
is the process of segmenting the microarray image into compartments, each compartment having only one 
spot and background (ii) Segmentation, which is the process of segmenting each compartment into one spot 
and its background area (iii) Intensity extraction, which calculates red and green foreground intensity pairs 
and background intensities [5]. 
In digital image segmentation applications, clustering technique is used to segment regions of 
interest and to detect borders of objects in an image. Clustering algorithms are based on the similarity or 
dissimilarity index between pairs of pixels. It is an iterative process which is terminated when all clusters 
contain similar data. In order to segment the image, the location of each spot must be identified through 
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gridding process. An automatic gridding method by using the horizontal and vertical profile signal of the 
image presented in [6] is used to perform the image gridding. The algorithm can satisfy the requirements of 
microarray image segmentation. In the clustering algorithms, parameters such as cluster number and initial 
centroid positions are chosen randomly and often specified by the user.  Instead of randomly initializing the 
parameters in the clustering algorithms, the ECNC (Estimation of Centroids and Number of Clusters) 
algorithm using Empirical Mode Decomposition on the histogram of input image will automatically 
determine the cluster centers and the number of clusters in the image. Using ECNC algorithm as a 
preliminary stage with clustering algorithms reduces the number of iterations for segmentation and costs less 
execution time.  This algorithm is an extended version for the Hill climbing algorithm presented in [17] for 
estimation of clustering parameters and works even the image contains low level noise. 
Many microarray image segmentation approaches have been proposed in literature. Fixed circle 
segmentation [7], Adaptive circle Segmentation Technique [8], Seeded region growing methods [9] and 
clustering algorithms [10] are the methods that deal with microarray image segmentation problem. This paper 
mainly focuses on clustering algorithms. These algorithms have the advantages that they are not restricted to 
a particular spot size and shape, does not require an initial state of pixels and no need of post processing.  
These algorithms have been developed based on the information about the intensities of the pixels only (one 
feature). But in the microarray image segmentation problem, not only the pixel intensity, but also the distance 
of pixel from the center of the spot and median of intensity of a certain number of surrounding pixels 
influences the result of clustering. In this paper, multiple feature fuzzy c-means clustering algorithm is 
proposed, which utilizes more than one feature. The qualitative and quantitative results show that multiple 
feature fuzzy C-means clustering algorithm has segmented the image better than other clustering algorithms.  
The paper is organized as follows: Section 2 presents Empirical Mode Decomposition, Section 3 presents 
ECNC Algorithm, Section 4 presents fuzzy c-means clustering algorithm, Section 5 presents multiple feature 
clustering algorithm, Section 6 presents Experimental results and finally Section 7 report conclusions. 
 
 
2. EMPIRICAL MODE DECOMPOSITION 
The Empirical Mode Decomposition (EMD) proposed by Norden Huang [11], was a technique for 
analyzing nonlinear and non-stationary signals. It serves as an alternative to methods such as wavelet analysis 
and short-time Fourier transform. It decomposes any complicated signal into a finite and often small number 
of Intrinsic Mode Functions (IMF). The IMF is symmetric with respect to local zero mean and satisfies the 
following two conditions. 
1. The number of extrema and the number of zero crossings must either be equal or differ by one. 
2. At any point, the mean value of the envelope defined by local maxima and local minima is zero, 
indicating the function is locally symmetric. 
The decomposition method in EMD is called Shifting Process [13]. The shifting process of the 1- 
dimensional signal can be adapted as follows. 
1. Let Ioriginal be the original signal to be decomposed. Let j=1 (index number of IMF), Initially, I= 
Ioriginal. 
2. Identify the local maxima and local minima points in I.  
3. By using interpolation, create the upper envelope Eup of local maxima and the lower envelope Elw of 
local minima. 
4. Compute the mean of the upper envelope and lower envelope.  
Emean= [Eup + Elw]/2                                    
5. Iimf = I- Emean.                                              
6. Repeat steps 2-5 until Iimf can be considered as an IMF. 
7. IMF(j)= Iimf, j=j+1, I = I- Iimf ,                     
8. Repeat steps 2-7 until, the standard deviation of two consecutive IMFs is less than a predefined threshold 
or the number of extrema in I is less than two.  
The first few IMFs obtained from EMD contain the high frequency components which correspond 
to salient features in original image and the residue represents low frequency component in the image. The 
original image can be recovered by inverse EMD as follows:  
I = RES+ 
j
jIMF )(  (1) 
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3. ESTIMATION OF CENTROIDS AND NUMBER OF CLUSTERS (ECNC) 
1. Let h(k) be the histogram for the input image I with k=0 ,…., G and G being the maximum intensity 
value in the image  
2. Divide the histogram h(k) into IMFs using empirical mode decomposition. The first IMF carries the 
histogram noise, irregularities and sharp details of the histogram, while the last IMF and residue describe 
the trend of the histogram. On the other hand, the intermediate IMFs describe the initial histogram with 
simple and uniform pulses. 
3. Consider the summation of intermediate IMFs as follows:  
 













where n is the number of IMFs. 
4. Determine all local minima in IINT. 
 
  0* min INTT GI I T   (3) 
 
I* is the vector carrying all local minima. All those local minima could express image clusters, but most 
of them are very close to each other and some of them lie too high to be a cluster. So, truncate the local 
minima to the important ones that could express an image cluster. 
5. The truncation process is carried out in two steps. In the first step, the algorithm truncates all local 
minima that have a value larger than the threshold, where threshold is equal to average of the values of 















                                 
where *IN is the number of local minima belonging to *I and 
*
iI  is the local minima belonging to 
vector *I . 
 
*{ }t iI I , if *iI  < thr and *iI  *I  (5) 
 
Where 
tI  consists of all local minima which are less than the estimated threshold thr. 
6. In the second truncation step, the algorithm applies an iterative procedure that calculates the number of 
image pixels belonging to each candidate image cluster and prunes the cluster with smallest number of 
image pixels (less than 2 percent of total number of image pixels). The pruned candidate clusters are 
merged with their closest image clusters. 
7. The number of elements in final vector   
tI  represents the number of clusters denoted by NC. 
8. Determine the local maxima in IINT. 
 
  0* minM INTT GI I T   (6) 
 
IM* is the vector carrying all local maxima. 
9. Thresholding:  Find the peaks (local maxima) whose value is higher than one percent of the maximum 
peak in h(k). 
10. Remove the peaks which are very close. This is done by checking the difference between the grey levels 
of the two individual peaks. If the difference is less than 20, then the peak with lowest value is removed. 
11. Neighboring pixels that lead to the same peak are grouped together. 
12. The values of the identified peaks represent the initial centroids of the input image.  
End 
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4. FUZZY C-MEANS CLUSTERING ALGORITHM 
The Fuzzy C-means [12] is an unsupervised clustering algorithm. The main idea of introducing 
fuzzy concept in the Fuzzy C-means algorithm is that an object can belong simultaneously to more than one 
class and does so by varying degrees called memberships. It distributes the membership values in a 
normalized fashion. It does not require prior knowledge about the data to be classified. It can be used with 
any number of features and number of classes. The fuzzy C-means is an iterative method which tries to 
separate the set of data into a number of compact clusters. It improves the partition performance and reveals 
the classification of objects more reasonable. The predefined parameters such as number of clusters and 
initial clustering centers are provided by ECNC algorithm. The Fuzzy C-means algorithm is summarized as 
follows: 
Algorithm Fuzzy C-Means (x, N, c, m) 
Begin 
1. Initialize the membership matrix uij is a value in (0,1) and the fuzziness parameter m (m=2). The sum of 










  (7) 
 
for all i= 1,2,…….N, where c is the number of clusters and N is the number of pixels in microarray 
image  
2. Compute the centroid values for each cluster cj. Each pixel should have a degree of membership to those 
designated clusters. So the goal is to find the membership values of pixels belonging to each cluster. The 








j 11 uijm || xj-ci||2         
(8) 
 
       where uij represents the membership of pixel xj in the ith cluster and  m is the fuzziness parameter. 
3. Compute the updated membership values uij belonging to clusters for each pixel and cluster centroids 









5. MULTIPLE FEATURE CLUSTERING 
The clustering algorithms used for microarray image segmentation are based on the information 
about the intensities of the pixels only. But in microarray image segmentation, the position of the pixel and 
median value of surrounding pixels also influences the result of clustering and subsequently that leads to 
segmentation. Based on this observation, multiple feature clustering algorithm is developed for segmentation 
of microarray images. To apply fuzzy c-means clustering algorithm on a single spot, we take all the pixels 
that are contained in the spot are, which is obtained after gridding process, and create a dataset D = {x1, x2, 
IJECE  ISSN: 2088-8708  
 
Multiple Feature Fuzzy c-means Clustering Algorithm for Segmentation of … (Jonnadula Harikiran) 
1049
x3, x4, x5,……,xn}, where xi = [ xi(1), xi(2) , xi(3)] is a three dimensional vector that represents the ith pixel in the 
spot region. We use three features, defined as follows 
xi(1) : Represents the pixel intensity value. 
xi(2) :Represents the distance from pixel to the center of the spot region. 
The spot center is calculated as follows: 
1. Apply edge detection to the spot region image using canny method. 
2. Perform flood-fill operation on the edge image using imfill method. 
3. Obtain label matrix that contain labels for the 8-conneted objects using bwlabel function. 
4. Calculate the centroid of each labeled region (connected component) using regionprops method. 
xi(3) :Represents the median of the intensity of surrounding pixels. 
For each pixel in the spot region, once the features are obtained forming the dataset D, then the fuzzy c-
means clustering algorithm is applied. The centroids and number of clusters in the dataset are calculated 
using ECNC algorithm. 
 
 
6. EXPERIMENTAL RESULTS 
Qualitative Analysis:  
The proposed clustering algorithm is performed on two microarray images drawn from the standard 
microarray database corresponds to breast category aCGH tumor tissue.  Image 1 consists of a total of 38808 
pixels and Image 2 consists of 64880 pixels.  Gridding is performed on the input images by the method 
proposed in [13], to segment the image into compartments, where each compartment is having only one spot 
region and background. The gridding output is shown in Figure 1. Multiple feature clustering algorithm is 
applied to each compartment for segmenting the foreground and background region. The ECNC algorithm is 
executed on the histogram of input images for identification of number of clusters and initial centroids which 
is required for clustering algorithm.  The output of the proposed method on a compartment from image 1 and 
















                ISSN: 2088-8708 
IJECE Vol. 5, No. 5, October 2015 :  1045 – 1053 
1050










Centroids Segmented Image using Multiple features 
 
 
No of clusters :2 
Centroids are 4, 145 
 
 
Image 2 Gridded Image Compartment No 8 
  
 
Histogram IMF1 IMF2 
   
IMF3 IMF4 IMF5 
IJECE  ISSN: 2088-8708  
 
Multiple Feature Fuzzy c-means Clustering Algorithm for Segmentation of … (Jonnadula Harikiran) 
1051
   
IMF6 Combined IMF Local Minima 
   
Local Maxima Centroids Segmented Image using Multiple features 
 
 
No of clusters :2 
Centroids are 4, 181 
 
Figure 1. Segmentation result 
 
Quantitative Analysis: 
Quantitative analysis is a numerically oriented procedure to figure out the performance of 
algorithms without any human error. The Mean Square Error (MSE) [14, 15] is significant metric to validate 
the quality of image. It measures the square error between pixels of the original and the resultant images. The 
MSE is mathematically defined as 
 







Where N is the total number of pixels in an image and xi is the pixel which belongs to the jth cluster. The 
lower difference between the resultant and the original image reflects that all the data in the region are 
located near to its centre. Table 1 shows the quantitative evaluations of three clustering algorithms. The 
results confirm that multiple feature fuzzy c-means algorithm produces the lowest MSE value for segmenting 
the microarray image. As the initial centroids required for clustering algorithms are determined by ECNC 
algorithm, the number of iterative steps required for classifying the objects is reduced. While the initial 
centroids obtained by ECNC are unique, the segmented result is more stable compared with traditional 
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Table 1. MSE values  
Method  MSE Values 
 (Compartment No 1) 
In image 1 
MSE Values 
 (Compartment No 8) 
In image 2 
K-means 282.781     346.47 
Fuzzy c-means 216.392    228.69 
Multiple feature Fuzzy C-
means 
198.327    186.276 
 
 
Table 2. Comparison of iterative step numbers 
 Clustering algorithm Iterative steps  (without ECNC) 
Iterative steps 
 (with ECNC) 
(Compartment No 1) 
In image 1 
K-means 10 4 
Fuzzy C-means 14 6 
Multiple feature Fuzzy C-means 17 9 
 
 Clustering algorithm Iterative steps  (without ECNC) 
Iterative steps  
(with ECNC) 
(Compartment No 8) 
In image 2 
K-means 11 6 
Fuzzy C-means 16 12 





This paper presents multiple feature fuzzy c-means clustering algorithm for microarray image 
segmentation. Instead of using single feature i.e., pixel intensity, two other features such as distance of the 
pixel from the spot center and median value of surrounding pixels are used for segmentation. The qualitative 
and quantitative analysis done proved that multiple feature Fuzzy C-means has higher segmentation quality 
than other clustering algorithms with single feature. Clustering algorithm combined with ECNC overcomes 
the problem of random selection of number of clusters and initialization of centroids. The proposed method 
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