We study the consequences of substituting an error-laden proxy W for an instrument Z on the interpretation of Wald, local instrumental variable (LIV), and instrumental variable (IV) estimands in an ordered discrete choice structural system with heterogeneity. A proxy W need only satisfy an exclusion restriction and that the treatment and outcome are mean independent from W given Z. Unlike Z, W need not satisfy monotonicity and may, under particular speci…cations, fail exogeneity. For example, W could code Z with error, with missing observations, or coarsely. We show that Wald, LIV, and IV estimands using W identify weighted averages of local or marginal treatment e¤ects (LATEs or MTEs). We study a necessary and su¢ cient condition for nonnegative weights. Further, we study a condition under which the Wald or LIV estimand using W identi…es the same LATE or MTE that would have been recovered had Z been observed. For example, this holds for binary Z and therefore the Wald estimand using W identi…es the same "average causal response," or LATE for binary treatment, that would have been recovered using Z. Also, under this condition, LIV using W can be used to identify MTE and average treatment e¤ects for e.g. the population, treated, and untreated.
Introduction
Data on useful instrumental variables is often error-laden or unavailable. As a result, researchers sometimes employ "proxies"for instruments. For example, Acemoglu, Johnson, and Robinson (2001) use early settlers'mortality rate as an instrument in their study of the e¤ects of institutions on income per capita. To proceed, Acemoglu, Johnson, and Robinson (2001 , p. 1382 -1383 combine data on mortality rates for soldiers, bishops, and sailors from 17 th 19 th century as "reasonable estimates for settler mortality"and state that "combining data from a variety of sources will introduce measurement error in our estimates of settler mortality." As another example, in studying the returns to education, family background variables such as parental education are often used as instruments (see e.g. references in Card 1999 Card , p. 1843 Card -1844 . However, reported parental schooling levels are often error-laden (see e.g. Ashenfelter and Krueger, 1994 , p. 1161 and the discussion in Card, 1999 , p. 1826 . As a third example, Hotz, McElroy, and Sanders (2005) , use miscarriage as an instrumental variable in estimating the e¤ect of teenage childbearing on socioeconomic attainment of teen mothers. Hotz, Mullin, and Sanders (1997) refer to miscarriage as a "contaminated instrument" because the group of women who miscarry may be an unknown "mixture of women who experience random and non-random miscarriages."Nevertheless, building on the results in Horowitz and Manski (1995) , they provide bounds, under restrictions on the extent of contamination, on e¤ects of teenage childbearing that are consistent with the instrumental variable estimates in Hotz, McElroy, and Sanders (2005) .
In the linear constant e¤ect case, an instrument or an error-laden proxy for it (e.g. with error at random) can be used to identify the constant causal e¤ect. What are the implications of substituting a proxy for an instrument on the interpretation of the Wald (1940) , local instrumental variable (LIV), and instrumental variable (IV) (e.g. two stage least squares; TSLS) estimands in systems with heterogeneous e¤ects? This paper studies this question in the context of an ordered discrete choice structural system with heterogeneity thereby generalizing the identi…cation results from the homogenous constant e¤ect case and clarifying the scope of the methods of Wald, LIV, and IV using mismeasured instruments. Speci…cally, this paper gives constructive conditions under which these methods using a proxy identify the local or marginal treatment e¤ects (LATEs or MTEs), as well as average treatment e¤ects e.g. for the population (ATE), treated (ATT), and untreated (ATU), that would have been recovered had the instrument been observed. Moreover, this paper gives weaker conditions under which these methods identify weighted averages of these LATEs or MTEs with nonnegative weights.
To study the Wald and IV estimands using mismeasured instruments, we begin by providing notions for an instrument vector Z and a proxy vector W for it. In this paper, an instrument Z satis…es the assumptions imposed in Imbens and Angrist (1994; thereafter IA) , Angrist and Imbens (1995;  thereafter AI), Angrist, Imbens, and Rubin (1996, thereafter AIR) , Heckman and Vytlacil (2005;  thereafter HV), Heckman, Urzua, and Vytlacil (2006; thereafter HUV) , and Heckman (2010) for example. As these papers show, in systems with heterogeneous e¤ects, an instrument must satisfy structural and exogeneity assumptions stronger than those required in the linear constant e¤ect case for the methods of Wald and IV to ensure full (point) identi…cation of LATEs, MTEs, or a weighted average of LATEs or MTEs (see also Manski and Pepper, 2000) . Following the literature (see e.g. de…nition 3 in AIR), we assume that Z (1) is exogenous, (2) satis…es "monotonicity," i.e. it induces receipt of treatment D in the same direction across individuals, and (3) drives the outcome Y only via the treatment, an exclusion restriction.
A proxy W for Z is a vector associated with Z, and possibly driven by it, that need only satisfy an exclusion restriction and that D and Y are mean independent of W conditional on Z. Examples of possible proxies include an error-laden measurement of Z, a measurement of Z with missing or imputed observations, or a coarse (e.g. binary) coding for a multivalued Z. Importantly, a proxy W can fail the assumptions imposed on Z and thus need not be an instrument (e.g. according to de…nition 3 in AIR). In particular, W need not satisfy "monotonicity" nor be a cause of the treatment. Further, W can fail mean ignorability from potential outcomes and it can thus be endogenous, albeit this requires particular speci…cations.
Using this notion of an instrument's proxy, we build on the work of IA, AI, AIR, HV, and HUV studying the methods of Wald, LIV, and IV using instruments and extend their analysis to accommodate mismeasured instruments. In particular, we show that the methods of Wald and LIV using a proxy W for an instrument Z as well as the method of IV using a function g(W ) of W identify weighted averages of LATEs or MTEs. This is particularly troublesome if some of the weights are negative since, unlike in the linear constant e¤ect case, the sign of the identi…ed weighted average of LATEs or MTEs may then be the opposite of the sign of some, or even all, of the underlying LATEs or MTEs. For the methods of Wald and LIV, we give conditions under which the weights are nonnegative if and only if W is intensity preserving for Z, a notion of dependence of Z on W that we study. Similarly, for the method of IV (e.g. TSLS), we give conditions under which the weaker property of mean quadrant dependence of g(W ) on Z is necessary and su¢ cient for nonnegative weights. For the methods of Wald, LIV, and IV, we study the conditions for nonnegative weights and show, for example, that these can hold in the presence of misclassi…cation or classical measurement error in coding Z. Further, we show that when W is value preserving for Z, a restriction on the dependence of Z on W stronger than intensity preservation, the method of Wald or LIV using W identi…es LATEs or MTEs that would have been recovered had Z been observed. We study this condition and show that it can hold in the presence of misclassi…cation or measurement error in coding Z. In this case, substituting a proxy for an instrument in the Wald or LIV estimand can be harmless for the identi…cation of LATE or MTE as well as weighted averages of MTE such as ATE, ATT, and ATU. When multiple proxies are available, this provides the foundation for tests for proxy validity.
The case of binary Z receives signi…cant attention in the literature. For example, in the "compliance problem" studied in AIR, the treatment D and the treatment assignment Z are binary, and LATE is the average e¤ect of the treatment for the subpopulation of "compliers" who always comply with the treatment assignment. We show that for binary Z, value preservation trivially holds, and thus the methods of Wald and IV using any proxy for Z identify the same "average causal response"discussed in AI, or LATE if D is binary, that would have been recovered using Z. Thus, in this case, identi…cation of LATE via the methods of Wald or IV is robust to certain types of instrument misclassi…cation and missing data.
On the one hand, this paper's results suggest that researchers should cautiously interpret estimates of causal e¤ects obtained via the methods of Wald, LIV, or IV (e.g. TSLS) using a proxy for an instrument. On the other hand, if economic theory suggests an unobserved instrument Z, a researcher may make use of a suitable proxy for it, that need not satisfy the instrument assumptions, to identify the LATEs or MTEs that would have been identi…ed had Z been observed, as well as average treatment e¤ects such as ATE, ATT, and ATU.
Alternatively, under weaker assumptions, a researcher may employ a proxy to recover an informative weighted average of LATEs or MTEs. For example, a nonzero weighted average of local e¤ects provides evidence against the hypothesis that the treatment e¤ect is zero. Further, the sign of this weighted average is informative when the local or marginal e¤ects have common sign and the weights are nonnegative. This paper is organized as follows. Section 2 states the data generation assumptions.
Section 3 studies the methods of Wald and LIV using a proxy for an instrument. Section 4 studies the IV method using a proxy. Section 5 gives examples and reports Monte Carlo simulations and Section 6 concludes. Mathematical proofs are gathered in Appendix B.
Data Generation
This section states the main assumptions imposed in this paper. Following the results in Vytlacil (2002 Vytlacil ( , 2006 , we work simultaneously with a structural system and the Rubin Causal Model (Holland, 1986; AIR) . In particular, the …rst assumption de…nes the ordered discrete choice structural system we are concerned with in this paper. 
where , q, and r are unknown measurable functions 1 mapping respectively to S R, S D , and S Y . Let E(jr(j; U Y )j) < 1 for all j 2 S D . Realizations of W , D; and Y are observed, those of U D and U Y are not, and realizations of Z may be unobserved.
A.1(i) introduces the random variables. A.1(ii) imposes structure on the data generation.
In particular, A.1(ii) imposes exclusion restrictions ensuring that the treatment D is structurally driven by Z but is not otherwise directly a¤ected by the proxy W . Similarly, the 1 1fAg = 1 if A is true and equals 0 otherwise. outcome Y is driven by D but is not otherwise directly a¤ected by Z or W . Given these restrictions, we de…ne the potential treatment D(z), z 2 S Z , and potential outcome Y (d),
The random vectors U D and U Y re ‡ect unobserved heterogeneity in the population (e.g. across units or individuals). The assumption E(jY (j)j) < 1 for all j 2 S D ensures that average e¤ects are meaningful and enables applying integration theorems.
Further, A.1(ii) restricts q by imposing a threshold crossing form. To illustrate, consider the case of binary treatment D (e.g. IA, AIR, HV) such as in the generalized Roy model (see Heckman, 2010) . In this case, J = 1 and q reduces to
. The assumption that V 1 is absolutely continuous simpli…es the exposition and enables employing the probability transform above.
For binary D, we often …nd it convenient to employ the representation D = 1fU P g with scalar instrument P P (Z).
More generally, we study the case in which an individual chooses "treatment"j among the ordered alternatives 0; 1; :::; J if v j (z) < v j+1 realizes. This threshold crossing restriction implies the monotonicity assumption imposed in e.g. IA and AI:
For example, in the compliance problem with binary Z and D, monotonicity essentially rules out from the population "de…ers" who systematically undertake the opposite treatment than that assigned to them (see AIR). Further, Vytlacil (2002 Vytlacil ( , 2006 shows that monotonicity and "ignorability" of Z (discussed below) are equivalent to the threshold crossing restriction on q in A.1(ii) with Z independent of potential outcomes and the random thresholds U D . Our next assumption ensures this independence. We thus employ interchangeably the threshold crossing structure in A.1(ii) and monotonicity 3 . We let ? denote independence as in Dawid 2 Throughout, for generic random vectors X 1 and X 2 , we denote the cumulative distribution function (cdf) for X 1 and the cdf for X 1 conditional on X 2 = x 2 by F X1 ( ) and F X1jX2 ( jx 2 ) respectively. We denote the corresponding probability density or mass functions (pdf) by f X1 ( ) and f X1jX2 ( jx 2 ):
3 See also Klein (2010) who approximates the bias of estimators for marginal and related treatment e¤ects resulting from local random departures from monotonicity and Small and Tan (2007) who study a "stochastic monotonicity" condition.
(1979), with 6 ? denoting dependence. 
Proxies for Instruments
We assume that the econometrician observes realizations of a proxy W for Z whereas realizations of Z may be unobserved. A. (see e.g. Mahajan, 2006; Lewbel, 2007; Hu, 2008 and thus A.3 holds using the scalar instrument P P (Z).
4 In turn, ignorability (and thus A.2) implies that Y (D(z)) ? m Z and D(z) ? m Z for all z 2 S Z . These last conditions permit identifying the average e¤ects of Z on D and Y and su¢ ce for the Wald or LIV estimands to recover LATE or MTE when Z is observed (see the proof of Theorem 3.1 below). For simplicity, we employ the stronger condition A.2. 5 A.1(ii) assumes that treatment receipt and response are individualistic since these only depend on one's variables (see e.g. Manski, 2013) . A.1(ii) does not restrict an individual's proxy from depending on others' instrument values. Strengthening A.1(ii) to impose individualistic proxies gives the "stable unit treatment value assumption" (see e.g. Rubin, 1986; AIR) . 6 We let ? m denote mean independence and write X 1 ? m X 2 jX 3 if E(X 1 jX 2 ; X 3 ) = E(X 1 jX 3 ) provided these means exist. We let 6 ? m denote mean dependence.
Comparison Between Instruments and Proxies
It is useful to compare the assumptions imposed on instruments and proxies to clearly distinguish Z and W . First, as discussed above, Z and W play di¤erent structural roles under A.1.
In particular, W need not structurally determine D or Y whereas Z drives D and, through it, Y . Second, W need not satisfy the monotonicity assumption imposed on Z. For instance, consider a binary instrument Z satisfying monotonicity, Pr[q(0; U D ) q(1; U D )] = 1, and suppose that the proxy In a nutshell, a proxy W need not be an instrument. Speci…cally, W can fail monotonicity.
Also, under particular speci…cations, W can fail exogeneity.
The Methods of Wald and LIV Using Mismeasured Instruments
For any z; z 0 2 S Z such that E(DjZ = z) 6 = E(DjZ = z 0 ), de…ne z;z 0 , the Wald estimand using Z evaluated at z and z 0 :
Similarly, for any w; w 0 2 S W such that E(DjW = w) 6 = E(DjW = w 0 ); de…ne w;w 0 , the Wald estimand using W evaluated at w and w 0 :
Begin by considering the compliance problem (e.g. AIR) with binary treatment D and instrument Z so that S D = f0; 1g and S Z = f0; 1g. For instance, Z = 1 may denote receiving …nancial aid and D = 1 joining a training program. Let
denote LATE, the average treatment e¤ect for the subpopulation of "compliers"who join the 
where the second equality obtains by A.3. Thus, the Wald estimand using the proxy W identi…es LATE, 0;1 = 0;1 . Importantly, W need not satisfy the assumptions required for Z, e.g. monotonicity, as discussed in Section 2.1.
and Z 6 ? W . We do not require other restrictions on the extent of misclassi…cation. This relaxes the conditions in AIR: any suitable proxy for Z can be used to identify LATE.
Another example arises when data on Z is missing. For instance, W may take on three values corresponding to no aid (W = 0), being assigned aid (W = 1), and missing …nancial aid information (W = 2). Then an analogous argument gives that, under A.3 and provided that E(DjZ = 1) 6 = E(DjZ = 0) and f ZjW (1jw 0 ) 6 = f ZjW (1jw), w;w 0 evaluated at any w; w 0 2 S W identi…es 0;1 . Interestingly, this includes w 0 = 2 which codes a missing realization of Z.
In showing that 0;1 identi…es 0;1 in the case of binary Z, we used the equality under A.3 of the Wald estimands 0;1 and 0;1 . More generally, in interpreting the Wald and LIV estimands using W in the following subsections, we use Lemma B.1 in Appendix B which relates these estimands to Wald and LIV estimands using Z. In particular, for discrete 7 Z, Lemma B.1 shows that, under A.3, w;w 0 is a weighted average of z k 1 ;z k , for adjacent points
Similarly, for continuous scalar ( = 1) Z, we show that, under A.3, w;w 0 is a weighted average of (z) over S Z , where (z) denotes the local IV (LIV) estimand
with E(DjZ = ) and E(Y jZ = ) di¤erentiable at z 2 S Z and
Angrist, Graddy, and Imbens, 2000 (thereafter AGI); HV; Heckman, 2010) . Further, when W is a continuous scalar and E(DjW = ) and E(Y jW = ) are di¤erentiable at w 2 S W with @ @w E(DjW = w) 6 = 0, Lemma B.1 shows that, under A.3, the LIV estimand using W ,
is a weighted average of (z) over S Z . Lemma B.1 does not assume A.1(ii) or A.2.
Results interpreting the Wald estimand using a binary proxy W in the case of binary D and either a binary Z or a continuous scalar Z such that Pr(D = 1jZ) = Z appear in the epidemiology literature (Hernán and Robins, 2006) . Our results encompass, but are not limited to, these cases. Here, we demonstrate that W need not satisfy monotonicity and can, in particular structures, be endogenous. Further, we allow for multivalued D throughout and for general vectors Z and W . In addition to studying the Wald estimand, we study the interpretation of the LIV and IV estimands using a proxy in discrete choice structural systems and show that these estimands identify weighted averages of LATEs or MTEs. We study necessary and su¢ cient conditions for nonnegative weights as well as a su¢ cient condition for the Wald or LIV estimand using W to identify the LATE or MTE (and to recover e.g. ATE,
ATT, ATU) that would have been identi…ed had Z been observed.
Interpretation of Wald and LIV Estimands Using a Proxy
We build on results in IA, AI, AGI, HV, and HUV studying identi…cation of LATE and MTE via the methods of Wald and LIV using an instrument Z and extend these results to 7 A discrete scalar Z can be used to code a discrete instrument vector of …nite dimension.
accommodate mismeasured instruments. First, we state a result interpreting the Wald and LIV estimands using Z. This follows from arguments similar to e.g. AI's theorem 1, AGI's theorem 3, and HUV.
(b) Set = 1 and let z 2 S Z . Let be di¤erentiable at z with @ @z (z) 6 = 0 and let
with ! j (z)
; 0 ! j (z) 1, and
Theorem 3.1(a) shows that the Wald estimand z;z 0 is equal to a weighted average of
. For binary Z, AI refers to 0;1 as the "average causal response." If D is also binary, 0;1 is LATE. For continuous scalar Z, part (b) shows that the LIV estimand (z) equals (z); a weighted average of MTEs. In particular, for
the treatment e¤ect for those indi¤erent toward receiving the treatment at instrument value z.
Average treatment e¤ects such as ATE, ATT, and ATU can be expressed as weighted averages
HV).
When Z is unobserved z;z 0 and (z) are not directly estimable. The next Theorem demonstrates that the Wald or LIV estimand, w;w 0 or (w), using a proxy W for Z identi…es a weighted average of LATEs or MTEs. For discrete variables, we often simplify notation whenever multiple sub-or super-scripts are used. For example, we denote by k 1;k the Wald
Similarly, we sometimes write k 1;k instead of
Similarly, for 
(b.i) Set = 1 and suppose that F ZjW ( jw) and F ZjW ( jw 0 ) are absolutely continuous with support S Z , ( ) is di¤erentiable at a.e. (almost every) z 2 S Z , and F V j ( ( )) and G j ( ( )), j = 1; :::; J, are absolutely continuous on S Z . Then, provided E(DjW = w) 6 = E(DjW = w 0 ):
ii) In addition, set`= 1 and let w 2 B(w), a nonempty open subset of S W , and suppose that for all w 2 B(w), E(Y jW = w ) < 1, F ZjW ( jw ) is absolutely continuous with support
F ZjW (zjw ) exists for a.e. z 2 S Z , and there exist integrable functions ) and integration in
To illustrate Theorem 3.2, consider a binary D = 1fU P g with scalar instrument
Here, (p) = p and F V j ( ) and G j ( ) are absolutely continuous. Applying Theorem 3.2(b) using P , assumed continuous with support S P , gives
Under the conditions of Theorem 3.2(b:ii),
@ @w
F P jW (pjw) exists for a.e. p 2 S P and
F P jW (sjw)ds dp:
The weights sum up or integrate to 1. For example, with a homogenous e¤ect, w;
Note that some of the weights can be negative. Thus, with heterogeneous e¤ects, w;w 0 or (w) may be negative even when all the LATEs or MTEs are positive.
Nonnegative Weights
Next, we de…ne a property that a proxy for an instrument may have and that can ensure nonnegative weights. As discussed in the Introduction, when the LATEs or MTEs have a common sign, this property ensures that the Wald or LIV estimand using W recovers this sign.
De…nition 3.1 Intensity Preserving Proxy: Let Z and W be as in A.1(i). For w; w 0 2 S W , we say that the proxy W at (w; w 0 ) is intensity preserving for the instrument Z if F ZjW (zjw) 8 The analysis may be adapted to let ZjW = w for w = w; w 0 in part (b:i) and for all w 2 B(w) in part (b:ii) have the same support S Zw , which need not equal S Z , and then considering the integrals over S Zw .
F ZjW ( j ) exists at w 2 S W R and a.e. z 2 S Z , we say W at w is intensity preserving for
Intensity preservation at (w; w 0 ) is a stochastic dominance restriction. Similar …rst-order stochastic dominance conditions have been assumed for a mismeasured dependent variable in Abrevaya and Hausman (1999) and Hausman, Abrevaya, and Scott-Morton (1998). For scalar proxy W and w < w 0 , we say W at (w; w 0 ) is positively (negatively) intensity preserving for Z if W being small increases (decreases) the probability of Z being small. Positive (negative) intensity preservation at w is the marginal analogue with
for a.e. z 2 S Z . When positive (negative) intensity preservation holds for all w; w 0 2 S W ; w < w 0 , or for all w 2 S W , we drop the local quali…ers "at (w; w 0 )"or "at w."
A proxy W that fails the monotonicity assumption satis…ed by Z in A.1 can be intensity preserving for Z. For instance, in the example in Section 2.1.1 where W may misclassify binary
, W fails monotonicity and is trivially intensity preserving for Z. More generally, Appendix A gives an example for discrete (nonbinary) Z and a misclassi…ed proxy W , that may code the reverse or mirror image of Z, where W fails the monotonicity in A.1, and possibly exogeneity, but is locally intensity preserving.
Next, we study su¢ cient conditions for intensity preservation. First, in the scalar deterministic case, W = f (Z), monotonicity of f su¢ ces for intensity preservation but is not necessary, as shown via counterexample in the proof of Proposition 3.3.
Proposition 3.3 Let Z and W be as in A.1(i) with =`= 1. Let f : S Z ! S W and W = f (Z). Then f being a nondecreasing (nonincreasing) monotonic function is su¢ cient but not necessary for W to be positively (negatively) intensity preserving for Z.
Second, "positive likelihood ratio dependence" su¢ ces for W to be positively intensity preserving for Z:
Using this property, Proposition 3.4 gives conditions under which classical measurement error yields an intensity preserving proxy. This follows from arguments in Lehmann 9 (1966).
Proposition 3.4 Let Z and W be as in A.1(i) with =`= 1. Let U W be a random variable with logarithmically concave density function such that U W ? Z and let W = Z + U W . Then W is positively intensity preserving for Z.
Examples of log-concave or "strongly unimodal" density functions include the normal, uniform, logistic, and exponential densities (see e.g. Bagnoli and Bergstrom, 2005) .
Last, iff ( ) is a nondecreasing function on S Z and W at (w; w 0 ), or at w, is positively (negatively) intensity preserving for Z then W at (w; w 0 ), or at w, is positively (negatively) intensity preserving forf (Z). Iff ( ) is nonincreasing, this implication holds with opposite signs (e.g. Shaked and Shanthikumar, 1994, Theorem 1.A.3(a) ). For example, for nondecreasingf , W in Proposition 3.4 is also positively intensity preserving forf (Z).
To state necessary and su¢ cient conditions for nonnegative weights, we employ the following condition, which imposes further structure on the e¤ect of scalar Z on D. A similar condition is employed e.g. in some of the results in IA and AI.
in S Z , we say that A.4 holds strictly.
A.4 holds when ( ) is monotonic. Under A.4, Z a¤ects D in the same direction at any values z < z 0 of Z, as may be the case in a training program with Z denoting …nancial aid. We employ (strict) A.4 only to state su¢ cient (and necessary) conditions for nonnegative weights.
In particular, for scalar Z, we make use of the fact that A.1, A.2, and (strict) A.4 ensure that E(DjZ = ) is (strictly) monotonic over 10 S Z . Note that strict A.4 is immediately satis…ed for binary D = 1fU P g with instrument P P (Z) and E(DjP = p) = p is clearly strictly monotonic in p.
The following corollary to Theorem 3.2 shows that W being locally intensity preserving for Z is su¢ cient (and necessary under strict A.4) for nonnegative weights. 10 For discrete Z, we can order the elements of S Z such that E(DjZ = ) is monotonic over S Z .
For example, for binary D with continuous instrument P P (Z), Corollary 3.5 gives that the weights w;w 0 (p) (or w (p)) are nonnegative if and only if W at (w; w 0 ) (or at w) is intensity preserving for P . In this case, the weights
on the MTEs are all nonnegative.
Identi…cation of Treatment E¤ects Using a Proxy
This section studies conditions under which the Wald or LIV estimand using W identi…es the LATE or MTE that would have been identi…ed had Z been observed. The next de…nition
gives a property that a proxy may have and that su¢ ces for this identi…cation result.
De…nition 3.2 Value Preserving Proxy: Let Z and W be as in A.1(i). For z 2 S Z and w; w 0 2 S W , we say that the proxy W at (w; w 0 ) is value preserving for the instrument Z at
. Further, for =`= 1, z 2 S Z and w 2 S W , we say that W at w is value preserving for Z at z if A discrete W at (w; w 0 ) is value preserving for discrete Z at z k 1 if W being equal to w as opposed to w 0 is uninformative about the likelihood of Z being equal to s 2 S Z except for when Z equals z k 1 or z k , i.e. f ZjW (sjw) = f ZjW (sjw 0 ) for every s 2 S Z nfz k 1 ; z k g and
This trivially holds for binary Z with F ZjW (z 0 jw) 6 = F ZjW (z 0 jw 0 ). W at w being value preserving for Z at z is the marginal analogue with @ @w F ZjW (sjw) = 0 for s 6 = z and having an impulse at s = z. We give an example shortly.
Note that if W at (w; w 0 ) (or at w) is value preserving for Z at z then W at (w; w 0 ) (or at w)
is intensity preserving for Z. However, a positively intensity preserving proxy W at w may be value disrupting for Z at z, for all w 2 S W and z 2 S Z (e.g. let Z and W be as in Proposition 3.4 with classical measurement error and (Z; U W ) jointly normal). The next proposition gives an example of an error-laden proxy W for possibly unobserved Z with S W = S Z such that for all z 2 S Z , W at z is value preserving for Z at z.
Proposition 3.6 Let Z and W be as in A.1(i) with =`= 1. Let Z and V be identically distributed random variables with a continuous density on the support S Z and let be a random variable taking value in f0; 1g with Pr( = 0) > 0. Let Z ? (V; ) and V ? and let W = (1 )Z + V . Then, for all z 2 S Z , W at z is value preserving for Z at z.
In Proposition 3.6, W codes Z correctly with a nonzero probability or as the realization of an independent and identically distributed V . Note that this allows for Pr( = 0) = 1 and W =
Z. An and Hu (2012) study the related assumption that the probability of truthful reporting in self-reported survey data is nonzero and discuss examples. Appendix A gives another example in which a discrete proxy W , that may code the reverse of Z, fails monotonicity (and can be endogenous) but is intensity and value preserving at certain points.
Corollary 3.7 gives conditions under which the Wald or LIV estimand using W identi…es the LATE and MTE that would have been recovered had Z been observed. 
at w is value preserving for Z at z then (w) = (z).
To illustrate Corollary 3.7, let the instrument P P (Z) and its error-laden proxy W be as in Proposition 3.6. Then, for all p 2 S P , W at p is value preserving 11 for P at p. Corollary 3.7 gives that for binary treatment, the LIV estimand using W , ( ), identi…es MTE, i.e.
Building on the results of HV, we can identify various average e¤ects using (p). In particular, when S W is the unit interval, integrating (p) identi…es the average treatment e¤ect:
(p)dp:
Similarly, since P and W are identically distributed (see proof of Proposition 3.6), the average treatment e¤ects for the treated and untreated are also identi…ed by:
W ) dp; and
11 From the proof of Proposition 3.6, @ @w F ZjW (sjz) = Pr( = 0) (s z) where it may be convenient to interpret the Dirac delta function ( ) such that lim !0 R @ @w F ZjW (sjz)ds = R @ @w F ZjW (sjz)ds = R Pr( = 0) (s z)ds = Pr( = 0) (see e.g. Bracewell, 1986 ).
Thus, in this case, several average e¤ects can be recovered using the proxy W for P (Z).
The Method of IV Using Mismeasured Instruments
Researchers often employ IV methods such as TSLS to identify causal e¤ects. Consider a functiong(Z) of the instrument, withg : S Z ! Sg R. The IV estimand g Z is given by:
The choiceg(Z) = E(DjZ) corresponds to TSLS. Theorem 2 of IA demonstrates that for binary D, discrete Z, andg( ) monotonic, We build on, and extend, these results to interpret the IV estimand g W using a function g(W ) of a proxy W . We show that, under our assumptions, g W identi…es a weighted average of LATEs or MTEs and study necessary and su¢ cient conditions for nonnegative weights.
The results obtain by noting that A.3 and the law of iterated expectations give
and, under A.1-A.2,
is a weighted average of LATEs or MTEs.
Interpretation of the IV Estimand Using a Proxy
The next result extends the results in e.g. IA and AI to study the method of IV using a function of a proxy W for Z. Throughout this subsection, we let g : S W ! S g R and writẽ is …nite. (a) Suppose that S Z = fz 0 ; z 1 ; :::; z K g with z k 1 < z k for k = 1; ::; K. Then
(b) Set = 1 and suppose that ( ) is di¤erentiable at a.e. z 2 S Z and that F Z ( ); F V j ( ( )), and G j ( ( )), j = 1; :::; J, are absolutely continuous on S Z . Then
Theorem 4.1 shows that g W is a weighted average of Wald estimands k 1;k for discrete Z or LIV estimands (z) for scalar continuous Z, which in turn are weighted averages k 1;k or (z) of LATEs or MTEs with nonnegative weights ! k 1;k j or ! j (z) respectively. For example, for binary D = 1fU P g, E(DjP = p) = p and Theorem 4.1(b) using a continuous instrument
The weights g k or g (z) sum or integrate to one but can be negative. Thus, g W may be negative even when all the underlying LATEs or MTEs are positive. We now study a property that is useful in ensuring nonnegative weights.
De…nition 4.1 Mean Quadrant Dependence: Let Z and W be as in A.1(i). We say that W is positively (negatively) mean quadrant dependent on
We say that W is mean quadrant dependent on Z if W is either positively or negatively mean quadrant dependent on Z. A special case of Proposition 4.2 gives that if W is positively (negatively) intensity preserving for Z then W is positively (negatively) mean quadrant dependent on Z. HUV provides another decomposition for the IV estimand using a function of instruments in an ordered discrete choice model and show that it identi…es a weighted average of marginal 12 In Theorem 4.1(a), we note that if E(g(W )jZ z m ) = E(g(W )) for all z m 2 S Z nfz k g and E(g(W )jZ
treatment e¤ects. The next result builds on HUV's analysis to provide an interpretation for IV estimands using a function of proxies for instruments. Here, we consider general vectors Z and W . We let S V j denote the support of V j for j = 1; :::; J: is …nite then
and 
Examples and Simulations
To illustrate this paper's results, consider the case of a binary treatment D (e.g. training program) and outcome Y (e.g wage) with randomized Z (e.g. …nancial aid). In particular, consider a version of the generalized Roy model (see e.g. HUV) where
with coe¢ cients = 1, = 0:2, = 2, and = 1. Here, an individual selects into treatment if his/her payo¤ Y (1) Y (0) exceeds the cost net of …nancial aid Z. We let the joint distribution of (U 0 ; U 1 ) be normal with zero means, unit variances, and covariance = 0:5.
We begin by considering the case of a discrete exogenous instrument Z that takes value in f0; 1; 2g with probability c 0 ; c 1 , and c 2 respectively (Z is binary if c 2 = 0). For instance, Z denotes zero …nancial aid (Z = 0), partial …nancial aid covering tuition (Z = 1), or full …nancial aid covering tuition and living expenses (Z = 2). Here, the LATE z;z 0 is given by
where and are the standard normal pdf and cdf respectively and where we make use of 
Second, we consider the proxy W 2 that records only whether individuals are o¤ered partial aid (W 2 = 1) or not (W 2 = 0) but that is misclassi…ed when U W = 1, with probability m:
We maintain that (U 0 ; U 
For binary Z (c 2 = 0), W 1 = W 2 which we denote by W , and the closer m is to 0 or 1 (the further m is from 0:5) the closer is W to coding the …nancial aid information Z perfectly.
Nevertheless, for m 6 = 0:5 (or W 6 ? Z), 0;1 = 0;1 , i.e. the Wald estimand using W identi…es the same LATE that would have been recovered using Z. Table 1 reports the median bias (MBias) and interquartile range (IQR) (statistics are computed over 1000 replications in all the 13 We slightly adjust the notation for the weights given that the proxies are binary here.
simulations) of Wald plug-in estimators 14^
0;1 and^ 0;1 with c 0 = 0:45 and c 1 = 0:55. In (small) …nite samples, IV-based estimators may fail to have moments and thus MBias and IQR may be more informative than the average bias (ABias) and standard deviation (SD). Although our focus here is on identi…cation rather than estimation or …nite sample behavior of estimators, the simulations in this section help shed light on features of the Wald and LIV estimators. For instance, the IQR of^ 0;1 and^ 0;1 decrease as the sample size n increases. Further, the IQR of^ 0;1 increases as m approaches 0:5. In general, ABias and SD behave relatively similarly to MBias and IQR respectively as the sample size increases in our simulations 15 . When Z takes value in f0; 1; 2g, calculating F ZjW h (zjw) for z = 0; 1 and w = 0; 1 shows that W 1 is intensity preserving for Z (note that, in the special case of m = 0, W 1 is a monotonic function of Z and therefore W 1 is intensity preserving for Z by Proposition 3.3) whereas W 2 is intensity disrupting for Z and thus either 2 1 or 2 2 is negative. In particular, unlike in the constant e¤ect case, 2 0;1 in this example has the opposite sign than that of both local e¤ects 0;1 and 1;2 . The simulation results in Table 2 demonstrate these examples, with c 0 = c 1 = 0:3 and c 2 = 0:4, and reports the median bias (relative to each estimator's probability limit), and 14 The Wald estimator using discrete Z or W replaces the conditional expectations in the numerator and denominator of the Wald estimand with sample averages. 15 Here, the asymptotic variance of the IV estimator using binary W (which equals^ 0;1 ) is proportional to
Cov(D;W ) 2 (see e.g. Theorem 3 in IA). Since W is Bernoulli distributed, it can be shown that V ar(W ) ! Suppose instead that Z is continuous, Z N (0; 1) (e.g. the logarithm of continuous …nancial aid). In this case, MTE is given by
Consider two proxies W 3 and W 4 for Z
The …rst proxy W 3 su¤ers from classical measurement error U W N (0; 2 ) whereas the second proxy W 4 is as in Proposition 3.6, where V N (0; 1) and is binary with Pr( = 1) = m. We maintain that (U 1 ; U 0 ), Z, U W , V , and are jointly independent. Proposition 3.4 gives that W 3 is intensity preserving for Z and it can be shown (we omit the calculation for brevity) that
where we sometimes denote the LIV estimand using W 3 by 3 (w 3 j 2 ) to emphasize that it depends on 2 . Moreover, Proposition 3.6 gives that for all z, W 4 at z is value preserving for Z at z so that the LIV estimands (z) using Z and 4 (z) using W 4 evaluated at z both equal (z) . Table 3 demonstrates these results and reports the median bias (relative to each estimator's probability limit) and IQR of the LIV estimators^ (z),^ 3 (w 3 ) and^ 4 (w 4 ) at z = w 3 = w 4 = 1:5. Other values yield qualitatively comparable 16 large sample results. These LIV estimators employ local quadratic kernel estimators using the rule of thumb bandwidth 17 (see e.g. Fan and Gijbels, 1996, p. 111) to estimate the derivatives of the conditional means in the numerators and denominators of (z), 3 (w 3 ) and 4 (w 4 ). Here, the IQR of^ (z),^ 3 (w 3 )
and^ 4 (w 4 ) decrease as n increases and the IQR of^ 4 (w) generally increases as m increases. 
Conclusion
This paper provides a notion for a proxy vector W for an instrument vector Z in an ordered discrete choice structural system with heterogeneous e¤ects and studies the implications of substituting W for Z on the interpretation of the Wald, LIV, and IV estimands. The proxy need only satisfy an exclusion restriction and that the treatment and outcome are mean independent of the proxy given the instrument. Unlike the instrument, the proxy need not satisfy "monotonicity"nor drive the treatment and it may, under particular speci…cations, be endogenous. For example, W could code Z with error, with missing observations, or coarsely.
We build on, and extend, the analysis in e.g. IA, AI, HV, and HUV to accommodate proxies for instruments. We show that the methods of Wald and LIV using a proxy and the method of IV using a function of a proxy identify weighted averages of LATEs or MTEs. We study necessary and su¢ cient conditions for nonnegative weights, demonstrating for example that misclassi…cation or classical measurement error in coding Z can yield nonnegative weights.
Further, we provide a su¢ cient condition for the Wald or LIV estimand using W to identify the same local or marginal e¤ects, or weighted averages of these, that would have been recovered using Z. We study this condition and show that it can hold when the proxy codes the instrument values with measurement error or misclassi…cation. Because this condition trivially holds for binary instruments, the Wald or IV estimand using any proxy for a binary instrument identi…es the "average causal response," or LATE for binary treatment. Further, this condition permits employing the LIV estimand using W to identify MTE and average e¤ects such as ATE, ATT, and ATU.
The results of this paper complement those in Chalak and White (2011) who distinguish between an instrument and its proxy in linear systems with homogeneous e¤ects (see also Heckman, 1996, p. 460) and results in Schennach, White, and Chalak (2012; SWC) who
show that, in a triangular system of nonseparable structural equations with continuous Z, D, and Y , the LIV estimand using Z recovers a speci…c weighted average marginal e¤ect.
SWC study estimating this LIV estimand (and weighted averages of it) when Z is observed or using two or more proxies for unobserved 18 Z. Several extensions of this paper's results are of interest including developing a test for the hypotheses of zero or nonnegative causal e¤ect of the treatment when only a proxy for an instrument is available and developing a test for proxy validity based on the result that multiple proxies for an instrument can be used to overidentify the same LATE, MTE, or weighted averages of these. Another extension studies the implications of using proxies on the asymptotic behavior of the Wald, LIV, and IV estimators (see e.g. theorem 3 in IA). Last, it is of interest to build on this paper's results, which relate the Wald, LIV, and IV estimands using proxies to LATEs or MTEs, to study bounding causal e¤ects under restrictions on the measurement error in coding Z. We leave studying these extensions for future research.
18 Here we study the consequences of substituting one proxy W for Z on the interpretation of Wald, LIV, and IV estimands in a discrete choice structural system. Because the setup and goals of SWC and this paper are di¤erent, the assumptions imposed on proxies di¤er accordingly. For example, SWC require two proxies for unobserved Z given by W h = Z + U h , h = 1; 2, with unobserved U 1 and U 2 satisfying assumptions including U 2 ? Z and E(U 1 jZ; U 2 ) = 0. We don't require this here; instead it su¢ ces that one proxy W satis…es A.3.
A Appendix A: A Proxy Violating the Instrument Assumptions
It is useful to compare the assumptions imposed on instruments and proxies to clearly distin- 3 Z when U W = 1. Let D = q(Z; U D ) denote joining the training program (or the number of courses completed), and suppose that Z satis…es monotonicity so that for all z; z 0 2 S Z either 
where (U D ; U Y ; U W )?Z and ( ; ) are functions of U Y . Given A.2, A.3 then requires that for all (z; w) in the support of (Z; W )
and we examine cases in which Y (d) 6 ? m W , so that W is endogenous, and for some w 2 S W :
For this random coe¢ cient model, a proxy that satis…es conditions (1) and (2) for Z described above and suppose that q is also linear with integer random coe¢ cients and that depend on U D :
Provided that does not change sign, Z satis…es monotonicity (and strict A.4 if is also nonzero) whereas W fails monotonicity as discussed above 19 . Given (U D ; U Y ; U W )?Z and letting E( jU W ) = 0 and E( j ; U W ) = 0, we have
),
); and
Provided E(Z) 6 = 3 2
(and d 6 = 0), conditions (1) and (2) then obtain if for all u w 2 f0; 1g 
) 3 so that the skewness E( jU W ) = 0 but 21 E( jU W = 0) < E( jU W = 1). In these examples, the average treatment e¤ect is higher when Z is misclassi…ed.
In summary, in these examples the proxy W satis…es A.3, fails monotonicity in A.1, and
W at e.g. (1; 2) is intensity preserving for Z and value preserving for Z at 1. Further, W can be endogenous, albeit this requires particular speci…cations.
B Appendix B: Mathematical Proofs
Proof of Theorem 3.1: (a) Similar to the proof of theorem 1 in AI, let j (z) 1fV j (z)g = 1fj D(z)g for z 2 S Z and j 2 S D [ fJ + 1g, then 0 (z) = 1 and J+1 (z) = 0 for z 2 S Z . A.1 and A.2 then give
Similarly, under A.1, 
In proving Theorem 3.2, we employ the following Lemma which shows that w;w 0 and is intensity preserving for Z. Also, 0 w (z) for a.e. z 2 S Z if (and only if) W at w is intensity preserving for Z:
Note that A.1 and A.2 ensure that
is (strictly) monotonic over S Z , in which case W at (w; w 0 ) (or at w) being intensity preserving for Z is su¢ cient (and necessary) for nonnegative weights.
Proof of Lemma B.1: (a) By A.3
Thus, we have
where we use f ZjW (z 0 jw) = 1
in the second equality and that, for all
Integration by parts applies over S Z since E(Y jZ = ), F ZjW ( jw), and F ZjW ( jw 0 ) are absolutely continuous on S Z and gives
with z and z the (possibly in…nite) in…mum and supremum over S Z and since for all z 2 S Z ,
where the interchange of integral and derivative follows from e.g. Corbae, Stinchcombe, and Zeman (2009, Theorem 7.5.17) or Bartle (1966, corollary 5.9 ). Similarly, From Theorem 3.1 and since ( ) is di¤erentiable at a.e. z 2 S Z , the chain rule gives that for a.e. z 2 S Z (see e.g. Leoni (2009) , corollary 3.49),
Similarly, Lemma B.1, Theorem 3.1, and the chain rule give
where we use (z) = 0 if
@ @z (z) = 0, z 2 S Z , in the last equality. Since To show that monotonicity of f is not necessary for intensity preservation, suppose that S Z = f0; 1; 2; 3g and that P (Z = z) = 
since, for k = 1; :::; K, Theorem 3.1(a) gives k 1;k = k 1;k if E(DjZ = z k ) 6 = E(DjZ = z k 1 ) and we let k 1;k = 0 otherwise. Similarly, 
