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Abstract
Dynamic ensemble selection (DES) techniques work by estimating the competence level of
each classifier from a pool of classifiers, and selecting only the most competent ones for the clas-
sification of a specific test sample. The key issue in DES is defining a suitable criterion for cal-
culating the classifiers’ competence. There are several criteria available to measure the level of
competence of base classifiers, such as local accuracy estimates and ranking. However, using only
one criterion may lead to a poor estimation of the classifier’s competence. In order to deal with
this issue, we have proposed a novel dynamic ensemble selection framework using meta-learning,
called META-DES. A meta-classifier is trained, based on the meta-features extracted from the
training data, to estimate the level of competence of a classifier for the classification of a given
query sample. An important aspect of the META-DES framework is that multiple criteria can be
embedded in the system encoded as different sets of meta-features. However, some DES crite-
ria are not suitable for every classification problem. For instance, local accuracy estimates may
produce poor results when there is a high degree of overlap between the classes. Moreover, a
higher classification accuracy can be obtained if the performance of the meta-classifier is opti-
mized for the corresponding data. In this paper, we propose a novel version of the META-DES
framework based on the formal definition of the Oracle, called META-DES.Oracle. The Oracle is
an abstract method that represents an ideal classifier selection scheme. A meta-feature selection
scheme using an overfitting cautious Binary Particle Swarm Optimization (BPSO) is proposed for
improving the performance of the meta-classifier. The difference between the outputs obtained by
the meta-classifier and those presented by the Oracle is minimized. Thus, the meta-classifier is
expected to obtain results that are similar to the Oracle. Experiments carried out using 30 classifi-
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cation problems demonstrate that the optimization procedure based on the Oracle definition leads
to a significant improvement in classification accuracy when compared to previous versions of the
META-DES framework and other state-of-the-art DES techniques.
Keywords:
Ensemble of Classifiers, Dynamic Ensemble Selection, Meta-Learning, Particle Swarm
Optimization, Classifier competence
1. Introduction
Multiple Classifier Systems (MCS) aim to combine classifiers in order to increase the recogni-
tion accuracy in pattern recognition systems [1, 2, 3, 4]. MCS are composed of three phases [5]:
(1) Generation, (2) Selection, and (3) Integration. In the first phase, a pool of classifiers is gen-
erated. In the second, a single classifier or a subset having the best classifiers of the pool is(are)
selected. We refer to the subset of classifiers as the Ensemble of Classifiers (EoC). In the last
phase, called integration, the predictions of the selected classifiers are combined to obtain the final
decision.
The classifier selection phase can be either static or dynamic. In static selection, the ensemble
is selected during the training stage. The classifiers with the best performance, according to the
selection criteria, considering the whole training or validation distribution are selected to compose
the ensemble. Then, the ensemble is used for the classification of all unseen data. In dynamic
approaches, the ensemble of classifiers is selected during the test phase. For each test sample,
the competence of the base classifiers is estimated according to a selection criterion. Then, only
the classifier(s) that attain a certain competence level, are used to predict the label of the given
test sample. Recent works in the MCS literature have shown that dynamic ensemble selection
(DES) techniques achieve higher classification accuracy when compared to static ones [5, 6, 7].
This is especially true for ill-defined problems, i.e., for problems where the size of the training
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data is small, and there are not enough data available to train the classifiers [8, 9]. Moreover,
using dynamic ensemble selection, we can solve classification problems with a complex non-linear
decision boundary using only a few linear classifiers, while static ensemble techniques, such as
Bagging and AdaBoost, cannot [10].
When dealing with DES, the key issue is to define a suitable criterion to select the most compe-
tent classifiers to predict the label of a specific query sample. Several criteria have previously been
proposed, based on different sources of information, such as the classifier local accuracy estimates
in small regions of the feature space surrounding the query instance, called the region of compe-
tence [11, 7], probabilistic models [12, 13, 14], ranking [15] and classifier behavior [16, 8]. In our
previous work [6], we proposed a novel DES framework using meta-learning, called META-DES.
The framework is divided into three steps: (1) Overproduction, where the pool of classifiers is
generated; (2) Meta-training, where the meta-features are extracted using the training data, and
used as inputs to train a meta-classifier that works as a classifier selector; and (3) the Generaliza-
tion phase, in which the meta-features are extracted from each query sample and used as input to
the meta-classifier. The meta-classifier decides whether the base classifier is competent enough to
classify the test sample.
The main advantage of the META-DES framework is its modularity. Any criterion used to
estimate the level of competence of base classifiers can be encoded as a new set of meta-features
and added to the system. A total of five sets of meta-features were proposed in [6], each one
representing a different DES criterion, such as local accuracy information and degree of confi-
dence. Moreover, in [10], a case study is presented demonstrating how the use of multiple criteria
leads to a more robust dynamic selection technique. Using multiple sets of meta-features, even
though one criterion might fail due to imprecisions in the local regions of the feature space or due
to low confidence results, the system can still achieve a good performance as other meta-features
are considered by the selection scheme. Since the META-DES framework considers the dynamic
selection problem as a meta-classification problem, we can significantly improve the recognition
accuracy of the system by focusing only on optimizing the performance of the meta-classifier.
However, there are some drawbacks to the META-DES framework. First, there are differ-
ent sources of information that were not considered by the previous version of the system, such as
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probabilistic models, ambiguity, and ranking. Secondly, all sets of meta-features are used for every
classification problem with no pre-processing step at all. As stated by the “No Free Lunch” the-
orem [17], there is no criterion for dynamic selection that outperforms all others over all possible
classes of problems. Different classification problems may require distinct sets of meta-features.
The meta-classifier training process is not optimized for each classification problem. This can also
lead to low classification results, since we found that the training of the meta-classifier is problem-
dependent [18]. For these reasons, the results obtained by the META-DES framework were still
far from those achieved by the Oracle. The Oracle is an abstract model defined in [19], which
always selects the classifier that predicted the correct label, for the given query sample, if such
a classifier exists. Although it is possible to achieve results higher than the Oracle by working
on the supports given by the base classifier [20, 4], from a dynamic selection point of view, the
Oracle represents the perfect dynamic selection scheme, since it always selects the classifiers that
predict the correct label [21]. As stated by Ko et al. [7], to achieve better results using dynamic
selection methods, we need to better understand the behavior of the Oracle. However, addressing
its behavior is more complex than applying a single selection criteria, since distinct classification
problems may require the use of different selection criteria as they associated with distinct degrees
of data complexity [22].
In this paper, we propose a new optimization scheme to the META-DES framework in order
to better address the behavior of the Oracle. In the first stage, a pool of linear classifiers is gener-
ated using the Bagging technique [23]. In this case, the Perceptron classifier is considered as the
base classifier model, since we demonstrated in [10] that using dynamic selection it is possible to
solve non-linear classification problems with complex decision boundaries, using a pool contain-
ing only five linear base classifiers. Even though the individual accuracy of each base classifier
is approximately 50%, the selection mechanism embedded in the framework is able to select the
most competent ones for the classification of a given query instance.
In the second stage, 15 sets of meta-features are proposed, using sources of information that
were not explored in the previous version framework, such as ranking, ambiguity and probabilistic
models applied over the supports obtained by the meta-classifier, for a better estimation of the
competence level of the base classifiers. The additional meta-features are motivated by a recent
4
analysis conducted in [24], demonstrating that using different sources of information to estimate
the competence level of the base classifiers leads to a more robust DES technique. The meta-
features are used as input to a meta-classifier that is trained to identify whether or not a base
classifier is competent enough for the classification of an input sample.
Following that, a meta-feature selection scheme is applied in order to optimize the performance
of the meta-classifier, based on a formal definition of the Oracle. A Binary Particle Swarm Opti-
mization (BPSO) using a V-shaped and S-shaped transfer function [25] is used in the optimization
process. The difference between the level of competence estimated by the meta-classifier and that
estimated by the Oracle is used as the fitness function for the BPSO. In other words, the optimiza-
tion scheme seeks a meta-features vector that minimizes the difference between the behavior of
the meta-classifier and that of the Oracle in estimating the competence level of the base classifiers.
Thus, the meta-classifier is more likely to present results that are closer to that of the Oracle. We
call the proposed system META-DES.Oracle, since the formal definition of the Oracle is used
during the training stage of the meta-classifier.
The classification stage is performed using a hybrid dynamic selection and weighting scheme.
First, the meta-classifier is used to estimate the competence level of each base classifier. The
classifiers that attain a certain level of competence are selected to compose the ensemble. Next,
the meta-classifier is used to compute the weights of the selected base classifiers to be used in a
weighted majority voting scheme. In this way, the base classifiers that present a higher level of
competence have greater influence on the ensemble decision.
Experiments are conducted over 30 classification problems derived from different data reposi-
tories. We compare the results obtained by the proposed META-DES.Oracle with 10 state-of-the-
art dynamic selection techniques,as well as static ensemble methods (e.g., AdaBoost [26] and Ran-
dom Forests [27, 28]) and single classifier models, such as Support Vector Machines (SVM) with
Gaussian Kernel, Multi-Layer Perceptron (MLP) Neural Network. The goal of the experimental
study is to answer the following research questions: (1) Are different sets of meta-features better
suited for different problems? (2) Are all 15 sets of meta-feature relevant? (3) Does the META-
DES.Oracle obtain a significant gain in classification accuracy when compared to the previous
versions of the META-DES framework? (4) Does the META-DES.Oracle outperform state-of-
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the-art DES techniques? (5) Is the performance obtained by the proposed framework comparable
to that of the best families of classifiers in the literature [29]?
In a nutshell, the contributions of this work are: (1) A novel DES framework based on meta-
learning which selects the best set of meta-features in order mimic the selection mechanism of
the Oracle. (2) The definition of 15 sets of meta-features as well as categorization of several DS
criteria based on their source of information. (3) A formal definition of the Oracle as the ideal
classifier selection scheme. (4) Optimization of the META-DES framework based on the formal
definition of the Oracle. (5) A extensive comparison among the proposed META-DES.Oracle with
10 state-of-the-art techniques as well as static ensemble and the best single classifier models based
on [29]. As far as we know, this is the first paper in the dynamic selection literature that perform
a comparison among several DS techniques and different classification schemes.
This paper is organized as follows: Section 2 introduces state-of-the-art techniques for dy-
namic classifier and ensemble selection. The META-DES.Oracle is detailed in Section 3. In
Section 4, we describe the 15 sets of meta-features proposed in this work. An illustrative example
using synthetic data is shown in Section 5. The experimental study is conducted in Section 6.
Finally, our conclusion and future works proposals are given in the last section.
2. Related Works
2.1. Dynamic selection
In static ensemble methods, such as in Decision Forests [28] and in Boosting methods [26], the
ensemble of classifiers is defined in the training phase, and is used to predict the label of all test
samples during the generalization phase. In contrast, dynamic ensemble selection techniques [15,
7, 30, 8, 12, 11, 31, 32] consists of, based on a pool of classifiers C, finding a single classifier
ci or an ensemble of classifiers C ′ that has the most competent classifiers to predict the label
for a specific test sample, xj . The ensemble is selected in a dynamic fashion according to each
new test sample. This property makes dynamic ensemble selection techniques a robust approach
to deal with many pattern recognition applications, such as, handwritten recognition [7], face
recognition [33], remote sensing image classification [34], offline signature verification [35] and
the recognition of EMG signals in a bio-prosthetic hand [36].
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In addition, recent works have demonstrated that dynamic selection techniques can also be
used in different classification contexts. For instance, in one-class classification [37], where the
system has no access to counterexamples during the training stage, and may require to select the
most appropriate classifiers on-the-fly. Another context were dynamic selection has shown some
success is in One-Versus-One (OVO) decomposition strategies [38]. OVO works by dividing
a multi-class classification problem into as many binary problems as all possible combinations
between pair of classes [38]. Each base classifier is trained solely to distinguish between each
pair of classes. When a new query sample is presented for classification, the outputs of all base
classifiers are combined to predict its label. The problem of OVO strategies relies on the fact that
each base classifier is only trained to distinguish between two classes. Not all base classifiers are
competent to classify the query sample, since they might not even be trained for the corresponding
pair of classes. The outputs of such non-competent classifiers may hinder the performance of the
system [39].
Galar et al. [39] proposed the Dynamic-OVO strategy, which applies a dynamic selection
mechanism in order to avoid non-competent classifiers to weight in the ensemble decision. In
this strategy, the neighborhood of the query instance is computed using the K-Nearest Neigh-
bors method. Only the classifiers that were trained considering the classes present in the neigh-
borhood of the query sample are used in the combination scheme. An updated version of the
Dynamic-OVO, the Distance-based Relative Competence Weighting combination (DRCW-OVO)
was proposed in [40] to further reduce the impact of non-competent classifiers using a weighting
mechanism. The outputs of the selected classifiers are weighted depending on the closeness of the
query instance to the nearest neighbors of each class in the problem. The larger the distance is, the
lower weight the classifier, has and vice versa [40]. Another interesting strategy is the DYNOVO
technique [41]. This method performs dynamic classifier selection in each sub-problem of the
OVO decomposition, and select the best base classifiers to classify the query sample. In this case,
an adaptation of the Overall Local Accuracy (LCA) [11] strategy for OVO is proposed to estimate
the competence of the base classifiers.
Nevertheless, the most important component of DES techniques is the criterion used to mea-
sure the level of competence of a base classifier ci for the classification of a given query sample
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xj . The most common approach involves estimating the accuracy of the base classifiers in small
regions of the feature space surrounding the query sample, xj , called the region of competence.
This region is usually defined based on the nearest neighbor rule applied to either the training [11]
or validation data [7]. Based on the region of competence, there are several sources of information
that can be used to measure the competence of the classifier in the DES literature [5]: Measures
based solely on accuracy, such as the Overall Local Accuracy (OLA) [11], Local Classifier Ac-
curacy (LCA) [11] and Modified Local Accuracy (MLA) [11], ranking information such as the
Classifier Rank [15] and the simplified classifier rank [11], probabilistic information calculated
over the decision obtained by the base classifiers such as the Kullback Leibler divergence, DES-
KL [13] and the randomized reference classifier DES-PRC [12], classifier behavior calculated
using output profiles such as the KNOP technique [8] and the KNORA family of techniques [7]
using Oracle information. Brun et al. [42] also presented the use of data complexity measures
such as the Fisher’s Discriminant Ratio [22] to aid in the search for the most competent classifiers.
Furthermore, there are some selection criteria that estimate the competence level of a whole en-
semble of classifiers rather than the competence of each base classifier individually, such as the
degree of consensus used in the Dynamic Overproduction and Choose technique (DOCS) [30],
diversity [43, 44] and data handling [45].
An important concept in the DES literature is the definition of the Oracle. The Oracle is
an abstract model defined in [19], which always selects the classifier that predicted the correct
label, for the given query sample, if such a classifier exists. In other words, it represents the
ideal classifier selection scheme. The Oracle is used in the DES literature in order to determine
whether the results obtained by the proposed DES techniques is close to ideal accuracy or whether
there is still room for improvements. As reported in a recent survey [5], the results obtained by
DES techniques based solely on one source of information are still far from those achieved by the
Oracle. As stated by Ko et al. [7], addressing the behavior of the Oracle is much more complex
than applying a simple neighborhood approach, and the task of figuring out its behavior based
merely on the pattern feature space is not an easy one. In addition, in our previous work [46],
we demonstrated that the use of local accuracy estimates alone is insufficient to achieve good
generalization performance.
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To address these issues, in [6] we proposed a novel DES framework using meta-learning, called
META-DES. From a meta-learning perspective, the dynamic selection problem can be seen as
another classification problem, called the meta-problem. This meta-problem uses different criteria
regarding the behavior of a base classifier in order to decide whether or not a base classifier ci is
competent enough to classify a given sample xj . In this paper, our aim therefore is to optimize
the performance of the meta-classifier, using the meta-classification environment, to obtain results
closer to those of the Oracle.
2.2. Feature selection using Binary Particle Swarm Optimization (BPSO)
Given a set of features m, the objective of feature selection is to identify the most informative
subset of features m′ ∈ m. The reasons for using feature selection methods [47] are: removal
of redundant and irrelevant features, reduction of dimensionality, reduction of the computational
complexity of the system, as well as improvement of the classification accuracy. There are two
main factors when dealing with feature selection: the evaluation method, which is applied to
compute the fitness of each solution, and the search strategy, which is used to explore the feature
space in the search for a more suitable subset of features.
For the search strategy, the recent focus in the feature selection literature has been on evo-
lutionary computation techniques, such as Genetic Algorithms (GA) [48, 49], Particle Swarm
Optimization (PSO) [50, 25, 51], Differential Evolution (DE) [52, 53, 25] and Ant Colony Opti-
mization (ACO) [54]. Evolutionary computation techniques have been shown to outperform other
feature selection methods, such as sequential feature selection SFS, in many applications, espe-
cially when dealing with larger feature vectors, i.e., for classification problems with more than 50
features [55].
Particle Swarm Optimization (PSO) is an evolutionary computation technique inspired from
the social behavior of birds flocking [50]. PSO is one of the most used evolutionary algorithms,
due to its simplicity and low computational cost. The technique is based on a group of particles
flying around in the search space to find the best solution. Recent works have shown the prefer-
ence for PSO over other classical optimization techniques, such as GA because GA has too many
parameters to set. Moreover, GA is very sensitive to the probability of crossover and mutation op-
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erators, as well as to the initial population of solutions. Therefore, it is likely to get stuck into local
minima [47]. For this reason, BPSO has been shown to outperform other optimization algorithms
in performing feature selection [50, 56, 57].
3. The META-DES.Oracle
The META-DES framework is based on the assumption that the dynamic ensemble selection
problem can be considered as a meta-problem [18]. This meta-problem uses different criteria
regarding the behavior of a base classifier ci, in order to decide whether it is competent enough to
classify a given test sample xj . The meta-problem is defined as follows [6]:
• The meta-classes are either “competent” (1) or “incompetent” (0) to classify xj .
• Each set of meta-features fi corresponds to a different criterion for measuring the level of
competence of a base classifier.
• The meta-features are encoded into a meta-features vector vi,j .
• A meta-classifier λ is trained based on the meta-features vi,j to predict whether or not ci
will achieve the correct prediction for xj , i.e., if it is competent enough to classify xj .
An overview of the META-DES framework is illustrated in Figure 1. The framework is di-
vided into three phases: (1) Overproduction, (2) Meta-training, and (3) Generalization. Phases (1)
and (2) are performed in offline mode, i. e., during the training stage of the framework. In the
overproduction phase, the pool of classifiers C is generated using the training set T . The follow-
ing step is the meta-training stage, in which the meta-features are extracted for the training of the
meta-classifier λ. In this stage, the meta-features are extracted from the meta-training set, Tλ, and
from the dynamic selection dataset, DSEL. The meta-data extracted from Tλ, denoted by T ∗λ , are
used for the training of the meta-classifier, and those extracted from DSEL, denoted by DSEL∗,
are used as validation data during the BPSO optimization process. Phase (3) is conducted on-the-
fly, with the arrival of each new test sample, xj,test, coming from the generalization dataset G.
For each base classifier ci, a meta-features vector vi,j is extracted, corresponding to the behavior
10
of the base classifier ci for the classification of xj,test. vi,j is passed down to the meta-classifier
λ that estimates if ci is competent enough to predict the label for xj,test. After all the classifiers
in the pool C are evaluated, the selected classifiers C ′ are combined using a weighted majority
voting approach to predict the label wl of xj,test. The main changes to the META-DES framework
proposed in this paper are highlighted in different colors:
1. The meta-feature extraction process, in which 15 sets of meta-features are extracted. Ten
new sets of meta-features are proposed in this work in order to explore different sources of
information for estimating the competence level of the base classifiers, such as probabilistic
models, ambiguity, behavior and ranking. The meta-feature extraction process is presented
in Section 4.
2. The meta-features selection using Binary Particle Swarm Optimization and guided by Ora-
cle information for achieving a behavior closer to the Oracle. The meta-features selection
process is detailed in Section 3.2.2.
3. The combination approach, where a hybrid dynamic selection and weighting approach is
considered for the classification of the query sample xj,test (Section 3.3).
3.1. Overproduction
Similarly to [6], the Overproduction phase is performed using the Bagging technique [23].
The Bagging technique works by randomly selecting different bootstraps of the data for training
each base classifier ci. Each bootstrap uses of 50% of the training data. The pool of classifiers
C is composed of 100 linear Perceptrons for the two-class problems and 100 multi-class linear
Perceptrons for the multi-class problems. The use of linear classifiers is motivated by the finding
in [10, 58, 59] showing that the META-DES framework can solve complex non-linear classifica-
tion problems with complex decision boundaries using only linear classifiers [10].
3.2. Meta-training Phase
In this stage, the meta-features are extracted for the training of the meta-classifier λ. In this
version of the framework we extract meta-data from two sets: the meta-training set Tλ and the
dynamic selection (validation) DSEL. The meta-data extracted from the set Tλ, denoted by T ∗λ
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Figure 1: Overview of the proposed framework. It is divided into three steps: 1) Overproduction, where the pool of
classifiersC = {c1, . . . , cM} is generated, 2) The training of the selector λ (meta-classifier), and 3) The generalization
phase, where the level of competence δi,j of each base classifier ci is calculated specifically for each new test sample
xj,test. hC , K, Kp and Υ are the hyper-parameters required by the proposed system.
are used for the training of the meta-classifier. The meta-data extracted from the set DSEL,
denoted by DSEL∗ are used as validation data in the BPSO optimization scheme for preventing
overfitting.
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3.2.1. Sample Selection
The first step in the meta-data generation process is the sample selection mechanism. The
sample selection mechanism is employed in order to focus the training of the meta-classifier to deal
with cases in which the extent of consensus of the pool is low, i.e., when there is a disagreement
between the classifiers in the pool, for the correct label. For each instance xj1 coming from either
the meta-training set, Tλ, or the dynamic selection dataset DSEL, the consensus of the pool is
computed by the percentage of base classifiers in the pool that predicts its correct label, denoted
by H (xj, C). If the percentage falls below the consensus threshold, hc, the sample, xj , is passed
down to the meta-features extraction process.
Next, for each base classifier, ci ∈ C, 15 sets of meta-features are computed. Each set of
meta-features is detailed in Section 4. The meta-feature vector vi,j containing the 15 sets of meta-
features is obtained at the end of the process. The meta-feature vector vi,j represents the behavior
of the base classifier ci for the classification of the query sample xj . If the base classifier ci
predicts the correct label for xj , the class attribute of vi,j , αi,j = 1 (vi,j belongs to the meta-class
“competent”), otherwise αi,j = 0 (belongs to the meta-class “incompetent”). vi,j is stored in either
T ∗λ or DSEL∗.
3.2.2. Meta-Feature Selection Using Binary Particle Swarm Optimization (BPSO)
Since we are dealing with feature selection, a binary version of the PSO algorithm, BPSO
is considered. BPSO has been shown in many applications to outperform other optimization al-
gorithms in performing feature selection [50, 56, 57]. There are many versions of the BPSO
algorithm, such as the Improved BPSO [56], CatfishBPSO [51] and MBPSO [60]. Mirjalili et
al. [25] shows that the most important factor for achieving good convergence and avoiding local
minima is the transfer function, that is responsible for mapping the continuous search space into
a binary space. Generally speaking, there are two main types of transfer functions, S-shaped and
V-shaped [25]. The main difference between the two families derives from the observation that
the S-Shaped functions force the particles to switch 0 or 1 values at each generation, while the V-
Shaped transfer functions encourage particles to stay in their current position when their velocity
1xj,DSEL coming from the set DSEL or xj,trainλ coming from the set Tλ
13
values are low, and switch the values only when the velocity is high. For these reasons, V-Shaped
transfer functions were shown to be better both in terms of robustness to local minima and conver-
gence speed. In this work, we consider one S-Shaped transfer function and one V-Shaped function,
which presented the best overall performance, considering 25 benchmark functions [25].
Each particle (solution) is composed of a binary string Si = {Si,1, ..., Si,D} (D is the number
of meta-features), where every bit Si,d represents a single meta-feature. The value “1” means the
meta-feature is selected and “0” otherwise.
At each generation, the velocity of the i-th particle is computed using Equation 1:
velocityg+1i = wv
g
i + c1 × rand× (pBesti − Sgi ) + c2 × rand× (gBest− Sgi ) (1)
Each particle makes use of its private memory, pBesti, which represents the best position the i-th
particle visited as well as the knowledge of the swarm, gBest, which represent the global best
position visited, considering the whole swarm. The constant w corresponds to the inertia weight,
c1 and c2 are the acceleration coefficients, and rand is a randomly generated number between 0
and 1. The term c1 × rand× (pBesti − Sgi ) represents the private knowledge of the i-th particle,
and the term c2 × rand× (gBest− Sgi ) represents the collaboration of particles.
When dealing with binary search spaces, updating the position of a particle means switching
between “0” and “1”, i.e., whether or not the meta-feature is selected. The switching is conducted
based on the velocity of the particle. The higher the velocity of a particle, the higher its probability
of changing positions should be. However, the velocities are computed in the real space rather than
in the binary space (as shown in Equation 1). The velocity of the particle needs to be converted into
a probability value, representing the probability of changing the position of the particle from “0” to
“1” and vice versa. This step is conducted using a transfer function, T . A transfer function should
work in a way that the higher the velocity value, the higher the probability of changing position
will be, since particles with higher velocity values are probably far from the best solutions (pBesti
and gBest). Similarly, a transfer function must present a lower probability of switching position
for lower velocity values [25]. The position of the i-th particle is updated according to Equation 2.
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Sg+1i =
(S
g+1
i )
−1 If rand < T (velocitydi (g + 1))
Sg+1i If rand ≥ T (velocitydi (g + 1))
(2)
Generally speaking, there are two main types of transfer functions, S-shaped and V-shaped [25].
In this work we consider one S-shaped transfer function proposed in [50] and one V-shaped trans-
fer function proposed in [25], in Equations 3 and 4, respectively. These transfer functions were
selected since they obtained the best results in several optimization benchmarks [25].
TS(x) =
1
1 + e−2x
(3)
TV (x) =
∣∣∣∣ 2piarc tan(pi2x)
∣∣∣∣ (4)
3.2.2.1 Fitness Function - distance to the oracle
The optimization of the meta-classifier is conducted based on the definition of the Oracle. From the
dynamic selection point of view, the Oracle is seen as the ideal dynamic selection technique, which
always selects the classifier that predicts the correct label, xj , and rejects otherwise. From the
classifier competence point of view, the selection mechanism employed by the Oracle as the ideal
dynamic classifier selection scheme. In this work, we formalize the Oracle as an ideal selection
scheme using Equation 5.
δi,j = 1, if ci correctly classifies xjδi,j = 0, otherwise (5)
The level of competence δi,j of a base classifier ci is equals to 1 if it predicts the correct
label for xj , and 0 otherwise. In the META-DES framework, we want the meta-classifier, λ
to perform similarly to the Oracle, in a way that it should identify which base classifiers in the
pool is competent to predict the label of an unknown test instance xj and should be selected to
compose the ensemble. In order to achieve such behavior, we measure the difference between
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the estimation of competence achieved by the ideal selection scheme,represented by the Oracle,
and the estimation of competence obtained by the meta-classifier λ in the fitness function of the
optimization scheme.
The fitness function is computed as follows: Given that δλi,j and δ
Oracle
i,j are the level of com-
petence of the base classifier ci for the classification of the instance, xj , computed by the META-
DES framework and the Oracle, respectively. The difference between both techniques dλ,Oracle
is calculated by the mean squared difference between their competence estimates, δλi,j and δ
Oracle
i,j
(Equation 6).
dλ,Oracle =
1
NM
√√√√ N∑
j=1
M∑
i=1
(
δλi,j − δOraclei,j
)2 (6)
where N and M are the size of the dataset and pool of classifiers, respectively.
Therefore, the BPSO optimization searches for a meta-classifier which minimizes the distance
dλ,Oracle. In other words, we search for a meta-classifier λ that presents a behavior closer to the
ideal dynamic selection technique, for estimating the competence level of the base classifiers. We
call the proposed system META-DES.Oracle since the optimization of the meta-classifier is based
on the definition of the Oracle.
3.2.2.2 Overfitting Control Scheme
Since the fitness function takes into account the performance of the meta-classifier, i.e., the wrap-
per approach, the optimization process becomes another learning process and may be prone to
overfitting [49, 61, 62]. The best solution found during the optimization routine may have overfit-
ted the optimization dataset, and may not have a good generalization performance. To avoid over-
fitting, the sets used in the BPSO feature selection scheme are divided as illustrated in Figure 2.
The meta-feature dataset,T ∗λ , is split on the basis of 50% for the training of the meta-classifier T Tλ
and 50% for the optimization dataset T Oλ which is used to guide the search in the BPSO scheme.
The meta-feature vectors extracted from the dynamic selection dataset, DSEL∗, are used to vali-
date the solutions Si found by the BPSO algorithm.
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Figure 2: Division of the datasets for the BPSO with global validation scheme.
There are three common methods for controlling overfitting in optimization systems [61]: Par-
tial Validation (PV), Backwarding Validation (BV), and Global Validation (GV). In this work, we
use the GV approach since previous works in the literature demonstrate that the GV is a more ro-
bust alternative for controlling overfitting in optimization techniques [49, 61]. In the GV scheme
(see Algorithm 1), at each generation, the fitness of all particles Sgi ∈ S are evaluated using the
validation set, DSEL∗ (line 18 of the algorithm). If the fitness of the particle Sgi is better than the
fitness of the particle kept in the archive, denoted by A , Sgi is stored in the archive (lines 19 and
20). Thus, at the end of the optimization process, the particle kept in A is the one presenting the
best fitness value, considering the validation data. The solution kept in the archive, A , is used as
the meta-classifier λ.
3.3. Generalization Phase
The generalization procedure is formalized by Algorithm 2. Given the query sample, xj,test,
the region of competence θj is computed using the samples from the dynamic selection dataset
DSEL. Following that, the output profiles, x˜j,test of the test sample, xj,test, are calculated. The set
with Kp similar output profiles, φj , of the query sample xj,test, is obtained through the Euclidean
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Algorithm 1 BPSO meta-features selection with Global Validation
1: A = ∅
2: Randomly initialize a swarm S =
{
S1, S2, ..., Smax(S)
}
3: for each generation g ∈ 1, ...,max(g) do
4: "Perform all steps to generate the new solutions"
5: for each particle Sgi | i = 1, ..., max(S) do
6: Evaluate fitness of the particle Sgi (Section 3.2.2.1).
7: if fitness(Sgi ) < fitness(pBesti) then
8: pBesti = S
g
i
9: end if
10: if fitness(Sgi ) < fitness(gBest) then
11: gBest = Sgi
12: end if
13: end for
14: Compute the velocity of each particle using Equation 1.
15: Update the position of each particle using Equation 2.
16: for each particle Sg+1i | i = 1, ..., max(S) do
17: Estimate the fitness of Sg+1i using the dataset DSEL
∗.
18: if fitness(Sg+1i ) < fitness(A ) then
19: "Store Sg+1i in the archive."
20: A = Sg+1i .
21: end if
22: end for
23: end for
24: return The particle stored in the archive A .
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Algorithm 2 Classification steps using the selector λ
Input: Query sample xj,test
Input: Pool of classifiers C = {c1, . . . , cM}
Input: The solution kept in the archive A .
Input: dynamic selection dataset DSEL
1: C
′
= ∅
2: for all ci ∈ C do
3: Compute the meta-features selected in the archive A to obtain the meta-feature vector vi,j
4: input vi,j to λ
5: Estimate the level of competence δi,j .
6: “If the base classifier ci attain a certain level of competence it is selected to compose the
ensemble C ′.”
7: if δi,j ≥ Υ then
8: C
′
= C
′ ∪ {ci}
9: δ
′
i,j = δ
′
i,j ∪ {δi,j}
10: end if
11: end for
12: “Each selected base classifier ci,j is weighted by it’s competence level δi,j provided by the
meta-classifier λ.”
13: wl = WeightedMajorityV ote(xj,test, C
′
, δ
′
i,j)
14: return The predicted label wl for the sample xj,test
distance applied over the output profiles of the dynamic selection dataset.
For each base classifier, ci, belonging to the pool of classifiers C, the meta-feature extraction
process is called (Section 4), returning the meta-features vector vi,j (lines 5 and 6). Only the
selected meta-features, which are kept in the archiveA are extracted. Then, vi,j is used as input to
the meta-classifier λ. The support, δi,j , obtained by λ for the “competent” meta-class, is computed
as the level of competence of the base classifier, ci, for the classification of the test sample, xj,test.
The classification of the query sample, xj,test, is performed using a hybrid dynamic selection and
weighting approach. First, the base classifiers that achieve a level of competence, δi,j > Υ = 0.5,
are considered competent, and are selected to compose the ensemble, C ′ (lines 7 to 9). Next,
the decision of each selected base classifier is weighted by its level of competence, δi,j , using a
weighted majority voting scheme (line 13) to predict the label wl of the query sample xj,test. Thus,
the base classifiers that attained a higher level of competence, δi,j , have more influence in the final
decision.
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4. Meta-Feature Extraction
A total of 15 sets of meta-features are considered, with ten sets proposed in this paper, and
five coming from our previous work [6]. Each set fi captures a different property of the behavior
of the base classifier, and can be seen as a different criterion to dynamically estimate the level
of competence of the base classifier, such as the classification performance estimated in a local
region of the feature space and the classifier confidence for the classification of the input sample.
Using 15 distinct sets of meta-features, even though one criterion might fail due to imprecisions in
the local regions of the feature space or due to low confidence results, the system can still achieve
a good performance, as other meta-features are considered by the selection scheme.
Table 1 shows the criterion used by each fi, the object used to extract the meta-feature (e.g.,
the region of competence, θj), and its categorization based on the DES taxonomy suggested in [5].
Each set of meta-features may generate more than one feature. The size of the feature vector, vi,j ,
is (K × 8) +Kp + 6.
Table 1: A summary of each set of meta-features. They are categorized into the subgroups proposed in [5]. K is the
size of the region of competence, θj , and Kp the size of the output profiles set φj containing the Kp most similar
output profiles of the query sample xj . The size of the meta-feature vector is (K × 8) + Kp + 6. The sets of
meta-features marked with an * correspond to sets previously defined in [6].
Meta-Feature Criterion Domain Object No. of Features
fHard* Classification of the K-Nearest Neighbors Accuracy θj K
fProb* Posterior probability obtained for the K-Nearest Neighbors Probabilistic θj K
fOverall* Overall accuracy in the region of competence Accuracy θj 1
fCond Conditional accuracy in the region of competence Accuracy θj 1
fConf* Degree of confidence for the input sample Confidence xj 1
fAmb Ambiguity in the vector of class supports Ambiguity xj 1
fLog Logarithmic difference between the class supports Probabilistic S(xj) K
fPRC Probability of Random Classifier Probabilistic S(xj) K
fMD Minimum difference between the predictions Probabilistic S(xj) K
fEnt Entropy in the vector of class supports Probabilistic S(xj) K
fExp Exponential difference between the class supports Probabilistic S(xj) K
fKL Kullback-Leibler divergence Probabilistic S(xj) K
fOP* Output profiles classification Behavior φj Kp
fRank Classifier ranking in the feature space Ranking DSEL 1
fRankOP Classifier ranking in the decision space Behavior and Ranking φj 1
Given a new sample, xj , the first step in extracting the meta-features involves computing its
region of competence, denoted by θj = {x1, . . . ,xK}. The region of competence is defined in
the dynamic selection dataset DSEL set using the K-Nearest Neighbor algorithm. Then, xj is
transformed into an output profile x˜j . The output profile of the instance xj is denoted by x˜j =
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{x˜j,1, x˜j,2, . . . , x˜j,M}, where each x˜j,i is the decision yielded by the base classifier ci for the sample
xj [8]. Then, the similarity between x˜j and the output profiles of the samples inDSEL is obtained
through the Euclidean distance. The Kp most similar output profiles are selected to form the set
φj =
{
x˜1, . . . , x˜Kp
}
, where each output profile x˜k is associated with a label wl,k.
4.1. Local Accuracy Meta-Features
These meta-features are based on the performance of the base classifier in a local region of the
feature space surrounding the query instance xj . Three sets of meta-features using local accuracy
estimation are considered:
4.1.1. Overall Local accuracy: fOverall
The accuracy of ci over the whole region of competence θj is computed and encoded as fOverall
(Equation 7).
fOverall =
K∑
k=1
P (wl | xk ∈ wl, ci) (7)
4.1.2. Conditional Local Accuracy: fcond
The local accuracy of ci is estimated with respect to the output classes; wl (wl is the class
assigned for xj by ci) for the samples belonging to the region of competence, θj (Equation 8).
fcond =
∑
xk∈wl P (wl | xk, ci)∑K
k=1 P (wl | xk, ci)
(8)
4.1.3. Neighbors’ hard classificationL: fHard
First, a vector with K elements is created. For each instance xk, belonging to the region of
competence θj , if ci correctly classifies xk, the k-th position of the vector is set to 1, otherwise it
is 0. Thus, K meta-features are computed.
4.2. Ambiguity
Ambiguity measures the level of confidence the base classifier ci has in its answer. A common
concept used to estimate the confidence of a classifier is based on the margin theory [26, 63]. The
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margin of a classifier is regarded as a good indicator of the classifier’s confidence. Two meta-
features are considered: one based on the maximum margin theory fconf and one based on the
minimum margin theory famb. Since these meta-features do not take into account the correct label
of the sample, they are extracted directly from the query sample, xj .
4.2.1. Classifier’s confidence: fConf
The perpendicular distance between the input sample, xj , and the decision boundary of the
base classifier ci is calculated and encoded as fconf . The value of fconf is normalized to a [0 − 1]
range using the Min-max normalization.
4.2.2. Ambiguity: fAmb
This information is simply computed by the difference between scores of the class with highest
support and the second highest one for the query sample, xj , e.g., consider that for a 3-class
classification problem, the scores obtained by the base classifier ci for a given query sample, xj ,
are 0.65, 0.30 and 0.05. Then, the ambiguity value is famb = 0.65− 0.30 = 0.35. A higher value
in famb means that the classifier decision is less ambiguous.
4.3. Probabilistic Meta-Features
This class of meta-features is based on probabilistic models that are applied over the vector
of class supports produced by the base classifier ci for the classification of a given query sample.
The motivation behind probabilistic measures derives from the observation that classifiers that
perform worse than the random classifier, i.e., a classifier that randomly select the classes with
equal probabilities, deteriorate the majority voting performance. In contrast, if the base classifiers
are significantly better than the random classifier, they are likely to improve the majority voting
accuracy [13]. Hence, each set of meta-features in this group estimates the probability that the
performance of a given base classifier ci is significantly different from that of a random classifier
derived from different probabilistic and information theory perspectives [12, 64, 13, 65, 66].
For the definitions below, let S(xk) = {S1(xk), . . . , SL(xk)} be the vector of class supports
estimated by the base classifier ci for a given sample, xk, where each value Sl(xk), l = 1, 2 . . . , L
represents the support given to the l-th class and
L∑
l=1
Sl(xk) = 1. Let Slk(xj) be the support given
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by the base classifier ci for the correct class label of xj . The output of the random classifier follows
a uniform distribution, and is denoted by RC =
{
1
L
, ..., 1
L
}
.
4.3.1. Posterior probability: fProb
First, a vector with K elements is created. Then, for each instance xk, belonging to the region
of competence θj , the posterior probability of ci, P (wl | xk) is computed and inserted into the k-th
position of the vector. Consequently, K meta-features are computed.
4.3.2. Logarithmic: fLog
First, a vector with K elements is created, fLog = {fLog(1), ..., fLog(K)}. For each instance,
xk, belonging to the region of competence θj , the support obtained by the base classifier ci for the
correct class label, Slk(xk), is estimated. Then, a logarithmic function [66] is applied to Slk(xk)
(Equation 9). The function is used such that the value of the meta-feature is negative if the support
obtained for the correct class label is lower than the support obtained from random guessing (i.e.,
Slk(xj) <
1
L
) and positive otherwise. The result of the logarithmic function is inserted into the
k-th position of the vector. Hence, K meta-features are computed.
flog(k) = 2× Slk(xk)
log(2)
log(L) − 1 (9)
4.3.3. Entropy: fEnt
The entropy measures the degree of uncertainty in the vector of supports, S(xk), obtained by
the base classifier, ci. The meta-feature is calculated as follows: first, a vector with K elements is
created, fEnt = {fEnt(1), ..., fEnt(K)}. Then, for each instance, xk, belonging to the region of
competence, θj , the entropy of the vector of class supports is computed, and inserted in the k-th
position of the vector fEnt (Equation 10). Thus, K meta-features are computed.
fEnt(k) = −
L∑
l=1
Sl(xk)log(Sl(xk)) (10)
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4.3.4. Minimal difference: fMD
First, a vector with K elements is created, fMD = {fMD(1), ..., fMD(K)}. Then, for
each sample, xk, belonging to the region of competence, θj , the Minimal Difference (as pro-
posed in [65]) is computed as the difference between the support obtained by the base classifier
ci for the correct class label of xk, Slk(xk), and those obtained by ci for each of the other classes,
Sl(xk) | l 6= lk, are calculated. The difference which produces the minimal value is inserted in
the k-th position of the vector fMD (Equation 11). Thus, K meta-features are computed.
fMD(k) = minl ∈ L, l 6= lk [Sl(xk)− Slk(xk)] (11)
4.3.5. Kullback-Leibler Divergence: fKL
The Kullback-Leibler (KL) divergence [67] estimates the competence of a base classifier ci
from the information theory perspective [13]. The meta-feature is computed as follows: first, a
vector with K elements is created, fKL = {fKL(1), ..., fKL(K)}. Then, for each member, xk,
belonging to the region of competence θj , the KL divergence between the vector of class supports,
S(xk) = {S1(xk), . . . , SL(xk)}, obtained by the base classifier, ci, and those obtained by the
random classifier, RC =
{
1
L
, ..., 1
L
}
is computed. The result of the KL divergence is inserted in
the k-th position of the vector fKL (Equation 12). Consequently, K meta-features are calculated.
fKL(k) =
L∑
l=1
Sl(xk)log
Sl(xk)
RC
(12)
4.3.6. Exponential: fExp
First, a vector with K elements is created, fExp = {fExp(1), ..., fExp(K)}. For each sam-
ple, xk, belonging to the region of competence θj , the support obtained by the base classifier ci
for the correct class label, Slk(xk), is estimated. Next, an exponential function [66] is applied
over Slk(xk) to compute fExp (Equation 13). Using the exponential function, the value of fExp
increases exponentially when the value of Slk(xk) is higher than that obtained from random guess-
ing (Slk(xk) > 1L ), and is negative otherwise. The result of the exponential function is inserted in
the k-th position of the vector. Hence, K meta-features are computed.
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fExp(k) = 1− 2−1
(L−1)Slk(xk)
1−Slk(xk) (13)
4.3.7. Randomized Reference Classifier: fPRC
First, a vector with K elements is created, fPRC = {fPRC(1), ..., fPRC(K)}. For each
sample, xk, belonging to the region of competence θj , the conditional probability of correct clas-
sification estimated by the randomized reference classifier (RRC) proposed in [12]2. The result is
inserted in the k-th position of the vector. Thus, K meta-features are computed.
4.4. Behavior meta-features
These measures take into consideration information extracted from the decision space, i.e., the
outputs or behavior of the classifiers in the pool, rather than information from the feature space.
Global information about the whole pool of classifiers is considered. Furthermore, many authors
have successfully utilized DES criteria based on classifier behavior in estimating the competence
of base classifiers [8, 9, 6].
4.4.1. Output profiles classification: fOP
First, a vector with Kp elements is created. Then, for each member, x˜k, belonging to the set
of output profiles, φj , if the label produced by ci for xk is equal to the label wl,k of x˜k, the k-th
position of the vector is set to 1, otherwise it is 0. A total of Kp meta-features are extracted.
4.5. Ranking Meta-Features
Ranking methods for estimating the competence of base classifiers have been proposed in [15].
The ranking is computed such that classifiers with higher ranking values are more likely to be
competent. In this work, we consider two types of ranking meta-features, one based on the feature
space, and the other on the decision space. They are defined below:
2Matlab code for this technique is available on: http://www.mathworks.com/matlabcentral/
fileexchange/28391-a-probabilistic-model-of-classifier-competence
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4.5.1. Simplified classifier rank: fRank
This meta-feature is inspired by the simplified classifier rank technique proposed in [11]. The
first step in extracting the ranking meta-feature is to order the instances in DSEL by its distance
to the query sample xj . fRank is computed as the number of consecutive correct predictions made
by the base classifier ci, starting from the closest sample to xj . The search stops when the first
misclassification is made.
4.5.2. classifier rank OP: fRankOP
This meta-feature is computed similarly to the previous frank. However the search is conducted
in the decision space, using the output profiles, φj , rather than the dataset DSEL. Hence, the first
step is to order the output profiles in φj by their similarity to the output profile of the query sample
x˜j . Then, the number of consecutive correct predictions made by the base classifier ci is computed
as fRankOP .
5. Case study using synthetic data
In this section, we conduct experiments using a synthetic dataset in order to illustrate the
benefits of the meta-feature selection process and compare different versions of the META-DES
framework for solving a problem with a complex non-linear geometry using a pool composed
of linear classifiers. The P2 is a two-class problem, presented by Valentini [68], in which each
class is defined in multiple decision regions delimited by polynomial and trigonometric functions
(Equations 14, 15, 16 and 17). As in [69], E4 was modified such that the area of each class is
approximately equal. The P2 problem is illustrated in Figure 3. It is impossible to solve this
problem using a single linear classifier, and the performance of the best possible linear classifier is
around 50%.
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Figure 3: The P2 Problem. The symbols I and II represent the area of the classes, 1 and 2, respectively
E1(x) = sin(x) + 5 (14)
E2(x) = (x− 2)2 + 1 (15)
E3(x) = −0.1 · x2 + 0.6sin(4x) + 8 (16)
E4(x) =
(x− 10)2
2
+ 7.902 (17)
For this illustrative example, the P2 problem was generated as in [10]: 500 samples for training
(T ), 500 instances for the meta-training dataset (Tλ), 500 instances for the dynamic selection
dataset DSEL, and 2000 samples for the test set, G. The pool of classifiers is composed of 5
Perceptrons (shown in Figure 4). The best classifier of the pool (Single Best) achieves an accuracy
of 53.5%. The performance of all other base classifiers is around the 50% mark. The Oracle result
of this pool obtained a recognition performance of 99.5%. In other words, there is at least one
base classifier that predicts the correct label for 99.5% of the test instances. The problem lies in
selecting the competent classifiers in order to achieve a classification accuracy close to the Oracle.
Figures 5 (a) and (b) show the decision boundary obtained by the META-DES [6], and the
proposed META-DES.Oracle, respectively3. We can observe that the META-DES.Oracle obtains
3The results achieved by different dynamic and static ensemble techniques for the P2 problem are presented in the
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Figure 4: Five Perceptrons generated using the bagging technique for the P2 Problem. The arrows in each Perceptron
point to the region of class 1 (red circle).
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Figure 5: Decision boundary obtained by two versions of the META-DES framework. (a) Original META-DES (b)
The proposed META-DES.Oracle
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a really good approximation of the real decision boundary for the P2 problem. The META-
DES.Oracle proposed in this paper obtained a recognition accuracy of 97%, while the accuracy of
the META-DES was 94.5% [10]. Using the extended sets of meta-features and the meta-feature
selection procedure based on the Oracle definition, we observed a significant gain in performance
for the P2 problem. Thus, it is possible to reduce the big gap that exists between the performances
of the current state-of-the-art DES techniques and the ideal one, the Oracle.
6. Experiments
6.1. Datasets
The experiments were conducted on the same 30 classification datasets used in our previous
work [6, 70]. The key features of each dataset are shown in Table 2.
6.2. Experimental protocol
For each dataset, the experiments were conducted using 20 replications. For each replication,
the datasets were divided using the holdout method [71] on the basis of 50% for training, 25% for
the dynamic selection dataset, DSEL, and 25% for the test set, G. The divisions were performed
while maintaining the prior probabilities of each class. For the proposed META-DES-Oracle, 25%
of the training data was used in the meta-training process Tλ.
For the two-class classification problems, the pool of classifiers was composed of 100 Percep-
trons generated using the Bagging technique. For the multi-class problems, the pool of classifiers
was composed of 100 multi-class Perceptrons. The use of linear Perceptron classifiers was mo-
tivated by the results reported in Section 5 showing that the META-DES framework can solve
non-linear classification problems with complex decision boundaries using only a few linear clas-
sifiers. The values of the hyper-parameters, K, Kp and hc, were set at 7, 5 and 70%, respectively.
They were selected empirically based on previous publications [46, 18, 6]. Hence, the size of the
meta-feature vector is 67 ((7× 8) +5 + 6).
The parameters of the BPSO algorithm were set based on previous work in the literature [51,
56, 57]: the population size was set at 20, the maximum number of generations max(g) = 100.
following report [10].
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Table 2: Dataset considered in this work and their main features. They are presented in alphabetical order.
Database # samples # features # Classes Repository
Adult 48842 14 2 UCI
Banana 1000 2 2 PRTOOLS
Blood transfusion 748 4 2 UCI
Breast (WDBC) 568 30 2 UCI
Cardiotocography (CTG) 2126 21 3 UCI
Ecoli 336 7 8 UCI
Steel Plate Faults 1941 27 7 UCI
Glass 214 9 6 UCI
German credit 1000 20 2 STATLOG
Haberman’s Survival 306 3 2 UCI
Heart 270 13 2 STATLOG
ILPD 583 10 2 UCI
Ionosphere 315 34 2 UCI
Laryngeal1 213 16 2 LKC
Laryngeal3 353 16 3 LKC
Lithuanian 1000 2 2 PRTOOLS
Liver Disorders 345 6 2 UCI
MAGIC Gamma Telescope 19020 10 2 KEEL
Mammographic 961 5 2 KEEL
Monk2 4322 6 2 KEEL
Phoneme 5404 6 2 ELENA
Pima 768 8 2 UCI
Satimage 6435 19 7 STATLOG
Sonar 208 60 2 UCI
Thyroid 215 5 3 LKC
Vehicle 846 18 4 STATLOG
Vertebral Column 310 6 2 UCI
WDG V1 5000 21 3 UCI
Weaning 302 17 2 LKC
Wine 178 13 3 UCI
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The weight function, w = 1.0, and acceleration coefficients, c1 = c2 = 2.0, were set using the
standard values from [50]. Moreover, the optimization process was stopped if the fitness of the
best solution gBest failed to improve after 5 consecutive iterations. Since the BPSO optimization
process is a stochastic algorithm, for each replication, the BPSO was run 30 times. The best result,
considering the Global Validation overfitting control scheme, was used for generalization phase.
6.3. Analysis of the selected meta-features
In this section, we analyze the set of meta-features that are selected by the proposed technique.
The objective of this analysis is: (1) to verify whether different sets of meta-features are better
suited for different classification problems; and (2) to identify whether or not the proposed sets of
meta-features are relevant.
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Figure 6: The frequency at which each individual meta-feature is selected over 20 replications. Each dataset is
evaluated separately. The color of each square represents the frequency at which each meta-feature is selected. A
white square indicates that the corresponding meta-feature was selected less than 25% of the time. A light grey
square means the meta-feature was selected with a frequency between 25% and 50%. A dark grey square represents
a frequency of 50% to 75%, and a black square represents a frequency of selection higher than 75%.
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In the first analysis, we compare how often each individual meta-feature was selected. Figure 6
illustrates the selection frequency per meta-feature, considering 20 replications. We present the
results for each dataset separately. Each square represents an individual meta-feature. The color of
each square represents the frequency that each meta-feature is selected. A white square indicates
that the corresponding meta-feature was selected less than 25% of the time. A light grey square
means the meta-feature was selected with a frequency between 25% and 50%. A dark grey square
represents a frequency of 50% to 75%, and a black square represents a frequency of selection
higher than 75%.
It can be seen that the frequency at which each meta-feature is selected varies considerably
between different datasets. For instance, the meta-feature based on the classification of the neigh-
bor samples, fhard, was selected with a frequency between 25 and 50% in the majority of datasets.
However, for the Wine dataset, it was not selected at all. The only exceptions are for the meta-
feature sets, fOP , which presented a 100% frequency of selection for all 30 datasets, and fcond.
This finding demonstrates that distinct classification problems require a different set of meta-
features in order to better address the behavior of the Oracle. Different problems are associated
with different degrees of data complexity [22], and may require a distinct set of meta-features
in order to obtain a meta-classifier that presents a behavior closer to the Oracle for estimating
the competence of the base classifiers. Hence, the results show that the choice of the best set of
meta-features is problem-dependent. In addition, we can see that each individual meta-feature
is selected for at least 20% of the datasets, considering all 30 classification problems (Figure 7).
Hence, we believe that all sets of meta-features proposed in this work are relevant.
6.4. Comparative study
In this section, we compare the results obtained by the proposed META-DES.Oracle, which
is based on 15 sets of meta-features, against the previous versions of the META-DES framework,
which are based only on five sets of meta-features defined in [6]. The objective of this comparative
study is to answer the following research questions: (1) Does the optimization based on the Oracle
behavior lead to a significant gain in classification accuracy? (2) Does the use of more meta-
features lead to a more robust DES system?
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Figure 7: Average frequency and standard deviation per meta-feature considering 30 classification problems.
The following versions of the META-DES framework are compared in this section:
1. S-shaped GV: The proposed META-DES.Oracle using S-shaped transfer function with
global validation.
2. V-shaped GV: The proposed META-DES.Oracle using V-shaped transfer function with
global validation.
3. S-Shaped: The proposed META-DES.Oracle using S-shaped transfer function without global
validation.
4. V-Shaped: The proposed META-DES.Oracle using V-shaped transfer function without
global validation.
5. META-DES.ALL: The framework using the 15 sets of meta-features proposed in this work
without the optimization process.
6. META-DES.H: The Hybrid version, META-DES.H proposed in [70].
7. META-DES: The first version of the META-DES framework [6].
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Table 3: Comparison of different versions of the META-DES framework. We present the results of statistical tests at
the end of the table.
Dataset S-Shaped GV V-Shaped GV S-Shaped V-Shaped META-DES.ALL META-DES.H [70] META-DES [6]
Adult 87.29(2.02) 87.74(2.04) 87.67(2.13) 87.67(2.03) 85.17(3.15) 87.29(1.80) 87.22(1.84)
Banana 94.66(1.09) 94.54(1.16) 94.39(1.14) 94.80(0.99) 95.69(1.35) 94.51(2.36) 94.42(2.37)
Blood 79.44(1.84) 79.38(1.76) 79.79(1.38) 79.20(1.69) 79.91(0.79) 78.25(1.37) 78.31(1.52)
Breast 96.78(0.82) 96.71(0.86) 96.71(0.86) 96.71(0.86) 96.86(0.85) 97.25(0.47) 97.41(0.50)
CTG 86.73(1.23) 86.37(1.10) 86.81(1.06) 86.68(1.16) 87.10(0.99) 86.08(1.24) 86.04(1.14)
Ecoli 81.83(3.00) 81.57(3.47) 81.83(3.22) 81.44(3.63) 78.70(3.22) 80.66(3.48) 80.92(3.76)
Faults 69.52(0.95) 69.32(1.18) 68.93(1.15) 69.02(1.46) 69.02(1.55) 68.95(1.04) 68.72(1.19)
GLASS 67.09(3.89) 66.46(4.22) 66.88(3.71) 66.04(4.12) 68.77(3.71) 65.21(3.53) 65.21(3.65)
German 75.03(1.99) 76.58(1.99) 75.43(1.92) 76.05(1.67) 71.56(2.91) 74.36(1.28) 74.54(1.30)
Haberman 73.35(3.32) 72.03(2.67) 73.06(2.97) 72.76(3.29) 74.22(2.85) 76.13(2.06) 76.13(2.06)
Heart 85.13(2.94) 86.44(3.38) 85.62(3.03) 85.13(2.75) 84.15(4.35) 85.46(2.70) 85.30(2.30)
ILPD 68.42(2.20) 69.79(3.15) 68.04(2.74) 68.65(3.13) 69.79(3.29) 69.64(2.47) 70.17(2.33)
Ionosphere 89.31(2.26) 89.94(1.97) 88.80(2.60) 89.56(2.20) 89.94(2.48) 89.06(2.21) 89.06(2.21)
Laryngeal1 86.16(4.00) 87.42(2.98) 85.95(3.59) 86.58(3.24) 85.11(4.33) 87.21(5.35) 87.00(5.00)
Laryngeal3 74.67(1.66) 73.67(2.14) 74.17(2.25) 73.79(2.03) 71.67(3.34) 73.54(1.66) 73.42(1.26)
Lithuanian 95.12(2.10) 94.97(2.00) 95.49(2.21) 95.04(2.34) 95.78(2.13) 93.26(3.22) 93.12(3.09)
Liver 71.50(4.96) 72.02(4.72) 71.24(4.94) 71.11(5.70) 68.79(4.76) 69.69(4.68) 69.56(4.84)
Magic 85.69 (1.37 ) 86.02 (2.20) 85.79 (1.21) 85.80(2.54) 85.25(3.21) 85.650(2.27) 84.35(3.27)
Mammographic 80.35(2.85) 80.72(2.56) 81.31(3.42) 79.92(3.44) 81.15(1.58) 84.30(2.27) 84.41(2.54)
Monk2 94.15(2.18) 94.45(1.88) 94.35(1.72) 94.45(1.88) 92.91(1.84) 83.45(3.46) 83.34(3.32)
Phoneme 84.76(0.77) 85.05(1.08) 84.62(0.95) 85.16(1.16) 85.22(0.88) 81.82(0.69) 81.77(0.72)
Pima 77.35(2.43) 77.53(2.24) 77.06(2.86) 77.00(2.79) 78.34(3.26) 77.93(1.86) 77.76(1.75)
Satimage 96.59(0.68) 96.65(0.83) 96.50(0.82) 96.55(0.80) 96.46(0.78) 96.46(0.79) 96.42(0.76)
Sonar 80.13(3.96) 81.63(3.90) 81.84(4.59) 81.42(4.30) 82.91(4.59) 82.06(5.09) 81.84(5.67)
Thyroid 96.60(1.12) 96.99(0.75) 96.60(0.77) 96.86(0.91) 96.60(0.77) 97.38(0.67) 97.38(0.67)
Vehicle 82.76(1.10) 82.87(1.64) 82.61(1.48) 82.82(1.23) 81.82(1.94) 83.55(2.10) 83.55(2.01)
Vertebral 85.47(3.21) 84.90(5.33) 85.05(4.71) 84.90(6.15) 86.47(2.38) 84.90(2.95) 85.62(2.35)
WDVG1 84.70(0.39) 84.72(0.49) 84.75(0.52) 84.75(0.45) 83.30(0.82) 84.77(0.65) 84.84(0.60)
Weaning 81.29(3.43) 81.73(3.14) 80.86(3.75) 81.44(3.23) 80.71(3.89) 79.98(3.55) 79.69(3.71)
Wine 99.02(1.61) 99.52(1.11) 99.27(1.61) 99.27(1.17) 99.52(1.11) 98.53(1.48) 98.53(1.48)
Average rank 3.80(0.78) 3.00(0.92) 4.03(0.90) 4.16(0.82) 3.96(1.26) 4.33(0.93) 4.70(1.17)
Win-Tie-Loss 17-3-10 19-9-2 16-4-10 17-2-11 15-1-14 n/a n/a
Wilcoxon Signed Test ~ (ρ = .3044) + (ρ = .0316) ~ (ρ = .3389) ~ (ρ = .2623) ~ (ρ = .8612) n/a n/a
Classification accuracies are reported in Table 3. The best result achieved for each dataset is
highlighted in bold. The Friedman [72] test is used in order to compare the results of all tech-
niques over the 30 classification datasets. The Friedman test is a non-parametric equivalent of the
repeated ANOVA measures, used to make comparison between several techniques over multiple
datasets [73]. For each dataset, the Friedman test ranks each algorithm, with the best performing
one getting rank 1, the second best rank 2, and so forth. Then, the average rank and its standard
deviation are computed, considering all datasets. The best algorithm is the one presenting the
lowest average rank. Since we are comparing seven techniques, the degree of freedom is 6. We
set the level of significance α = 0.05, i.e., 95% confidence. The Friedman test shows that there
is a significant difference between the seven approaches. Then, a post-hoc Bonferroni-Dunn test
was conducted for a pairwise comparison between the ranks achieved by each technique. The
performance of two classifiers is significantly different if their difference in average rank is higher
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than the critical difference. The critical difference is computed using the following equation:
CD = qα
√
k(k+1)
6N
, where the critical value qα is based on the Studentized range statistic divided
by
√
2. The results of the post-hoc test are presented using the critical difference diagram pro-
posed in [73] (Figure 8). The performance of techniques in which the difference in average ranks
is higher than the critical difference are considered significantly different. Techniques with no
statistical difference are connected by a black bar in the CD diagram.
CD = 1.2974
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Figure 8: Graphical representation of the average rank for each DES technique over the 30 datasets. For each tech-
nique, the numbers on the main line represent its average rank. The critical difference (CD) was computed using the
Bonferroni-Dunn post-hoc test. Techniques with no statistical difference are connected by additional lines.
One interesting fact is that all techniques proposed in this work obtained lower rank values
when compared to the previous version of the META-DES framework. The META-DES.Oracle
using the V-shaped transfer function obtained the best overall performance, achieving an average
rank of 3.00. Moreover, the results obtained by this technique were also significantly better than
those obtained by both the META-DES and META-DES.H.
The second statistical analysis is conducted in a pairwise fashion in order to verify whether the
difference in classification accuracy obtained by the META-DES.Oracle significantly improves
the classification accuracy when compared to the previous versions of the framework. To that end,
the Wilcoxon non-parametric signed rank test with the level of significance α = 0.05 was used
since it was suggested in [73] as a robust method for a pairwise comparison between classification
algorithms over several datasets. The results of the Wilcoxon statistical test are shown in the last
row of Table 3. Techniques that achieve performances equivalent to the META-DES.H are marked
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with "~"; those that achieve statistically superior performance are marked with a "+", and those
with inferior performance are marked with a "-". ρ-values are also shown in the last row of Table 3.
The results of the Wilcoxon signed rank test also demonstrate that the META-DES.Oracle us-
ing the V-Shaped transfer function and the global validation overfitting control scheme obtained
classification results that are significantly superior when compared to both the META-DES.H and
the META-DES, with a 95% confidence over the 30 datasets considered in this work. Thus, based
on the analysis, we can answer the two research questions posed at the beginning of this section:
The meta-features selection optimization process does indeed significantly improve the classifi-
cation performance of the system, when compared to the previous versions of the framework.
In addition, we can also see that the system using 15 sets of meta-features without meta-feature
selection, META-DES.ALL, achieves similar results when compared to previous versions of the
framework (e.g., META-DES and META-DES.H). This suggest that simply adding more meta-
features does not always lead to a better classification accuracy. The meta-feature selection stage
is important for better addressing the behavior of the Oracle.
For the sake of simplicity, we refer to META-DES.Oracle, the version of the framework using
the V-Shaped transfer function and global validation, in the rest of this paper.
6.5. Comparison with the state-of-the-art DES techniques
In this section, we compare the accuracy obtained by the proposed META-DES.Oracle against
ten state-of-the-art dynamic selection techniques [5]. The goal of this analysis is to know if the
performance of the proposed system is significantly superior when compared to state-of-the-art
DES techniques. The dynamic selection techniques used in this analysis are: Local Classifier
Accuracy (LCA) [11], Overall Local Accuracy (OLA) [11], Modified Local Accuracy (MLA) [34],
K-Nearest Oracles-Eliminate (KNORA-E), K-Nearest Oracles-Union (KNORA-U) [7], K-Nearest
Output Profiles (KNOP) [8], Multiple Classifier Behavior (MCB) [16], Randomized Reference
Classifier (DES-RRC) [12] and DCS-Rank [15]. These techniques were selected because they
presented the very best results in the dynamic selection literature according to a recent survey on
this topic [5].
The same pool of classifiers is used for all techniques in order to ensure a fair comparison. For
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all techniques, the size of the region of competence,K, was set at 7 since it achieved the best result
in previous experiments [46, 6]. The results are shown in Table 4. For each dataset, we performed
a pairwise comparison between the results obtained by the proposed META-DES.Oracle against
those obtained by each state-of-the-art DES technique. The comparison was conducted using the
Kruskal-Wallis non-parametric statistical test, with a 95% confidence interval. Results that are
significantly better are marked with a •. In addition, the average rank of each technique, as well
as the result of the sign test, are presented at the end of Table 4.
Table 4: Mean and standard deviation results of the accuracy obtained for the proposed META-DES.Oracle and 10
state-of-the-art dynamic selection techniques. The best results are in bold. Results that are significantly better are
marked with •.
Database META-DES.Oracle KNORA-E [7] KNORA-U [7] DES-FA [46] LCA [11] OLA [11] MLA [34] MCB [16] KNOP [8] DES-RRC [12] DCS-Rank [15]
Adult 87.74(2.04) • 80.34(1.57) 79.76(2.26) 80.34(1.57) 83.58(2.32) 82.08(2.42) 80.34(1.32) 78.61(3.32) 79.76(2.26) 86.71(1.53) 83.04(2.42)
Banana 94.54(1.16) 93.08(1.67) 92.28(2.87) 95.21(3.18) 95.21(2.15) 95.21(2.15) 80.31(7.20) 88.29(3.38) 90.73(3.45) 86.44(1.76) 93.44(1.73)
Blood 79.38(1.76) • 77.65(3.62) 77.12(3.36) 73.40(1.16) 75.00(2.87) 75.00(2.36) 76.06(2.68) 73.40(4.19) 77.54(2.03) 75.89(1.41) 74.35(2.49)
Breast (WDBC) 96.71(0.86) 97.59(1.10) 97.18(1.02) 97.88(0.78) 97.88(1.58) 97.88(1.58) 95.77(2.38) 97.18(1.38) 95.42(0.89) 96.71(0.61) 96.01(1.00)
CTG 86.37(1.10) 86.27(1.57) 85.71(2.20) 86.27(1.57) 86.65(2.35) 86.65(2.35) 86.27(1.78) 85.71(2.21) 86.02(3.04) 84.90(1.02) 84.98(0.84)
Ecoli 81.57(3.47) • 76.47(2.76) 75.29(3.41) 75.29(3.41) 75.29(3.41) 75.29(3.41) 76.47(3.06) 76.47(3.06) 80.00(4.25) 78.82(3.58) 76.73(3.52)
Faults 69.32(1.18) 67.35(2.01) 67.96(1.98) 68.17(1.59) 66.00(1.69) 66.52(1.65) 67.76(1.54) 68.17(1.59) 68.57(1.85) 67.58(0.95) 66.55(1.64)
Glass 66.46(4.22) 57.65(5.85) 61.00(2.88) 55.32(4.98) 59.45(2.65) 57.60(3.65) 57.60(3.65) 67.92(3.24) 62.45(3.65) 64.99(4.23) 56.81(6.15)
German 76.58(1.99) • 72.80(1.95) 72.40(1.80) 74.00(3.30) 73.33(2.85) 71.20(2.52) 71.20(2.52) 73.60(3.30) 73.60(3.30) 75.07(2.36) 69.78(2.70)
Haberman 74.22(2.85) 71.23(4.16) 73.68(2.27) 72.36(2.41) 70.16(3.56) 69.73(4.17) 73.68(3.61) 67.10(7.65) 75.00(3.40) 75.15(2.50) 70.32(4.06)
Heart 86.44(3.38) 83.82(4.05) 83.82(4.05) 83.82(4.05) 85.29(3.69) 85.29(3.69) 86.76(5.50) 83.82(4.05) 83.82(4.05) 83.66(3.64) 79.74(4.34)
ILPD 69.79(3.15) 67.12(2.35) 69.17(1.58) 67.12(2.35) 69.86(2.20) 69.86(2.20) 69.86(2.20) 68.49(3.27) 68.49(3.27) 67.88(1.89) 67.81(2.52)
Ionosphere 89.94(1.97) 89.77(3.07) 87.50(1.67) 88.63(2.12) 88.00(1.98) 88.63(1.98) 81.81(2.52) 87.50(2.15) 85.71(5.52) 87.88(2.48) 88.51(2.87)
Laryngeal1 87.42(2.98) • 77.35(4.45) 77.35(4.45) 77.35(4.45) 77.35(4.45) 77.35(4.45) 75.47(5.55) 77.35(4.45) 77.35(4.45) 82.18(3.79) 79.45(3.46)
Laryngeal3 73.67(2.14) 70.78(3.68) 72.03(1.89) 72.03(1.89) 72.90(2.30) 71.91(1.01) 61.79(7.80) 71.91(1.01) 73.03(1.89) 72.41(1.87) 66.67(6.13)
Lithuanian 94.97(2.00) 93.33(2.50) 95.33(2.64) 98.00(2.46) 85.71(2.20) 98.66(3.85) 88.33(3.89) 86.00(3.33) 89.33(2.29) 85.04(1.57) 93.41(1.22)
Liver 72.02(4.72) • 56.65(3.28) 56.97(3.76) 61.62(3.81) 58.13(4.01) 58.13(3.27) 58.00(4.25) 58.00(4.25) 65.23(2.29) 63.70(4.14) 61.24(5.42)
Magic 86.02(2.20) 80.03(3.25) 79.99(3.55) 81.73(3.27) 81.53(3.35) 81.16(3.00) 73.13(6.35) 75.91(5.35) 80.03(3.25) 86.20(1.52) 76.72(1.13)
Mammographic 80.72(2.56) 82.21(2.27) 82.21(2.27) 80.28(3.02) 82.21(2.27 82.21(2.27) 75.55(5.50) 81.25(2.07) 82.21(2.27) 84.29(1.32) • 79.75(3.48)
Monk2 94.45(1.88) • 80.55(3.32) 77.77(4.25) 75.92(4.25) 74.07(6.60) 74.07(6.60) 75.92(5.65) 74.07(6.60) 80.55(3.32) 80.86(2.58) 86.21(4.93)
Phoneme 85.05(1.08) • 79.06(2.50) 78.92(3.33) 79.06(2.50) 78.84(2.53) 78.84(2.53) 64.94(7.75) 73.37(5.55) 78.92(3.33) 73.64(1.55) 79.45(0.88)
Pima 77.53(2.24) 73.79(1.86) 76.60(2.18) 73.95(1.61) 73.95(2.98) 73.95(2.56) 77.08(4.56) 76.56(3.71) 73.42(2.11) 75.41(2.73) 72.97(2.25)
Satimage 96.65(0.83) • 95.35(1.23) 95.86(1.07) 93.00(2.90) 95.00(1.40) 94.14(1.07) 93.28(2.10) 95.86(1.07) 95.86(1.07) 95.60(0.75) 94.76(0.97)
Sonar 81.63(3.90) • 74.95(2.79) 76.69(1.94) 78.52(3.86) 76.51(2.06) 74.52(1.54) 76.91(3.20) 76.56(2.58) 75.72(2.82) 80.13(5.09) 79.27(5.67)
Thyroid 96.99(0.75) • 95.95(1.25) 95.95(1.25) 95.37(2.02) 95.95(1.25) 95.95(1.25) 94.79(2.30) 95.95(1.25) 95.95(1.25) 96.85(0.96) 96.40(1.15)
Vehicle 82.87(1.64) 83.01(1.54) 82.54(1.70) 82.54(4.05) 80.33(1.84) 81.50(3.24) 74.05(6.65) 84.90(2.01) 80.09(1.47) 82.76(1.81) 79.61(1.97)
Vertebral 84.90(5.33) 85.89(2.27) 87.17(2.24) 82.05(3.20) 85.00(3.25) 85.89(3.74) 77.94(5.80) 84.61(3.95) 86.98(3.21) 85.90(3.68) 83.62(3.38)
WDGV1 84.72(0.49) • 84.01(1.10) 84.01(1.10) 84.01(1.10) 80.50(0.56) 80.50(0.56) 79.95(0.85) 78.75(1.35) 84.21(0.45) 84.46(0.48) 83.85(0.61)
Weaning 81.73(3.14) 78.94(1.25) 81.57(3.65) 82.89(3.52) 77.63(2.35) 77.63(2.35) 80.26(1.52) 81.57(2.86) 82.57(3.33) 78.51(3.29) 77.19(2.18)
Wine 99.52(1.11) • 97.77(1.53) 97.77(1.62) 95.55(1.77) 85.71(2.25) 88.88(3.02) 88.88(3.02) 97.77(1.62) 95.50(4.14) 98.52(1.57) 92.10(5.57)
Avg. rank 2.73(1.34) 5.56(1.29) 5.33(1.07) 5.90(1.54) 6.20(1.44) 6.80(1.44) 7.30(1.52) 7.33(1.45) 5.93(1.51) 4.40(1.61) 8.10(1.53)
Win-tie-loss n/a 4-3-23 6-1-23 6-1-23 5-2-23 7-1-22 3-2-25 5-1-24 5-0-25 4-2-24 1-0-29
Wilcoxon n/a - (ρ = .0003) - (ρ = .0014) - (ρ = .0014) - (ρ = .0152) - (ρ = .0161) - (ρ = .0001) - (ρ = .0003) - (ρ = .0003) - (ρ = .0003) - (ρ = .0003)
Figure 9 illustrates the average rank of each technique using the CD diagram. Similarly to Sec-
tion 6.4, the CD was calculated using the Bonferroni-Dunn post-hoc test. The META-DES.Oracle
obtained the lowest average rank, 2.73, followed by the technique based on probabilistic mod-
els, DES-RRC [12], presenting an average rank of 4.40. Hence, the performance of the META-
DES.Oracle is significantly better when compared to the majority of the state-of-the-art DES tech-
niques. Only the DES-RRC obtained a statistically equivalent performance. However, when we
compared those two techniques in terms of wins, ties and losses as reported in Table 4, we could
see that the META-DES.Oracle obtained the best accuracy for 24 datasets, while the DES-RRC
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Figure 9: Average rank of the dynamic selection methods over the 30 datasets. The best algorithm is the one presenting
the lowest average rank.
outperformed the META-DES.Oracle only in 4 datasets. For two datasets, the results of both tech-
niques were tied. Furthermore, we also performed the Wilcoxon non-parametric signed rank test
with the level of significance α = 0.05 for a pairwise comparison between the results obtained by
the META-DES.Oracle against state-of-the-art DES techniques over the 30 datasets. The results
of the Wilcoxon test are presented in the last row of Table 4.
When a pairwise comparison between the techniques is performed, we can see that the META-
DES.Oracle dominates when compared against previous DES techniques. Its performance is statis-
tically better when compared to any of the 10 state-of-the-art techniques. This can be explained by
two factors: state-of-the-art DES techniques are based only on one criterion to estimate the com-
petence of the base classifier; this could be, local accuracy, ranking, probabilistic models, etc. For
instance, the ranking and probabilistic criteria used by the DCS-Rank and DES-RRC techniques
are embedded in the META-DES framework as meta-features frank and fPRC , respectively. In ad-
dition, through the BPSO meta-features selection scheme, only the meta-features that are relevant
for the given classification problem are selected and used for the training of the meta-classifier.
As shown in Figure 6, the selected meta-features vary considerably according to different classi-
fication problems. Thus, it is expected that the proposed framework obtains a significant gain in
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performance when compared to previous DES techniques.
6.6. Comparison with Static techniques
In this section, we compare the results obtained by the META-DES.Oracle against static en-
semble techniques as well as single classifier models. For the static ensemble techniques, we
evaluate the performance of the AdaBoost [26], Bagging [23], Random Forest [27, 28], the clas-
sifier with the highest accuracy in the validation data (Single Best) and a static ensemble selection
method based on the majority voting error proposed in [74]. Furthermore, two single classifier
models were considered: Multi-Layer Perceptron (MLP) Neural Network and a Support Vector
Machine with Gaussian Kernel (SVM). These classifiers were selected based on a recent study [29]
that ranked the best classifiers in a comparison considering a total of 179 classifiers over 121 clas-
sification datasets.
The objective of this study is to determine whether the proposed META-DES.Oracle obtain
recognition accuracy that is either statistically better or equivalent to the ones achieved by the
best classifiers in the literature [29]. This is an important analysis since the DES literature still
lacks a comparison with classical classification approaches that do not use ensembles. In the
DES literature, the accuracy of the proposed techniques are only compared either with other DES
techniques or with static ensemble selection considering the same pool of classifiers [5].
All classifiers were evaluated using the Matlab PRTOOLS toolbox [75]. Since static techniques
require neither a meta-training nor a dynamic selection phase, the training (T ) and meta-training
set (Tλ) were merged into a single training set. The dynamic selection dataset (DSEL) was used
as the validation dataset. The test set, G, remained unchanged. For each replication, the hyper-
parameters of the each classifier model were set as follows:
1. MLP Neural Network: We varied the number of neurons in the hidden layer from 10 to
100 at 10 point intervals. The configuration that achieved the best results in the validation
data was used. The MLP training process was conducted using the Levenberg-Marquadt
algorithm. The process was stopped if the performance on the validation set decreased or
failed to improve for five consecutive epochs.
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2. SVM with a Gaussian Kernel: A grid search was performed in order to set the values of the
regularization parameter, c, and the Kernel spread parameter γ.
3. Random Forest: We varied the number of trees from 25 to 200 at 25 point intervals. The
configuration with the highest performance on the validation dataset was used for general-
ization.
The classification accuracy of each technique is reported in Table 5. For each dataset, we per-
formed a pairwise comparison between the results obtained by the proposed META-DES.Oracle,
against the results obtained by each state-of-the-art DES technique. The comparison was con-
ducted using the Kruskal-Wallis non-parametric statistical test, with a 95% confidence interval.
Results that are significantly better at a 95% confidence are marked with •. Moreover, we also
report the average ranks and the results of the Wilcoxon test at the end of Table 5. Figure 10
illustrates the critical difference diagram.
Table 5: Mean and standard deviation results of the accuracy obtained for the proposed META-DES and static clas-
sification models. The best results are in bold. Results that are significantly better (p < 0.05) are marked with
•.
Database META-DES.Oracle Single Best [5] Bagging [23] AdaBoost [26] Static Selection [74] MLP NN SVM Random Forest
Adult 87.74(2.04) • 83.64(3.34) 85.60(2.27) 83.58(2.91) 84.37(2.79) 80.33(3.25) 85.31(3.06) 83.03(4.60)
Banana 94.54(1.16) 84.07(2.22) 81.43(3.92) 81.61(2.42) 81.35(4.28) 98.11(0.85) 98.19(0.78) • 97.02(1.03)
Blood 79.38(1.76) • 75.07(1.83) 75.24(1.67) 75.18(2.08) 75.74(2.23) 76.38(1.48) 75.42(4.23) 73.03(6.35)
Breast (WDBC) 96.71(0.86) 97.04(0.74) 96.35(1.14) 98.24(0.89) • 96.83(1.00) 95.77(0.74) 97.81(1.07) 95.85(1.37)
CTG 86.37(1.10) 84.21(1.10) 84.54(1.46) 83.06(1.23) 84.04(2.02) 88.19(2.27) 92.29(0.76) • 91.27(1.20)
Ecoli 81.57(3.47) 69.35(2.68) 72.22(3.65) 70.32(3.65) 67.80(4.60) 74.35(14.08) 83.88(2.42) 67.65(7.55)
Faults 69.32(1.18) 66.05(1.98) 67.02(1.98) 66.57(1.06) 67.22(1.64) 68.99(2.63) 74.00(1.72) • 69.83(3.05)
Glass 66.46(4.22) 52.92(4.53) 62.64(5.61) 55.89(3.25) 57.16(4.17) 56.22(7.99) 60.60(5.17) 66.54(6.01)
German credit 76.58(1.99) • 71.16(2.39) 74.76(2.73) 72.96(1.25) 73.60(2.69) 64.20(3.98) 75.32(1.70) 70.35(5.85)
Haberman 74.52(2.94) 75.65(2.68) 72.63(3.45) 75.26(3.38) 73.15(3.68) 68.42(5.15) 71.10(2.21) 63.81(7.23)
Heart 86.44(3.38) • 80.26(3.58) 82.50(4.60) 81.61(5.01) 82.05(3.72) 71.17(6.86) 83.44(3.28) 77.79(3.27)
ILPD 69.79(3.15) 67.53(2.83) 67.20(2.35) 69.38(4.28) 67.26(1.04) 64.31(3.68) 66.23(3.95) 65.68(3.94)
Ionosphere 89.94(1.97) 87.29(2.28) 86.75(2.75) 86.75(2.34) 87.50(2.23) 86.36(4.31) 94.54(1.58) • 94.09(2.50)
Laryngeal1 87.42(2.98) • 80.18(5.51) 81.32(3.82) 79.81(3.88) 80.75(4.93) 76.98(6.01) 81.69(4.70) 80.18(4.81)
Laryngeal3 73.67(2.14) 68.42(3.24) 67.13(2.47) 62.32(2.57) 71.23(3.18) 64.26(4.19) 74.60(2.95) 71.12(4.73)
Lithuanian 94.97(2.00) 84.35(2.04) 82.33(4.81) 82.70(4.55) 82.66(2.45) 92.66(3.15) 96.40(1.70) • 95.53(1.50)
Liver 72.02(4.72) 65.38(3.47) 62.76(4.81) 64.65(3.26) 59.18(7.02) 61.86(4.86) 71.27(4.10) 67.32(4.79)
Magic 86.02(2.20) 80.27(3.50) 81.24(2.22) 87.35(1.45) 85.25(3.25) 83.07(2.20) 87.20(1.52) 88.65(2.32)
Mammographic 80.72(2.56) 83.60(1.85) 85.27(1.85) • 83.07(3.03) 84.23(2.14) 77.88(9.87) 80.29(1.83) 77(1.12)
Monk2 94.45(1.88) 79.25(3.78) 79.18(2.57) 80.27(2.76) 80.55(3.59) 99.25(1.21) • 96.57(1.38) 83.88(3.09)
Phoneme 85.05(1.08) 75.87(1.33) 72.60(2.33) 75.90(1.06) 72.70(2.32) 82.11(4.17) 76.27(1.85) 89.59(0.20) •
Pima 77.53(2.24) 73.57(1.49) 73.28(2.08) 72.52(2.48) 72.86(4.78) 69.37(2.94) 76.56(2.71) 74.32(3.92)
Satimage 96.65(0.83) 94.52(0.96) 95.23(0.87) 95.43(0.92) 95.31(0.92) 92.65(2.97) 91.15(1.20) 96.21(1.42)
Sonar 81.63(3.90) 78.21(2.36) 76.66(2.36) 74.95(5.21) 79.03(6.50) 76.15(6.09) 82.80(3.99) 84.80(6.62) •
Thyroid 96.99(0.75) • 95.15(1.74) 95.25(1.11) 96.01(0.74) 96.24(1.25) 94.98(1.35) 94.79(0.10) 95.08(0.49)
Vehicle 82.87(1.64) • 81.87(1.47) 82.18(1.31) 80.56(4.51) 81.65(1.48) 72.31(8.63) 74.19(3.00) 79.00(2.42)
Vertebral Column 84.90(5.33) 82.04(2.17) 85.89(3.47) 83.22(3.59) 84.27(3.24) 84.14(4.55) 84.74(4.33) 84.48(3.93)
WDG V1 84.72(0.49) 83.17(0.76) 84.36(0.56) 84.04(0.37) 84.23(0.53) 81.68(7.82) 86.90(0.09) • 85.89(0.46)
Weaning 81.73(3.14) 74.86(4.78) 76.31(4.06) 74.47(3.68) 76.89(3.15) 80.92(4.77) 87.23(1.96) 88.25(2.93) •
Wine 99.52(1.11) • 96.70(1.46) 95.56(1.96) 99.20(0.76) 96.88(1.80) 92.88(10.30) 98.88(1.17) 97.33(2.29)
Average rank 2.43(0.86) 5.40(0.87) 4.80(1.02) 5.26(1.03) 4.70(0.83) 4.93(1.16) 3.26(1.04) 4.20(1.28)
Win-Tie-Loss n/a 3-1-26 4-0-26 5-1-24 3-1-26 4-1-25 12-3-15 10-2-18
Wilcoxon Signed Test n/a - (ρ = .0001) - (ρ = .0001) - (ρ = .0003) - (ρ = .0001) - (ρ = .0101) ~ (ρ = .3600) ~ (ρ = .2005)
Based on the result,s we can conclude that the META-DES.Oracle outperforms static ensemble
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Figure 10: Average rank of the dynamic selection methods over the 30 datasets. The best algorithm is the one
presenting the lowest average rank.
techniques. This result was expected since many works in the DES literature have shown that
dynamic selection outperforms static combination rules in many applications [5]. Moreover, this
claim is especially true when a pool of weak linear classifiers is considered since they become
experts into different regions of the feature space. As reported in [10], a static combination of base
classifiers in such a case may not yield a good classification performance since there may never
be a consensus in the correct answer between the classifiers in the pool. However, when dynamic
selection is used, only the most competent classifiers for the given query sample are selected to
predict its label. As such, the classifiers that are not experts in the local region do not influence the
ensemble decision negatively.
When compared with single classifier models, the META-DES.Oracle obtained the lowest
average rank. The results achieved META-DES.Oracle is statistically equivalent to those achieved
by the SVM classifier, based on both the Friedman test with Bonferroni-Dunn post-hoc test, and
the Wilcoxon sign test at α = 0.05 significance. Hence, the analysis demonstrate the classification
performance achieved by the proposed META-DES.Oracle is among the best classifier models in
the literature, since both SVM and Random Forests presented the overall best performance in the
analysis conducted by Delgado et al. [29].
It is important to point out that the META-DES.Oracle obtained a small advantage in terms of
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wins, ties and losses when compared to the SVM classifier. The META-DES.Oracle presented the
best recognition accuracy in 16 datasets, while the SVM obtained a higher accuracy in 12 datasets.
For two datasets (Vertebral Column and Mammographic), the results were tied. This result may
be explained by the fact most of the datasets used in this analysis are ill-defined, i.e., small sample
size datasets. For such datasets, the training data may not have enough samples to train a single
classifier model and select the best hyperparameters, e.g., the number of neurons in the hidden
layer of an MLP neural network, or the regularization parameter, c, and the Kernel spread pa-
rameter, γ, in an SVM. In addition, since the training set was small, there might be variations
between the training and test distribution. The META-DES.Oracle obtained the best results for
several ill-defined problems, such as Liver disorders, Blood transfusion, Heart, Laryngeal1, Wine
and Thyroid. Those are all small-sized datasets with less than 500 samples available for training.
One advantage of the META-DES framework is that the pool is composed of linear classifiers
which do not require the selection of any hyper-parameters. Thus, the training can be performed
using small size datasets. Since the training set is relatively small, the classifiers may specialize in
local regions of the feature space. Using dynamic selection, only the most competent classifiers in
the local region where the test sample is located are used to predict its label. Thus, through DES,
it is still possible to obtain high classification accuracy even for ill-defined problems.
Furthermore, the optimization process of the META-DES.Oracle framework is conducted in
the meta-problem, using the meta-data extracted in the meta-training stage. Several meta-feature
vectors are generated for each training sample in the meta-training phase. For instance, consider
that 200 training samples are available for the meta-training stage (N = 200); if the pool C is
composed of 100 weak classifiers (M = 100), the meta-training dataset is the number of training
samples N × the number classifiers in the pool M , N × M = 20.000. Hence, even though
the problem may be ill-defined, the framework generates enough meta-training data in order to
properly train the meta-classifier. There is more data to train the meta-classifier λ than for the
generation of the pool of classifiers C itself. Hence, even though the classification problem may
be ill-defined, given the size of the training set, using the proposed framework, we can overcome
this limitation since the size of the meta-problem is up to 100 times bigger than the classification
problem.
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7. Conclusion
In this paper, we propose a novel DES framework using meta-learning and Oracle information,
called META-DES.Oracle. 15 sets of meta-features are proposed, using different sources of in-
formation found in the DES literature for dynamically estimating the level of competence of base
classifiers; these include, local accuracy, ranking, probabilistic, ambiguity and behavior. Next, a
meta-feature selection scheme using overfitting cautious Binary Particle Swarm Optimization is
performed to optimize the performance of the meta-classifier. The optimization process is guided
by a formal definition of the Oracle. Thus, the meta-classifier can better address the complex
behavior of the Oracle.
We have conducted a case study using the P2 problem, which is a synthetic dataset with a com-
plex non-linear decision border. We demonstrate that using a pool composed of 5 linear Perceptron
classifiers, it is possible to approximate the complex decision boundary of the P2 problem using
the proposed framework. The proposed META-DES.Oracle obtained a recognition performance
of 97%, which is closer to the results obtained by the Oracle, and compares very favorably against
previous versions of the META-DES framework.
Experiments were conducted using 30 classification problems. First, we performed an analysis
of the meta-features that were selected for each problem. The analysis demonstrated that the
selected sets of meta-features varies considerably according to different datasets. In addition,
each meta-feature was selected in at least 20% of the datasets. All sets of meta-features was thus
relevant in better addressing the complex behavior of the Oracle. Next, the performance obtained
by the proposed META-DES.Oracle was compared with previous versions of the META-DES
framework, as well as ten state-of-the-art dynamic selection techniques. Experimental results
demonstrate that the META-DES.Oracle outperforms the previous versions of the technique in the
majority of the datasets. In addition, the gain in performance obtained by the META-DES.Oracle
is shown to be statistically significant based on both the Friedman test with a post-hoc Bonferroni-
Dunn correction and the Wilcoxon sign rank test. Thus, the BPSO meta-features selection scheme
proposed in this paper does indeed significantly improve the classification performance of the
framework.
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When compared with static and single classifier methods, the results achieved by the proposed
META-DES.Oracle are comparable with the best performing classifiers. Moreover, the results
confirm the claim that DES techniques outperform single classifier models for ill-defined prob-
lems. Since the optimization process of the META-DES.Oracle is performed using the meta-data
generated during the meta-training stage, there is enough data to train and optimize the meta-
classifier. Thus, the proposed framework can deal with small sample size classification problems.
Acknowledgment
This work was supported by the Natural Sciences and Engineering Research Council of Canada
(NSERC), the École de technologie supérieure (ÉTS Montréal) and CNPq (Conselho Nacional de
Desenvolvimento Científico e Tecnológico).
References
[1] J. Kittler, M. Hatef, R. P. W. Duin, J. Matas, On combining classifiers, IEEE Transactions on Pattern Analysis
and Machine Intelligence 20 (1998) 226–239.
[2] L. I. Kuncheva, Combining Pattern Classifiers: Methods and Algorithms, Wiley-Interscience, 2004.
[3] M. Wozniak, Hybrid classifiers: methods of data, knowledge, and classifier combination, Springer, 2013.
[4] M. Wozniak, M. Graña, E. Corchado, A survey of multiple classifier systems as hybrid systems, Information
Fusion 16 (2014) 3–17.
[5] A. S. B. Jr., R. Sabourin, L. E. S. de Oliveira, Dynamic selection of classifiers - A comprehensive review, Pattern
Recognition 47 (11) (2014) 3665–3680.
[6] R. M. O. Cruz, R. Sabourin, G. D. C. Cavalcanti, T. I. Ren, META-DES: A dynamic ensemble selection frame-
work using meta-learning, Pattern Recognition 48 (5) (2015) 1925–1935.
[7] A. H. R. Ko, R. Sabourin, u. S. Britto, Jr., From dynamic classifier selection to dynamic ensemble selection,
Pattern Recognition 41 (2008) 1735–1748.
[8] P. R. Cavalin, R. Sabourin, C. Y. Suen, Dynamic selection approaches for multiple classifier systems, Neural
Computing and Applications 22 (3-4) (2013) 673–688.
[9] P. R. Cavalin, R. Sabourin, C. Y. Suen, Logid: An adaptive framework combining local and global incremental
learning for dynamic selection of ensembles of HMMs, Pattern Recognition 45 (9) (2012) 3544–3556.
[10] R. M. Cruz, R. Sabourin, G. D. Cavalcanti, A DEEP analysis of the META-DES framework for dynamic selec-
tion of ensemble of classifiers, arXiv:1509.00825.
44
[11] K. Woods, W. P. Kegelmeyer, Jr., K. Bowyer, Combination of multiple classifiers using local accuracy estimates,
IEEE Transactions on Pattern Analysis Machine Intelligence 19 (1997) 405–410.
[12] T. Woloszynski, M. Kurzynski, A probabilistic model of classifier competence for dynamic ensemble selection,
Pattern Recognition 44 (2011) 2656–2668.
[13] T. Woloszynski, M. Kurzynski, P. Podsiadlo, G. W. Stachowiak, A measure of competence based on random
classification for dynamic ensemble selection, Information Fusion 13 (3) (2012) 207–213.
[14] M. Kurzynski, T. Woloszynski, R. Lysiak, On two measures of classifier competence for dynamic ensemble se-
lection - experimental comparative analysis, in: International Symposium on Communications and Information
Technologies, 2010, pp. 1108–1113.
[15] M. Sabourin, A. Mitiche, D. Thomas, G. Nagy, Classifier combination for handprinted digit recognition, Pro-
ceedings of the Second International Conference on Document Analysis and Recognition (1993) 163–166.
[16] G. Giacinto, F. Roli, Dynamic classifier selection based on multiple classifier behaviour, Pattern Recognition 34
(2001) 1879–1881.
[17] D. W. Corne, J. D. Knowles, No free lunch and free leftovers theorems for multiobjective optimisation problems,
Evolutionary Multi-Criterion Optimization (EMO 2003) Second International Conference (2003) 327–341.
[18] R. M. Cruz, R. Sabourin, G. D. Cavalcanti, On meta-learning for dynamic ensemble selection (2014) 1230–1235.
[19] L. I. Kuncheva, A theoretical study on six classifier fusion strategies, IEEE Transactions on Pattern Analysis and
Machine Intelligence 24 (2) (2002) 281–286.
[20] M. Wozniak, M. Zmyslony, Designing fusers on the basis of discriminants–evolutionary and neural methods of
training, in: International Conference on Hybrid Artificial Intelligence Systems, Springer, 2010, pp. 590–597.
[21] L. Didaci, G. Giacinto, F. Roli, G. L. Marcialis, A study on the performances of dynamic classifier selection
based on local accuracy estimation, Pattern Recognition 38 (11) (2005) 2188–2191.
[22] T. K. Ho, M. Basu, Complexity measures of supervised classification problems, IEEE Transactions on Pattern
Analysis and Machine Intelligence 24 (3) (2002) 289–300.
[23] L. Breiman, Bagging predictors, Machine Learning 24 (1996) 123–140.
[24] R. M. O. Cruz, R. Sabourin, G. D. C. Cavalcanti, Analyzing dynamic ensemble selection techniques using
dissimilarity analysis, in: Artificial Neural Networks in Pattern Recognition ANNPR, 2014, pp. 59–70.
[25] S. Mirjalili, A. Lewis, S-shaped versus v-shaped transfer functions for binary particle swarm optimization,
Swarm and Evolutionary Computation 9 (2013) 1–14.
[26] Y. Freund, R. E. Schapire, A decision-theoretic generalization of on-line learning and an application to boosting,
Proceedings of the Second European Conference on Computational Learning Theory (1995) 23–37.
[27] L. Breiman, Random forests, Machine learning 45 (1) (2001) 5–32.
[28] L. Rokach, Decision forest: Twenty years of research, Information Fusion 27 (2016) 111–125.
[29] M. Fernández-Delgado, E. Cernadas, S. Barro, D. Amorim, Do we need hundreds of classifiers to solve real
45
world classification problems?, Journal of Machine Learning Research 15 (2014) 3133–3181.
URL http://jmlr.org/papers/v15/delgado14a.html
[30] E. M. Dos Santos, R. Sabourin, P. Maupin, A dynamic overproduce-and-choose strategy for the selection of
classifier ensembles, Pattern Recognition 41 (2008) 2993–3009.
[31] L. M. Vriesmann, A. S. Britto, L. S. Oliveira, A. L. Koerich, R. Sabourin, Combining overall and local class
accuracies in an oracle-based method for dynamic ensemble selection, in: Neural Networks (IJCNN), 2015
International Joint Conference on, IEEE, 2015, pp. 1–7.
[32] R. M. Cruz, R. Sabourin, G. D. Cavalcanti, Prototype selection for dynamic classifier and ensemble selection,
Neural Computing and Applications (2016) 1–11.
[33] S. Bashbaghi, E. Granger, R. Sabourin, G.-A. Bilodeau, Robust watch-list screening using dynamic ensembles
of svms based on multiple face representations, Machine Vision and Applications.
[34] P. C. Smits, Multiple classifier systems for supervised remote sensing image classification based on dynamic
classifier selection, IEEE Transactions on Geoscience and Remote Sensing 40 (4) (2002) 801–813.
[35] L. Batista, E. Granger, R. Sabourin, Dynamic selection of generative–discriminative ensembles for off-line
signature verification, Pattern Recognition 45 (4) (2012) 1326–1340.
[36] M. Kurzynski, A. Wolczowski, Dynamic selection of classifiers ensemble applied to the recognition of emg sig-
nal for the control of bioprosthetic hand, in: Control, Automation and Systems (ICCAS), 2011 11th International
Conference on, IEEE, 2011, pp. 382–386.
[37] B. Krawczyk, M. Wozniak, Dynamic classifier selection for one-class classification, Knowledge-Based Systems
107 (2016) 43 – 53.
[38] M. Galar, A. Fernández, E. Barrenechea, H. Bustince, F. Herrera, An overview of ensemble methods for binary
classifiers in multi-class problems: Experimental study on one-vs-one and one-vs-all schemes, Pattern Recogni-
tion 44 (8) (2011) 1761 – 1776.
[39] M. Galar, A. Fernández, E. Barrenechea, H. Bustince, F. Herrera, Dynamic classifier selection for one-vs-one
strategy: Avoiding non-competent classifiers, Pattern Recognition 46 (12) (2013) 3412 – 3424.
[40] M. Galar, A. Fernández, E. Barrenechea, F. Herrera, Drcw-ovo: Distance-based relative competence weighting
combination for one-vs-one strategy in multi-class problems, Pattern Recognition 48 (1) (2015) 28 – 42.
[41] I. Mendialdua, J. Martínez-Otzeta, I. Rodriguez-Rodriguez, T. Ruiz-Vazquez, B. Sierra, Dynamic selection of
the best base classifier in one versus one, Knowledge-Based Systems 85 (2015) 298 – 306.
[42] A. Brun, A. Britto Jr., L. Oliveira, F. Enembreck, , R. Sabourin, Contribution of data complexity features on
dynamic classifier selection.
[43] S¸. Yas¸ar Sag˘lam, W. N. Street, Distant diversity in dynamic class prediction, Annals of Operations Research
(2016) 1–15.
[44] R. G. F. Soares, A. Santana, A. M. P. Canuto, M. C. P. de Souto, Using accuracy and diversity to select classifiers
46
to build ensembles, Proceedings of the International Joint Conference on Neural Networks (2006) 1310–1316.
[45] J. Xiao, L. Xie, C. He, X. Jiang, Dynamic classifier ensemble model for customer classification with imbalanced
class distribution, Expert Systems with Applications 39 (2012) 3668–3675.
[46] R. M. O. Cruz, G. D. C. Cavalcanti, T. I. Ren, A method for dynamic ensemble selection based on a filter and
an adaptive distance to improve the quality of the regions of competence, Proceedings of the International Joint
Conference on Neural Networks (2011) 1126 – 1133.
[47] R. N. Khushaba, A. Al-Ani, A. Al-Jumaily, Feature subset selection using differential evolution and a statistical
repair mechanism, Expert Systems with Applications 38 (9) (2011) 11515–11526.
[48] R. L. Haupt, S. E. Haupt, Practical genetic algorithms, J. Wiley, Hoboken, N.J., 2004.
[49] P. V. W. Radtke, T. Wong, R. Sabourin, An evaluation of over-fit control strategies for multi-objective evolution-
ary optimization, in: Proceedings of the International Joint Conference on Neural Networks, IJCNN, 2006, pp.
3327–3334.
[50] J. Kennedy, R. C. Eberhart, Swarm Intelligence, Morgan Kaufmann Publishers Inc., San Francisco, CA, USA,
2001.
[51] L.-Y. Chuang, S.-W. Tsai, C.-H. Yang, Improved binary particle swarm optimization using catfish effect for
feature selection., Expert Systems with Applications 38 (10) (2011) 12699–12707.
[52] K. Price, R. M. Storn, J. A. Lampinen, Differential Evolution: A Practical Approach to Global Optimization
(Natural Computing Series), Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2005.
[53] A. Al-Ani, A. Alsukker, R. N. Khushaba, Feature subset selection using differential evolution and a wheel based
search strategy, Swarm and Evolutionary Computation 9 (2013) 15–26.
[54] M. Dorigo, T. Stützle, Ant Colony Optimization, Bradford Company, Scituate, MA, USA, 2004.
[55] M. Kudo, J. Sklansky, Comparison of algorithms that select features for pattern classifiers., Pattern Recognition
33 (1) (2000) 25–41.
[56] L.-Y. Chuang, H.-W. Chang, C.-J. Tu, C.-H. Yang, Improved binary pso for feature selection using gene expres-
sion data, Comput. Biol. Chem. 32 (1) (2008) 29–38.
[57] H. A. Firpi, E. D. Goodman, Swarmed feature selection, in: 33rd Applied Image Pattern Recognition Workshop
(AIPR 2004), Emerging Technologies and Applications for Imagery Pattern Recognition, 13-15 October 2004,
Washington, DC, USA, Proceedings, 2004, pp. 112–118.
[58] E. Alpaydin, M. I. Jordan, Local linear perceptrons for classification., IEEE Transactions on Neural Networks
7 (3) (1996) 788–794.
[59] L. I. Kuncheva, J. J. Rodríguez, Classifier ensembles with a random linear oracle, IEEE Trans. Knowl. Data
Eng. 19 (4) (2007) 500–508.
[60] L. Wang, X. Wang, J. Fu, L. Zhen, A novel probability binary particle swarm optimization algorithm and its
application, JSW 3 (9) (2008) 28–35.
47
[61] E. M. dos Santos, R. Sabourin, P. Maupin, Overfitting cautious selection of classifier ensembles with genetic
algorithms, Information Fusion 10 (2) (2009) 150–162.
[62] E. M. dos Santos, L. S. Oliveira, R. Sabourin, P. Maupin, Overfitting in the selection of classifier ensembles: a
comparative study between pso and ga., in: GECCO, ACM, 2008, pp. 1423–1424.
[63] L. Breiman, Prediction games and arcing algorithms, Neural Computation 11 (7) (1999) 1493–1517.
[64] T. Woloszynski, M. Kurzynski, A measure of competence based on randomized reference classifier for dynamic
ensemble selection, in: International Conference on Pattern Recognition (ICPR), 2010, pp. 4194–4197.
[65] B. Antosik, M. Kurzynski, New measures of classifier competence – heuristics and application to the design of
multiple classifier systems., in: Computer recognition systems 4., 2011, pp. 197–206.
[66] T. Woloszynski, M. Kurzynski, On a new measure of classifier competence applied to the design of multiclassi-
fier systems, in: International Conference on Image Analysis and Processing (ICIAP), 2009, pp. 995–1004.
[67] S. Kullback, R. A. Leibler, On information and sufficiency, Annals of Mathematical Statistics 22 (1) (1951)
79–86.
[68] G. Valentini, An experimental bias-variance analysis of svm ensembles based on resampling techniques, IEEE
Transactions on Systems, Man, and Cybernetics, Part B 35 (2005) 1252–1271.
[69] P. Henniges, E. Granger, R. Sabourin, Factors of overtraining with fuzzy artmap neural networks, International
Joint Conference on Neural Networks (2005) 1075–1080.
[70] R. M. O. Cruz, R. Sabourin, G. D. C. Cavalcanti, META-DES.H: A dynamic ensemble selection technique using
meta-learning and a dynamic weighting approach, in: 2015 International Joint Conference on Neural Networks,
IJCNN 2015, 2015, pp. 1–8.
[71] T. Hastie, R. Tibshirani, J. Friedman, The elements of statistical learning: data mining, inference and prediction,
2nd Edition, Springer, 2009.
[72] J. H. Friedman, L. C. Rafsky, The Annals of Statistics 7 (4) (1979) 697–717.
[73] J. Demšar, Statistical comparisons of classifiers over multiple data sets, Journal of Machine Learning Research
7 (2006) 1–30.
[74] D. Ruta, B. Gabrys, Classifier selection for majority voting, Information Fusion 6 (1) (2005) 63–81.
[75] R. P. W. Duin, P. Juszczak, D. de Ridder, P. Paclik, E. Pekalska, D. M. Tax, Prtools, a matlab toolbox for pattern
recognition (2004).
URL http://www.prtools.org
48
