A major task of traditional temporal event sequence mining is to find all frequent event patterns from a long temporal sequence. In many real applications, however, events are often grouped into different types, and not all types are of equal importance. In this paper, we consider the problem of efficient mining of temporal event sequences which lead to an instance of a specific type of event. Temporal constraints are used to ensure sensibility of the mining results. We will first generalise and formalise the problem of event-oriented temporal sequence data mining. After discussing some unique issues in this new problem, we give a set of criteria, which are adapted from traditional data mining techniques, to measure the quality of patterns to be discovered. Finally we present an algorithm to discover potentially interesting patterns.
Introduction
Finding frequent patterns in a long temporal event sequence is a major task of temporal data mining with many applications. Substantial work [1] [2] [3] [4] [5] has been done in this area, however, it often focuses on specific application requirements.
In some domains, there is a need to investigate the dependencies among selected types of events. A temporal event sequence can then be formed by integrating data sets from different domains according to common features such as the time order of each event. Naturally, in such a sequence, not every type of event may have equal impact on the overall data analysis goals. We may be particularly interested in a specific event type and any event patterns related to the occurrences of this event type. The temporal relationship between event patterns and specific type of events can be specified by temporal constraints. The temporal constraints, such as the size of time window considerations, are important in the knowledge discovery from the temporal sequence, because they closely relate to the sensibility of mining results.
An application of such kind of problem could be earthquake prediction. Many types of events, which may relate to earthquakes, are recorded by independent devices but they have one common reference point -the recorded time of event occurrence. Consequently, a temporal sequence is formed by ordering timestamps of these events. Assuming that our goal relates to ability to set up some proactive measures in an earthquake situation, the evidence of the actual earthquake is the most important event type in the sequence. We would like to identify all patterns Another application is telecommunication network fault analysis. A telecommunication network can be viewed as a hierarchical network, with switches, exchanges and transmission equipments. Various devices and software in the network monitor the network continuously, generating a large number of different types of events, which can be related to a particular physical devise at a certain level in the network, to some software modules, or to individual phone calls. The fact that an event is recorded does not necessarily mean that there is something wrong. However, technical experts strongly believe that some events might be closely related to each other, though the relationship among events is unknown to them. One type of events, trouble reports (TR), is of particular importance. A TR is put in by a consultant after a customer calling the company to complain some service difficulties, such as noisy lines, no dialling tones or abnormal busy tones. All TR must be investigated by the company, often involving sending engineers to check various parts of the network including the customer's place. The total cost for handling TR is very high for the telecommunication company due to a very large number of TR. With a database of extensive historical monitoring event data and a comprehensive monitoring network, it is highly desirable to find patterns leading to any types of TR within one or a few sensible time intervals. Such patterns, when combined with real-time event data, can help to reduce the cost of processing TR (for example, to avoid sending engineers to a customer's place if there is an event pattern suggesting the problem might be with an exchange rather than with customer's equipment or connection). Another major incentive to invest in finding such patterns is that, with such knowledge, the company can improve customer services (for example, to contact customers in an possibly affected area before they lodge complaints).
Our problem of long temporal event sequence data mining can be generalized as follows. Let k types of time-related events be given. A temporal event sequence is a list of events indexed by timestamp reflecting the time when the event was recorded (note that the intervals between adjacent events are arbitrary). Let e be a selected type of event called target event. Additionally, let time interval T be given. The problem is to find all frequent patterns of events (from the event sequence) which potentially lead to the occurrences of target event e within the given time interval T . We call such kind of pattern event-oriented pattern because it has temporal relationship with the target event. Note that the temporal relationship discussed in this paper can be extended to other types (such as after target event) or involve more temporal constraints.
The rest of the paper is organised as follows. Related work is discussed in section 2. We formalize the event-oriented mining problem and give a new pair of definitions for confidence and support in section 3. Algorithm for mining event-oriented patterns is presented in section 4. Experiment results are shown in section 5. We summarize our work in section 6.
Related Work
Data mining has been a topic of substantial research in the last decade. Various sequence mining problems have been investigated, some in the domain similar to that studied in this paper (for example, sequence mining in telecommunication alarm data sets [6, 2, 3] ). A number of studies, such as [5] , regard a sequence simply as an order among events, and do not consider the timestamp of each event. The problem of placing time windows to make meaningful sequence segmentation is a key problem in temporal sequence data mining. In [3] , while event timestamps are considered, the sliding window is moved at a fixed time interval. This time interval, however, is difficult for the user to specify. We shall allow window placement either starting from or ending with any event in this paper. Another different feature of our work is that we introduce a specific target event type (i.e., target event e). Therefore, our goal of mining is to find those patterns related to this special event type rather than finding all frequent patterns. Our unique requirements of differentiating event types and placing windows continuously make it necessary to use different support and confidence definitions than those used in [3] . [7] mines failure plans by dealing with bad plans and good plans separately and define the support in a similar way. But it is applied to a set of sequences rather than a long temporal event sequence. In our approach, after creating the dataset, we can apply [8, 9] to find occurrence patterns and [10] [11] [12] [13] to find sequential patterns. [4] discusses some failure prediction issues and applies genetic algorithm to compute patterns. However, our algorithm can provide more accurate and complete results.
Problem Statement

Event Sequences and Patterns
Let us consider k event types E = {e i |i = 1..k}. For a given event type e i ∈ E, D (e i ) is the domain of the event type which is a finite set of discrete values. An event of type e i can be represented as a triple (e i ∈ E, a ∈ D(e i ), t) such that a and t are value and timestamp of the event respectively. Assume for any e i and e j in E, D(e i ) ∩ D(e j ) = ∅ if i = j. It means the value of an event can imply its type. Therefore, we simplify an event as (a, t) where a ∈ Dom = D (e i ) and maintain a two level hierarchical structure Γ on Dom ∪ E. A temporal event sequence, or sequence in short, is defined as s = (a 1 , t 1 ) , (a 2 , t 2 ) , . . . , (a n , t n ) where a i ∈ Dom for 1 ≤ i ≤ n and t i < t i+1 for 1 ≤ i ≤ n − 1.
As one can see from previous discussions, the definition of "patterns of interest" is very broad [10, 3, 5] . Unlike others, we are only interested in patterns that lead to events with a specific value of an event type. Therefore, a target event value e is given in our pattern discovery problem. Note that, in this paper, we discuss patterns only at the event value level, i.e., every element in a pattern corresponds to an event value. If a pattern includes both event value and event type, the method introduced in [14] can be applied to extend patterns across hierarchical levels.
Considering the pattern itself, in this paper, we only discuss the following two types of patterns:
1. Existence pattern α with temporal constraint T : α is a set event values, i.e., α ⊆ Dom. Events following this pattern must happen within a time interval T . 2. Sequential pattern β with temporal constraint T : β is in the format of a 1 , a 2 , . . . , a l where a i ∈ Dom for 1 ≤ i ≤ l. Events following this pattern must happen within a time interval T .
A rule in our problem is in the form of r = LHS T −→ e . where e is a target event value and LHS is a pattern either of type α or β. T is the time interval that specifies not only the temporal relationship between LHS and e but also the temporal constraint of pattern LHS. The rule can be interpreted as: a pattern LHS, which occurs in interval T , will lead to occurrence of e within the same interval.
A Model for Support and Confidence
To evaluate the significance of rules, we use support and confidence. While these two measures have been used in the past by most data mining research, the way in which to give a sensible definition to these two important concepts is non-trivial for the problem investigated in this paper, as we shall explain below.
Traditional concepts for support and confidence are defined for transaction databases [8, 15] . The counterpart of "transaction" in temporal event sequence mining can be defined by using a sliding window [3] . That is, a window of size T is placed along a sequence, such that each time, the sequence is segmented into a sequence fragment which comprises only the events within the window.
Formally, we define window as w = [t s , t e ) where t s and t e are start time and end time of the window respectively. We say the window size of w is T if t e − t s = T . A sequence fragment f (s, w) is the part of sequence s which is in window w, i.e., f (s, w) = (a m1 , t m1 ) , (a m1+1 , t m1+1 ) , . . . , (a m2 , t m2 ) where
While the size of the sliding window is typically given by some domain experts (and often multiple sizes can be given according to users' interests, generating several sets of data mining results), the way to move the window at a fixed time interval, such as in [3] , imposes an artificial subsequence boundary, which may lead to exclusion of some useful patterns that are across such boundaries.
To avoid imposing such artificial sequence segmentation boundaries, we move the window to the next event of interest, i.e., a window always either starts from or ends with an event. Further, windows are placed in different ways for calculating support and confidence.
Let us consider support firstly. In transaction databases, support is used to define the frequency of patterns. In our problem a frequent pattern means the pattern frequently happens in T -sized intervals before target events. Therefore, the frequent pattern should be generated from the sequence fragments before target events rather than the whole temporal event sequence. To find frequent patterns, windows are placed using the following strategy: first, we locate all the events whose value is e in the event sequence s by creating timestamp set T e = {t | (e, t) ∈ s}. For any t i ∈ T e , we issue a T -sized window w i = [t i − T, t i ) and get sequence fragment f i = f (s, w i ), where T is the predefined window size. The set of these sequence fragments D = {f 1 , f 2 , . . . , f m } is called dataset of target event value e. Example: Fig. 1 presents an event sequence. Suppose e is target event value, the timestamp set of e is {t 5 , t 8 , t 10 }, w 1 , w 2 and w 3 are three T -sized windows ending at timestamp t 5 , t 8 and t 10 respectively. The sequence fragments of these three windows are (g,
The support of rule r is defined as:
In the formula, , called include, is a relationship between pattern LHS and sequence fragment f (s, w):
1. For existence pattern α: Let D f be a set of event values that appear in sequence fragment f = f (s, w). We denote α f if α ⊆ D f . 2. For sequential pattern β: If f (s, w) = (a m1 , t m1 ) , . . . , (a m2 , t m2 ) , we create a sequence s f = a m1 , . . . , a m2 by projecting the value of each event in f (s, w). We denote β f if β is the subsequence of s f .
Example: In Fig. 1 , considering rule r = {d} T −→ e , there are three sequence fragments in dataset D and two of them (f (s, w 1 ) and f (s, w 2 )) include existence pattern {d}, so supp (r) = 66.7%. With support, the rule can be interpreted as pattern LHS occurs in a percentage (support) of intervals before target events.
According to the definition of support, given a threshold, we can find all frequent patterns in dataset D. However, not all the frequent patterns are valuable. For example, a pattern may happen frequently before target events, but this pattern happens everywhere on the time axis, so we still cannot conclude that this pattern relates to target events. Therefore, confidence is introduced to prune such uninteresting frequent patterns. Intuitively, for each pattern, we need find how many times this pattern happens in sequence s and out of this number, how many times the occurrence of the pattern leads to the target event.
To count the frequency that a pattern LHS occurs in sequence s with respect to window size T, we introduce the concept occurrence window. We think that each occurrence of an interesting pattern corresponds to a T -sized window. The formal definition of occurrence window is given as follows:
1. For existence pattern α with temporal constraint T : We say w is an occurrence window of the pattern iif 1) the size of w is T , 2) α f (s, w), and 3) w starts from an event of value a where a ∈ α. 2. For sequential pattern β = a 1 , a 2 , . . . , a l with temporal constraint T : We say w is an occurrence window of the pattern iif 1) the size of w is T , 2) β f (s, w), and 3) w starts from an event of value a 1 .
Example: Considering event sequence s in Fig. 1 , window w 4 is an occurrence window of sequential pattern b, c, e .
Given sequence s, pattern LHS, and time interval T , we define occurrence window set as W (LHS, s, T ), whose elements are occurrence windows of pattern LHS with temporal constraint T .
Confidence of rule r is defined as:
The numerator is how many times pattern LHS plus e occurs together within T -sized windows in the sequence s. The denominator is how many times pattern LHS itself occurs within T -sized windows in the sequence s. Confidence of rule r indicates that a percentage (confidence) of occurrences of pattern LHS will lead to events of value e within a T -sized interval.
1. For existence pattern α: α → e means a new pattern in which orders of elements in α are ignored, but all elements in α must appear before e. In this case, |W (α → e, s, T )| is the total number of T -sized windows that start from any element in α and include all elements of α and e (orders of elements in α are ignored, but all elements in α must appear before e). 2. For sequential pattern β = a 1 , a 2 , . . . , a l : β → e is a new pattern which can be created by simply adding e as the last element of sequential pattern β, i.e., β → e ≡ a 1 , a 2 , . . . , a l , e . Now, rule r with significance measures is in the format of:
Problem Definition
The formal definition of our problem is: Given sequence s, target event value e, window size T , two thresholds s 0 and c 0 , find the complete set of rule r = LHS In this section we propose an algorithm to solve the problem we defined previously. The basic idea is to generate candidate rules from the part of sequence and prune rules by scanning the whole sequence. High-level structure of the algorithm is shown in Fig. 2 . R is a rule set and initialised as empty. We first create dataset D which is a set of sequence fragments before target events and then compute a set of frequent patterns whose support is no less than s 0 . After a set of rules is generated according to these frequent patterns, we calculate confidence for each rule in R and prune those whose confidence is less than c 0 . The last step of the algorithm is to output rules in R. The main subtasks in this algorithm include 1) creating the dataset, 2) computing frequent patterns and generating candidate rules, and 3) pruning rules. We will explain each subtask in detail. Considering different kinds of pattern formats, the algorithm will be different.
In the rest of this section, we use the existence pattern format to demonstrate our algorithm.
Input: sequence s, target event value e, window size T , minimum support s0 and minimum confidence c0 Output: the complete set of rules whose support is no less than s0 and confidence no less than c0 Method: Fig. 3 shows a query-based approach to creating the dataset. First, a query is issued on sequence s to locate the e-valued events and retrieve their timestamps into set T e . For each timestamp t i in T e , we query events whose timestamps are in window [t i − T, t i ) to get sequence fragment f i . Here T is the pre-defined window size. Because orders of the events are ignored in existence pattern and also there are no other temporal constraints within a sequence fragment, we use a set f i to only store the values of events in the window. A distinct number is put into initial set to ensure each f i is unique. Finally, we create the dataset D whose element is f i .
Create the Dataset
Method: d (s, T, e) D = φ; T e = φ; id = 0; compute T e ; for all ti ∈ T e do id + +; 
Compute Frequent Patterns and Generate Candidate Rules
According to the rule format, we know that each rule corresponds to a frequent pattern. So, the key step in this subtask is to find frequent patterns from dataset D. We can apply algorithm [8, 9] for mining existence patterns and [10] [11] [12] [13] for sequential patterns. Data structures of pattern and rule are given in Fig. 4 . Fig. 5 shows there are two main steps in this subtask. At the first step, function f r (D, s 0 ) is called to compute frequent patterns and return L, which is a set of frequent patterns with their support numbers. At the second step, for each frequent pattern, a rule is initialized.
Prune Candidate Rules
The last subtask is to prune the rules whose confidence is less than c 0 . Fig.  6 shows the procedure of this subtask. The basic idea is to scan the sequence once by using T -sized slide windows. According to the definition, an occurrence window of any existence pattern must start from the event whose value is an element of the existence pattern. We union all LHSs of rules to get an event value set C. Only windows starting from the event, whose value is included in C, can be occurrence windows of some patterns. When such windows are set, we test two patterns (LHS and LHS → RHS ) for each rule. If the sequence fragment in the window includes a pattern, the number of occurrence of this pattern is increased by one. After scanning the sequence once, we can compute the confidence of each rule and prune those whose confidence is less than c 0 .
Experiments and Discussions
We did experiments on a telecommunication event sequence which consists of 3 event types. Each event type has a number of event values. As we mentioned before, one type of events, trouble reports (TR), is of particular importance because it may indicate certain failure on telecommunication networks. Our goal is to find patterns leading to any type of TR. The telecommunication event database contains the data of a state over 2 months. There are 2,003,440 events recorded in the database. Out of this number, 412,571 events are of type TR. We specify four time intervals and set the thresholds of support and confident as 5% and 20% respectively. The mining results are given in Table 1 . An example of rule is shown in Table 2 . This rule means signal f 1 and e 1 together will lead to a trouble report N T N within 24 hours with some probabilities. In the experiment, we need to find interesting patterns for each value of TR. It means a target event value is extended to a set of target event values. In this case, for each target event value, candidate rules are generated. We then combine these rules and scan the sequence once to determine their confidence.
In the second subtask, note that minimum support s 0 is a percentage. For a given target event value, the minimum support number should be m * s 0 , where m is the population of the events with this target event value. To ensure the patterns have statistic significance, we define a threshold m 0 which is minimum population of target event value. We create the dataset for a target event value only if its population exceeds this threshold. In this case, the minimum support number of any target event value is set as m 0 * s 0 .
Considering a set of target event values, some rules may have the same LHS. We can group rules according to their LHS and create a list for each group. The head of the list is the LHS of this group and linked by the RHS of each rule in this group. For example, if a group includes rules α → e 1 , α → e 2 , and α → e 3 , we create a list which is shown in Fig. 7 . Fig. 7 . Example of the list Given a window, for each list, we first test whether a window includes the head of this list (which is the pattern LHS), if not, the test of this list terminates; otherwise, we record the last element which meets the requirement of the LHS and test whether the rest elements in the window include each RHS. We can also remove some lists if the heads of these lists are super patterns of a LHS which has been proved as not included in the window.
In the implementation, we store dataset D in the main memory. This becomes hard if the sequence is very long. To solve this problem, the sequence is divided into some segments such that the dataset of each segment can be fitted in the memory. We can first find frequent patterns from these segments separately, then combine these local frequent patterns together and scan the entire sequence once to determine their support. The candidate rules are generated only for the patterns whose global support is no less than the threshold. The principle of this approach is: if a pattern is frequent to the whole sequence, it must be frequent to at least one segment. [16] discusses this idea in detail. Because the fragmentation will break down the patterns near the borders of segments, this approach can improve efficiency but sacrifice some accuracy.
Summary
This paper generalizes the problem of discovering event-oriented patterns from a long temporal event sequence. We introduce speciality of events and give our definitions of support and confidence. An algorithm based on a window placement strategy is proposed to solve this problem.
Future research includes data management issues and performance issues. In this paper, we only discuss existence pattern and sequential pattern. Other pattern formats can also be computed based on our basic idea. More temporal constraints can be added into mining process. The problems of how to select the appropriate window size and evaluate rules should also be investigated. For performance issues, as a query-based approach to creating the dataset is not efficient enough, the improvement of the efficiency of the algorithm is currently under the consideration.
