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\S 0. Introduction.
0.1. In this lecture we give a proof that the element, whch describes the monodromy of
iterated $inte\Psi als$ (and also non-abelian unipotent periods) on $P^{1}(C)\backslash \{0,1, \infty\}$ satisfies
the Drinfeld- Ihara 5-cycle relation. This is in fact the same element that one finds in
the paper of Drinfeld (sae [Dr]). The proof presented here is different ffom the Drinfeld
proof. The proof given here nitates Deligne‘s proof of 2 and 3-cycle relations and it
should be analogous to Ihara $s$ proof of 5-cycle relation. We point out that the main point
in our proof is the functoriality of the universal unipotent connection. This property can
be shortly written as $f_{*}\omega=f^{*}\omega$ and it is also fundamental in our results on functional
equations of polylogarithms and iterated integrals (sae [W]).
Below we shall give a brief description of the paper. In Section 1 are established some
general properties of the canonical unipotent connection. In Sections 2 and 3 we preaent
a “naive” approach to the Deligne tangential base point $($sae $[D2])_{2}which$ is sufficient for
our applications. In Sections 4 and 5 we daecribe the monodromy of iterated integrak on
$P^{1}(C)\backslash \{a_{1}, \ldots, a_{n+1}\}$ and in more details on $P^{1}(C)\backslash \{0,1, \infty\}$ . In Sections 6 and 7 we
study $moi_{K)}dromy$ of iterated integrals on configuration spaces.
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\S 1. Canonical connection with logarithmic singularities.
Let $X$ be a smooth, projective scheme of finite type over a field $k$ of characteristic zero.
Let $D$ be a divisor with normal crossings in $X$ and let $V=X\backslash D$ . Let
$A^{*}(V):=\Gamma(X, \Omega_{X}^{*}\langle\log D\rangle)$
be a differential algebra of global sections of the algebraic De Rham complex on $X$ with
logarithmic singularities along $D$ .
1.1. It follows ffom [Dl] Corollaire 3.2.14 that each element of $A^{*}(V)$ is closed and the
natural map $A^{*}(V)arrow H_{DR}^{*}(V)$ is injective.
We shall denote by $\wedge^{2}(A^{1}(V))$ the exterior product of the vector space $A^{1}(V)$ with
itself and by $A^{1}(V)\wedge A^{1}(V)$ the image of $\wedge^{2}(A^{1}(V))$ in $A^{2}(V)$ .
Let $H(V)$ $:=(A^{1}(V))^{*}$ and $R(V)$ $:=(A^{1}(V)\wedge A^{1}(V))^{*}$ be dual vector spaces. The
map $\wedge^{2}(A^{1}(V))arrow A^{1}(V)\wedge A^{1}(V)$ induces a map $R(V)arrow\wedge^{2}(H(V))$ .
Let Lie $(H(V))$ be a ffee Lie algebra over $k$ on $H(V)$ . Observe that $R(V)$ is contained
in degree 2 terms of Lie $(H(V))$ . Let $(R(V))$ be a Lie ideal generated by $R(V)$ . We set
Lie (V) $:=$ Lie $(H(V))/(R(V))$
and
$L(V)$ $:= \lim_{n}arrow($Lie $(V)A^{n}$Lie $(V))$ .
The Lie algebra $L(V)$ we equip with the multiplication given by the Baker-Campbell-
Hausdorff formula and the obtained group we shall denote by $\pi(V)$ . Its Lie algebra can be
identified with $L(V)$ . We define a one form $\omega V$ on $V$ with values in the Lie algebra $L(V)$
in the following way. The form $\omega\gamma$ corresponds to the identity homomorphism id $A^{1}(V)$
under the natural isomorphism
$A^{1}(V)\otimes H(V)=A^{1}(V)\otimes(A^{1}(V))^{*}\approx Hom(A^{1}(V), A^{1}(V)))$.
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Lemma 1.2. $Tbe$ one.form $\omega\gamma$ is integrable.
Proof. It is sufficient to show that $dv_{V}+\frac{1}{2}[\omega_{V},\omega_{V}]=0$. It follows $hom1.1$ that $\omega_{V}=0$ .
We have exact sequences
$0arrow Karrow\wedge^{2}(A^{1}(V))arrow A^{1}(V)\wedge A^{1}(V)arrow 0$
and
$0arrow K^{*}arrow\wedge^{2}(H(V))arrow R(V)arrow 0$ .
The two-form $[\omega\gamma,\omega V]\in A^{1}(V)\wedge A^{1}(V)\otimes\wedge^{2}H(V)/R(V)\approx(\wedge^{2}(A^{1}(V))/K)\otimes K^{*}$ is
repraeented by a map $Karrow\wedge^{2}(A^{1}(V))arrow A^{1}(V)\wedge A^{1}(V)$ , hence it is zero.
Let $T[H(V)]$ be a tensor algebra over $k$ on $H(V)$ and let $(R(V))$ be an ideal of
$T[H(V)]$ generated by $R(V)$ . Let $Q(V)$ $:=T[H(V)]/R(V)$ be the quotient algebra and let
$\hat{Q}(V)$ be its completion with repect to the augmentation ideal $I$ $:=ker(Q(V)arrow k)$ , i.e.
$\hat{Q}(V)$ $:= \lim_{arrow}(Q(V)/I^{n})$ . Let $P(V)$ be the group of invertible elements in $\hat{Q}(V)$ , whoae
$\mathfrak{n}$
constant terms are equal 1.
The elements of $L(V)$ we $identi\Phi$ with Lie elements (can be of infinite length) in
$P(V)$ . The exponential series defines an injective homomorphism
$exp:\pi(V)arrow P(V)$ .
The inverae of $\exp$ is defined on the subgroup $\exp(\pi(V))$ of $P(V)$ and it is given by the
formula
$\log z=(z-1)-1/2(z-1)^{2}+1/a(z-1)^{3}-1/4(z-1)^{4}+\ldots$ .
Let us assume that $k$ is the field of complex numbers $C$ . Then $V$ is a complex variety
with the standard complex topology.
Let $x,$ $z\in V$ be two points in $V$ and let $\gamma$ be a smooth path in $V$ ffom $x$ to $z$ .
Let $\Lambda_{V}(z;x,\gamma)$ $($resp. $L_{V}(z;x,\gamma))$ be a horizontal section along $\gamma$ of the principal
$P(V)$ (resp. $\pi(V)$)-bundle
$VxP(V)arrow V$ $($resp. $Vx\pi(V)arrow V)$
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equipped with the connection given by $\omega v$ and such that $\Lambda v(x;x,\gamma)=1$ (raep. $Lv(x;x,\gamma)=$
$0)$ .
Deflnition 1.3. Let $x\in V$ and let $\alpha\in\pi_{1}(V,x)$ be a loop. We shall define a homomor-
phism
$\theta_{x_{2}V}$ : $\pi_{1}(V,x)arrow P(V)$ $($resp. $\theta_{x_{2}V}$ : $\pi_{1}(V,x)arrow\pi(V))$
by the formula
$\theta_{x_{2}V}(\alpha)$ $:=\Lambda_{V}(\alpha(1);x,\alpha)$ $($resp. $\theta_{x_{:}V}(\alpha)$ $:=L_{V}(\alpha(1);x,\alpha))$
and we call it the monodromy homomorphism of the form $\omega v$ (at the point $x$).
Propoeition 1.4. Iaet $x_{1},x_{2}\in V$ . Tben the monodromy $\Lambda oiiiomorp\Lambda isms\theta_{x_{1}},v$ an$d\theta_{x_{2},V}$
of $t\Lambda e$ form $\omega v$ are conjugated.
Prvof. It is a property of a connection on a principal fiber bundle.
Proposition 1.5. Aaeume tbat
$A^{1}(V)arrow H_{DR}^{1}(V)$
$is$ an isomorpbism. Tben the Lie algebra Lie (V) is $isomorp\Lambda ic$ to $t\Lambda e$ Lie algebra of $t\Lambda e$
fUndamentaI group of $V$ .
Pmof. Let $\Omega^{*}(V)$ be a differential algebra of complex valued, global, smooth, differential
forms on $V$ . The inclusion $A^{*}(V)arrow\Omega^{*}(V)$ induces an $ia$)$morphism$ of the “stage one”
minimal models. Moreover the “stage one” minimal model of $A^{*}(V)$ is formal as $d_{1}=$
$d_{2}=0$ . This implies the statement of the proposition.
Proposition 1.6. If $A^{1}(V)arrow H_{DR}^{1}(V)$ is an $isomorp\Lambda ism$ tben the monodromy $\Lambda om\not\in$
morpbism $\theta_{x,V}$ : $\pi_{1}(V,x)arrow\pi(V)$ inducae an isomorpbism of the Malcev C-completion of
$\pi 1(V,x)$ into $\pi(V)$ .
Proof. The Sullivan $th\infty ry$ ofminimal models recovers the Malcev Q-completion $\pi_{1}(V,x)_{0}(Q)$
of $\pi_{1}(V,x)$ . The formality of the “state one” miniiml model of $V$ implies that the Mal-
cev C-completion of $\pi_{1}(V,x)$ is (isomorphic to) $\pi(V)$ . Hence the groups $\pi_{1}(V,x)_{0}(C)$ and
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$\pi(V)$ are $i\infty morphic$ . By the universal property of the Malcev C-completion there is an










Let $x_{:}$ $($ for $i=1,2)$ be smooth, projective schemes of finite type over $k$ . Let $D_{i}$ be
$divi\infty rs$ with normal crossings in $X_{i}$ $($for $i=1,2)$ . Let $V:=X_{i}\backslash D$: $($ for $i=1,2)$ and let
$f$ : $X_{1}arrow X_{2}$ be a morphism such that $f^{-1}(D_{2})=D_{1}$ . Then $f$ induces $f^{*}:A^{1}(V_{2})arrow$
$A^{1}(V_{1})$ .




Lemma 1.7. We bave
$f_{*}(\omega_{V_{1}})=f^{*}(\omega_{V_{2}})$ .




The lemma follows $hom$ the definition of $\omega V$: as id $A^{1}(V:)$ .
kt $\omega_{1},$ $\ldots$ , $\omega_{n}$ be a baae of $A^{1}(V)$ . Iaet $X_{1},$ $\ldots$ , $X_{n}$ be a dual base of $H(V)$ . Then
$P(V)$ is a multiplicative group of the algebra of foriml power aeries in non-commuting
variables $X_{1},$ $\ldots$ , $X_{n}$ divided by the ideal generated by $R(V)$ .
If $\alpha(X_{1}, \ldots,X_{n})$ is a formal power series in non-commuting variables $X_{1},$ $\ldots,$ $X_{n}$ we
shall denote by $/_{\alpha(X_{1}},$ $\ldots$ , $X_{n}$ ) its image in $P(V)$ .
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Proposition 1.9. $We\Lambda ave$
i$)$ $(z, \Lambda_{V}(z;x,\gamma))=(z,$ $/1+ \sum((-1)^{k}\int_{x_{1}\gamma}^{z}\cdot:_{k}\in VxP(V)$;
$(t\Lambda es$ummation is over all non-comm$u$ tative monomials in variablae $X_{1},$ $\ldots,$ $X_{n},$ $tbe$ inter-
$at\ovalbox{\tt\small REJECT}$ integrak are $calculat\ovalbox{\tt\small REJECT}$ along the path $\gamma$)
ii) $L_{V}(z;x,\gamma)=\log(\Lambda_{V}(z;x, \gamma))$
Proof. The principal bundle $VxC\{\{X_{1}, \ldots , X_{n}\}\}^{*}arrow V$ equipped with the connection
given by $\sum_{i=1}^{n}\omega_{i}\otimes x_{:}$ has horizontal aections given by
$zarrow(z,$ $1+,$ $\sum((-1)^{k}\int_{x_{t}\gamma^{\omega:_{1}}}^{z},$ $\ldots,:_{k}$ .
Hence the point i) follows. Obaerve that $\exp$ : $\pi(V)arrow P(V)$ identifies $\omega v\in A^{1}(V)\otimes$
Lie $(\pi(V))$ with $\omega V\in A^{1}(V)\otimes$ Lie $(P(V))$ . Hence the point ii) follows.
\S 2. Homotopy relative tangential base points on $P^{1}(C)\backslash \{a_{1}, \cdots, a_{n+1}\}$ .
2.1. Let $X=P^{1}(C)\backslash \{a_{1}, \cdots, a_{n+1}\}$ . Let $T_{x}(P^{1}(C))$ be the tangent space to $P^{1}(C)$ in $x$ .
raet us set $\hat{X}=X\cup\bigcup_{:=1}^{n+1}(T_{a:}(P^{1}(C))\backslash \{0\})$ .
Let $J’(\hat{X})$ be the set of all continous imps $hom$ the cloaed umt interval $[0;1]$ to $P^{1}(C)$
such that
i$)$ $\varphi((0,1))\subset X$ ;
\"u$)$ if $\varphi(0)=a_{i}$ then $\varphi$ is smooth near $a_{i}$ and $\dot{\varphi}(0)\neq 0$, and if $\varphi(1)=ak$ then $\varphi$ is smooth
near $a_{k}$ and $\dot{\varphi}(1)\neq 0$ .
In the aequel we shall $identi\mathfrak{h}r\dot{\varphi}(0)$ (resp. $\dot{\varphi}(1)$ ) with a tangent vector to $\varphi$ in
$T_{a}:(P^{1}(C))$ (resp. $T_{a_{k}}(P^{1}(C))$ . This tangent vector we shall denote ako by $\dot{\varphi}(0)\in$
$T_{a}:(P^{1}(C))$ (resp. $\dot{\varphi}(1)\in T_{ak}(P^{1}(C))$ .
If $\varphi(0)=x\in X$ and $\varphi(1)=y\in X$ then we’say that $\varphi$ is a path $homx$ to $y$ .
If $\varphi(0)=\alpha$ $($resp. $\varphi(1)=a_{k})$ then we say that $\varphi$ is a path &om $\dot{\varphi}(0)\in T_{a}:(P^{1}(C))$
(resp. to $-\dot{\varphi}(1)\in T_{a_{k}}(P^{1}(C))$ and we shall write $\varphi(0)=\dot{\varphi}(0)$ $($resp. $\varphi(1)=-\dot{\varphi}(1))$ .
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To $J’(\hat{X})$ we joint all constant imps &om [0,1] to $\hat{X}$ and the resulting set we denote
by $J(\hat{X})$ .
We shall define a relation of homotopy in the set $J(\hat{X})$ . Let $\varphi,$ $\psi\in J(\hat{X})$ . If $\varphi(0)=$
$J$
$\psi(0)=x\in X$ and $\varphi(1)=\psi(1)=y\in X$ then we say that $\varphi$ and $\psi$ are homotopic if they
are homotopic maps in the space map$([0,1], 0,1;X,x, y)$ .
If $\varphi(0)=\psi(0)=v\in T_{a:}(P^{1}(C))$ and $\varphi(1)=\psi(1)=y\in X$ then we say that $\varphi$ and
$\psi$ are homotopic if there is a homotopy
$H_{s}\in$ map$([0,1], 0,1;X\cup\{a_{1}\}, \alpha,y)$ such that
i$)$ $H_{s}\in J(\hat{X})$ and $H_{s}(0)=v$ for all $s\in[0,1]$ ;
ii) $H_{*}((O, 1))\subset X$ for all $s\in[0,1]$ ;
$\ddot{\dot{m}})H_{0}=\varphi$ and $H_{1}=\psi$ .
We left to the reader the caaes when $\varphi(0)=\psi(0)=x\in X,$ $\varphi(1)=\psi(1)=w\in$
$T_{a}k(P^{1}(C))$ and $\varphi(0)=\psi(0)=v\in T_{a}:(P^{1}(C)),$ $\varphi(1)=\psi(1)=w\in T_{ak}(P^{1}(C))$ .
Let $\varphi\in J(\hat{X})$ be such that $\varphi(0)=\varphi(1)=v\in T_{a:}(P^{1}(C))$ and let $\psi\in J(\hat{X})$ be a
constant map equal to $v$ . We say that $\varphi$ and $\psi$ are homotopic if there is a homotopy
$H_{s}\in$ map$([0,1],0,1;X\cup\{\alpha\}, a:, a_{i})$
such that
i$)$ $H_{s}\in J(\hat{X})$ and $H_{s}(0)=H_{8}(1)=v$ for all $s\in[0,1]$ ;
ii) $H_{s}((0,1))\subset X$ for all $s\in[0,1]$ ;
$\ddot{\dot{m}})H_{0}=\varphi$ and $H_{1}(t)=a_{i}$ for $t\in[0,1]$ .
Observe that $G_{t}:=H_{1-t}$ defines a homotopy between $\psi$ and $\varphi$ .
With the definition given above paths $\alpha,\beta\in J(C\overline{\backslash \{0}\})$ are not homotopic.
We shall write $\varphi\sim\psi$ if $\varphi$ and $\psi$ are homotopic. The relation $\sim$ is an equivalence
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relation on the aet $J(\hat{X})$ . Let $\iota(\hat{X})$ $:=J(\hat{X})/\sim$ be the set of equivalence clasaes.
We define a partial composition in $\iota(\hat{X})$ in the following way. Let $\phi,$ $\Psi\in\iota(\hat{X})$ and let
$\varphi,\psi\in J(\hat{X})$ be its representatives.
If $\varphi(1)=\psi(0)=y\in X$ then we set $\Psi\circ\phi:=[\psi\circ\varphi]$ , the class of $\psi\circ\varphi$ in $\pi(\hat{X})$ .
If $\varphi(1)=\psi(0)=v\in T_{a_{i}}P^{1}(C)$ then we can assume that $\varphi$ and $\psi$ coinside near $a_{\dot{\tau}}$
and we define $\Psi\circ\phi:=[\psi^{\epsilon}\cdot\varphi_{\eta}]$ , where $\varphi 1-\epsilon$ $:=\varphi|\mathfrak{l}^{0,1-\epsilon]}’\psi_{\eta}$ $:=\psi_{|[\eta,1]}$ and $\varphi(1-\epsilon)=\psi(\eta)$ .
The map pr$:J(\hat{X})arrow\hat{X}x\hat{X}/pr(\varphi)=(\varphi(0), \varphi(1))$ which associates to a path its
beginning $(\varphi(0))$ and its end $(\varphi(1))$ agraes with the relation $\sim$ and it defines $p:\iota(\hat{X})arrow$
$\hat{X}x\hat{X}$ . The partial composition $0$ maJses $p:\iota(\hat{X})arrow\hat{X}x\hat{X}$ into a groupoid over $\hat{X}x\hat{X}$ .
Let $x\in\hat{X}$ . We aet $\pi_{1}(X,x);=p^{-1}(x,x)$ . This is a fundamental group with a baae
point in $x\in\hat{X}$ .
2.2. We shall construct a family of horizontal sections of $\omega_{x}$ , where a base point $x$ is
replace by a tangent vector.
Let us set $V=C\backslash \{a_{1}, \cdots, a_{n}\}$ . Let $x0\in C$ and let $\delta$ : $[0,1]\ni tarrow\alpha+t.(x0-a_{i})$ be
an interval joining $a$: and $x_{0}$ . Let $\gamma$ be a path &om $\alpha$ to $z\in V$ (not passing through any
$a_{k},$ $k=1,$ $\cdots n)$ tangent to $\delta$ in $a_{i}$ . We assume that in a small neighbourhood of $a_{i}$ the
path $\gamma$ coincides with $\delta$.
Observe that $v=x_{0}-\infty$ can be canonically identified with a tangent vector to $C$ in $a_{i}$ .
Let $\omega_{1}=\frac{dz}{z-a_{1}},$ $\cdots$ , $\omega_{n}=\frac{dz}{z-a_{n}}$ . We aet
$\Lambda_{av}:,(\alpha_{1}, \cdots,\alpha k)(z):=\int_{a.\cdot,\gamma}^{z}\omega_{\alpha_{1}},$ $\cdots,\omega_{\alpha k}$ if $\alpha_{1}\neq i$ .
Let $\epsilon\in im(\delta)$ be near $a_{i}$ . Let $\gamma_{\epsilon}$ be a part of $\gamma hom\epsilon$ to $z$ , and let $\delta_{\epsilon}$ be a part of $\delta$
$hom\epsilon$ to $x_{0}$ . We set
$\Lambda_{a:,v}(i, \cdots,i, \alpha_{k+1}\cdots, \alpha_{l})(z):=$
$\epsilonarrow a\lim_{:}\int_{\epsilon_{l}\gamma}^{z}$. $( \int_{x_{O},\gamma.+(\delta.)^{-1}}^{z}\frac{dz}{x-a_{i}}$ , $\cdot\cdot\cdot$ , $\frac{dz}{z-\alpha})\omega_{\alpha k+1},$ $\cdots,\omega_{\alpha\iota}$





Lemma 2.2.1. $Tbe$ integraIs $\Lambda_{av}:$, $(\alpha_{1}, \cdots , \alpha k)(z)$ exist and they are an$aIytic,$ $m$ultivalued
fUnctions on $V$ .
Proof. Assume that $\alpha_{t}\neq i$ for $t\leq l$ and $\alpha_{1+1}=i$ . The function $g(z)$ $:= \int_{a}^{z}:\omega_{\alpha_{1}},$ $\cdots,\omega_{\alpha\iota}$
is analytic, multivalued on $V\cup\{a_{1}\}$ and vanishes in $a_{i}$ . Hence the integal $g1(z):=$
$\int_{a}^{z}g(z)\frac{dz}{z-a_{l}}$ exists, the function $91(z)$ is analytic, multivalued on $V\cup\{a_{i}\}$ and vanishes
in $a_{i}$ . Hence by induction we get that $\Lambda_{av}:,(\alpha_{1}, \cdots, \alpha_{n})(z)$ exists, and it is analytic,
multivalued on $V\cup\{\alpha\}$ .
Assume now that $\alpha_{t}=i$ for $t\leq l$ and $\alpha_{l+1}\neq i$ . Without loss of generality we can
assume that $a_{i}=0$ and $x_{0}=1$ .
Observe that $\lim_{\epsilonarrow 0}\int_{x_{O},\gamma_{*}o(\delta.)^{-1}}^{z}z^{n}(\log z)^{m}dz=z^{n+1}(\sum_{i=0}^{m}\beta_{i}(\log z)^{m-:})$ where $\beta_{i}$ are ra-
tional numbers. The function $z^{9}(\log z)^{p}$ for $g$ and $p$ positive integers, is analytic, multvalued
on $V$ , continous on any small cone with a vertex in $a$:($0$ in this case) and it vamshes in
$a_{i}$ . The function $\frac{1}{z-a_{j}}$ for $j\neq i$ is bounded on any sufficiently small neighbourhood of $a_{*}$ .
Hence the integral
$\epsilonarrow a\lim_{:}\int_{\epsilon_{1}\gamma}^{z}$. $( \int_{x_{O},\gamma.\circ(\delta_{\epsilon})^{-1}}\frac{dz}{z-a},$ $\cdots\frac{dz}{z-a}I\frac{dz}{z-a_{j}},$ $\cdots,$ $\frac{dz}{z-a_{1}k}$
is an analytic, multivalued function on $V$ , continous, univalued on any small cone with a
vertex in $a$; and it vanishes in $a;$ .
Let us aet
$\Lambda_{V}(z;v,\gamma)=1+\sum(-1)^{k}\Lambda_{av}:,(\alpha_{1}, \cdots,\alpha k)(z)X_{\alpha_{k}}\cdots X_{\alpha_{1}}$.
We recall that $X_{1},$ $\cdots,X_{n}$ are duak of $\frac{dz}{z-a_{1}},$ $\cdots$ , $\frac{dz}{z-a_{B}}$ .
Lemma 2.2.2. $Tbe$ map
$V\ni zarrow(z,\Lambda_{V}(z;v,\gamma))\in VxP(V)$
is $\Lambda orizont\epsilon l$ with respect to $\omega\gamma$ .
It rests to define functions $\Lambda_{X}(z;v,\gamma)$ if $a_{\dot{\tau}}=\infty$ or all $a_{\dot{\tau}}$ are different $hom\infty$ .
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Let $f$ : $Y=C\backslash \{b_{1}, \cdots, b_{n}\}arrow X=P^{1}(C)\backslash \{a_{1}, \cdots, a_{n+1}\}$ be a regular map of the
form $\frac{az+b}{cz+d}$ with $\det(\begin{array}{ll}a bc d\end{array})\neq 0$ . It follows $hom$ corollary 3.8 that $f_{*}(\Lambda_{Y}(z;y,\gamma))=$
$\Lambda_{X}(f(x);f(y), f(\gamma))$ if $y\in$ Y. We shall uae this fact to define $\Lambda_{X}(z;v, \gamma)$ where $v$ is a
tangent vector to $P^{1}(C)$ in $a$: and $\gamma$ is a path ffom $a_{i}$ to $z$ , which is tangent to $v$ and
$f^{-1}(\gamma)$ coincides with $f^{-1}(v)$ near $f^{-1}(a_{i})$ .
We aet
$\Lambda_{X}(z;v,\gamma):=f_{*}(\Lambda_{Y}(f^{-1}(z);f_{*}^{-1}(v), f^{-1}(\gamma)))$ .
It is clear that $\Lambda_{X}(z;v, \gamma)$ does not depend on the choice of $f$ .
Lemma 2.2.3. $Tbe$ map
$X\ni zarrow(z, \Lambda_{X}(z;v,\gamma))\in XxP(X)$
is horizontal with respect to $\omega x$ .
We set $L_{X}(z;v,\gamma)$ $:=\log\Lambda_{X}(z;v, \gamma)$ . If we are dealing with only one space $X$ we shall
usually omit subscript $X$ and we shall write $\Lambda(z;v,\gamma)$ and $L(z;v, \gamma)$ , or even $\Lambda_{v}(z;\gamma)$ and
$L_{v}(z;\gamma)$ , or $\Lambda_{v}(z)$ and $L_{v}(z)$ .
We summarize the constractions $hom2.1$ and 2.2 in the following proposition.
Proposition 2.2.4. $Tbe$ Functions $\Lambda_{X}(z;v,\gamma)$ and $L_{X}(z;v, \gamma)$ depend only on the bomo-
topy class of $\gamma$ in $\iota(\hat{X})=J(\hat{X})/\sim$ .
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\S 3. Generators of $\pi 1(P^{1}(C)\backslash \{a_{1}, \ldots, a_{n+1}\},x)$ .
Let $X=P^{1}(C)\backslash \{a_{1}, \ldots, a_{n+1}\}$ and let $x\in\hat{X}$ . We shall describe how to choose generators
of $\pi_{1}(X,x)$ . Let $v$: be a tangent vector in $a:$ . Then the loop around $a_{i}$ at the base point
$v_{i}$ is the following element $S_{v}$: of $\pi_{1}(X, v_{1})$ (sae picture).
$S_{v;}$
$v_{j}$
For each $i$ let us choose a tangent vector $v_{i}\in T_{a}:(P^{1}(C))$ . Let us choose a family of
paths $\Gamma=\{\gamma_{i}\}_{t=1}^{n+1}$ in $J(\hat{X})$ ffom $x$ to each $v$: such that any two paths do not intersect
and no path self intersects. The indices are chosen in such a way that when we make a
small circle around $x$ (around $ak$ if $x$ is a tangent vector at $ak$) in the opposite clokwise
direction, starting from $\gamma 1$ we meet $\gamma 2,$ $\gamma 3,$ $\ldots,$ $\gamma_{n}+1$ . If $\gamma 1$ is a constant path equal $v_{1}$ we
meet $\gamma 2,$ $\ldots$ , $\gamma_{n+1}$ . To the path $\gamma_{i}$ we associate the following element $S_{i}$ in $\pi 1(X,x)$ . We
move along $\gamma i$ , we make the loop $S_{v:}$ around $a_{i}$ and we veturn along $\gamma^{-1}$ to $x$ . If $\gamma 1$ is a
constant path equal $v_{1}$ then $S_{1}$ is $S_{v_{1}}$ .
The following lemma is obvious.
Lemma 3.1. The elements $S_{1},$ $S_{2}$ , . . . , $S_{n+1}$ are generators of $\pi_{1}(X, x)$ . We have $S_{n+1}$ .
$S_{2}\cdot S_{1}=1$ .
Deflnition 3.2. The ordered sequence $(S_{1}, \ldots , S_{n+1})$ of elements of $\pi_{1}(X, x)0$btained
$komtbe$ family of patbs $\Gamma=\{\gamma_{i}\}_{i=1}^{n+1}1ve$ sball call a sequence of geometric generators of
$\pi_{1}(X, x)$ associated to $\Gamma=\{\gamma i\}_{i=1}^{n+1}$ .
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\S 4. Monodromy of iterated integrals on $P^{1}(C)\backslash \{a_{1}, \cdots , a_{n+1}\}$ .
Let $X=P^{1}(C)\backslash \{a_{1}, \cdots , a_{n+1}\}$ . Let $x_{1},x_{2},x_{3}\in\hat{X}$ and let $z0\in X$ . $kt\gamma_{1}$ for $i=1,2,3$
be a path belonging to $J(\hat{X})homx_{i}$ to $z_{0}$ . Let us set $\gamma_{ij}$ $:=\gamma_{j}^{-1}\circ\gamma_{i}$ .
Proposition 4.1. Let us prolongate eacb function $\Lambda_{x_{l}}(z)\epsilon 1ong\gamma i$ to the point $z0$ . Tbere
exist elements $a_{x}^{x_{l}}j(\gamma_{ij})\in P(X)$ sucb $t\Lambda at$
$\Lambda_{x}:(z)\cdot a_{x_{j}}^{x_{l}}(\gamma:j)=\Lambda_{x_{\dot{f}}}(z)$
for $aIIz$ in a smalI iieibourhood ofzo. $Tbe$ elements $a_{x_{\dot{f}}}^{x:}(\gamma_{1j})satis\theta$ the $fol1ow^{r}ing$ relations
$a_{x}^{x}\dot{\cdot.}(\gamma_{i:})=1$ ,
$a_{x_{j}}^{x}:(\gamma ij)\cdot a_{x_{i}}^{x_{j}}(\gamma j:)=1$ ,
$a_{x_{j}}^{x_{l}}(\gamma_{ij})\cdot a_{x^{j}}^{x_{k}}(\gamma_{jk})=a_{x}^{x_{k}}\dot{\cdot}(\gamma_{ik})$ .
Proof. The existence of $a_{x_{j}}^{x_{i}}(\gamma ij)$ follows ffom the fact that $\Lambda_{x:}(z)’s$ are horizontal sections.
The ffist two relations are obvious. The last relation follows $hom$ equalities $\Lambda_{x_{*}}.(z)$ .
$\langle$
$a_{x_{j}}^{x:}(\gamma_{ij})=\Lambda_{x_{j}}(z),$ $\Lambda_{x_{j}}(z)\cdot a_{x_{k}}^{x_{j}}(\gamma_{jk})=\Lambda_{xk}(z)$ and $\Lambda_{x}:(z)\cdot a_{x}^{x_{k}}\cdot(\gamma_{ik})=\Lambda_{xk}(z)$ .
Proposition 4.2. Let $v_{k}\in T_{a}kP^{1}(C)\backslash \{0\}$ . Let $S_{k}$ be a loop around $a_{k}$ bssed at $v_{k}\in$
$T_{a}k(P^{1}(C))\backslash \{0\}$ , (see $pic$ture)
$Tbe$ monodromy of $\Lambda_{v}k$ along $S_{k}$ is giveii by
$S_{k}:\Lambda_{v_{k}}(z)arrow\Lambda_{v_{k}}(z)\cdot e^{-2\pi iX_{k}}$
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Proof. The monodromy of $\Lambda_{vk}(k^{m})(z):=\Lambda_{ak,vk}(k, k, \cdots , k)(z)$ along $S_{k}$ is given by
$S_{k}$ : $\Lambda_{vk}(k^{m})(z)arrow\Lambda_{v}k(k^{m})(z)+\sum_{l=1}^{m}\Lambda_{v}k(k^{m-l})(z)\frac{(-2\pi i)^{l}}{l!}$ . This implies that the mon-
odromy of $\Lambda_{v}k(\alpha_{1}, \cdots, \alpha_{p}, k^{m})(z)$ along $S_{k}$ is given by $S_{k}$ : $\Lambda_{v}k(\alpha_{1}, \cdots, \alpha_{p}, k^{m})(z)arrow$
$\Lambda_{v}k(\alpha_{1}, \cdots, \alpha_{p}, k^{m})(z)+\sum_{l=1}^{m}\Lambda_{v}k(a_{1}, \cdots, a_{p}, k^{m-1})(z)\frac{(-2\pi 1)^{l}}{l1}$ . Hence it follows the formula
for the monodromy of $\Lambda_{v}k(z)$ along $S_{k}$ .
Let $x\in\hat{X}$ . Let us choose $v_{*}\in T_{a}:P^{1}(C)\backslash \{0\}$ for $i=1,2,$ $\cdots,$ $n+1$ . Let $(S_{1}, \cdots, S_{n+1})$
be a sequence of geometric generators of $\pi 1(X,x)$ associated to $\Gamma=\{\gamma 1\}_{1=1}^{n+1}$ where $\Gamma$ is a
family of paths in $J’(\hat{X})$ ffom $x$ to $v_{i}$ for $i=1,2,$ $\cdots,$ $n+1$ .
Theorem 4.3. $Tbe$ monodromy of $tbe$ function $\Lambda_{x}(z)$ along the loop $S_{k}$ is given by
$S_{k}:\Lambda_{x}(z)arrow\Lambda_{x}(z)\cdot a_{vk}^{x}(\gamma k)\cdot e^{-2\pi iX_{k_{\mathfrak{n}}}}(a_{vk}^{x}(\gamma k))^{-1}$ .
Proof. It follows $hom$ Proposition 4.1 that
$(*1)$ $\Lambda_{x}(z)\cdot a_{v}^{x_{k}}(\gamma k)=\Lambda_{v}k(z)$
for $z$ in the small neibourhood of some $\gamma(z_{0})$ . This equality is preserved after the mon-
odromy transformation along $S_{k}$ , hence we have
$(*2)$ $(\Lambda_{x}(z))^{s_{k}}\cdot a_{vk}^{x}(\gamma k)=(\Lambda_{vk}(z))^{s_{k}}$ ,
where $($ $)^{s_{k}}$ denotes the function $($ $)$ after the monodromy transformation along $S_{k}$ . If
’ follows $hom$ Proposition 4.2 that
$(*3)$ $(\Lambda_{v_{k}}(z))^{s_{k}}=\Lambda_{v}k(z)\cdot e^{-2\pi 1X_{k}}$ .
If we substitute $(*3)$ in $(*2)$ and then substitute $(*1)$ for $\Lambda_{v_{k}}(z)$ we get the formula for
$(\Lambda_{x}(z))^{s_{k}}$ .
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Corollary 4.4. The monodromy of the funcbion $L_{x}(z)$ along the loop $S_{k}$ is given by
$S_{k}:L_{x}(z)arrow L_{v_{k}}(z)\cdot\alpha_{v_{x}}^{x}(\gamma k)\cdot(-2\pi iX_{k})\cdot\alpha_{v}^{x_{k}}(\gamma k)^{-1}$
wbere $\alpha_{v}^{x_{k}}(\gamma k)=\log(\alpha_{v}^{x_{k}}(\gamma k))$ .
Pfoof. The corollary follows immediately $hom$ Proposition 1.9. $\ddot{u}$).
4.5 It follows $hom$ above, that the definition of the monodromy homomorphism (Definition
1.3) extends to any $x\in\hat{X}$ . Hence for any $v\in\hat{X}$ we have a monodromy homomorphism
$\theta_{v_{2}X}:\pi_{1}(X, v)arrow P(X)$
and if $v,$ $v’\in\hat{X}$ , then the homomorphisms $\theta_{v,X}$ and $\theta_{v’,X}$ are conjugated.
Proposition 4.6. Let $f$ : $X=P^{1}(C)\backslash \{a_{1}, \ldots , a_{n+1}\}arrow Y=P^{1}(C)\backslash \{b_{1}, \ldots, b_{m+1}\}$ be a





(notation: $f(v)$ $:=f_{*}(v)$ if $v$ is a tangeiit vector).
Proof. The proposition follows ffom the definition of $\Lambda_{X}(z;v,\gamma)$ and $a_{w}^{v}$ for tangent vec-
tors and $hom$ Corollary 1.8.
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\S 5. Calculations
Let $X=P^{1}(C)\backslash \{0,1, \infty\}$ . The forms $\frac{dz}{z}$ and $\frac{dz}{z-1}$ form a baae of $A^{1}(X)$ . Let $X$ $:=( \frac{dz}{z})^{*}$
and $Y:=(\frac{dz}{z-1})^{*}$ be the dual base of $(A^{1}(X))^{*}$ . Let us aet $Z$ $:=-X-Y$. The group $P(X)$
is the group of invertible power series with a constant term equal 1 in non-commuting
variables $X$ and Y.
Let us fix a path $\gamma_{1}=$ interval $[0,1]hom\vec{01}$ to $\tau 1$ . It follows $hom$ Proposition 4.1
that
(1) $\Lambda_{\vec{10}}(z)\cdot a_{\vec{01}}^{\vec{10}}(X, Y)=\Lambda_{\vec{01}}(z)$ .
Let $f(z)=1-z$ . It follows ffom Proposition 4.6 that
$f_{*}(a_{01}^{10}(X, Y))=a_{10}^{01}(X,Y)$ .
(We omit arrows over 10 and 01.) Proposition 4.1 implies
$a_{10}^{01}(X, Y)=(a_{01}^{10}(X, Y))^{-1}$ .
Observe that $f_{*}(X)=Y$ and $f_{*}(Y)=X$ . Hence we get the Deligne formula
(2) $a_{01}^{10}(X, Y)=(a_{01}^{10}(Y,X))^{-1}$ .
(The proof of (2) given here repeats essentially the Deligne proof.)
Let us fix a path $\gamma_{\infty}=$ interval $[\infty, -\epsilon]+$ arc from $-\epsilon$ to $\epsilon$ passing by $(-i)\cdot\epsilon(\epsilon>0)+$
interval $hom\epsilon$ to $0$) ffom $\infty-7$ to $\vec{01}$ . Let $S_{0}$ (around $0$), $S_{1}$ (around 1) and $S_{\infty}$ (around
$\infty)$ be geometric generators of $\pi_{1}(X, \vec{01})$ associated to the family $\{\gamma 0, \gamma 1, \gamma_{\infty}\}$ , where $\gamma 0$ is
the constant path equal $\vec{01}$ . Then we have $S_{0}\circ S_{1}\circ S_{\infty}=1$ . The monodromy of $\Lambda_{\vec{01}}(z)$
is given by the following formulas (see Theorem 4.3)
$S_{0}:\Lambda_{\vec{01}}(z)arrow\Lambda_{\vec{01}}(z)\cdot e^{(-2\pi i)X}$ ,
(3) $S_{1}$ : $\Lambda_{\vec{01}}(z)arrow\Lambda_{\vec{01}}(z)\cdot(a_{10}^{01}(X, Y))^{-1}\cdot e^{(-2\pi i)Y}\cdot a_{10}^{01}(X, Y)$,
$S_{\infty}$ : $\Lambda_{\vec{01}}(z)arrow\Lambda_{\vec{01}}(z)\cdot e^{-\pi iX}\cdot(a_{10}^{01}(Z, X))^{-1}\cdot e^{(-2\pi i)Z}\cdot(a_{10}^{01}(Z,X))\cdot e^{\pi iX}$ .
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The monodromy along $S_{\infty}$ naeds some explanations. By Theorem 4.3 it is given by the
formula $S_{\infty}$ : $\Lambda_{\vec{01}}(z)arrow\Lambda_{\vec{01}}(z)\cdot(a_{01}^{\infty 0}(X, Y))^{-1}\cdot e^{(:)Z}-2\pi$ . $a_{01}^{\infty 0}(X, Y)$ . By Proposition
4.1 $a_{01}^{\infty 0}(X, Y)=a_{0\infty}^{\infty 0}(X, Y)\cdot a_{01}^{0\infty}(X, Y)$. One calculates that $a_{01}^{0\infty}(X, Y)=e^{\pi i\cdot X}$ . Let
$f(z)= \frac{z-1}{z}$ . Then it follows $hom$ Proposition 4.6 that $a_{10}^{01}(Z,X)=a_{0\infty}^{\infty 0}(X, Y)$ . Hence we
get the formula describing the monodromy along $S_{\infty}$ .
The Lie algebra $L(X)$ is the completion of the $h\infty$ Lie algebra on two generators $X$
and Y. Let us set $\alpha(X,Y)$ $:=\alpha_{10}^{01}(X, Y)$ $:=\log a_{10}^{01}(X, Y)$ . The monodromy of $L_{\vec{01}}(z)$ is
given by the following formulas (sae Corollary 4.4).
$S_{0}$ : $L_{\vec{01}}(z)arrow L_{\vec{01}}(z)\cdot(-2\pi i)X$,
(4) $S_{1}$ : $L_{\vec{01}}(z)arrow L_{\vec{01}}(z)\cdot\alpha(X,Y)^{-1}\cdot(-2\pi i)Y\cdot\alpha(X, Y)$,
$S_{\infty}$ : $L_{\vec{01}}(z)arrow L_{\vec{01}}(z).\cdot(-\pi i)X\cdot\alpha(Z, X)^{-1}\cdot(-2\pi i)Z\cdot\alpha(Z, X)\cdot(\pi i)\cdot X$ .
We shall calcualte coefficients of $a_{10}^{01}(X, Y)$ and $\alpha(X,Y)$ . If $\omega$ is a monomial in $X$ and
$Y,$ $a(\omega)$ is the coefficient at $\omega$ of $a_{10}^{01}(X, Y)$ . Let $X$ be the first basic Lie element and let $Y$
be the second basic Lie element. We shall choose a base of a ffee Lie algebra on $X$ and $Y$
as in [MKS] pages 324-325. If $\omega$ is an element of this baae, let $\alpha(\omega)$ be the coefficient at $\omega$
of $\alpha(X, Y)$ . It follows ffom the formula (1) that
(5) $a(X^{n}Y)=(-1)^{n}\zeta(n+1),$ $a(Y^{n}X)=(-1)^{n+1}\zeta(n+1)$ ,
(6) $a(X^{i} Y^{j})=\int_{0}^{1}(-\frac{dz}{z-1})^{j},$ $( \frac{-dz}{z})^{i},$ $a( Y^{j}X^{i})=\int_{0}^{1}(-\frac{dz}{z})^{i},$ $(- \frac{dz}{z-1})^{j}$ .
(If $\omega$ is a one-form then $\omega^{i}$ $:=\omega,\omega,$ $\cdots,\omega$ i-times.) It follows $hom(2)$ that $a(X^{:}Y^{j})+$










(7) $S_{1}arrow(-2\pi i)Y+[-2\pi iY, \alpha(X, Y)]$
$=(-2 \pi i)Y+\sum_{:=0,j=0}^{\infty}(2\pi i)\alpha_{*+1,j+1}((YX)X^{:}Y^{j+1})$ .
The formula
$\int_{0}^{z}F(z)\frac{dz}{z},$ $( \frac{dz}{z})^{n}=\sum_{*=0}^{n}\frac{(-1)^{n-i}}{(n-i)!i!}(\int_{0}^{z}F(z)(\log z)^{n-i}\frac{dz}{z})(\log z)^{i}$
implies
(8) $\alpha_{n+1,m}=\frac{(-1)^{n}(-1)^{m}}{n!m!}\int_{0}^{1}(\log(1-z))^{m}(\log z)^{n}\frac{dz}{z}$ .
\S 6. The configuration spaces
Let $X=P^{1}(C)\backslash \{a_{1}, \cdots , a_{n+1}\}$ and $X’=P^{1}(C)\backslash \{a_{1}’, \cdots, a_{n+1}’\}$ . If the sequences $(a,x)$ $:=$
$(a_{1}, \cdots, a_{n+1}, x)$ and $(a’, x’)$ $:=(a_{1}’, \cdots , a_{n+1}’,x’)$ are close then the groups $\pi_{1}(X,x)$ and
$\pi 1(X’,x’)$ are canonically isomorphic. We shall study how the monodromy homomor-





$\theta_{x’,a’}$ : $\pi_{1}(X’,x’)$ $arrow$ $\pi(X’)$
depend on $a$ and $a’$ .
Let $X_{n}=\{(z_{1}, \cdots, z_{n})\in C^{n}|Z:\neq z_{j} if i\neq j\}$ . The space of global one-forms on $X_{n}$
with logarithmic singularities, $A^{1}(X_{n})$ is spanned by $\frac{dz\dot{.}-dz_{\dot{f}}}{z.-z_{j}}$ for $i,j\in\{1,2, \cdots , n\}$ and
$i<j$ . Iaet $X_{ij}=( \frac{dz\dot{..}-dz_{j}}{z.-z_{j}})^{*}$ be their foriml duak. We set $X_{j:}=X_{1j}=0$ . Dualizing the
map
$\wedge^{2}(A^{1}(X_{n}))arrow A^{1}(X_{n})\wedge A^{1}(X_{n})$
we get that $R(X_{n})$ is generated by
$[X_{1j}, X_{*k}+X_{jk}]$ with $i,j,$ $k$ different
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and
$[X_{1j}, X_{kl}]$ with $i,j,$ $k,$ $l$ different.
Let $x=(x_{1}, \cdots,x_{n},x_{n+1})\in X_{n+1}$ be a baae point. Let $p$:: $X_{n+1}arrow X_{n}$
$(i=1, \cdots, n+1)$ be a projection $p:(z_{1}, \cdots, z_{n+1})=(z_{1}, \cdots,\hat{z}_{1}, \cdots , z_{n+1})$ , let $x(i)$ $:=$
$(x\cdots,xx, \cdots,x_{n+1})$ and let $X(i,x):=p_{1}^{-1}(x(i))=C\backslash \{x_{1}, \cdots,\hat{x}_{i}, \cdots,x_{n+1}\}$ .
( $\hat{z}$ means $z$ is omitted). Let $k_{*}$. : $X(i,x)arrow X_{n+1}$ be given by $k_{i}(z)=(x_{1},$ $\cdots$ , $x_{i-1},$ $z,$ $x_{i+1}$ ,




where $(k:)_{*}(X_{j})=X_{ij}$ and $X_{j}$ is the formal dual of $\frac{dz}{z-a_{j}}$ on $X(i, x)$ . The map $(k_{i})_{*}$ is
injective and its image, $(k_{i})_{*}(\pi(X(i, x))$ is a normal subgroup of $\pi(X_{n+1})$ .
Let $x=(x_{1}, \cdots,x_{n},x_{n+1})\in X_{n+1}$ and $x’=(x_{1}’, \cdots , x_{n}’,x_{n+1}’)\in X_{n+1}$ . Let us aet
$X$ $:=X(n+1, x)$ and $X’=X(n+1,x’)$ . We choose a family of non-interaecting paths
$\gamma_{1},$ $\cdots,\gamma_{n},\gamma_{n+1}$ in $C$ ffom $x_{1}$ to $x_{1}’,$ $\cdots$ , $x_{n}$ to $x_{n}’$ and $x_{n+1}$ to $x_{n+1}’$ . We shall $ident\Phi$
$\pi_{1}(X,x_{n+1})$ and $\pi_{1}(X’,x_{n+1}’)$ in the following way. Observe that $\gamma=(\gamma 1, \cdots,\gamma_{n},\gamma_{n+1})$
is a path in $X_{n+1}$ ffom $x$ to $x’$ . The identification isomorphism $\gamma$ . : $\pi_{1}(X,x_{n+1})arrow$








($\gamma\#$ is induced by the path $\gamma$ is a standard way).
Proposition 6.1. AFter the identification of $tbe$ ffindamental groups $ofX=C\backslash \{x_{1}, \cdots , x_{n}\}$
and $X’=C\backslash \{x_{1}’, \cdots , x_{n}’\}$ by $\gamma$ . the moiiodromy bomomorpbisms
$\theta_{x_{n+1},X}$ : $\pi_{1}(X,x_{n+1})arrow\pi(X)$ and $\theta_{x_{n+1}’,X’}$ : $\pi_{1}(X_{2}’x_{n+1}’)arrow\pi(X’)$
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$(\pi(X)=\pi(X’))$ are conjugated by an dement of tbe group $\pi(X_{n+1})$ . (The group $(k_{n+1})_{*}\pi(X)$
$is$ a normal subgroup of $\pi(X_{n+1})$ so $\pi(X_{n+1})$ acts on $\pi(X)$ by conjugations.)













where $c_{L_{X_{n+1}}(jx,\gamma)}x’$ is a conjugation by the element $L_{X_{n+1}}(x’;x,\gamma)$ . It follows from Propo-
sition 1.4 that the square (1) commutes. Corollary 1.8 implies that (2) and (3) commutes.
The square (4) commutes by the construction.
Corollary 6.2. Let $x=$ $(x_{1}, \cdots , x_{n+1})\in X_{n+1}$ . Let us set $X(i)$ $:=X(i, x)$ . Let $a_{ij}$ be
the following element $of\pi_{1}(X(i), x:)-a$ geometric generator of $\pi_{1}(X(i), x:),$ $w\Lambda icb$ is a loop
around $tbe$ point $x_{j}$ . Let $A_{1j}$ be its image in $\pi_{1}(X_{n+1},x)$ . Theii $\theta_{x,X_{\mathfrak{n}+1}}(A_{1j})$ is conjugated
to $(-2\pi i)X_{ij}$ in $tbe$ group $\pi(X_{n+1})$ .
Proof. It follows from Proposition 4.2 that $\theta_{xX(i)}:,(a_{1j})$ is conjugated to $(-2\pi i)X_{8j}$ in the
group $\pi(X(i))$ . Hence the statement follows ffom Corollary 1.8.
Now we shall study the relation between the monodromy representation for the con-
figuration spaces $(C\backslash \{0,1\})_{*}^{n}$ and $(C\backslash \{0,1\})_{*}^{m}$ . We shall use the Ihara result (see [Il] The
Injectivity Theorem $(i))$ . Let $Y_{n}:=(P^{1}(C))_{*}^{n}$ . The group $PGL_{2}(C)$ acts diagonally on
$Y_{n}$ and let $y_{n}$ $:=Y_{n}/PGL_{2}(C)$ . Let $\psi_{k}$ : $X_{n-1}arrow y_{n}$ be the composition of the map
$(x_{1}, \cdots,x_{k-1k+1}x, \cdots,x_{n})arrow(x_{1}, \cdots , xk-1, \infty,x_{k}, \cdots,x_{n})$ and the projection $Y_{n}arrow y_{n}$ .
The map $\psi_{k}$ induces $(\psi_{k})_{*}:H(X_{n-1})arrow H(\mathcal{Y}_{n})$ . Let us set $X_{1j}=(\psi_{k})_{*}(X_{ij})$ where
$X_{ij}=( \frac{dx_{l}-dx_{j}}{x\dot{.}-xj})^{*}\in H(X_{n-1})$ . (We use the same notation for $X_{ij}\in H(X_{n-1})$ and its
image in $H(\mathcal{Y}_{n})$ . Notice also that $X_{ij}$ in $H(\mathcal{Y}_{n})$ does not depend on the choice of $\psi_{k}.$ )
Let $A_{ij}\in\pi_{1}(X_{n-1}, x)$ be such as in Corollary 6.2. The image of $A_{ij}$ in $\mathcal{Y}_{n}$ we shall
also denote by $A_{ij}$ .
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Corollary 6.3. The element $\theta_{v\mathcal{Y}_{B}}(A_{ij})$ is conjugatae to $(-2\pi i)X_{ij}$ in $\pi(\mathcal{Y}_{n})$ .
Pmof. It follows $hom$ CoroUary 6.2 and the commutative diagram
$\theta_{x_{1}X_{n-1}}:\pi_{1}(X_{n-1},x)arrow\pi(X_{n-1})\downarrow(\psi_{k})_{*}\downarrow(\psi_{k})_{*}\theta_{y,}y_{n}:\pi_{1}(\mathcal{Y}_{n},y=\psi_{k}(x))arrow\pi(\mathcal{Y}_{n})$.
Let Aut$*(\pi(\mathcal{Y}_{n}))$ be a subgoup of Aut$c(\pi(\mathcal{Y}_{n}))$ defined in the following way:
Aut$*(\pi(\mathcal{Y}_{n}))=\{f\in$ Aut$c(\pi(\mathcal{Y}_{n}))|\exists\alpha f\in C^{*},f(x_{:j})\sim\alpha\cdot X\}$.
(Autc $()$ dentoes C-linear automorphisms and $\sim$ means conjugated.)
Let us set
$T^{n}(C)=\{\varphi\in Hom(\pi_{1}(\mathcal{Y}_{n,y});\pi(\mathcal{Y}_{n}))|\exists\alpha\in C^{*},\forall A_{lj}, \varphi(A_{ij})\sim\alpha X_{lj}\}$
($A:j\in\pi_{1}(\mathcal{Y}_{n},y)$ are as in Corollary 6.3.). Observe that $\mathcal{I}^{m}(C)$ is an Aut $*(\pi(\mathcal{Y}_{n}))$-torsor.
The subgroup of inner automorphisms Inn$(\pi(\mathcal{Y}_{n}))$ is a normal subgroup of Aut$*(\pi(\mathcal{Y}_{n}))$ .
Hence $t^{n}(C)$ $:=T^{n}(C)/Inn(\pi(\mathcal{Y}_{n}))$ is a Out $*(\pi(\mathcal{Y}_{n}))$ $:=$ Aut$*(\pi(\mathcal{Y}_{n}))/Inn(\pi(\mathcal{Y}_{n}))$ -torsor.
The following result is an analog of the Ihara Injectivity Theorem (sae [Il] page 4).
Proposition 6.4. $Tbe$ canonical map Out$*(\pi(\mathcal{Y}_{n}))arrow$ Out $*(\pi(\mathcal{Y}_{n-1}))$ is iiijective for
$n\geq 5$ .
Proof. Let Out$*1(\pi(\mathcal{Y}_{n})):=ker($Out$*(\pi(\mathcal{Y}_{n}))arrow C^{*})N$ , where $N(f)=\alpha_{f}$ . The Lie algebra
of Out $*(\pi(\mathcal{Y}_{n}))$ is the Lie algebra of special derivations of $L(\pi(\mathcal{Y}_{n}))$ modullo inner deriva-
tions. The Lie version is proved in [Il] page 12. Because Out$*1(\pi(\mathcal{Y}_{n}))$ is pro-nilpotent, the
Lie version implies the result for Out $*1(\pi(\mathcal{Y}_{n}))$ , and then also for Out$*(\pi(\mathcal{Y}_{n}))$ .
The surjective homomorphisms $(p_{n+1})_{*}$ : $\pi_{1}(\mathcal{Y}_{n+1},y)arrow\pi 1(\mathcal{Y}_{n}, y’)$ and $(p_{n+1})_{*}$ :
$\pi(\mathcal{Y}_{n+1})arrow\pi(\mathcal{Y}_{n})$ induce the morphism of torsors
$t^{n+1}(C)arrow t^{n}(C)$
compatible with Out $*(\pi(\mathcal{Y}_{n+1}))arrow$ Out $*(\pi(\mathcal{Y}_{n}))$ .
Lemma 6.5. The canonical morpbism of torsors $t^{n+1}(C)arrow t^{n}(C)$ is $injectii\prime e$ for $n\geq 4$ .
This follows immediately ffom Proposition 6.4.
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Corollary 6.6. The monodrorny bomoiiiorphism $\theta_{y},y_{n}$ : $\pi 1(\mathcal{Y}_{n}, y)arrow\pi(\mathcal{Y}_{n})$ is determinffl
(up to conjugacy by an element of $\pi(\mathcal{Y}_{n})$) by the bomomorphism $\theta_{y’},y_{4}$ : $\pi_{1}(\mathcal{Y}_{4},y’)arrow$
$\pi(\mathcal{Y}_{4})$ .
Proof. Okerve that $\theta_{y},y_{\mathfrak{n}}\in t^{n}(C)$ and $\theta_{y’,\mathcal{Y}_{4}}$ is the image of $\theta_{y},y_{\mathfrak{n}}$ under the canonical
morphism $t^{n}(C)arrow t^{4}(C)$ .
Let $a$ $:=$ $(a_{1}, \cdots , a_{n},a_{n+1})$ be a sequence of $n+1$ different points in $P^{1}(C)$ and let
$X_{a}$ $:=P^{1}(C)\backslash \{a_{1}, \cdots, a_{n}, a_{n+1}\}$ . The vector space $H(X_{a})$ is spanned by $X_{i}$ $:=( \frac{dz}{z-a:}-$
$\frac{dz}{z-a_{n+1}})^{*}$ $i=1,$ $\cdots$ , $n$ . Let us set $X_{n+1};=- \sum_{1=1}^{n}X_{i}$ . Let $A_{k}$ denotes a geometric
generator of $X_{a}$ , which is a loop around $a_{k}$ . Let us set
$T_{a}(C):=\{f\in Hom(\pi_{1}(X_{a},x)arrow\pi(X_{a}))|\exists\alpha_{f}\in C^{*},\forall A_{k}f(A_{k})\sim\alpha_{f}X_{k}\}$ .
Assume that $a=(\alpha)_{1=1}^{n+1}$ is such that $a_{1}=0,$ $a_{2}=1,$ $a_{3}=\infty$ . The fibration
$X_{a}arrow^{k_{n+2}}y_{n+2}arrow^{P\mathfrak{n}+2}y_{n+1}$ $(X_{a}=(p_{n+2})^{-1}(a_{1}, \cdots, a_{n+1}))$
reahzes $\pi(X_{a})$ as a normal subgroup of $\pi(\mathcal{Y}_{n+2})((k_{n+2})_{*}(x_{:})=X_{i_{2}n+2})$ . Hence the group
$\pi(\mathcal{Y}_{n+2})$ acts on $T_{a}(C)$ and let
$t_{a}(C):=T_{a}(C)/\pi(\mathcal{Y}_{n+2})$ .
Observe that any $\pi(\mathcal{Y}_{n+2})$ -conjugate of $X_{i_{i}n+2}$ is in the image of $\pi(X_{a})$ . Hence the re-
striction Imp
$(k_{n+2})^{*}:t^{n+2}(C)arrow t_{a}(C)$
given by $farrow f_{|\pi_{1}(X_{a},x)}$ is defined. We set
$\tau_{a}(C)$ $:=$ im $(t^{n+2}(C)arrow t_{a}(C))$ .





commutes where the map $pr_{1}$ is induced by the inclusion $X_{a}^{\llcorner}arrow P^{1}(C)\backslash \{0,1, \infty\}$ . The
map $(k_{4})_{*}$ is bijective because $\mathcal{Y}_{4}=P^{1}(C)\backslash \{0,1, \infty\}$ . Lemim 6.5 implies that the map $pr$
is injective. Hence both maps, $(k_{n+2})^{*}$ and $pr_{1}$ are injective. Hence we have proved the
following result.
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Proposition 6.7. i) $Tbe\pi(\mathcal{Y}_{n+2})$ -conjugacy class of the monodromy homomorphism
$\theta_{x_{2}}y_{n+2}$ : $\pi_{1}(\mathcal{Y}_{n+2}, x)arrow\pi(\mathcal{Y}_{n+2})$ is determined by its raetriction to $\pi_{1}(X_{a},x’)$ .
ii) $T\Lambda e\pi(\mathcal{Y}_{n+2})-conjug_{\mathfrak{X}}y$ class of $tbe$ monodromy bomomorphism $\theta_{x_{r}X_{a}}$ : $\pi_{1}(X_{a}, x)arrow$
$\pi(X_{a})$ is determined by $tbe$ monodromy bomomorpbism
$\theta_{x’,P^{1}(C)\backslash \{0,1,\infty\}}$ : $\pi_{1}(P^{1}(C)\backslash \{0,1, \infty\},x’)arrow\pi(P^{1}(C)\backslash \{0,1, \infty\})$ .
\S 7. The Drinfeld-Ihara $Z/5$-cycle relation
In this section we show that the element which describes the monodromy of all iterated
integrals on $P^{1}(C)\backslash \{0,1, \infty\}$ satisfies the Drinfeld-Iffira relation.
7.1. Conflguration spaces
If $T$ is a topological space we aet $T_{*}^{n}=\{(t_{1}, \cdots, t_{n})\in T^{n}|t_{i}\neq t_{j} if i\neq j\}$ . The
group $\Sigma^{n}$ acts on $T_{*}^{n}$ by permutations.
Let us set $Y_{n}=(P^{1}(C))_{*}^{n}$ and $y_{n}=(P^{1}(C)\backslash \{0,1, \infty\})_{*}^{n-3}$ Let $a,b,$ $c\in P^{1}(C)$ be
three different points and let $\varphi_{a_{2}b,c}(z)=\frac{b-c}{b-a}\cdot\frac{z-a}{z-c}$ . The map $\Phi_{4,5}$ : $Y_{5}arrow y_{5}$ given by
$\Phi_{4_{1}5}(x_{1},x_{2},x_{3},x_{4}, x_{5})=(\varphi_{x_{1},x_{2},x_{3}}(x_{4}),$ $\varphi_{x_{1},x_{2},x_{3}}(x_{5}))$ induces a bijection
$\varphi 4,5^{;}Y_{5}/PGL_{2}(C)arrow \mathcal{Y}_{5}$ .
The action of $\Sigma_{5}$ on Y5 induces an action of $\Sigma_{5}$ on $y_{5}$ . The map $\sigma$ : $y_{5}arrow y_{5},$ $\sigma(s,t)=$
$( \frac{t-1}{t-s},$ $\frac{1}{s})$ corresponds to the permutation $\tilde{\sigma}$ of $Y_{s}$ given by
$\tilde{\sigma}(x_{1},x_{2},x_{3},x_{4},x_{5})=(x_{2},x_{3},x_{4},x_{5}, x_{1})$ .
Observe that the points $A=( \frac{\sqrt{5}-1}{2},$ $\frac{\sqrt{5}+1}{2})\in y_{5}$ and $B=( \frac{-\sqrt{5}-1}{2},$ $\frac{-\sqrt{5}+1}{2})\in$
$\mathcal{Y}_{5}$ are fixed by $\sigma$ .
The one-form $\frac{ds}{s},$ $\frac{ds}{s-1},$ $Tdt,$ $\frac{dt}{t-1},$ $\frac{ds-dt}{s-t}$ generate $A^{1}(\mathcal{Y}_{5})$ and $H_{DR}^{1}(\mathcal{Y}_{5})$ . Let
$S_{0},$ $S_{1},T_{0},T_{1}$ and $N$ be their foriml duals. The subspace $R(\mathcal{Y}_{5})$ of $H(\mathcal{Y}_{5})^{@2}$ is generated
by
$[s_{:}, N]+[T_{i}, N]$ $i=0,1$ ;
$[s_{:}, \tau_{i}]+[s_{:}, N]C$ $i=0,1$ ;
$[\tau_{i}, s_{:}]+[\tau_{:}, N]$ $i=0,1$ ;
$[S_{0},T_{1}]$ and $[S_{1},T_{0}]$
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where $[A, B]=A\otimes B-B\otimes A$ .
Let $G:=P(\mathcal{Y}_{5})$ i.e. $G$ is a multiplicative youp of the algebra of foriml power series
in non-commuting variables So, $S_{1},T_{0},$ $T_{1}$ and $N$ divided by the ideal generated by $R(\mathcal{Y}_{5})$ .
The principal fibration
$\mathcal{Y}_{5}\cross Garrow y_{5}$
we equipped with the integrable connection given by the one form
$\omega y_{b}=(\frac{dt}{t-1}-\frac{dt}{t})\otimes T_{1}+(-\frac{\ }{t}) \otimes T_{\infty}$
$+( \frac{ds-dt}{s-t}-\frac{dt}{t})\otimes N+\frac{ds}{s}\otimes S_{0}+\frac{ds}{s-1}\otimes S_{1}$
where $T_{\infty}=-T_{0}-T_{1}-N$. We shall write shortly $\omega$ instead of $\omega_{\mathcal{Y}\epsilon}$ .
7.2. Integration of $w$
We recall that on $P^{1}(C)\backslash \{0,1, \infty\}$ we have
7.2.0 $\Lambda_{\vec{\infty 1}}(z)\cdot a_{\vec{1\infty}}^{\vec{\infty 1}}=\Lambda_{\vec{1\infty}}(z)$
The monodromy of $\Lambda_{\vec{\infty 1}}(z)$ is given by:
(see Proposition 4.1).
(around $\infty$) : $\Lambda_{\urcorner\infty}(z)arrow\Lambda_{\urcorner\infty}(z)\cdot e^{-2\pi};:\tau_{\infty}$
(around 1): $\Lambda_{\vec{\infty 1}}(z)arrow\Lambda_{\vec{\infty 1}}(z)\cdot a_{1\infty}^{\infty 1}\cdot e^{-2\pi iT_{1}}\cdot(a_{1\infty}^{\infty 1})^{-1}$ ,
(see Theorem 4.3). We have $f_{*}(a_{10}^{01}(T_{0}, T_{1}))=a_{1\infty}^{\infty 1}(T_{\infty},T_{1})$ where $f_{*}(T_{0})=T_{\infty},$ $f_{*}(T_{1})=$
$T_{1}$ and $f(z)=1/z$ .
We have assymptotically at $\infty$
7.2.1 $\Lambda_{arrow}(z)\sim e(\int_{1}^{z}\not\in)T_{\infty}$
$\infty 1$ $z=\infty$
i.e. $z \infty\lim_{\vec{z>}1}(\Lambda_{\vec{\infty 1}}(z)\cdot e^{-(\int_{1}^{z}\not\in)T_{\infty}})=1$ .
Let $P_{\epsilon}=(\epsilon, 1+\epsilon)\in y_{5}$ where $\epsilon>0$ and small. Let $\Lambda_{P_{e}}$ ( $z$ ; path) be a horizontal
section of $\omega$ such that $\Lambda_{P_{e}}(P_{\epsilon})=1$ . Let $\gamma$ be a path in $y_{5}homP_{\epsilon}$ to $\sigma(P_{\epsilon})=(\epsilon, 1/\epsilon)$
which is constant $(=\epsilon)$ on the ffist coordinate.
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Assuming $s=$ constant $(=\epsilon)$ we have
$\Lambda_{P}.(z)\cdot a_{\vec{1\infty}}^{1+e}=\Lambda_{\vec{1\infty}}(z)$ .
Hence we have assymptotically for positive, small $\epsilon$
7.2.2 $a^{1+\epsilon} \sim e\vec{1\infty}^{\epsilon=0}(-\int_{\infty}^{1+}\cdot(\mu_{-T^{-\not\in)T_{1})}}$ .
It follows ffom 7.2.0, 7.2.1 and 7.2.2 and Proposition 4.1 that for $\epsilon$ positive, near $0$
7.2.3 $\Lambda_{P}.(\sigma(P_{\epsilon});\gamma)_{\epsilon=0}^{(\int_{1}^{1_{k}}*)(\int^{1+}\#-\not\in)T_{1}}\sim e\tau_{\infty}$. $a_{1\infty}^{\infty 1}(T_{\infty},T_{1})\cdot e\infty.-$
Let $p=\gamma+\sigma(\gamma)+\sigma^{2}(\gamma)+\sigma^{3}(\gamma)+\sigma^{4}(\gamma)$ . Then $\Lambda_{P_{\epsilon}}(P_{\epsilon};p)=1$ because the path $p$ is





(see Corollary 1.8) implies that
$1=\sigma_{*}^{4}(L)\cdot\sigma_{*}^{3}(L)\cdot\sigma_{*}^{2}(L)\cdot\sigma_{*}(L)\cdot L$
where $L=\Lambda_{P_{\epsilon}}(\sigma(P_{\epsilon}),\gamma)$ . Let
$L=ea_{1\infty}^{\infty 1}(T_{\infty},T_{1})\cdot e\tau_{\infty}.(\int_{\infty-}^{1+e}$
It follows $hom7.2.3$ that






can be placed together
in the product $\sigma_{*}^{4}(L)\cdot\ldots\cdot L$ because $T_{\infty}=\sigma_{*}^{2}(T_{1})$ commutes with $\sigma_{*}(T_{1})=S_{0}$ and
$\sigma_{*}(T_{\infty})=S_{1}$ . After the calculations we get
$\int_{\infty}^{1+\epsilon}(\frac{dt}{t-1}-\frac{dt}{t})-\int_{1}^{1}/\epsilon\frac{dt}{t}=-\log(1+\epsilon)$ .
Repeating the same argument for $S_{1},$ $S_{1}+T_{1}+N,$ $T_{1}$ and $S_{0}$ and passing to the limit with
$\epsilon$ we get
$\sigma_{*}^{4}(a)\cdot\sigma_{*}^{S}(a)\cdot\sigma_{*}^{2}(a)\cdot\sigma_{*}(a)\cdot a=1$
where $a=a_{1\infty}^{\infty 1}(T_{\infty}, T_{1})$ . The last formula we can write in the form
$a(S_{0}, S_{1}+T_{1}+N)\cdot a(T_{1}, S_{1})\cdot a(S_{1}+T_{1}+N,T_{\infty})\cdot a(S_{1}, S_{0})\cdot a(T_{\infty},T_{1})=1$
because $\sigma_{*}(S_{0})=T_{\infty},$ $\sigma_{*}(S_{1})=S_{1}+T_{1}+N,$ $\sigma_{*}(T_{0})=N,$ $\sigma_{*}(T_{1})=S_{0}$ and $\sigma_{*}(N)=$
$-S_{0}-S_{1}-N$ .
Iaet $\psi_{5}$ : $C_{*}^{4}arrow y_{5}$ be given by $\psi_{5}(z_{1}, z_{2}, z_{3}, z_{4})=\Phi_{4,5}(z_{1}, z_{2}, z_{3}, z_{4}, \infty)$ . Let $(A:j)_{i,j}$















We aet $X_{1j}$ $:=\psi_{\epsilon*}(A_{ij})\epsilon=1,5$ . Then $X_{15}=T_{0}$ . Hence finally we get a formula
7.2.4 $a(X_{14}, X_{13})\cdot a(X_{25}, X_{24})\cdot a(X_{13}, X_{35})\cdot a(X_{24}, X_{14})\cdot a(X_{35}, X_{25})=1$.
If we use $\Phi_{2,4}$ : $X_{*}^{5}arrow y_{5}$ given by $\Phi_{2,4}(0, s, 1, t, \infty)=(s, t)$ and repeat the calculations
in $y_{5}$ we get the same formula as before, but the $X_{1j}$ ’s names of $S_{0},$ $S_{1},$ $\ldots$ are now different
and the resulting formula is:
7.2.5 $a(X_{12},X_{15})\cdot a(X_{34},X_{23})\cdot a(X_{15},X_{45})\cdot a(X_{23},X_{12})\cdot a(X_{45},X_{34})=1$ .
This is exactly the formula which appears in [I2] page 106 if we replace $a()$ by $a()^{-1}$ .
Proposition 7.3. For any permutatioii $\sigma$ of five letters we bave
i$)$ $a(X_{\sigma(14)},X_{\sigma(13)})\cdot a(X_{\sigma(25)}, X_{\sigma(24)})\cdot a(X_{\sigma(13)}, X_{\sigma(35)})$
. $a(X_{\sigma(24)}, X_{\sigma(14)})\cdot a(X_{\sigma(35)}, X_{\sigma(25)})=1$ ,
ii) $a(X_{\sigma(12)},X_{\sigma(15)})\cdot a(X_{\sigma(34)}, X_{\sigma(23)})\cdot a(X_{\sigma(15)},X_{\sigma(45)})$
. $a(X_{\sigma(23)}, X_{\sigma(12)})\cdot a(X_{\sigma(45)},X_{\sigma(34)})=1$,
where $\sigma(ij)=\sigma(i)\sigma(j)$ .
Proof. It follows ffom 7.2.4, 7.2.5 and Corollary 1.8.
Remark. The formulas of Proposition 7.3 are in the $\Psi^{oupP(\mathcal{Y}_{5})}$ . If we apply $\log$ we get
formulas in the group $\pi(\mathcal{Y}_{5})$ .
In the sequel we shall work in the group $\pi(\mathcal{Y}_{5})$ .
We finish this section with a formula ffom which the Deligne $Z/3$-cyck relation can
be obtained. The proof is an imitation of the Deligne proof.
Proposition 7.4. Let $\alpha$ $:=loga$. In $tbe$ group $\pi(\mathcal{Y}_{5})$ we have
i$)$ $\alpha(X_{25},X_{23})(-\pi iX_{23})\alpha(X_{23},X_{35})(\neg\pi iX_{35})\alpha(X_{35},X_{25})(-\pi iX_{25})=-\pi iX_{14}$
and
ii) $\alpha(X_{25}, X_{23})(\pi iX_{23})\alpha(X_{23},X_{35})(\pi iX_{35})\alpha(X_{35},X_{25})(\pi iX_{25})=\pi iX_{14}$ .
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Proof. Let $\tilde{\sigma}(x_{1},x_{2},x_{3},x_{4},x_{5})=(x_{1},x_{5},x_{2},x_{4}, x_{3})$ . Then the induced map $\sigma$ : $y_{5}arrow \mathcal{Y}_{5}$
is given by $\sigma(s, t)=(\frac{t-1}{t}$ : $\frac{s}{s-1},$ $\frac{t-1}{t})$ and $\sigma^{2}(s, t)=(\frac{s}{s-t},$ $\frac{1}{1-t})$ . Let $P-=(r, 1-r)$ and
$P+=(r, 1+r)$ where $r$ is positive and small. $ktQ-=(-r, 1-r)$ and $Q_{+}=(-r, 1+r)$ .
Let $\gamma$ be a path from $P_{+}=(r, 1+r)$ to $\sigma^{2}(Q_{-})=(r, 1/r)$ , which is constant on the first
coordinate. Let $\gamma’$ be a path $homQ+$ to $\sigma^{2}(P_{-})$ passing through the point $( \frac{r}{2r-1},1+r)$
which is piecewise constant, first on the second coordinate, next on the first coordinate.
Let $S$ be a path $[0,\pi]\ni\varphiarrow(r, 1+re^{i(\varphi+\pi)})$ and let $S’$ be a path $[0,\pi]\ni\varphiarrow$
$(-r, 1+re^{i(\varphi+\pi)})$ . Let us consider the composition $p=\sigma(\gamma’)\circ\sigma(S’)\circ\sigma^{2}(\gamma)0\sigma^{2}(S)\circ\gamma’\circ$
$S’o\sigma(\gamma)0\sigma(S)\circ\sigma^{2}(\gamma’)0\sigma^{2}(S’)0\gamma oS$. If we integrate the form $\omega$ along this path and
pass to the limit if $rarrow 0$ we get the square of the left hand side of the expression i).
Let $\alpha$ be a loop in the opposite clockwise direction around $(0,0)$ in the plane $P=$
$\{(s, t)\in C^{2}|\alpha s+\beta t=0\}$ . The integration of the form $\omega$ along $\alpha$ gives $(-2\pi i)(S_{0}+N+$
$T_{0})=(-2\pi i)X_{23}$ . In the model of $Y_{*}^{5}/PGL_{2}(C)$ in which the subspace $\{(x_{1}, x_{2}, x_{3}, x_{4}, x_{5})|$
$x_{1}=x_{4}\}$ of $(P^{1}(C))^{5}$ degenerates to a point (for exampk for $\Phi_{2,5}(0,$ $s,$ $1,$ $\infty,$ $t)=(s,$ $t)$ ),
the path $p$ is homotopic to. a loop around one of the points $(0,0),$ $(1,1)$ or $(\infty, \infty)$ in the
plane passing through the corresponding point $(0,0),$ $(1,1)$ or $(\infty, \infty)$ (the point (1, 1) in
the case of the model $\Phi_{2,5}$ ). Hence the left hand side of the expression i) is also $(-2\pi i)\cdot X_{14}$ .
The proof of the second equality is similar.
Corollary 7.5. For any permutatioii $\sigma$ offive letters 1, 2, 3, 4, 5 we have Formulas $i’$) and
$ii’)$, which are obtained From Formulas i) and ii) by replacing indices 1, 2, 3, 4, 5 by $\sigma(1)$ ,
$\sigma(2),$ $\sigma(3),$ $\sigma(4),$ $\sigma(5)$ .
Proof. One consider the map of Y5 given by $(x_{i})_{i=1,\ldots,5}arrow(x_{\sigma(i)})_{i=1,\ldots,5}$ . The induced
map $\sigma$ : $\mathcal{Y}_{5}arrow y_{5}$ satisfies $\sigma^{*}\omega=\sigma_{*}\omega$ . This implies formulas $i’$ ) and $ii’$).
Remark. We have $X_{23}+X_{25}+X_{35}=X_{14}$ in the Lie algebra Lie$(\mathcal{Y}_{5})$ . If we set $X_{14}=0$
then the formulas i) and ii) reduce to the Deligne formula.
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