Abstract. The present paper introduces the concept of monotone Hopf-harmonics in 2D as an alternative to harmonic homeomorphisms. It opens a new area of study in Geometric Function Theory (GFT). Much of the foregoing is motivated by the principle of non-interpenetration of matter in the mathematical theory of Nonlinear Elasticity (NE). The question we are concerned with is whether or not a Dirichlet energy-minimal mapping between Jordan domains with a prescribed boundary homeomorphism remains injective in the domain. The classical theorem of Radó-KneserChoquet asserts that this is the case when the target domain is convex. An alternative way to deal with arbitrary target domains is to minimize the Dirichlet energy subject to only homeomorphisms and their limits. This leads to the so called Hopf-Laplace equation. Among its solutions (some rather surreal) are continuous monotone mappings of Sobolev class W 1,2 loc , called monotone Hopfharmonics. It is at the heart of the present paper to show that such solutions are correct generalizations of harmonic homeomorphisms and, in particular, are legitimate deformations of hyperelastic materials in the modern theory of NE. We make this clear by means of several examples.
Introduction
Throughout this text X and Y are bounded simply connected Jordan domains in the complex plane C. Their boundaries ∂X and ∂Y are positively oriented (counterclockwise) simple closed curves; when traveling in such direction the domains remain in the left hand side. We are concerned with orientation preserving homeomorphisms h : X [2, 3, 6, 7] . This means that the mappings in question are allowed to slide along the boundary (no constraints on the boundary values). However, prescribing arbitrarily the boundary data of a conformal mapping is an ill-posed problem. This pertains not only to the Cauchy-Riemann equations but also to all first order elliptic systems in the complex plane. The situation is dramatically different if we move to the realm of second order PDEs, such as complex-valued harmonic mappings h = u + i v in which u and v need not be harmonic conjugates. There always exists a unique harmonic extension of a continuous boundary map. When the target domain Y is convex the celebrated theorem of Radó-Kneser-Choquet [10] asserts that the extension is a homeomorphism. In contrast to the case of harmonic conjugates it is not true that a harmonic extension of a homeomorphism h : ∂X onto −→ ∂Y gives rise to a homeomorphism h : X onto −→ Y . Even more precise statement holds, if the target Y is not convex there always exists a boundary homeomorphism h : ∂X onto −→ ∂Y whose harmonic extension takes points in X beyond Y . This was already observed by Choquet [5] , see also [1] . Nevertheless, if (by chance) for some homeomorphic boundary data the harmonic extension takes X onto Y, then it remains injective in X.
Harmonic mappings have resulted from the outer variation of the Dirichlet integral, leading to the Lagrange-Euler equation. This equation is not available when the energy integral is restricted to homeomorphisms; injectivity can be lost upon the outer variation.
In different circumstances, Sobolev homeomorphisms are at the core of mathematical principles of Nonlinear Elasticity (NE) in which the Direct Method in the Calculus of Variations is the essential tool in finding the energy-minimal deformations. It is from these perspectives that one should look at the mappings h : X onto −→ Y which are W 1,2 -weak limits of Sobolev homeomorphisms. If the target Y is a Lipschitz domain, then such mappings are automatically uniform limits of homeomorphisms and, as such, become monotone. The concept of monotonicity is due to Morrey [33] . By Morrey's definition, a continuous h : X onto −→ Y (more generally, between any compact metric spaces) is monotone if every fiber h −1 (y) of a point y ∈ Y is connected in X. Consequently, as shown by Whyburn [43] see also [44, p.138] , the preimage of any connected set in Y is connected in X. Youngs' approximation theorem [45] tells us that all continuous monotone mappings h : X ∂ ∂z (h z hz) = 0 , for h ∈ W 1,2 (X, Y). In [12] such solutions are called weakly Noether harmonic maps. We shall also discuss more general solutions h ∈ W 1,2 loc (X, C) . This places their Hopf product h z hz in L 1 loc (X), whose Cauchy-Riemann derivative ∂ ∂z (h z hz) is a Schwartz distribution. By Weyl's lemma h z hz is in fact a holomorphic function. We shall simply refer to them as the natural solutions of the Hopf-Laplace equation. It is worth noting at this point that conformal change of the independent variable z ∈ X preserves the equation (1.1). Thus we may assume, upon conformal transformation, that X is a unit disk. This observation explains why we shall not impose any regularity on X , except for being a Jordan domain. However some regularity of the target domain Y will be essential.
It is clear that every harmonic mapping solves the Hopf-Laplace equation. Eells and Lemaire [11] inquired about the possibility of a converse result for mappings with almost-everywhere positive Jacobian J(z, h) = det Dh(z) > 0. For, if h is C 2 -smooth the Hopf-Laplace equation is equivalent to J(z, h) ∆h = 0 . The Eells-Lemaire question is seen to be false in general [22] . It may seem strange, but there exists a Lipschitz (actually piecewise orthogonal) mapping h : X into − → R 2 vanishing on ∂X whose Hopf product h z hz = 0 , almost everywhere (folding origami paper infinitely many times), see [20] . However, such bizarre solutions do not occur in the class of homeomorphisms; they turn out to be harmonic mappings [14] . Harmonic homeomorphisms are also known in the computer graphics literature [27, 35] under the name least squares conformal mappings. The message is that without supplementary conditions of topological nature the general solutions to Hopf-Laplace equation are inadequate for GFT and, certainly, unacceptable in NE. The solutions that suit well for both purposes are monotone Hopf-harmonics. A fundamental question arises: Question 1.4. Let X , Y ⊂ C be bounded simply connected domains and g : ∂X onto −→ ∂Y a monotone map. Does there exist a unique monotone Hopf-harmonic h : X → C which coincides with g on ∂X ? If that is the case, the equality h(X) = Y automatically holds.
In such a generality this question seems to be over-committed. Nevertheless, the class of Lipschitz target domains (a standard assumption in NE) is wide enough to gain in interest. This latter statement will be referred to as partial harmonicity. In particular, the set X \ h −1 (Y) is squeezed into ∂Y . The interpretation 1 All given boundary homeomorphisms g : ∂X onto − − → ∂Y are orientation-preserving without mentioning it explicitly.
of partial harmonicity is that no continuum in X can be squeezed into a point in Y. In other words, the interpenetration of matter may occur only in the regions adjacent to ∂X . Remark 1.6. Speaking of the boundary homeomorphism g : X onto −→ Y in Theorem 1.5, it is certainly necessary to assume that g admits a continuous finite energy extension to X; harmonic extension is the one of smallest energy. However, if this assumption is made, there exists even a homeomorphic extension g : X onto −→ Y of Sobolev class W 1,2 (X, Y) (of course, not necessarily harmonic). This was shown in the recent work [25] , in which the Lipschitz regularity of Y is essential. Curiously, the existence of finite energy harmonic extension depends only on the boundary map. Indeed, with the aid of a conformal transformation of X onto the unit disk D , our boundary assumption reduces to the familiar Douglas condition [9] , formulated purely in terms of the map g : ∂D onto −→ ∂Y,
Our proof of Theorem 1.5 expands on the careful analysis of the structure of horizontal and vertical trajectories of the holomorphic quadratic Hopf differential h z hz dz ⊗ dz , already initiated in [17, 18, 19] . Now comes the question of uniqueness. If Y is convex, the unique harmonic extension of g : ∂X onto −→ ∂Y is a homeomorphism of X onto Y , by RKC theorem. Using an energy argument we shall see (Theorem 1.8 below) that this is the only monotone Hopf harmonic extension. The goal is to relax, as much as possible, the constraint of Y being convex. The following definition returns as its answer. Definition 1.7 (Somewhere Convexity). A simply connected Jordan domain Y ⊂ C is said to be somewhere convex if there is a disk D(y • , ε) centered at a point y • ∈ ∂Y and with radius ε > 0 whose intersection with Y is convex. non-interpenetration of matter in NE. Topology of Monotone Sobolev mappings becomes a new resource in nonlinear PDEs.
Prerequisites
In this section we review from [41] useful concepts and results about Hopf differentials h z hz dz ⊗ dz and their trajectories. We, however, start with a powerful identity. 
The integrals in (2.1) converge. The following simply connected (not necessarily Jordan) version of the Radó-Kneser-Choquet theorem will play a central role in our forthcoming arguments.
Lemma 2.2. Consider a bounded simply connected domain U ⊂ C and a bounded convex domain Q ⊂ C. Let h : ∂U onto −→ ∂Q be a monotone mapping and H : U → C denote its harmonic extension. Then H is a
The proof of this lemma we referee to [19] .
2.2. Holomorphic quadratic differentials. Let ϕ(z) dz ⊗ dz be a holomorphic quadratic differential in X with isolated zeros, called critical points. Through every noncritical point there pass two C ∞ -smooth orthogonal arcs. A vertical arc is a C ∞ -smooth curve γ = γ(t), a < t < b, along which
A vertical trajectory of ϕ in X is a maximal vertical arc, that is, not properly contained in any other vertical arc. The horizontal arcs and horizontal trajectories are defined in an exactly similar way, via the opposite inequality. Through every noncritical point of ϕ there passes a unique vertical (horizontal) trajectory. A trajectory whose closure contains a critical point of ϕ is called a critical trajectory. There are at most a countable number of critical trajectories. Every noncritical vertical trajectory γ ⊂ U in a simply connected domain U is a cross cut, see Theorem 15.1 in [41] . Lemma 2.3. Consider a vertical arc γ ⊂ U in a simply connected domain U. Let β be any locally rectifiable curve in U which contains the endpoints of γ. Then Lemma 2.4 (Fubini-like integration formula). Let ϕ(z) dz ⊗ dz be a holomorphic quadratic differential in a simply connected domain U, ϕ ≡ 0. Suppose that F and G are measurable functions in U such that
Then for almost every vertical trajectory 2 γ of ϕ(z)dz ⊗ dz, we have
• If
Again, for the proof we refer to [41] . The following proposition follows from [ 
where ϕ is holomorphic in X.
Then the preimage h
intersects a noncritical vertical trajectory of ϕ(z) dz ⊗ dz, then it lies entirely in that trajectory.
Given a quadratic holomorphic differential ϕ(z) dz⊗dz we define two partial differential operators, called the horizontal and vertical derivatives
If h satisfies the Hopf-Laplace equation h z hz = ϕ, then the horizontal and vertical trajectories of ϕ(z)dz ⊗ dz are the lines of maximal and minimal stretch for h. Precisely, the following identities hold.
The union of noncritical vertical trajectories has full 2D Lebesgue measure in
U.
Here and after J h = det Dh. As a consequence (2.12)
Lemma 2.6. Let Ω be an open subset in C and h : Ω → C a locally Lipschitz solution of the Hopf Laplace equation
Suppose that J h ≡ 0 a.e. in Ω. Then h is constant on every vertical arc of the Hopf differential ϕ(z) dz ⊗ dz.
Proof. Choose and fix a vertical arc, say
Case 1. We say that γ is a "good" vertical arc if for almost every t ∈ (α, β) the mapping h is differentiable at z(t) and J h z(t) = 0. We begin with the chain rule along a "good" vertical arc,
Since γ is a vertical arc the function defined by
is smooth real-valued and negative. Clearly, for almost every α < t < β we have ϕ z(t) = h z z(t) hz z(t) and
vanishes. We conclude with the equation
Hence h z(t) is constant on γ. Case 2. Now, let γ be an arbitrary vertical arc. It suffices to show that h is locally constant on γ, say on γ ∩ R, where R is a curved rectangular box swept out by vertical arcs (as well as by horizontal arcs). Upon a conformal change of variables, locally defined by the rule ξ = ϕ(z) dz, we see that R becomes an Euclidean rectangle, denoted by R * . The vertical and horizontal arcs of ϕ(z) dz ⊗dz become vertical and horizontal straight segments of R * , respectively. The new
whose trajectories are the vertical and horizontal segments. Also, J h * (ξ) = 0 for almost every ξ ∈ R * . By Fubini's theorem almost every vertical segment is a "good" vertical arc of the differential ϕ * (ξ) dξ⊗dξ. By Case 1., h * is constant on almost every vertical segment of R * . Finally, since h * is continuous, it is constant on every vertical segment. This means that h is constant on every vertical arc in R, as desired. 
Clearly, H g (X, Y) is non empty, because it contains g : X onto −→ Y . Now, the direct method in the Calculus of Variations reveals that there always exists h ∈ M g (X, Y) with smallest Dirichlet energy. Indeed, the energy-minimizing sequence of monotone mappings in M g (X, Y) converges weakly in W 1,2 (X, C) and it converges uniformly to a monotone mapping h ∈ M g (X, Y). The uniform convergence will follow from a general observation, see Remark 3.1.
Furthermore, the energy of h equals exactly the infimum of the energy among all homeomorphisms in H g (X, Y). In symbols,
min
This follows from a Sobolev variant of Youngs' approximation theorem [18] . Also, according to the approximation result [13] , the infimum energy among diffeomorphisms leads to the same minimum value. Precisely, the equation (3.1) extends as 
for all x 1 , x 2 ∈ X. Here the constant C X,Y depends only on the domains X and Y, but not on the mapping g. The proof of (3.3) can be found in [16] . This estimate shows that a family of monotone map-
is equicontinuous. In particular, every sequence in this family contains a subsequence converging uniformly and weakly in W 1,2 (X, R 2 ) to a monotone map from
3.2. Existence. The existence of Hopf-harmonic monotone mapping h in Theorem 1.5 will be achieved by minimizing the Dirichlet-energy within the class M g (X, Y). First, note that the existence of mapping with smallest Dirichlet-energy in M g (X, Y) follows from (3.1). Second, the standard outer variation does not apply to this mapping. But one can perform the inner variation, a change of variables in X,
Here η t : X onto −→ X is a family of diffeomorphisms η t : X onto −→ X depending smoothly on the parameter t ∈ R which extend continuously up to X as the identity map on ∂X. The inner variation leads us to the claimed Hopf-Laplace equation [23] 
3.3. Lipschitz Regularity. The Lipschitz regularity follows from the work [15] which, among other things, tells us that a solution to the Hopf-Laplace equation (1.1) with non-negative Jacobian J(x, h) 0, a.e., is a locally Lipschitz mapping. The fact that a monotone mapping h ∈ M g (X, Y) has J(x, h) 0, a.e., follows from the approximation result in [18] . Indeed, there exists a sequence of diffeomorphims
−→ ∂Y is positively oriented. Combining this with the fact that J(x, h j ) → J(x, h) a.e. in X, the claimed inequality J(x, h) 0 follows.
3.4. Partial harmonicity. This term refers to the fact that h restricted to h −1 (Y) ⊂ X is a harmonic diffeomorphism. To see this we may assume that the Hopf product h z hz = ϕ does not vanish identically for otherwise h would be holomorphic in X. This is immediately from the estimate |hz| 
We will prove the opposite inequality,
Before passing to the proof of this inequality let us show how it would imply the partial harmonicity of h. Obviously,
This shows that h = H in U and therefore h is a harmonic diffeomorphism of U onto D. This property applies to every disk D ⊂ Y and, consequently, h is a local diffeomorphism. On the other hand, the mapping h being monotone, is actually a global diffeomorphism from
3.4.1. Proof of the inequality (3.4). The proof is based on the following consequence of Lemma 2.1.
(3.5)
Here we assume that ϕ ≡ 0. The term ϕ |ϕ| is understood as equal to zero at the points where ϕ vanishes.
Proof. By the approximation result in [18] , there exist a sequence of diffeomorphisms h j : U onto −→ D, converging to h uniformly and in W 1,2 (U, C). Moreover, each h j extends continuously to U with h j = h on ∂U. Let U be a compactly contained subdomain of U. Write
where
Since f j are sense-preserving diffeomorphisms, the last integral in (3.6) is nonnegative,
We estimate the first integral by Hölder's inequality,
The denominator is bounded from above, by the L 1 -norm of ϕ,
for sufficiently large j, we have
Next, we let j → ∞. We may assume, passing to a subsequence if necessary, that h j z and h j z converge almost everywhere to h z and hz, respectively. Since the sequence f
−→ U is converging to f uniformly and in W 1,2 (U ) on subdomains U U, it follows that
and |ϕ(f j (z))| → |ϕ(f (z))| , everywhere. Combining these facts with (3.7), we conclude
Finally, since U was an arbitrary compact subset of U, Lemma 3.2 follows. Now having Lemma 3.2, the inequality (3.4) would follow provided we can show that
Proof of (3.8). For almost every vertical noncritical trajectory γ, the mapping f is locally absolutely continuous on γ. Letγ be a maximal subarc of γ which lies in U so its endpoints belong to ∂U. Now, the change of variable formula gives
Applying Lemma 2.3 to the curve β = f (γ) we have
Combining this estimate with (3.9), we obtain
Now, the claimed inequality (3.8) follows from this by the Fubini formula of integration, see (2.8)-(2.9).
This also completes the proof of (3.4) and proves partial harmonicity. In general h −1 (Y) may or may not touch the boundary of X. It is exactly at this point the somewhere convexity of Y comes into play. 
Since h : X onto −→ Y is monotone, U + is connected. Now we have U + = U ∪ Γ, where U = h −1 (Q + ) ∩ X is a simply connected domain and
Moreover, the mapping h : ∂U onto −→ ∂Q is monotone. We refer to [18] for the proof of these topological facts. It should be emphasized that h −1 (Q) need not be equal to U.
In much the same way as in the proof of partial harmonicity, we appeal to the Radó-Kneser-Choquet theorem for simply connected domain, see Lemma 2. Before proceeding the uniqueness of Hopf-harmonic monotone mappings, a proof of Theorem 1.8, let us give an equivalent characterization for maps in question. In Section 3.2 we showed that a mapping h : X onto −→ Y which minimizes the Dirichlet energy among Sobolev monotone mapping in M g (X, Y) is a Hopf-harmonic monotone mapping. Actually, the converse also holds. 
Here, the last equality follows from (3.1) and (3.2).
Proof. Let h ∈ M g (X, Y) be a Hopf-harmonic mapping. Then
In view of partial harmonicity in Section 3.4, the mapping h :
In view of Lemma 2.1, we see that
Before going further, let us observe that
Indeed, since J h 0 a.e. in X and h belongs to the Sobolev class W 1,2 (X, C), it follows that J h = 0 a.e. in X \ G = h −1 ∂Y. This is because h(X \ G) ⊂ ∂Y and ∂Y has zero 2-dimensional measure. Now, by (2.12), it follows that |∂ V h| 2 = 0 a.e. in X \ G. Therefore,
a.e. in X \ G by (2.11). The above estimates give
Since f is an orientation-preserving mapping we may employ the trivial estimate
Next, we estimate the first integral on the right hand side of (3.10). By Hölder's inequality, (3.12)
On the one hand, changing variables, we see that the denominator equals (3.13)
Concerning the numerator, we shall make use of Fubini's theorem. First, we change the variables in line integrals over the vertical trajectories. Namely, for almost every vertical noncritical trajectory γ it holds that (3.14)
Since ϕ ∈ L 1 (X) the trajectory γ has two distinct endpoints x 1 , x 2 on ∂X, see [31] . By Lemma 2.6, for almost every vertical trajectory γ the mapping h is constant on each component of γ ∩(X\G). Therefore, f (γ | G ) is a connected union of arcs and, as such, is an arc itself. It has the same endpoints as γ. 
Fubini's ntegration formula (2.9) yields (3.15)
Combining (3.12) and (3.15), we obtain (3.16)
This together with (3.10) and (3.11) gives
as claimed. This also finishes the proof of Proposition 3.4.
3.6. Uniqueness, proof of Theorem 1.8. Let h and H be Hopfharmonic monotone mappings from X onto Y which coincides with g on ∂X. Therefore, 
There exists a sequence of diffeomorphisms H k ∈ Diff g (X, Y) converging to H uniformly and in W 1,2 (X, C). In analogy to f and g we define
. In view of (3.10), it follows that
Applying (3.16) with f k in place of f
Since h is an orientation-preserving diffeomorphism on G, we have |h z | − |hz| c > 0 for every z ∈ F G and a constant c = c(F) > 0
Here we have made the substitution z = g k (w).
Next, using Lemma 3.3, we are going to show that f (z) = z. Here, the assumption that the part of ∂Y is convex is employed. By Lemma 3.3 we obtain that h −1 (Y) contains an open arc, Γ ⊂ ∂X. Now, the conformal map f : G onto −→ G H extends continuously to Γ. Since h(z) = H(z) on the boundary of X, we have that f (z) = z on Γ. Finally, we appeal to a general fact that two holomorphic functions in G, continuous on G, are the same if they coincide on an arc of ∂G. Therefore, f (z) = z in G, which means that h(z) = H(z) for all z ∈ G. Now, the holomorphic functions ϕ = h z hz and ψ = H z Hz coincide in G and so
What remains is to argue that h = H in X \ G. Note that h and H have the same vertical trajectories (because ϕ ≡ ψ). By Lemma 2.6 they are constant on every connected component (arc) of every every vertical trajectory. Since h and H coincide on the endpoints of these arcs, we conclude that h ≡ H on X \ G, which completes the proof.
3.7.
Proof of Theorem 1.3. Since every C 2 -regular domain Y is a somewhere convex Lipschitz domain Theorem 1.3 follows from Theorem 1.5 and Theorem 1.8.
Examples
We will now demonstrate, by way of illustration, of how the above results work for monotone Hopf harmonics h : X onto −→ Y between domains with certain symmetries. In our first example the target Y ⊂ C has the butterfly shape, with exactly one non-convex boundary point, see Figure 3 . 
This mapping is Lipschitz continuous with
Moreover, its Hopf differential is holomorphic Figure 4 . On the other hand, in S − each half line
, is squeezed into a point e iy ∈ C 1 . Now consider a rectangular box X = X − ∪ X + , where
Our monotone Hopf harmonic map h takes X onto a semi-annulus
4-leaf clovers
In our third example the target Y has a 4-leaf clovers shape.
Circular and Elliptical Clovers.
The reference configuration X ⊂ C R 2 will be a union of four disks of radius 1 centered at the points 1, i, −1, −i . Call X a circular 4-leaf clover. Thus the boundary of X consists of four semicircular arcs, which we write as ∂X = Γ 2 ∪ Γ 2i ∪ Γ −2 ∪ Γ −2i . Each complex subscript here designates middle point of the arc, see Figure 5 .
The target domain Y ⊂ C R 2 is a union of four ellipses obtained from the disks via affine transformations. We shall call it elliptical 4-leaf clover, see Figure 6 . 
−→ ∂Y is a piecewise affine map defined by the rule: Figure 6 . The boundary of the elliptical clover Here 0 ε 1 is a parameter to be chosen and fixed later on. For now, the elliptical 4-leaf clover actually depends on ε , which we indicate by writing Y = Y ε when clarity requires it.
5.2.
Harmonic Extension G = G ε . Except for ε = 0 , the boundary map g : ∂X onto −→ ∂Y is a homeomorphism. We see that g 1 (x, y) = (x, y) , so Y = X . In this case the harmonic extension of g 1 is the identity on X as well. As one may have expected, when ε drops below 1, but not too far (say ε ∈ [ε , 1] for some 0 < ε 1), the harmonic extension, denoted by Figure 7 . Figure 7 . Circular clover and its diffeomorphic image by the harmonic extension of the boundary data 5.3. The Limit Case. Let us take a quick look at the limit of harmonic extensions as ε 0 . In case ε = 0 the 4-leaf clover degenerates to a cross of coordinate segments, see Figure 8 . We always have the inclusion G ε (X) ⊇ Y ε ; just because of continuity of G ε . However, if ε is small enough, we have even strict inclusion G ε (X) Y ε . Indeed, suppose that, on the contrary, there is a sequence ε n 0 for which G εn (X) ⊂ Y εn . The boundary homeomorphisms g εn : ∂X onto −→ ∂Y εn converge uniformly to g 0 : ∂X onto −→ ∂Y 0 . By the maximum/minimum principle it follows that G εn : X onto −→ Y ε converge uniformly to a harmonic map G 0 def = = u + iv whose image G 0 (X) degenerates to a cross of straight line segments, see Figure 8 . Thus u · v ≡ 0 on X . This is possible only when u ≡ 0 or v ≡ 0 , by the unique continuation property of harmonic functions, which is a contradiction.
5.4.
Critical Parameter ε . We just have shown that there is socalled critical parameter 0 < ε 1 such that: whenever ε drops below ε , the harmonic extension G ε : X → R 2 of the boundary homeomorphism g ε : ∂X onto −→ ∂Y ε takes part of X outside Y , as in Figure 9 . Overlapping becomes inevitable. Figure 9 . This hand made sketch may not be accurate regarding the actual lines of folding.
In the mathematical models of Nonlinear Elasticity the overlapping is ruled out by the principle of non interpenetration of matter. We just find ourselves forced to place topological restrictions on the mappings in question for minimizing the Dirichlet energy. Monotone Hopf harmonics turn out to be right solution; for, no overlapping may occur. As we shall illustrate in this example, monotone energy-minimal deformations will squeeze certain line fragments of X (emanating from ∂X ) into non convex points of ∂Y . Nevertheless Hopf harmonics, being limits of Sobolev homeomorphisms, should take legitimate place in NE.
Below the Critical Parameter.
This is the case 0 < ε < ε when harmonic extensions fail. From now on, we choose and fix a parameter 0 < ε < ε , so the harmonic extension G ε : X into − → R 2 is ruled out by models of NE.
5.6. Monotone Hopf Harmonic map H = H ε . Advantageously, Theorem 1.5, provides us with a unique monotone Hopf-harmonic map, denoted by
, which agrees with g = g ε on ∂X . Furthermore, H is a harmonic diffeomorphism from H −1 (Y) onto Y . Actually, among all monotone Sobolev mappings with prescribed boundary data g : ∂X onto −→ ∂Y = ∂Y ε , the map H is a unique one with smallest Dirichlet energy, see Proposition 3.4. Our choice of 4-leaf clovers comes from the fact that the symmetries of X and Y about the coordinate axes y = 0 , x = 0 and the diagonal lines y = x , y = −x will help us to locate the squeezing fragments of X .
We start with the observation that the boundary data is also symmetric about these lines; in symbols,
The above commutation rules can easily be verified; make use of the explicit formulas conveniently provided in Figure 5 for this purpose. Using complex variable z = x + iy , the reflections T ± : C onto −→ C and R ± : C onto −→ C read as: T ± (z) = ±z and R ± (z) = ±iz . In particular, the boundary data is also invariant under rotation by right angle; namely, (T ± •R ± )(z) = iz . The observed symmetries carry over to the Hopf harmonic map H : X onto −→ Y as well; precisely,
To see this examine, in addition to H : X onto −→ Y , four monotone mappings;
They all share the same boundary data g : ∂X onto −→ ∂Y = ∂Y ε . Let their Hopf products be denoted by:
These functions are holomorphic in X . In fact, we have the following formulas for the Hopf products ψ ± (z) = ζ(±z) , and φ ± (z) = −ζ(±iz) , respectively.
Since ζ is holomorphic in X , so are the Hopf products ψ ± and φ ± . Now comes the uniqueness statement in Theorem 1.5. It tells us that all of the above five monotone mappings are the same. We just have established the commutation rules (5.2), whence it is readily inferred that H takes points in each of the four lines of symmetry into the same line.
5.7. Straight Line Segments of Symmetry. To make it more precise, there are four straight line segments to be considered (sections of X along the symmetry lines). If C + and C − are two continua whose intersection C + ∩ C − is not connected, the union C + ∪ C − is a cut of the space (its complement is disconnected).
The sphere S 2 is a Janiszewski space see [26] , Ch. X, page 506. Now choose and fix a point in the target space, say q ∈ H(A) = A . Since H : X onto −→ Y is monotone, its preimage C def = = {z ∈ X : H(z) = q } is a continuum. Our aim is to show that C ∩ A is connected. For this, we first observe (quite a general fact about monotone mappings) that C ⊂ R 2 is not a cut of R 2 , meaning that its complement is connected. Indeed, we have
Both terms in this union are connected; the first by obvious reasons, the second is just a primage under H : X onto −→ Y of the connected set Y \ {q} . We need only verify that the intersection of those terms is not empty. But this is immediate from the formula
We are now in a position to appeal to Janiszewski Theorem. For this, note that the above-mentioned symmetry of H yields the respective symmetry of C . Specifically, z ∈ C z ∈ C . Then C can be decomposed in accordance with sign of m z as follows: C = C + ∪ C − , where C + = {z ∈ C : m z 0 } and C − = {z ∈ C : m z 0 } It is readily seen that both C + and C − are continua, and
Since C is not a cut of R 2 , by Janiszewski's Theorem, the intersection C + ∩ C − must be connected, completing the proof of Lemma 5.1. 5.9. Segments of Squeezing. The next step in our discussion is to look at the pre-images of the four points ±ε ± iε (exactly where ∂Y ε fails to be convex) under the monotone mappings H : B onto −→ εB and H : D onto −→ εD , respectively. These pre-images, being connected, must be straight line segments in B and D with endpoints at ±1 ± i , respectively. They do not pass through the origin, because H(0) = 0 . They have the same length (possibly zero) because of the rotational symmetry H(iz) = iH(z) . Let us denote these segments by,
Note that at this stage of our arguments one cannot claim yet that B ± and D ± are the only collapsing sets, though it will turn out to be true.
5.10.
Outside the Cracks. We now remove the collapsing segments B ± and D ± from X (interpreting them as cracks in X that are squeezed to the boundary points at which ∂Y fails to be convex),
Proof. The proof is based on Proposition 3.4, which asserts that H is the unique energy-minimal map among all monotone Sobolev mappings from X onto −→ Y with the prescribed boundary data g ε : ∂X onto −→ ∂Y ε . Our first aim is to construct a monotone Sobolev mapping H : X onto −→ Y whose energy does not exceed the energy of H . For this purpose, we cut the circular clover X into four sectors along the line segments B and D . Let us introduce a generic notation for these sectors.
Analogously, we cut the elliptical clover into four sectors, Figure 7 . . It is also important to notice the following formula for the domain X with cuts, as defined at (5.5). Namely,
Proceeding further in this direction, we estimate the energy of H as follows:
On the other hand, according to Proposition 3.4 , H is the unique energy-minimal map among all monotone Sobolev mappings with the prescribed boundary data g ε : ∂X onto −→ ∂Y ; H is thereby equal to H in the entire region X . Formula (5.6) reads as:
The proof of Proposition 5.4 is completed by invoking the last statement of Theorem 1.5, which tells us that H is a harmonic diffeomorphism from H −1 (Y) onto Y . For additional benefit, it also tells us that H is locally Lipschitz on X (with cracks included).
5.12.
Summary. This example makes it clear that the Hopf Laplace equation and monotonicity imposed on its solutions circumvent injectivity difficulties.
When harmonic extensions fail, the Hopf-harmonics come to rescue. Figure 11 . Cuts in a clover are inevitable when ε ≈ 0 . Finding an explicit formula for the length of cuts in terms of ε , seemingly only a technical problem, is actually quite difficult.
An Alternating Process of Constructing Monotone Hopf-harmonics
In this last section we set out a scheme of possible construction of monotone Hopf-harmonic mapping of a simply connected Jordan domain B ⊂ R 2 onto a non-convex Lipschitz domain Y ⊂ R 2 . The proposed scheme is motivated by the classical Schwarz Alternating Method that was originated in [37, 38, 39] for theoretical studies of conformal mappings and related planar harmonic functions. More recently, this method gained a lot of attention as a very efficient algorithm for parallel computers. There is a substantial literature on Schwarz Alternating Method for general second order elliptic PDEs, beginning in 1951 with S.G. Mikhlin's paper [32] on convergence of the iterates. See the fundamental work of Lions [28, 29, 30] for far reaching developments and the expository publications by Chan and Mathew [4] and Le Tallec [42] , and the book of Smith, Bjorstad and Gropp [40] .
We do not attempt to rise and answer the most general questions. Our eventual aim here (not fully realized yet) is to illustrate that the idea of Schwarz remarkable technique can potentially be exercised for monotone solutions of the Hopf-Laplace equation. To emphasize the analogy and differences in our approach, let us take a glimpse of the Schwarz Alternating Method for constructing scalar (real valued) harmonic functions. This scalar case reveals the first major difference; namely, the comparison principle (a powerful tool for scalar harmonic functions) is unavailable when studying complex harmonic homeomorphisms.
The classical Schwarz method works as follows. Let a domain B ⊂ R 2 be expressed as union of two overlapping subdomains B = B 1 ∪ B 2 . We assume that for each of these subdomains one can solve the Dirichlet problem (under any reasonable boundary data). Let a given (reasonable) function g ∈ C (B) represent a boundary data for the Dirichlet problem in B . The alternating process begins with a function g 1 on B that is harmonic on B 1 and has the same values as g on ∂B 1 ; call it harmonic replacement of g ∈ C (B 1 ) . On the remaining part B\B 1 , we set g 1 = g . The next function g 2 ∈ C (B) is harmonic on B 2 with the same values as g 1 on ∂B 2 , and coincides with g 1 on B \ B 2 .
Continuing in this manner, we capture a sequence {g 1 , g 2 , g 3 , g 4 , ...} which (under suitable geometric/analytic hypotheses) converges to the solution of the Dirichlet problem in B , see [32] . The point to make here is that during this process the subdomains B 1 and B 2 stay the same for all time; only the boundary data of the harmonic replacements change. This remains in major contrast with our alternating approach for the monotone Hopf harmonics. Precisely, in our method the subdomains B 1 and B 2 will vary, but their images under the harmonic replacements will always be the same convex domains, say Y 1 and Y 2 , respectively. We can make this clear by means of the following example. simply connected subdomain of B in which h is a harmonic diffeomorphism. Such a subdomain must be the entire disk B with a cut (possibly empty) along a segment of the vertical diagonal. Example 4.1 shows that in general such a cut need not be empty. Figure 13 illustrates this case (together with the additional features of the limit map of the alternating process). The idea below is reminiscent of the Schwartz alternating process.
6.2. The iteration process. We shall construct, by induction, a sequence of homeomorphisms h j ∈ H g (B, Y). The induction begins with h 0 ≡ g , see Figure 12 , and continues with mappings denoted by h 1 , h 2 , . . . , h 2k−1 , h 2k , . . . for k = 1, 2, . . . . for all x 1 , x 2 ∈ B, see (3.3). In particular, {h j } contains a subsequence converging uniformly on B. An obvious question to ask is whether the entire sequence {h j } converges; precisely, Question 6.1. Does {h j } converge uniformly (consequently, weakly in 
