Longitudinal data are often collected in biomedical applications in such a way that measurements on more than one response are taken from a given subject repeatedly overtime. For some problems, these multiple profiles need to be modeled jointly to get insight on the joint evolution and/or association of these responses over time. In practice, such longitudinal outcomes may have many zeros that need to be accounted for in the analysis. For example, in dietary intake studies, as we focus on in this paper, some food components are eaten daily by almost all subjects, while others are consumed episodically, where individuals have time periods where they do not eat these components followed by periods where they do. These episodically consumed foods need to be adequately modeled to account for the many zeros that are encountered. In this paper, we propose a joint model to analyze multivariate hierarchical semicontinuous data characterized by many zeros and more than one replicate observations at each measurement occasion. This approach allows for different probability mechanisms for describing the zero behavior as compared with the mean intake given that the individual consumes the food. To deal with the potentially large number of multivariate profiles, we use a pairwise model fitting approach that was developed in the context of multivariate Gaussian random effects models with large number of multivariate components. The novelty of the proposed approach is that it incorporates: (1) multivariate, possibly correlated, response variables; (2) within subject correlation resulting from repeated measurements taken from each subject; (3) many zero observations; (4) overdispersion; and (5) replicate measurements at each visit time.
Introduction
Longitudinal data are common in biomedical applications whereby measurements on more than one response are taken from a given subject repeatedly over time. Some applications may demand analysis of these outcomes jointly to get insight on the joint evolution and/or association of several responses over time. In practice, all or part of these multiple longitudinal responses can be characterized by many zeros. For example, in dietary intake study, as we focus in this paper, some food components are eaten daily by almost every study participant, while others are consumed episodically, so that food record data are characterized by many zeros for the latter.
There is an extensive body of literature on analysis of each single outcome separately. For a Gaussian longitudinal outcome, for example, the linear mixed model is very popular. 1 On the other hand, non-Gaussian repeated data (e.g. binary and count) are often modeled using generalized linear mixed model (GLMM). Details can be found, for example, in Engel and Keen 2 and Molenberghs and Verbeke. 3 These modeling frameworks make use of subject-specific random effects, often assumed to be Gaussian, to account for the correlation between observations taken from the same subject repeatedly over time. Several extensions to the basic GLMM have been proposed to account for excess zeros in hierarchical count data. [4] [5] [6] Tooze et al. 7 studied a two-part model in the context of longitudinal semicontinuous data. Additional information on the two-part model in longitudinal semicontinuous data can be found in Olsen and Schafer. 8 Albert and Shen 9 proposed a two-part latent process model to simultaneously deal with repeated semicontinuous data with many zeros, serial correlation as well as missing observations. Kipnis et al. 10 formulated a model to analyze data with many zeros and measurement error and applied it to evaluate relationships between episodically consumed foods and health outcomes. A survey of methods to analyze non-negative continuous and discrete univariate data having a substantial proportion of zeros in cross-sectional and repeated measures extensions have been reviewed by Min and Agresti. 11 It is not uncommon to find situations where several outcomes are collected simultaneously over time. When separate analysis of each outcome does not adequately address the underlying research question, joint analysis of the multiple responses is often needed. However, modeling of several longitudinal profiles jointly is complex and poses computational challenges. This led Fieuws and Verbeke 12 to propose a pairwise fitting approach to reducing the high dimensionality in estimating multivariate random effects models. Some or all of the multiple longitudinal responses can be characterized by many zeros, and this is an additional challenge for the statistical modeler. The zero and positive amounts are distinct and can each be influenced by covariates. It has been documented, based on simulation studies and real data analysis, that failure to appropriately account for many zeros leads to biased results, and hence erroneous inferences and conclusions. 7 Zhang et al. 13 proposed a measurement error model for multivariate cross-sectional semicontiuous data characterized by many zeros and applied to a dietary intake study. The authors employed survey-weighted Monte Caro computations to fit the joint distribution.
In this paper, we propose a joint model to analyze multivariate hierarchical semicontinuous data characterized by many zeros and multiple replicate observations at each measurement occasion. The novelty of the proposed approach is that it incorporates: (1) multivariate, possibly correlated, response variables; (2) within subject correlation resulting from repeated measurements taken from each subject; (3) many zero observations; (4) overdispersion; and (5) replicate measurements at each visit time.
The rest of the paper is organized as follows. In Section 2, a motivating case study is described. Section 3 focuses on a review of mixed models and their extension for many zeros to analyze a single longitudinal outcome. Section 4 proposes a zero-inflated joint model for multivariate semicontinuous longitudinal data. A likelihood-based estimation approach along the lines of Fieuws and Verbeke 12 is proposed in Section 5. Section 6 presents an analysis of longitudinal semicontinuous data from a dietary behavioral intervention study. Section 7 presents results of a simulation study. Some concluding remarks are given in Section 8.
Motivating case study
The Cultivating Healthful Environments in Families of Youth with Type 1 Diabetes (CHEF) study is an 18-month randomized trial to evaluate the efficacy of a family-based behavioral intervention that integrated motivational interviewing, active learning, and applied problem-solving to increase intake of whole plant foods (fruits, vegetables, whole grains, legumes, nuts, and seeds) among youth with type 1 diabetes. The study was conducted at an outpatient, free standing, multidisciplinary diabetes center in Boston, MA. Children aged 8 to 16 years were included in the study. Families in the intervention condition received sessions on healthy eating, with a focus on increasing intake of whole plant foods. Sessions subsequently applied intervention content to each meal time and other eating contexts. Participants in the control condition received no additional dietary advice beyond that provided as part of the standard type 1 diabetes care. Details of the study design, randomization procedures and treatment conditions can be found in Nansel et al. 14 There were 66 and 70 children randomized to the intervention and control group, respectively. The child's usual dietary intake was estimated using three-day food records; these daily records are treated as replicate measurements at each visit. Data on intake of various food groups including total fruit, whole fruit, whole grains, among others were collected from each child at six time points, with a maximum of four replicate measurements per subject per visit, and a median number of replicates of four combining visits and subjects. Some of these components were consumed by almost every child daily, while others are episodically consumed, and hence characterized by many zeros. The latter include, for example, total fruit, whole fruit, whole grain, dark green, orange vegetables, and legumes. The longitudinal profile of each of these food components can be studied separately with little efficiency loss relative to the joint model. If interest is, however, on the association among the food components and/or global tests of covariate effects, joint modeling of the several food intake components is necessary. Table 1 shows summary of percent of zeros, as well as food group mean with and without zeros at each measurement occasion. Evidently, there is strong evidence of many zeros having a noticeable impact on the average values across all of the four responses. The mean number of nonzero replicates is almost the same across the visits. This paper focuses on the joint modeling of total fruit, whole fruit, whole grain, dark green, orange vegetables, and legumes intake profiles characterized by many zeros and well known to be clinically important food components from nutritional viewpoint.
Model formulation 3.1 Mixed model for semicontinuous data with replicates
Let Y ijk be the semicontinuous outcome of the kth replicate for subject i at time j. Also, let O ijk be the occurrence indicator variable for the ith subject at the jth time point for the kth replicate such that
The binary responses O ijk 's are clustered due to the repeated measurements per subject and the replicates at each measurement occasion. One can consider a random effects approach to account for the data hierarchy stemming from replicate-level and the subject-level correlation in a unified way.
Since replicates are all exchangeable, we model the sum of replicates at each measurement time O ij ¼ P n ij k¼1 O ijk . The outcome O ij can be modeled with a overdispersed (relative to a binomial distribution) count distribution to allow for extra-variation in the replicate sum across measurements. 15, 16 We can incorporate both replication and subject-specific variation by using a beta-binomial model for the replicate and a Gaussian random effects model for the subject-specific variation. This is in contrast to considering the normal random effects alone, which may be too restrictive. 17, 18 Alternatively, we could incorporate two levels of nested random effects (one for subject-level and one for replicate-level); however, this is more computationally expensive to fit. Our modeling strategy considered
are the regressors corresponding to c, b 1i are random effects with design matrix z 1ij , p ij are the binomial probability expressed in terms of regressors, and ij are overdispersion random effects assumed to follow beta 
The resulting partially marginalized density, over the beta random effects, still conditioning on the subject-level random effects, is given by
where B is the beta function. Details on partial marginalization can be found in Molenberghs et al. 17 Turning to the continuous part, suppose that S ijk denotes the nonzero values of the response defined as S ijk ½Y ijk jO ijk ¼ 1. As with the O ijk 's, since replicates are exchangeable, it is natural to sum them
We assume a Gaussian model for S ij such that ðS ij jb 2i , bÞ $ Nðn
ij is the number of nonzero replicates for subject i at visit j, x 2ij are the regressors corresponding to b, and b 2i are random effects with design matrix z 2ij . The random effects b i ¼ ðb 1i , b 2i Þ 0 are assumed jointly normal and possibly correlated. The regressors x 1ij and x 2ij can be overlapping, a subset of the regressors in the probability part, or entirely different sets of regressors. The likelihood is given by
where f 1ij is the beta binomial density function for O ij as defined in equation (1), and f 2ij is the Gaussian density function for the continuous response S ij .
Joint model for multivariate hierarchical semicontinuous data
Suppose there are m longitudinal semicontinuous responses characterized by many zeros and each can be modeled as described in Section 3.1. A joint model formulation follows from combining each single model of Y ij in Section 3.1 through random effects that are assumed to follow multivariate normal distribution. The resulting joint model takes the following general expression
where f ð y ' jb ' Þ is the density of the ' th response, expressed in terms of f 1ij and f 2ij of Section 3 and f Ã is a 2 Â m-dimensional Gaussian density for the random effects ðb 1 , . . . , b m Þ, such that, for subject i, each b 'i consists of two random effects (b '1i , b '2i ), one for the binomial part and one for the continuous part, as described in Section 3.1. The likelihood contribution of subject i is l i ðY 1i , . . . , Y mi j:Þ, where : is the vector of fixed effect and covariance parameters in the joint model and constitutes components of b, c, D, , and . Estimation of the full joint model and hence inference for : is not feasible in the standard statistical software due to the computational difficulty resulting from the high dimensionality. To overcome this computational challenge and reduce the dimensionality in the m responses, we adopted pairwise fitting approach proposed by Fieuws and Verbeke. 12 
Estimation
As mentioned in Section 4, one possible strategy to reduce the dimensionality in equation (2) and estimate the model parameters is pairwise bivariate fitting. For simplicity, in this section, we consider outcome-specific randomintercept models that are shared among the binomial part and the continuous part for a given response.
More complicated models can also be done. For subject i, consider a vector of the rth and sth bivariate responses
We assume that Y ri and Y si are conditionally independent given b i ¼ ðb ri , b si Þ 0 , where b i $ MVNð0, DÞ, and D is given by
The likelihood to be maximized corresponding to the rth and sth bivariate two-part mixed models takes the form
where N is the total number of subjects, f and f Ã are as defined in equation (2) . The total number of possible pairs from m responses is P ¼ : 0 . The resulting averages are asymptotically normal. However, the standard errors cannot be directly computed by simple averaging of their corresponding pair-specific estimates. The pairwise fitting approach in equation (4) is equivalent to maximizing a pseudo-likelihood function of pairs of responses at different time points. 12, 19, 20 As a result, the asymptotic normal distribution for b :
where J is a block-diagonal matrix with diagonal blocks J pp , and K is a symmetric matrix containing blocks K pq , i.e.
Hence, as mentioned in the earlier sections, estimates for : are obtained by averaging the corresponding elements in b : 0 , whereby A is used as an appropriate matrix of coefficients, and the standard errors follow from ADA T . The components ijk are assumed independent, and for identifiability reasons, is constrained to be constant, as and are not simultaneously identifiable, in the presence of a linear predictor, because there is aliasing effect with the intercept. 18, 21 There is no closed-form expression for the pairwise components of the likelihood in equation (4) . It is advisable to provide user-defined starting values for stability of the iterative process. A SAS macro has been used to fit the P bivariate two-part mixed models and combine the results whereby each pair as shown in equation (4) is fitted with the SAS procedure NLMIXED using adaptive Gaussian quadrature based on quasi-Newton optimization technique.
Analysis of the CHEF study
We analyze the CHEF study data described in Section 2. The four energy-adjusted food intake components, total fruit (TF), whole fruit (WF), whole grain (WG), dark green, orange vegetables and legumes (DGOVL), will be studied (m ¼ 4). Let O 'ij , ' ¼ 1, . . . , 4 be the number of times a specific outcome takes nonzero values out of n 'ij replicates. Hence, for the logit
and given that a particular food component is consumed, the mean energy-adjusted amount is modeled as
where T ij is the jth measurement time for subject i and defined as the difference of age at the jth measurement and age at baseline, G i is a gender indicator coded as (1: girl; 0: boy), IG i is an intervention group indicator for subject i coded as (1: intervention; 0: control), b i are shared random effects among the two parts. All fixed effects parameters in the two parts are allowed to be outcome specific. The ratio is constrained to be constant, as mentioned in Section 5. The four random intercepts are assumed correlated and jointly normally distributed. Correlation between any two pair of responses is captured through the corresponding random intercept correlations whereby random effects are shared among the probability and amount parts within each outcome.
The pairwise model fitting as outlined in Section 5 is employed. A total of six pairs of bivariate mixed models are fitted for the four responses. Results are summarized in Table 2 . We observe considerable correlations among the corresponding random effects, except for WF and WG. Standard deviations of random intercepts and overdispersion are statistically significant across all responses, implying strong evidence of these phenomena. Among fixed-effect covariates, gender is found to be significant both in the amount and probability parts, except for WF and in the occurrence probability ( 2 Þ part of WG. However, energy-adjusted intake of TF, WF, WG, and DGOVL are not different among intervention and control groups.
One interest in the CHEF data analysis would be to test whether or not there is a joint treatment by time interaction in the four energy-adjusted food intake components. To achieve this, we employed a multivariate Similar data could arise from household medical expenditure, in which the zeros represent patients who do not use health services, while the level of expenditures among the users can be described by the continuous distribution. Categories of expenditure include payments for medical provider visits, non-physician services, hospital inpatient stays, emergency room services, dental visits, home health care, and prescription medications. In this example, the statistical modeler may be also interested in the joint analysis of two or more of these expenditure categories.
Simulation
A simulation study was conducted to investigate the performance of the proposed method. Section 7.1 focuses on bias in parameter estimates and coverage probabilities in the more general model versus a model that ignores the many zeros and replicates. Section 7.2 explores the method with missing data.
Simulation I
The aim of this section is to examine the effect of ignoring excess zeros and replication effects while both features are actually present. For this purpose 1000 data points were generated from the most general model for 200 subjects at seven time points with four replicates on the basis of the CHEF study. Three correlated longitudinal outcomes were considered. The occurrence probability for each response in the ith subject for the jth visit of the kth replicate is generated as 01Þ 0 , the residual errors " ijk are assumed independent, each generated from normal distribution with mean 0 and standard deviations 0.8, 1, and 0.5. We also included beta distributed random components ijk in the linear predictor to induce additional heterogeneity in order to investigate whether they could be separable. We consider the ratio of the two positive parameters of beta distribution to be a constant of 0.5. The random intercepts ðb 1i , b 2i , b 3i Þ among the three responses are assumed correlated and generated from multivariate normal distribution with mean 0, standard deviations 1.8, 2, and 1.5, and correlation matrix Table 3 shows results of the simulation under the two-part multivariate model where all features are simultaneously dealt with. Clearly, all of the mean estimates are very close to the true values suggesting that point estimates are unbiased. Furthermore, model fitting converged for all simulations, implying that the model can be implemented and fitted in standard software regardless of its complexity. In addition, as shown in Table 4 , Monte Carlo standard errors and average standard errors are quite similar across all model parameters suggesting that the standard errors are estimated well.
We also fitted the ordinary mixed model that treats the many zeros as continuous observations and replicates as independent observations. As presented in Table 5 , omitting the many zeros as well as replications lead to severe impact in model fit whereby a non-negligible bias is observed on all parameters. In addition, the two models were compared in terms of 95% coverage probabilities. While the coverage probabilities under the two-part model are very close to the expected, the ordinary mixed model performed very poorly where the coverage rates for most of the parameters estimated to be 0%. The 95% coverage probabilities for parameter estimates in the two-part model and the ordinary mixed model are summarized in Table 6 . These results underscore the necessity of appropriately accounting for excess zeros and replications in modeling multivariate longitudinal semicontinuous data.
Simulations were conducted to investigate the effect of omitting the replicates. This was made by taking the first observations of the data generated from the two-part model. The beta-binomial model in the O ij component now reduces to the Bernoulli model, as a special case. The results suggest that parameter estimates are still unbiased but less efficient based on mean square error comparison (data not shown). Furthermore, slightly modified versions of our earlier simulation were adopted to investigate the power gained in joint testing of the covariate effects. To achieve this, the global test procedure employed in Section 6 for the CHEF data analysis is applied to test the null hypothesis H 0 ¼ 11 ¼ 
Simulation II
The proposed method is studied under missing completely at random (MCAR) as well as missing at random (MAR) setting. In MCAR, the missingness mechanism is independent of both observed and unobserved data, while MAR assumes that missingness is independent of unobserved given the observed data. 22 An average of 2%, 5%, 10%, 15%, 25%, and 30% observations were randomly selected and set missing at visits 2, 3, 4, 5, 6, and 7, respectively, from data simulated as in Section 7.1, with no observation missing at baseline. This defines the MCAR. For the MAR situation, a similar proportion of missingness is induced at each time point in such a way that observed data below certain baseline value (in this case 0.2) were randomly deleted from each of the first two responses (Y 1 and Y 2 ), while the third variable (Y 3 ) was set not to have any missing value. For example, at t ¼ 2, to get 2% of the data missing, we draw a number from a uniform distribution for every observation in the dataset, and if it is <0.02 and meets the cut-off point requirement, we label the value to be missing. Data were deleted from the complete case of Section 7.1 in such a way that some pattern of missingness was induced through the cut-off point for the MAR mechanism, while the MCAR was purely random at each time point. Furthermore, simulations were conducted to study the behavior of the method in the context of a dropout model that often occurs in longitudinal studies. The simulation setting is similar to Section 7.1, but with the following dropout mechanism. For multivariate longitudinal data, say, Y 'ij , where ' is response (' ¼ 1, 2, 3), i is subject (i ¼ 1,. . ., 200), j is time (j ¼ 1,. . .,7) , an individual i drops out before the first follow-up (j ¼ 1) with binomial probability p i1 , then Y 1i1 , Y 2i1 , Y 3i1 and all future measurements for subject i are missing. Assuming individual i does not dropout at time 1, its drop out probability at time 2 is p i2 ¼ logit
, and Y 3i2 and all future measurements for subject i are missing. In general, for j ¼ 3, . . . , 7, assuming individual i does not dropout at time (j -1), its dropout probability at time j is p ij ¼ logit
, and Y 3ij and all future measurements for subject i are missing.
The results for MCAR are summarized in Table 7 . As expected, the parameter estimates do not show bias. Also, the simulation results under MAR in Table 8 suggest good performance of the method except for a small bias in time effect estimates corresponding to the amount ( 1 ) and occurrence probability ( 1 ) in Y 1 and Y 2 . We observe that estimates corresponding to Y 3 are very similar in both MAR and MCAR as well as the results in Table 3 . The results for the dropout model are shown in Table 9 . For p i1 ¼ 5% and 1 ¼ ðÀ3, À0:2, À0:2, À0:2Þ 0 , on average, nearly 70% of the subjects remain until end of the study. These results suggest that parameter estimates are approximately unbiased.
In addition, a simulation study to examine the efficiency loss of our approach relative to a full likelihood approach was conducted assuming MAR. This was done exactly in the same spirit as the simulation in Table 8 , except the outcome specific random intercepts in Section 7.1 are now replaced by a shared random intercept common across the outcomes. This choice was made mainly because the full likelihood model with separate random effects for each outcome is computationally cumbersome. Mean square error (MSE) was computed for the full likelihood model and pairwise fitting, as shown in Table 10 . These results suggest that pairwise approach does not automatically lead to efficiency loss. This is in line with Fieuws and Verbeke 12 who also suggested no evidence of efficiency loss when outcome-specific parameters are considered. Furthermore, similar simulations in MCAR and without missing data suggest slight gain in efficiency of random effect variances of the two-part full likelihood model as compared to the corresponding estimates from the pairwise or separate two-part analysis of each component, while this is not the case for the fixed effect parameter estimates with or without missing data. The random effect variance estimation in the two-part model slightly benefits from the joint modeling as this allows both the intensity and probability parts to correlate within and between the components.
In longitudinal studies, especially with many repeated measurements per subject, random slope could be important as well. Given the complexity of the proposed multivariate model and the need for random effects to be included in both model parts, adding random slope in the simulation leads to a more complex correlation structure, and hence, model fitting becomes increasingly difficult. Even in the context of univariate semicontinuous longitudinal data, fitting two-part models in the presence of both random intercept and random slope, poses several computational challenges. An account of this can also be found, for example, in Tooze et al. 7 We considered separate random intercept models in our simulations for simplicity and computational reasons.
Concluding remarks
In this paper, we proposed a joint modeling framework for multivariate longitudinal semicontinuous data characterized by many zeros and replications. A random effect approach is considered whereby correlation among multiple response profiles is captured by allowing the random effects to be correlated with each other. To account for zeros, a two-part model is employed in such a way that the first part models whether or not a response takes the zero value and the second part models the positive measurement given a nonzero.
In terms of estimation, we have focused on pairwise fitting of bivariate two-part mixed models. An advantage of this approach is that it reduces dimensionality of the random-effects structure and extremely simplifies implementation in software, as compared to the full multivariate problem. Apart from computational flexibility, the proposed approach helps to estimate correlation among individual outcomes. Furthermore, joint inference of covariate effects can be made, as shown in the CHEF data analysis. Our simulation study demonstrated that the proposed approach leads to unbiased parameter estimates and coverage probabilities in very close agreement with targeted interval. However, failure to properly account for the zeros may severely impact on parameter estimates as well as associated inferences. In addition, joint modeling of multiple correlated responses increases power for global tests of covariate effects. The pseudo-likelihood approach has the benefit of computational simplicity, but theoretically may lose the advantage of a full likelihood in that estimation may be robust to MAR outcome data. Based on limited simulations, we observe that the pseudolikelihood approach is approximately unbiased under MAR in practical situations. The results can not necessarily be generalized to all MAR configurations.
Extensions can be made to the proposed method. When interest is on the marginal or population-averaged inference of covariate effects in the probability part, one can make use of the so-called connector functions to link conditional and marginal models, as proposed by Heagerty and Zeger. 23 For longitudinal data with more repeated measurements per subject, random slopes can be included. In addition, separate but correlated random effects can be allowed for probability of a zero and amount parts, as shown in Tooze et al. 7 in the context of univariate semicontinuous longitudinal responses. However, such extensions may result in computational difficulties in our setting as the covariance matrix of the random effects becomes increasingly complex.
