ABSTRACT Blur detection is aimed at estimating the probability of each pixel being blurred or non-blurred in an image affected by motion or defocus blur. This task has gained considerable attention due to its promising application fields in computer vision. Accurate differentiation of anomalous regions (including the sharp but homogeneous regions and pseudo-sharp backgrounds) and motion-blurred regions are main challenges in blur detection, in which both conventional and recently developed blur detection methods have limited performance and low time efficiency. To address these issues, this paper develops an accurate and fast blur detection method for both motion and defocus blur using a new end-to-end deep neural network. First, a novel multi-input multi-loss encoder-decoder network (M-shaped) is proposed to learn rich hierarchical representations related to blur. Then, to resolve the problem shows that blur degree is susceptible to scales, we construct a pyramid ensemble model (PM-Net) consisting of different scales of M-shaped subnets and a unified fusion layer. The experiments demonstrate that the proposed PM-Net can accurately handle those challenging scenarios with anomalous regions for both defocus and motion blur. Our method performs better than previous state-of-the-art methods. It achieves the F 1 -score of 0.893 for only defocus blur and 0.884 for joint motion and defocus blur, both of which significantly surpass previous methods on the benchmark BDD dataset. We also test our PM-Net on another public CDD dataset composed of challenging defocused images. The proposed method also outperforms other published methods with an F 1 -score of 0.885. In addition, our proposed method is hundreds of times faster (millisecond) than other state-of-the-art methods (second). Moreover, our experiments also demonstrate that the PM-Net is robust to noise and has a good generalization property.
I. INTRODUCTION
Blur is a ubiquitous degradation phenomenon in images captured using photography systems. The large aperture or limited depth of field of the camera often results in defocus in some regions of the captured images. Shaking of the camera or motion of the object also leads some regions to be motionblurred. Examples of typical blur are shown in Fig. 1 
. Blur information in a captured image is valuable and practical in
The associate editor coordinating the review of this manuscript and approving it for publication was Aysegul Ucar. many computer vision applications, including blurred image restoration [1] , [2] , motion measurement [3] , [4] , depthof-field extension [5] , [6] , multi-focus fusion [7] , [8] , and defocus magnification [9] , etc. It is foremost to detect the blur degree of each pixel (i.e. blur detection) for a given image affected by motion or defocus blur before we utilize the blur information. Particularly, the partially blurred image is far more complicated and challenging compared to the globally blurred image. Therefore, accurate blur detection is an important yet challenging task in computer vision fields. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ FIGURE 1. Examples of (a) globally blurred image, (b) (c) partially motion-blurred images, and (d) partially defocused image.
Previous studies on partial blur detection have paid a lot of efforts in designing blur metrics with handcrafted features [12] - [21] in gradient domain, intensity domain, frequency domain, or other transformation domains. However, the performances of these conventional blur metrics are often limited, especially in the face of challenging scenarios containing anomalous regions as shown in Fig. 2(a) . For instance, blur metrics based on handcrafted features can hardly differentiate a blurred region from a sharp but homogeneous region, as marked by yellow circles in Fig. 2(c) . Handcrafted features cannot effectively capture semantic information hidden in a region without noticeable textures. Hence, it easily results in erroneous judgment on the homogeneous sharp region. Another challenge is that blur metrics based on handcrafted features are difficult to detect the pseudo-sharp backgrounds, as marked by purple boxes in Fig. 2(c) . The pseudo-sharp backgrounds, which are the blurred region but with some moderately sharp edges, are prone to be misinterpreted by handcrafted features.
Recently, deep convolutional neural networks (ConvNets) have been successfully applied to partial blur detection [22] - [26] . Deep learning-based blur detection does not rely on laborious feature design and shows more promising performance than conventional blur metrics. However, current deep learning methods on blur detection still have some limitations.
First, most of the methods have a limited time efficiency due to either (i) a necessary but time-consuming postprocessing to refine the detected result gradually, or (ii) reduplicative blur measurement at the patch level where ConvNets have to run numerous times to obtain the blur score of every patch.
Second, the performances are still limited for the challenging scenarios with anomalous regions (Fig. 2(d) ). Similarly, they generally pay more attention to defocus blur while perform less well in detecting motion blur.
Third, the change of scale greatly influences the clarity of an image region, which leads to an ambiguity between sharp and blurred (Fig. 3) . However, countermeasures to the scale ambiguity problem in those ConvNet-based methods are not effective enough yet, which weightily limits the model performance.
To address these issues, we seek to develop a fast and accurate detection method for both motion and defocus blur using a new end-to-end deep network from raw image directly to final result. We first propose a novel multi-input multiloss encoder-decoder (M-shaped) network to effectively learn and integrate hierarchical features with different scales. Then, to resolve the scale ambiguity and handle challenging scenarios more effectively, we further propose a pyramid ensemble network consisting of different scales of M-shaped subnets and a unified fusion layer, named PM-Net. The uniqueness of our algorithm is: (1) a novel M-shaped architecture equipped simultaneously with multi-scale input and multi-level loss; (2) a pyramid ensemble network capable of resolving scale ambiguity and accurately detecting homogeneous and pseudo-sharp anomalies ( Fig. 2(e) ) for both motion and defocus blur; (3) fast detection speed (millisecond-level), which is hundreds of times faster than other state-of-the-art methods (second-level).
II. RELATED WORKS
Detection algorithm for partially blurred images has been studied in the past two decades and many methods have been developed, including conventional metrics based on handcrafted features and recent algorithms based on ConvNets.
A. BLUR DETECTION BASED ON HANDCRAFTED FEATURES
Based on a conventional cognition that a sharp image region has stronger gradients than a blurred one, the gradient-based features are handcrafted and utilized to estimate the blurriness of an image. Levin [11] differentiated blur regions from focused regions by running the statistics on directional gradients. Lee and Kim [18] divided an image into sharp, defocused, and motion-blurred areas based on the features combining gradient magnitude and directional coherence. Su et al. [13] proposed a blur metric by associating the gradient distribution in the alpha channel and singular value decomposition. Xu et al. [28] estimated the spatially varying defocus blur at edge locations based on the maximum ranks of the corresponding local patches with different orientations in gradient domain. Golestaneh and Karam [36] made use of high-frequency DCT coefficients of the gradient magnitudes from multiple resolutions to detect spatially varying blur.
Another general cognition is that a clear image region has more high-frequency components than a blurred one. Thus, many researchers designed the frequency-based features used in blur detection. Rugna and Konik [10] discriminated blurred regions based on three features including high frequencies, classical moments, and textural descriptors. Tang et al. [15] characterized blurred regions by spectrum residual and refined the result based on the similarity between neighbors. Zhang and Hirakawa [16] designed a double [14] and a representative deep learning method in [22] , respectively. (e) is the detection result of our proposed method. Yellow circles mark the homogeneous sharp regions and purple boxes mark the pseudo-sharp backgrounds. The deeper in color the detected result is, the clearer the raw region is.
FIGURE 3.
An illustration that the change of scale greatly influences the clarity of a region. As scale changes, a sharp region (scale 1) could be perceived as a blurred region (scale 2) and a more blurred region (scale 3). This ambiguity between sharp and blurred brought by the change of scale is named scale ambiguity. discrete wavelet transform-based notion to detect blur regions and blur kernels together. Javaran et al. [20] used discrete Cosine transform coefficients as a feature and partitioned blur regions on the concept of pixon.
Some proposed metrics utilized the gradient-based and frequency-based features simultaneously. Liu et al. [12] constructed local blur features based on gradient, spectrum, and color to detect blur regions. Shi et al. [14] extracted blur regions by a set of local sharpness features based on gradient distribution and Fourier spectrum. Yang and Qin [19] distinguished blurred regions utilizing the features based on gradient, Radon and Fourier transformations.
Other blur metrics with different mechanisms are also available. Shi et al. [35] developed a blur feature for just noticeable blur detection by establishing the correspondence between sparse edge representation and blur strength estimation. Yi and Eramian [17] separated in-focus and out-of-focus image regions based on the distribution of local binary patterns. Wang et al. [21] developed a Walsh-Hadamard based feature to detect pixel-wise blur and segment partial blur regions.
The metrics based on handcrafted features, as mentioned above, are often effective in blur detection, but they have difficulties in distinguishing the sharp but homogeneous regions and pseudo-sharp backgrounds. That is because the feature representation of these regions on gradient and frequency is not similar to conventional cognitions. Moreover, conventional blur metrics are generally insufficient in detection time, detection accuracy, robustness against scale, and feature-handcrafting difficulty.
B. BLUR DETECTION BASED ON DEEP LEARNING
In the last couple of years, the success of ConvNets has been extended to blur detection [22] - [26] , but not many in quantity and the majority only focused on defocus blur. Park et al. [22] extracted handcrafted and ConvNet-based defocus features at the patch level to construct a combined feature vector, and then fed it into a fully connected neural network classifier to detect the defocus. Huang et al. [23] designed a simple 6-layer ConvNet to produce patch-level blur likelihoods and then used a closed-form approach fusing multi-sized blur likelihoods to a refined result. Purohit et al. [26] aggregated the blur probabilities estimated by a patch-level classification network and an image-level regression network, and then fed them to an MRF-based framework which returned a refined result. Zhao et al. [24] proposed an image-level fully convolutional network and a multi-stream framework to obtain multi-scale defocus blur maps. After fusing these maps to one, they iteratively refined the rough result to get a smoother map via a recursion network. Zeng et al. [25] constructed a local defocus blur metric based on deep features with their principal component analysis, and used an iterative updating mechanism to refine the defocus detection result.
Although current deep learning-based methods have more effective and discriminative feature representations than conventional ones, there still exist some unsolved problems. The used patch-level blur measurement requires ConvNets to run numerous times repetitively to obtain the blur score of every overlapped patch, which greatly decreases the time efficiency. Additionally, considering that the obtained result is usually not satisfactory, a posterior refinement procedure is needed to gradually optimize the result, which is also very timeconsuming. Besides, the existing countermeasures to scale ambiguity in most ConvNet-based methods (e.g., measuring blur on multi-sized patches [22] , [23] ) are insufficient, which significantly reduces the model accuracy and may be a cause of the limited performance in challenging scenarios.
Therefore, in this study, we propose a novel end-to-end network (PM-Net) with no post-refinement or patch-level measurement to detect partial blur and address these aforementioned problems. The proposed method achieves better detection performance in both motion and defocus blur detection than other state-of-the-art methods, even for anomalous regions. Particularly, it has a fast detection speed at the millisecond level, which is hundreds of times faster than other second-level methods. Besides, the proposed PM-Net also has an ability against scale ambiguity, a cross-dataset generalization capacity, and a noise-robust capacity.
III. METHODS
In this section, we introduce a novel end-to-end deep network for motion and defocus blur detection. Fig. 4 illustrates the overall architecture of the network. First, we propose an M-shaped network to learn and integrate rich hierarchical features related to blur. Then, we construct a pyramid ensemble model (PM-Net) consisting of several M-shaped subnets and a unified fusion layer to resolve the scale ambiguity problem and handle the challenging scenarios more effectively.
A. M-SHAPED NETWORK
The proposed M-shaped network, served as the backbone subnet of the PM-Net, is a multi-input multi-loss encoder-decoder network, based on the inspiration from the U-net [29] . U-net is a fully convolutional neural network designed for biomedical image segmentation applications, in the form of encoder path, decoder path, and skip connections. In our model, a modified four-stage encoder-decoder structure is employed as a basic skeleton, as shown in the lower half of Fig. 4 . In the encoder path, 3×3 convolutional layers and 2×2 max pooling with a stride of two are implemented to produce a sequence of encoder feature maps with decreasing scales. Here the convolutional layer executes a composite of three consecutive operations: a convolution, followed by batch normalization (BN) [30] and rectified linear unit activation function (ReLU) [32] . In the decoder path, we apply 3×3 convolutional layers and 2×2 up-sampling with a stride of two to produce a sequence of decoder feature maps with increasing scales. In both paths, the higher stage has a coarser scale while the lower stage has a finer scale. The skip connections transfer the feature maps from encoder path and concatenate them to the corresponding decoder feature maps.
Compared to the original U-net, our M-shaped network has novelties in multi-scale image input, multi-level loss evaluation, and new skip connection. Detailed structures of the M-shaped network are illustrated in the lower half of Fig. 4 . Its detailed configurations are listed in Table. 1. The novelties and differences from other detection networks are described as follows.
1) MULTI-INPUT PYRAMID
To exploit coarse and middle scale information while preserving fine scale information at the same time, the input to the network takes the form of image pyramid. We employ the max pooling to sequentially down-sample the input image and construct a four-stage image pyramid with four decreasing scales {S, 1/2S, 1/4S, 1/8S}. The four stages of input pyramid correspond to the four stages of encoder-decoder framework one by one. Different from the other works that feed multi-scale images into multi-stream networks separately [24] , [33] , our multi-scale inputs are encoded in the encoder path. First, each-scale input is passed through a 3×3 convolutional layer to produce feature maps. Then, the produced feature maps of the input are concatenated to the corresponding feature maps of the encoder path.
The multi-input pyramid transfers more blur information from the coarse scale to the fine scale into the feature extraction procedure, which is to integrate richer blur information and promote the model performance.
2) MULTI-LOSS PYRAMID
The proposed multi-loss pyramid aims at different-level loss fusion and feedback. In the M-shaped network, the four stages of the decoder path render four probability maps M k (k = 1, 2, 3, 4) with different scales. Here, the class-balanced cross-entropy loss function [27] is applied to evaluate the four branch losses from bottom to top stages by comparing the four probability maps with resized ground truth images G k . The branch loss l k at the stage k is defined as:
where I is the input and θ denotes the parameters of the network. Y + and Y − represent the pixel sets that are labeled positive (1) and negative (0) in the ground truth, respectively. x i denotes the label (0 or 1) of the pixel i. β is the weight balancing the losses from positive and negative samples. In this study, β is preferentially set to 0.5 where the best performance is achieved after a scan from 0.1 to 0.9. The sum of branch losses is defined as the subnet loss:
where α k is the weight balancing multi-level losses. Here, we experimented various α k and achieved the best performance when α 1 = 0.2, α 2 = 0.3, α 3 = 0.3, and α 4 = 0.2. Higher weights are assigned to middle-level stages in order to better balance and merge hierarchical losses.
3) NEW SKIP CONNECTION
Between the encoder path and decoder path, we exploit a new skip module (marked by red dashed boxes in Fig. 4 ) by VOLUME 7, 2019 employing two additional 3×3 convolutional layers before encoder feature maps are concatenated with corresponding decoder stage. The new skip module is proposed to transfer more low-level morphologic features into higher-level semantic space and improve the feature merging capability. Details of our encoder-decoder structure can be found in Table. 1 and the lower half of Fig. 4 . The last decoder layer outputs a blur probability map in the same resolution of the input of the M-shaped network.
B. PYRAMID M-SHAPED NETWORK (PM-Net)
To resolve the scale ambiguity problem and handle challenging scenarios more effectively, we propose an ensemble model based on the ensemble learning theory, i.e. the pyramid M-shaped network (PM-Net). As shown in the upper half of Fig. 4 , the PM-Net consists of a number of M-shaped subnets and a unified fusion layer. Each subnet corresponds to one input scale. Therefore, multi-scale subnet models also construct a multi-model pyramid. The blur probability maps obtained at the last decoder stage in every M-shape subnet are up-sampled to the same resolution as the raw input image; then, a unified 1×1 convolutional layer is used to merge these output probability maps. Therefore, our PM-Net can output a final blur probability map at the same resolution as the raw image by merging different scales of subnets. The total loss of entire PM-Net is the sum of subnet losses, defined as:
where ω n is the weight balancing different subnet losses (l s n ) and N is the number of subnets. ω l is the weight of the loss of final fusion layer (l f ). This total loss function is integrated by every branch loss and every subnet loss, so it provides a comprehensive supervision from low morphologic level to high semantic level.
In summary, our PM-Net has significant differences compared to other detection networks, including a) multi-input pyramid structure for multi-scale image input; b) multi-loss pyramid structure for multi-level loss evaluation; c) multimodel pyramid structure for multi-scale ensemble model; d) modified encoder-decoder structure with new skip connections. These differences contribute to the fusion of multi-scale multi-level blur knowledge. Their effectiveness will be proved in details in Section IV.
C. EVALUATION CRITERIA
To evaluate the detection performance of different methods, we apply the pixel-level evaluation criteria. We use the average precision, recall, and F 1 -score as performance indicators, where the detected blur probability map is binarized using the Otsu method [31] and then compared to the corresponding ground truth image. F 1 -score is a comprehensive weighted indicator using both precision (P) and recall (R). Mathematical definitions of the metrics are listed in Table. 2. Moreover, the mean absolute error (MAE) between the binarized blur map M b and the ground truth G is also used to evaluate the difference, defined as: (4) where (u, v) 
D. DATASETS
Two publicly available datasets are applied in this study. The first one is the blur detection dataset (BDD) [34] established by Shi et al. [14] consisting of 704 partially defocused images, 296 partially motion-blurred images, and manually annotated ground truths. We resize the images to 640×512 pixels with bicubic interpolation before training. The second dataset is founded by Zhao et al. [24] , which contains 500 challenging partially defocused images and manually annotated ground truths. The images in the challenging defocused dataset (CDD) are used for a cross-dataset evaluation and their original scale of 256×256 pixels are maintained in cross-dataset test.
E. TRAINING STRATEGY
The networks are implemented in Python 3.6 using Keras with TensorFlow as backend. We initialize all the convolutional layers with the built-in Keras Glorot uniform initializer and the biases are initialized with zero. A mini-batch of 4 images is used as the input for every training iteration and the number of training epoch is 200. The momentum is set to be 0.9. The optimizer is adaptive moment estimation. The learning rate is initialized with a value of 0.001 and decayed by 1e −6 for every iteration. Both the accuracy and loss are monitored during the training phase.
In this study, both in-dataset and cross-dataset evaluations are considered. For in-dataset experiments, we use the images and ground truths from BDD with 80% of images for training and the remaining 20% of images for testing. We also set a validation set (10% of the training set) and an early stop method during the training stage to avoid overfitting. When the error of the validation set is monitored ceasing to reduce within 20 iterations, the training will be early stopped to avoid overfitting. As to cross-dataset experiments, we utilize the pre-trained model weights on BDD to conduct test on CDD.
During training, we also apply data augmentation by adding three types of noises to all the images in BBD: Gaussian white noise (Gauss) with a mean of zero and a variance of 0.01, salt-and-pepper noise (Salt) with an intensity of 0.05, and speckle noise (Speckle) with a mean of 0 and a variance of 0.04. Noise-polluted images are added into training to improve our model's robustness to noise.
IV. EXPERIMENTS
In this section, we first introduce ablation experiments to prove the model effectiveness and to determine the optimal network architecture. Then, we present our experimental results and comparisons with the state-of-the-art methods. Results demonstrate that the proposed PM-Net achieves a superior detection performance and outperforms previous methods.
A. ABLATION STUDIES
The core architecture of PM-Net is composed of three types of pyramids, including multi-input pyramid, multi-loss pyramid, and multi-model pyramid. To demonstrate the effectiveness of the three pyramids and the M-shaped architecture, we perform ablation studies based on the BDD dataset.
1) EFFECTIVENESS OF MULTI-INPUT PYRAMID
To prove the contribution of the proposed four-stage multiinput pyramid, we construct a series of ablation experiments.
We use (i) the input pyramid including only the 1 st stage; (ii) the input pyramid with 1 st + 2 rd stages; (iii) the input pyramid with 1 st + 2 nd +3 rd stages; and (iv) the complete input pyramid with four stages, respectively, in a PM-Net. These ablation experiments are implemented and their results are shown in Fig. 5 . We can find that the PM-Net with a complete input pyramid achieves the highest F 1 -score. It demonstrates the effectiveness of our multi-input pyramid.
2) EFFECTIVENESS OF MULTI-LOSS PYRAMID
Similarly, we also set several simplified algorithms to prove the contribution of the proposed four-stage multi-loss pyramid. We choose (i) the loss function with only one level (at 1 st stage); (ii) the loss function with two levels (at 1 st + 2 nd stages); (iii) the loss function with three levels (at 1 st + 2 nd + 3 rd stages); and (iv) the loss function with four levels (at all stages), respectively, in a PM-Net. Results of these ablation experiments are shown in Fig. 5 . Evidently, the PM-Net with a complete loss pyramid performs the best. A deeper input pyramid can achieve a better F 1 -score, which proves the effectiveness of our multi-loss pyramid.
3) EFFECTIVENESS OF MULTI-MODEL PYRAMID
As described in Section III. B, the pyramid ensemble model (PM-Net) contains different scales of M-shaped subnets. Here we define the PM-Nets with varying amounts of subnets as PM q -Net, where q is the number of subnets. Namely, PM 1 -Net (q = 1) is equivalent to an individual M-shaped network without multi-model pyramid and ensemble learning. To verify the contribution of the multi-model pyramid, we train (i) single-subnet PM 1 -Net with input image scale {S}; (ii) two-subnet PM 2 -Net with input image scales {S, 1/2S}, respectively; (iii) three-subnet PM 3 -Net with input image scales {S, 1/2S, 1/4S}, respectively; (iv) four-subnet PM 4 -Net with input image scales {S, 1/2S, 1/4S, 1/8S}, respectively. As shown in Fig. 5 , the PM-Nets with multiple subnets perform better than the PM-Net with single subnet, which demonstrates the effectiveness of multi-model pyramid and ensemble learning. Besides, we can also see that PM 3 -Net exceeds PM 2 -Net and PM 1 -Net in F 1 -score, and performs almost as same as PM 4 -Net. Based on the rule of Occam's Razor, we take PM 3 -Net as the best model for a 640×512 input image.
4) EFFECTIVENESS OF M-SHAPED ARCHITECTURE
To demonstrate the contribution of the proposed M-shaped architecture, we train an original U-net for comparison in the same settings. We compare the individual M-shaped network (i.e. PM 1 -Net) with an implemented U-net from aspects of precision, recall, F 1 , and MAE values. As shown in Table. 3, our M-shaped network has a better performance than U-net on BDD. The M-shaped network heightens the F 1 -score by 14.9% and reduces the MAE by 45.5% than the U-net, respectively. Evidently, the M-shaped architecture is very effective for blur detection.
B. RESULTS AND COMPARISONS
Three challenging blur detection examples have been shown hereinabove in Fig. 2 . More experiment results are shown in Fig. 6 and Fig. 7 , including twelve partially defocused images and eight partially motion-blurred images, respectively. We quantitatively evaluate our approach by comparisons with ten state-of-the-art methods, including six handcrafted feature-based methods proposed by Liu et al. [12] , Su et al. [13] , Shi et al. [14] , [35] and Javaran et al. [20] , Golestaneh et al. [36] and four deep learning-based methods proposed by Park et al. [22] , Huang et al. [23] , Zhao et al. [24] and Zeng et al. [25] . Note that the methods in [22] , [24] [25], and [35] consider only defocus. For our method, we present the results derived from PM 3 -Net (the best model) and PM 1 -Net (equivalent to individual M-shaped network) as representatives, based on above ablation studies. For other methods, we utilize the authors' implementations or our own implementations with recommended parameters in the published papers. Fig. 6 shows the results of defocus blur detection by methods in [13] , [14] , [20] , [22] , [25] , [35] , [36] and our PM 1 -Net and PM 3 -Net on the BDD dataset. Obviously, the proposed PM-Nets perform the best defocus blur detection among different state-of-the-art methods and have accurate judgment on sharp but homogeneous regions (e.g., solid-colored coat, skin, fur, feather, etc.) and pseudo-sharp backgrounds (e.g., background light speckles, etc.). Fig. 7 shows the results of motion blur detection by methods in [12] - [20] , [36] and our PM-Nets. We can find that PM-Nets perform significantly better and closer to the ground truth than the comparator methods. An observation is also obtained that PM 3 -Net achieves an appreciably more accurate result than PM 1 -Net. For better evaluation, we select two examples with sharp but homogeneous regions and two examples with pseudosharp backgrounds from Fig. 6 as representatives, which are enlarged to show details in Fig. 8 and Fig. 9 . We can clearly see that these anomalous regions including sharp but homogeneous regions (e.g. feather and skin marked by yellow curves in Fig. 8 ) and pseudo-sharp backgrounds (e.g. light speckles marked by purple curves in Fig. 9 ) are accurately distinguished by our method. By contrast, other state-of-the-art methods still have erroneous judgment on these anomalous regions, as shown in Fig. 6 . Moreover, as shown in the last two rows of Fig. 7 , our method can accurately detect the blurred regions in an image which has both defocus and motion blur while other methods are difficult to handle this kind of challenging scenario. Two cases of the last two rows from Fig. 7 are enlarged to show details in Fig. 10 . It can be clearly observed that the blurred regions including motion-blurred foreground (marked by yellow ellipse in Fig. 10 ) and defocused background (marked by red dotted circle in Fig. 10 ) are accurately detected from the given images. In addition, we evaluate the anti-noise performance of our PM-Nets when test images are polluted by Gauss (0, 0.01), Salt (0.05), and Speckle (0, 0.04) noises. Under noisy test images, PM 1 -Net achieves the F 1 -score of 0.864 and MAE of 0.110; PM 3 -Net achieves the F 1 -score of 0.878 and MAE of 0.099. The performance is still outstanding on noisy images. It suggests the superior robustness to noise of our PM-Nets.
1) QUALITATIVE EVALUATION

2) QUANTITATIVE EVALUATION
Precision and recall (P-R) curves are generated for different methods by varying the threshold within the range [0, 255] to produce binary segmentations of final blur maps. Fig. 11 shows a quantitative evaluation of our proposed method and other state-of-the-art comparators by plotting P-R curves. Evidently, our PM-Nets achieve the highest precision within the recall range from 0 to 1.
3) CROSS-DATASET EVALUATION
We perform a cross-dataset experiment between BDD [34] and CDD [24] (claimed to be challenging). Here we directly test the images with 256×256 pixels in CDD utilizing the weights of a pre-trained PM-Net based on BDD. As shown in Table. 5, the direct cross-dataset test by PM 1 -Net achieves the F 1 -score of 0.882 and MAE of 0.099; PM 3 -Net achieves the F 1 -score of 0.885 and MAE of 0.098. Both the achieved F 1 -score and MAE on this challenging dataset are significantly superior to the results of the method in [24] . It proves the superior generalization capacity of the proposed method. Some cross-dataset experiment examples of our PM-Nets with comparisons with the method in [24] are shown in Fig. 12 . 
4) RUNNING TIME
On average, our PM-Net has about 5.7M parameters to train. The entire training phase of our method takes about 3 hours on a workstation with a 3.4GHz CPU and a GTX1080Ti GPU. However, the training phase can be completed offline. The online testing has a much lower computational complexity because we can directly invoke these optimal model parameters to calculate the result. In online testing for single 640×512 defocused image, our PM 1 -Net and PM 3 -Net cost 27ms and 55ms, respectively. We provide the runtime comparison among different state-of-the-art methods in Table. 6. These comparator methods run on same workstation using the authors' implementations or our own implementations with recommended parameters to get the runtime for single 640×512 defocused image. We can see that the methods in [13] , [14] , [20] , [35] , and [36] take the runtime of 29.9s, 309.5s, 159.5s, 20.8s, and 125.2s, respectively. Our method is hundreds of times faster than these comparators. In addition, Zhao et al. reported their runtime of about 25s [24] at a workstation with same 3.4GHz CPU and GTX1080Ti GPU as ours. Huang et al. [23] also reported their runtime of 31.28s on a TitanX GPU. To the best of our knowledge, all the stateof-the-art algorithms take the runtime from a few seconds to hundreds of seconds at the same or better hardware platform, which is much longer than our method. Moreover, our PM 1 -Net and PM 3 -Net take 33ms and 59ms for joint motion and defocus blur detection, respectively. Even dealing with noisy images, PM 1 -Net and PM 3 -Net take 34ms and 61ms, respectively. The proposed PM-Net is demonstrated to have an overwhelming advantage in time efficiency.
C. DISCUSSION
We develop a fast yet accurate ConvNet-based algorithm for motion and defocus blur detection. Our major contributions include a novel M-shaped architecture and the pyramid ensemble M-shaped network (PM-Net).
The proposed M-shaped network has novelties in multiinput pyramid, multi-loss pyramid, and modified skip connections. (i) The multi-input pyramid can enhance the hierarchical feature extraction capability and the model performance against scale ambiguity. (ii) The new skip connections facilitates low-level morphologic features to transfer into higher-level semantic space, which can improve the feature merging ability. (iii) Multi-loss pyramid can supervise more levels of morphologic and semantic features than the single-level loss function. Overall, due to the above three novelties, our M-shaped network (equivalent to PM 1 -Net) can achieve evidently better performance on blur detection than other state-of-the-art methods as shown in Fig. 6(i) , Fig. 7(g) , and Table. 4. These novel parts are also proved to be effective through series of ablation studies in Fig. 5 and Table. 3. Results demonstrate that the proposed multi-input pyramid, multi-loss pyramid, and the M-shaped architecture do play indispensable roles in our algorithm. Especially ,  Table. 3 shows that the use of M-shaped architecture can achieve a 14.9% higher F 1 -score and a 45.5% lower MAE than the U-net architecture.
The PM-Net is constructed based on ensemble learning and pyramid strategy in order to resolve scale ambiguity and handle challenging scenarios containing anomalous regions and motion-blurred regions more effectively. From Fig. 6 and Fig. 7 , we can find the handcrafted feature-based methods (in [12] - [20] , [35] , and [36] ) could detect the blurred regions for some of the images, but their detected regions include incorrectly labeled regions compared to the groundtruth. The previous deep learning-based methods (in [22] and [25] ) behave better, but they still may fail to recognize the anomalous regions. In contrast, our PM 3 -Net resolves the scale ambiguity problem effectively and performs very well on the sharp but homogeneous regions (e.g. solid-colored skin and feather) and the pseudo-sharp backgrounds (e.g. the background light speckles), as shown in Fig. 8 and Fig. 9 , respectively. At the same time, our method can accurately detect the blurred regions in an image containing both defocus and motion blur, as shown in Fig. 10 . Multi-model pyramid, multi-input pyramid, and multi-loss pyramid are combined to guarantee coarse-to-fine scales being merged deeply. Consequently, the partially blurred region detected by PM 3 -Net has the best connectivity and denseness, with profiling closest to the ground truth among different methods. We can also observe from Fig. 6 and Fig. 7 that PM 3 -Net performs better than PM 1 -Net. It is because that PM 3 -Net has more countermeasures to scale ambiguity such as multi-model pyramid, a total loss function integrated by each subnet losses, and ensemble learning. Moreover, direct cross-dataset evaluation on CDD also proves the good generalization capacity of PM-Nets.
It is worth emphasizing that our PM-Net has a very fast detection speed at the millisecond level (tens of milliseconds). The proposed PM-Net is a real end-toend architecture excluding any time-consuming posterior refinement or reduplicative patch-level blur scoring needed in previous deep methods, so it can instantly output the final accurate detection result from a raw input image. The runtime of our PM-Nets is in the range from 27ms to 61ms for single 640×512 image. In contrast, all of other algorithms take much longer runtime from a few seconds to hundreds of seconds. Our method is hundreds of times faster than other state-of-the-art algorithms. This overwhelming advantage in time efficiency can expand the application into the real-time scenes, such as instant blur processing in online videos.
V. CONCLUSION
In this paper, we develop a fast yet accurate blur detection method based on a pyramid ensemble model (PM-Net) composed of several M-shaped convolutional neural networks. First, the M-shaped deep architecture is proposed to extract and integrate rich hierarchical features related to blur effectively by multi-scale input and multi-level loss fusion. Second, the pyramid ensemble model is proposed to resolve scale ambiguity problem further and produce an accurate detection result for both defocus and motion blur even on challenging scenarios. Experiments demonstrate the proposed method performs evidently better than other state-of-the-art methods. Our PM-Net can accurately detect challenging scenarios with sharp but homogeneous and pseudo-sharp anomalies owing to the simultaneous functioning of multi-input pyramid, multi-loss pyramid, and multi-model pyramid. More than that, our proposed method has a fast detection speed (millisecond-level), which is hundreds of times faster than other state-of-the-art methods (second-level).
The proposed method can effectively resolve the current limitations in detection performance, time efficiency, and scale ambiguity. However, there is still some space for improvement. (1) Our method detects the blurred region from a given image but cannot classify the detected blur into motion or defocus simultaneously. (2) The proposed method (and even all other methods) behaves not well on largeresolution high-definition images with tens of millions of pixels captured by single lens reflex (SLR) camera or aerial photography. (3) The robustness to noise is limited when training without noise-polluted samples.
In the future, more effort will be put in the following aspects. (1) We plan to improve our blur detection method with a capability of semantic segmentation to assist the subsequent operation, such as defocus restoration and motion measurement. (2) We will explore the ConvNet-based algorithm with good robustness to noise without training noisepolluted samples. (3) We will exploit a more concise network with more possible applications on mobile terminal or FPGA device. (4) We also plan to apply our detection result to the restoration of partially blurred images by utilizing the generative adversarial networks. 
