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ABSTRACT
This work describes the implementation and application of a correlation determination method based on Self Organizing Maps and
Bayesian Inference (SOMBI). SOMBI aims to automatically identify relations between different observed parameters in unstructured
cosmological or astrophysical surveys by automatically identifying data clusters in high-dimensional datasets via the Self Organizing
Map neural network algorithm. Parameter relations are then revealed by means of a Bayesian inference within respective identified
data clusters. Specifically such relations are assumed to be parametrized as a polynomial of unknown order. The Bayesian approach
results in a posterior probability distribution function for respective polynomial coefficients. To decide which polynomial order suffices
to describe correlation structures in data, we include a method for model selection, the Bayesian Information Criterion, to the analysis.
The performance of the SOMBI algorithm is tested with mock data. As illustration we also provide applications of our method to
cosmological data. In particular, we present results of a correlation analysis between galaxy and AGN properties provided by the SDSS
catalog with the cosmic large-scale-structure (LSS). The results indicate that the combined galaxy and LSS dataset indeed is clustered
into several sub-samples of data with different average properties (for example different stellar masses or web-type classifications).
The majority of data clusters appear to have a similar correlation structure between galaxy properties and the LSS. In particular
we revealed a positive and linear dependency between the stellar mass, the absolute magnitude and the color of a galaxy with the
corresponding cosmic density field. A remaining subset of data shows inverted correlations, which might be an artifact of non-linear
redshift distortions.
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1. Introduction
Coming decades will witness an avalanche of cosmological data
generated by new astronomical facilities such as the LSST (see
LSST Science Collaboration et al. 2009), SKA (see Carilli &
Rawlings 2004) or the spaceborne Euclid mission (see Laureijs
et al. 2011). These new generation of telescopes will produce
enormous amounts of unstructured data. Unlike laboratory ex-
periments on Earth, which perform targeted searches for specific
physical processes, cosmological surveys always record a com-
bination of several different, but interacting phenomena as well
as systematics. Challenges for coming data analyses therefore
arise from the requirement to handle such unstructured datasets
in order to either test current physical theories or identify new
phenomena.
Generally cosmological or astronomical observations are
generated by a combination of different physical effects. As an
example galaxies and stars form in deep gravitational poten-
tial wells of the underlying dark matter distribution. The depth
and shape of such potentials can affect the formation of galax-
ies and stars and therefore the emission spectra of photons that
we observe. Consequently, correlations between the properties
of galaxies and their large scale environment provide insights
into the mechanisms of galaxy formation (see e.g. Oemler 1974;
Dressler 1980; Postman & Geller 1984; Balogh et al. 2001;
Gómez et al. 2003; Hermit et al. 1996; Lewis et al. 2002; Blanton
et al. 2005a; Kauffmann et al. 2004; Hogg & SDSS Collabora-
tion 2003; Lee & Li 2008; Cortese et al. 2011; Yoon & Rosen-
berg 2015; Rodríguez et al. 2016). When propagating through
the Universe, photons will be affected by cosmic expansion, dust
extinction, and absorption in the intergalactic medium, yielding
altered spectra when detected at the telescope. This simple ex-
ample manifests that cosmological observations generally detect
a combination of several different physical phenomena which we
need to separate in order to identify and study individual aspects
of our physical theories.
Separating the observations into different sub groups, which
permit to study such individual aspects, is a particular challeng-
ing task in regimes of huge datasets or in high dimensions where
manual clustering of data is not feasible. As a response to this
problem we present in this work a Bayesian inference approach
to automatically search for data clusters and relations between
observed parameters without human intervention. In addition the
Bayesian approach permits to provide corresponding uncertainty
quantification for all inferred parameters.
Specifically we develop a Bayesian procedure to identify de-
terministic relations between pairs of observable parameters. In
doing so we assume the relation between parameters to be de-
scribed by an arbitrarily non-linear function which can be Taylor
expanded to any given polynomial order. By restricting our anal-
ysis to a Taylor expansion of arbitrary polynomial order we show
that the task of identifying non-linear relations between param-
eters becomes a linear inference problem. To automatically and
self-consistently identify the optimal polynomial order which is
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supported by the available data, we use the Bayesian Information
Criterion (BIC) (see e.g. Liddle 2007, and references therein). To
further handle unstructured data consisting of a combination of
many different processes generating the observations we use a
specific type of artificial neural network to separate individual
data clusters. In the past, various implementations of neural net-
works have been used in order to structure cosmological data
(see e.g. Naim et al. 1997; Fustes et al. 2013; Geach 2012; Liu
et al. 2016; Maehoenen & Hakala 1995; Polsterer et al. 2015).
In particular we will use so called self organizing maps
(SOM, first presented by Kohonen 1982), which map the topol-
ogy of a high dimensional data space to a hyper space of lower
dimensionality. As a consequence SOMs are an ideal tool to sep-
arate individual data clusters and to perform studies of the rela-
tions between parameters in such clusters.
In this work we present theory and implementation details of
our method based on Self Organizing Maps and Bayesian Infer-
ence (SOMBI) as well as several detailed tests of it.
As illustrative examples we also apply the SOMBI algorithm
to a galaxy and an active galactic nuclei (AGN) catalog to study
relations between the properties of observed galaxies and the
large scale cosmic environment. Specifically we combine galaxy
properties provided by the Sloan Digital Sky Survey (SDSS)
with large scale structure properties derived from reconstructed
density fields provided by Jasche et al. (2015). This results in
a combined dataset permitting to perform a detailed correlation
analysis between galaxies, AGNs and the large scale environ-
ment hosting them.
The results obtained from our tests and data applications
demonstrate that SOMBI is a powerful tool to study unstructured
datasets in an astrophysical or cosmological setting.
In Section 2 we describe the methodology to identify correla-
tions between observed parameters and demonstrate the ability
of SOMs to separate clusters in unstructured datasets. In Sec-
tion 3 we present the datasets used for correlation analysis as
well as the density field reconstructions provided by Jasche et al.
(2015). In order to reveal the correlation structure of galaxies and
the cosmic large-scale-structure (LSS), in Section 4 we apply the
SOMBI algorithm to data and discuss the results. In order to ver-
ify our methodology, we compare it to results obtained by Lee &
Li (2008) as well as state of the art methods for sub-division of
cosmological data. Finally, in Section 5, we conclude the paper
by discussing our results.
2. Methodology
This work presents a method to study relations between different
parameters in unstructured cosmological or astrophysical obser-
vations. As a show case in Section 4 we will study correlations
between SDSS galaxy properties and the LSS.
Detection as well as interpretation of physical quantities
from raw data is a very complex task and generally requires
broad expert knowledge. A particular challenge arises from the
requirement to capture all systematics and involved assumptions
in an accurate data model to infer physical quantities. The goal
of this work is to present a generic method able to reveal corre-
lations in complex datasets, which does not require human inter-
vention.
In general, datasets consist of a combination of data drawn
from multiple generation processes. This results in sub-samples
of data holding various different correlation structures. In order
to infer correlations form data correctly, we have to disentan-
gle samples corresponding to independent data generation pro-
cesses.
To do so, we assume that data-spaces used for correlation
determination consist of sub-samples of data drawn from mul-
tiple simple data generation processes instead of one complex
process. It is important to point out that we assume that each
sub-sample is drawn from one generation process and that the
correlations corresponding to one process can be modeled by
unique correlation functions. Therefore a major goal of this work
is to present methods able to reveal sub-samples regarding these
assumptions. Within such a sub-sample we have to identify the
correlation structure and model it parametrically.
2.1. Parametric model
The goal of correlation analysis is to find the correlation struc-
ture between two quantities x and y. In order to model the corre-
lation function we assume that the relation between x and y can
be written as:
y = f (x) + n (1)
where f is an arbitrary unknown function and n is assumed to be
uncorrelated, normal distributed noise. The underlying assump-
tion of this relation is that x has a causal impact on y. If it were
the other way around, x and y have to be interchanged.
If f is assumed to be continuously differentiable then it can
be expanded in a Taylor series up to Mth order and equation (1)
yields:
y ≈
M∑
i=0
fixi + n . (2)
Determination of correlations therefore requires to deter-
mine optimal coefficients fi for a given set of U data points
di = (xi, yi), i ∈ [1, ...,U]. Eq. (2) should hold for every data
point in the sample and therefore results in U relations which
can be recombined into a linear system of equations by defining
vectors y := (y1, y2, ..., yU)T and f := ( f0, f1, ..., fM)T . Specifi-
cally,
y = Rf + n =
y1
y2
...
yU
 =
 x
0
1 x
1
1 x
2
1 ... x
M
1
... ... ... ... ...
x0U x
1
U x
2
U ... x
M
U


f0
f1
...
fM
 +

n1
n2
...
nU
 . (3)
Without further knowledge about the noise we assume n to obey
Gaussian statistics with zero mean and diagonal covariance. This
assumes the noise of individual data points to be uncorrelated.
We further add the restriction that each ni has the same variance
p. This is reasonable if there are no locally varying uncertainties
in the data space. Therefore the probability distribution for n is
defined as:
P(n|N) := G(n,N) = 1|2piN| 12 e
− 12 nTN−1n (4)
where Ni j = p δi j and |N| = pU denotes the determinant of N.
Since it is required that p ≥ 0, it can be parametrized as p := eη,
where the unknown constant η ∈ R needs to be inferred from the
data.
The goal of this method is to identify parameter relations in
unstructured datasets. In a generic case, the probability distri-
bution of the noise P(n) might differ from Eq. (4). In particular
the noise can be correlated. If the correlation structure is known,
this can easily be encoded in N. In this case the formal procedure
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of inference presented in the following is still valid, but the so-
lutions (also the possibility of finding exact solutions) strongly
depend on the form of P(n).
In contrast, in a more generic case the correlation structure
of n can be unknown. In this case, correlations are indistinguish-
able of the correlation structure of the “signal” Rf due to the fact
that Rf and n contribute to the data y in the same way (as indi-
cated in Eq. (3)). Therefore the choice of P(n|N) as given in Eq.
(4) is still acceptable, but the interpretation of the revealed cor-
relation function f (x) changes. In particular f (x) represents the
correlation between x and y as well as the correlation structure
of n. A final interpretation of such correlations may require ad-
ditional information on the noise properties to disentangle noise
from signal. However, this is a fundamental requirement of any
method aiming and inferring signals from observations. A more
general, non-Gaussian noise case would require a more substan-
tial extension of SOMBI.
The prior distribution for η is assumed to be flat because
a priori, the noise could have any magnitude, and therefore no
value for η should be preferred. The joint probability of f, d and
η can be obtained by marginalization over n and use of the data
model given in Eq. (3). We further assume the prior on f to be
flat to permit f to model an arbitrary polynomial of order M. This
yields:
P(f,d, η) =
∫
P(f,d, η,n) dn
=
∫
P(d|f, η,n) P(f) P(n|η) P(η) dn
∝
∫
δD(y − (Rf + n)) G(n,N) dn
= G(y − Rf,N) = 1|2piN| 12 e
− 12 (y−Rf)TN−1(y−Rf) . (5)
Completing the square in the exponent, Eq. (5) yields:
P(f,d, η) ∝ 1|2piN| 12 e
− 12 (yTN−1y−jTDj)e−
1
2 (f−Dj)TD−1(f−Dj) (6)
with D = (RTN−1R)−1 and j = RTN−1y. Note that the second
exponential function is a Gaussian distribution in f with mean
Dj and covariance D.
The posterior probability distribution for f given the data d
and the noise parameter η can be expressed in terms of the joint
probability of all quantities using Bayes theorem. Specifically:
P(f|d, η) = P(f,d, η)
P(d, η)
. (7)
If η is known then the proper probability distribution of f
given d and η is obtained from Eq. (6) by normalization. Specif-
ically,
P(f|d, η) = G(f − Dj,D) = 1|2piD| 12 e
− 12 (f−Dj)TD−1(f−Dj) , (8)
where we ignored factors independent on f since the distribution
is now properly normalized. Mean and covariance of this distri-
bution are given by
fWF = 〈f〉(f|d,η) = Dj = (RTN−1R)−1RTN−1y
= (RTR)−1RTy (9)
and
D =
〈
(f − 〈f〉)(f − 〈f〉)T
〉
(f|d,η) = (R
TN−1R)−1
= eη(RTR)−1. (10)
These equations resemble the solution of a Wiener filtering equa-
tion. Note that the mean of f does not depend on η since the noise
is assumed to be zero centered and the prior for f is flat. This
method determines the full posterior probability distribution for
the coefficients f.
For visualization, the posterior distribution P(f|d, η) (Eq.
(8)) can be transformed into data space resulting in a PDF
P( f (x)|d, η) for the realizations of correlation functions f (x), x ∈
R. Specifically,
P( f (x)|d, η) = G( f (x) − R˜(x)fWF ,Y) (11)
with
R˜(x) =
(
1, x, x2, ... xM
)
(12)
being the response for a continuous field x and
Yxy = R˜(x)DR˜(y)T . (13)
P( f (x)|d, η) describes how likely a realization f (x) is, given
the data and η. This permits to visualize the reconstructed cor-
relation function including corresponding uncertainties in spe-
cific areas of the data space. Details about the derivation of
P( f (x)|d, η) are described in Appendix A.
In order to find the true value of η, we follow the spirit of the
empirical Bayes approach. In particular, we obtain η via maxi-
mum a posteriori (MAP) estimation, given the marginal proba-
bility distribution P(η|d). We assume the MAP solution ηMAP to
be the true value for η, irregardless of possible uncertainties for
the estimate of η. Given ηMAP, we can ultimately determine the
posterior distribution P(f|d, ηMAP) (Eq (8)).
The marginal distribution P(η|d) is obtained from Eq. (6) by
marginalization with respect to f:
P(η|d) ∝ P(d, η) =
∫
P(f,d, η) df
∝ 1|2piN| 12 e
− 12 (yTN−1y−jTDj)
∫
e−
1
2 (f−Dj)TD−1(f−Dj) df
=
|2piD| 12
|2piN| 12 e
− 12 (yTN−1y−jTDj) (14)
and the negative logarithm of this distribution is:
H(η|d) = − ln(P(η|d))
=
1
2
[
ln(|2piN|) − ln(|2piD|) + yTN−1y − jTDj
]
+ H˜0
=
1
2
{
[U − (M + 1)] η + e−η
[
yTy − yTR(RTR)−1RTy
]}
+ H0 ,
(15)
where in the following we callH(η|d) the information Hamilto-
nian. Here we used the definitions of D and j and the fact that N
is diagonal. Note that M + 1 is the dimensionality of the signal
space, the space of polynomials up to order M describing the y-x
correlation function f (x), and U the dimensionality of the data
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space. H0 and H˜0 are terms independent of η. The MAP solu-
tion for η is given by setting the first derivative of H(η|d) with
respect to η to zero:
0 !=
∂H(η|d)
∂η
=
1
2
{
[U − (M + 1)] − e−η
[
yTy − yTR(RTR)−1RTy
]}
(16)
and therefore
p∗ = eηMAP =
yTy − yTR(RTR)−1RTy
U − (M + 1) . (17)
The Bayesian implementation of this method is able to model
the posterior PDF for correlation structures in noisy data, given
a specific data model (in particular the polynomial order of the
Taylor series). For optimal reconstructions, the order M of the
polynomial describing the signal correlation needs to be known.
However, for real data application the underlying model is of-
ten not known. Especially in fields where the physical processes
causing correlation are not yet understood completely, it is im-
portant to have a method which does not need to know the data
model in the beginning. Therefore a possible way to infer gener-
ation processes from data are described in the next section.
2.1.1. Bayesian Information Criterion
The polynomial order M up to which correlations are modeled,
should be determined by the data themselves. This decision can
be regarded as a model selection, with all polynomials up to or-
der M constitute a model and the polynomial coefficients fi and
the noise parameter η are the corresponding model parameters.
In order to decide which polynomial order M is sufficient to de-
scribe the correlation structure of the data, we apply the Bayesian
Information Criterion (see e.g. Liddle 2007).
The BIC approach compares the maximum of the likelihood
P(d|fWF, ηMAP) of each model modified by the number of degrees
of freedom m. Specifically
BIC := −2 ln(P(d|fWF, ηMAP)) + m ln(dim(d)) =
=
1
p∗
(y − RfWF)T (y − RfWF) + U ln(p∗) + (M + 2) ln(U) . (18)
Note that if the order of the polynomial is M then m = M + 2
since there are M + 1 polynomial coefficients fi plus the noise
parameter η.
The application of the BIC aims to find the optimal polyno-
mial order M that explains the observations. If the data does not
support higher orders due to high impact of noise, the method
will always prefer lower order polynomials even though the ac-
tual correlation might be of higher order. To demonstrate this
effect we show in Fig 1 how the selected polynomial order M
decreases with increasing noise. In the depicted case we gen-
erated mock data according to Eq. 2 as a 15th order polynomial
and construct samples by adding Gaussian distributed noise with
different variance σn. In order to illustrate the impact of noise on
the BIC, we depict the selected order as a function of the inverse
signal to noise ratios k = σn/
√
U where U = 1000 denotes the
sample size.
Combining the BIC with the parametric estimation for cor-
relations results in a reliable method to reconstruct correlations
in data and quantify corresponding uncertainties. So far we as-
sumed data to be generated from a single process. In the follow-
ing, we describe our approach to handle complex data generated
by an arbitrary combination of processes.
Fig. 1. Histogram of recovered polynomial order for different inverse
signal to noise ratios k. U = 1000 and denotes the sample size. The
noise variance σn ranges from ≈ 0 to ≤ 3. The signal was generated
according to Eq. 2 as a 15th order polynomial. We see that the most ad-
equate order selected by the BIC decreases with increasing k. Note that
the selected model depends on the specific data realization, therefore
we averaged over reconstructed orders with similar k
2.2. Self organizing maps
The previous section describes a parametric approach to recon-
struct the correlation function for noisy data drawn from a sin-
gle generation process. However, real data sometimes appears to
be the result from multiple generation processes with different
underlying data models. This yields data samples consisting of
multiple sub-samples with varying correlation structures. A suc-
cessful application of the method described in Section 2.1 can
only be guaranteed, if data presented to the algorithm is drawn
from a single generation process. Therefore we present a method
to reveal sub-samples corresponding to a single data generation
process from the full dataset. In particular, we will use a Self
Organizing Map.
A SOM 1 is an artificial neural network specifically designed
to identify clusters in high dimensional data and to divide data
into corresponding sub-samples. To accomplish this division, the
SOM has to adopt the properties of the spatial distribution of
data. To do so, we assume that the distribution of data points in
a high-dimensional data space can be approximated by a low-
dimensional manifold, mapped onto the data space. In this work,
the manifold is approximated by a finite square-lattice pattern
called neuron-space, consistent of a discrete set of points, called
neurons. Each neuron holds a position in the neuron-space. This
position is later used in order to specify links between neighbor-
ing neurons to preserve the topological structure of the approxi-
mated manifold (in this case a square lattice).
In addition to the position in the neuron-space, each neuron
holds a position in data space, called weight W. Therefore, in-
stead of mapping a manifold onto the data space, we update the
weights according to data in a way such that the chosen neuron
pattern represents the data distribution. The non-linear mapping
is inferred from data via a specific learning process as described
in the following (for a detailed description of the algorithm see
Appendix B).
1 The SOM implementation in this work is provided by
the python package PYMVPA (www.pymvpa.org/generated/
mvpa2.mappers.som.SimpleSOMMapper.html). PYMVPA is a
frequently used package in computational science (see e.g. Hanke et al.
2009)
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The learning process consists of a recursive update rule,
where weights get updated according to data. Data is succes-
sively presented to the network and for each iteration the “Best
Matching Unit" (BMU), which is the neuron holding the closest
weight to the presented data vector Vt, is calculated. The dis-
tance D between data vectors and weights is measured via an
Euclidean metric in the normalized data space. Specifically,
D =
√√ N∑
i=1
(
Vi −Wi
σi
)2
, (19)
where σi being the scale factor for each component i defined as:
σi := Vi max − Vi min , (20)
where Vi max and Vi min are the maximum and minimum values
of the ith component of all data vectors.
In addition, weights of all neurons get updated according to
an update function dependent on Vt and the BMU. The update
function,
Wt+1 = Wt + L0e−
t
λ exp
−d2BMU
2σ2t
 (Vt −Wt) (21)
describes the change of weights W after presenting the tth data
vector Vt to the network. dBMU is the distance in the neuron-
space between the position of the updated neuron and the neu-
ron identified as BMU at iteration step t. L0 and λ are constant
tunable parameters. σt = σ0e−
t
λ defines the size of the neigh-
bourhood of the BMU in the neuron-space.
Since the change of weights ∆W = Wt+1 −Wt decreases with
increasing t, the order of data vectors presented to the network
influences the final result of the learning process. In order to
avoid a bias towards data presented to the network in the begin-
ning, we repeat the learning process multiple times for random
permutations of the full dataset and average the results (see Ko-
honen 2001).
The full training process can be expressed in terms of a re-
cursive algorithm described as:
– Repeat multiple times:
– Initialization of the network pattern as a square lattice.
– Initialization of the weights in data space for all neurons
randomly.
– Repeat for all data vectors Vt, t ∈ (1, ..,N):
• Calculate the BMU for Vt, which is the closest neu-
ron to Vt. The distance is measured via an Euclidean
metric in the normalized data space.
• Update the weights W of all neurons according to
Vt and the BMU as described by the update function
Eq. (21).
– Average the weights of each learning process for correspond-
ing neurons.
For large datasets this training process is numerically expen-
sive. But once completed, the trained SOM is a numerically fast
and powerful tool to approximately represent the structure of
datasets. A new vector V′ presented to the trained SOM is classi-
fied by the properties of the corresponding BMU. More precisely
the neuron which holds the weight closest to V′ (in terms of the
Euclidean distance) represents the region of the data space V′
lies in.
Regarding those properties, a SOM can be used to find data-
clusters in high dimensional data spaces. Specifically, after the
SOM has been trained, each training vector again is presented
to the trained SOM and all vectors sharing the same BMU are
stored in a sub-sample of data. Each sub-sample holds a set of
data vectors with properties similar to the weight of the BMU.
The average properties of this region are represented by the data
space position of the BMU.
Combining the SOM approach with the parametric correla-
tion determination results in a generic method able to identify
sub-samples of data drawn from one data generation process in
highly structured datasets, which we call SOMBI. In addition,
the corresponding correlations for each sub-sample including a
correct treatment of uncertainties is provided by SOMBI. In or-
der to illustrate the performance of our method we apply it to
mock data consistent with our data model in the following.
2.3. Method validation with mock data
In this Section we demonstrate the performance of the SOMBI
algorithm.
Without loss of generality in the following, we restrict the
test-case to a low- (3-) dimensional mock dataset. Data vectors
V are described by their data space positions (x, y, z) in the fol-
lowing. The data was generated according to the data model
described in Section 2. Specifically, we generate a data sam-
ple consistent of 4 spatially separated sub-samples (see Figure
2 left panel). Each sub-sample is Gaussian distributed among
two dimensions (x- and z-axis) of the data space with varying
and independent means, covariances and sample sizes for each
sub-sample. In the third dimension (y-axis) of the data space we
include a noisy functional dependence on x consistent with Eq.
(2) for each sub-sample. The dependencies differ for each sub-
sample (see Table 1 for exact correlation coefficients).
Table 1. Correlation coefficients between the x- and y-axis for the sub-
samples of the mock data consistent with Eq. (2)
Sample f0 f1 f2 f3 σn
1 1.0 −4.0 0.5 −1.0 2.0
2 −1.0 0.0 2.0 2.0
3 0.0 1.0 2.0
4 3.0 −2.0 2.0
For optimal reconstruction each sub-sample should corre-
spond to a single neuron of the SOM after the training process.
Since the number of sub-samples for real data is not known in
the beginning, we choose the number of neurons to be 9 (3 × 3
square-lattice pattern).
During training, the SOM adopts the spatial properties of
the data distribution. Once completed, all data points closest to
a neuron are grouped and stored in reconstructed sub-samples
of data as shown in Figure 2. As seen in the Figure, each sub-
sample is now represented by one neuron located in the center
of the sample. The remaining neurons get mapped between sub-
samples due to the fact that the SOM aims to preserve the cho-
sen topology for the network pattern. This results in a number
of neurons holding only a tiny fraction of data without recover-
able correlations. Those neurons should be excluded from fur-
ther analysis. Specifically, all neurons with
NS  NDNn (22)
should be excluded. NS denotes the number of data points cor-
responding to the specific neuron sample, ND denotes the total
number of data points and Nn denotes the number of neurons.
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Fig. 2. The left picture shows the distribution of the mock data, generated as described in Section 2.3. The x and z coordinates for each data
point are drawn from four different Gaussian distributions with different means and covariances. The covariance is assumed to be diagonal. The y
coordinates are generated to be correlated with the x coordinates with a correlation function consistent with Eq. (2) (see Table 1 for the correlation
coefficients). The right picture shows the data space including the 3 × 3 square lattice neuron pattern after a successful training of the SOM.
Neighboring neurons are interlinked in the picture. In addition, each sub-sample of data corresponding to one neuron, is drawn in the color of the
specific neuron.
The remaining neurons result in sub-samples of data (denoted
as neuron-samples in the following) which represent the recon-
structed data distribution.
Due to the fact that parts of the data are removed from re-
vealed sub-samples, less signal is provided for correlation recon-
struction. In particular, as the spatial separation of sub-samples
corresponding to different correlation structures decreases, the
amount of usable data decreases. Therefore spatial separation
of sub-samples drawn from different data generation processes
plays an important role for the quality of reconstructed correla-
tion functions.
In order to reveal the correlation structure of each neuron-
sample we apply our correlation determination method to each
neuron-sample. As indicated in Figure 3, the application results
in four different reconstructed correlation functions between x
and y. Each reconstructed polynomial appears to represent the
initial correlation functions correctly within uncertainties. As
indicated in the picture, each neuron-sample holds data corre-
sponding to a single data generation process, allowing a success-
ful application of the correlation determination method.
The test indicates that the method behaves as expected for
consistent mock data. The SOM reveals spatially separated data
clusters and the correlation determination method is valid within
uncertainties. However, in this case we restrict data to consist of
multiple, spatially separated, Gaussian distributed sub-samples.
This restriction does not have to hold for real data. Therefore,
further testing and comparison to a frequently used sub-sampling
method is described in Section 4.1. In addition, various perfor-
mance tests of the SOM have been presented in literature (see
e.g. Kohonen 2001; Way et al. 2012).
2.3.1. Inconsistent mock data
In addition to the previous example, we apply the SOMBI algo-
rithm to a mock dataset which is inconsistent with our assumed
data model. In particular we generate a two dimensional dataset
(x, y) with a non-polynomial correlation structure between x and
y where we obtain y by drawing a sample of a one dimensional
Fig. 3. The picture shows the mock data distribution projected to the x-
y-plane as well as the initial correlation functions of each sub-sample of
data. In addition, the reconstructed polynomials for each neuron-sample
as selected after training are depicted as red dashed lines in the picture.
The gray areas denote the 1-, 2- and 3-σy uncertainties of the recon-
struction, respectively. σy is the projection of the parameter covariance
D to the data space as described by Eq. (13).
Gaussian random field with a covariance matrix given as a diag-
onal matrix in Fourier space:
P(k) =
42
(k + 1)3
, (23)
where P(k) is referred to as the power-spectrum. For the pur-
pose of this test, the exact form of the power spectrum is not
crucial and was chosen for visual clarity. In order to gain a finite
dataset, we discretized the function into 512 pairs of data points
(x, y) (with a flat distribution in x). In addition we add Gaussian
distributed noise to the y values of the sample consistent with
Eq. (4).
Since this dataset does not have a clustered structure, using
the SOM in this context does not seem to be necessary. How-
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ever, we assume that the structure of the dataset is a priori un-
known. Therefore we apply the full SOMBI algorithm including
the SOM to the dataset where we generate the SOM as a linear
chain consistent of three neurons since the data space is only two
dimensional. The application follows the same procedure as de-
scribed above and results in three data constrained posterior dis-
tributions for the reconstructed polynomials. The reconstructed
correlations together with the dataset and the original correlation
function are depicted in Fig. 4
Fig. 4. The picture shows a correlation structure that is not of polyno-
mial form, as indicated by the green line together with mock data gener-
ated from it. In addition the red, yellow and black dashed lines indicate
the three reconstructed polynomials respectively. Gray areas denote the
uncertainties of the reconstructions as described in the caption of Fig.
3.
We see that the clustering of the SOM disentangles three sub-
samples of data with structurally different reconstructed polyno-
mials. The reconstructions support the structure of the correla-
tion functions within uncertainties on scales where the signal
dominates the noise. However, small structures in the correla-
tions cannot be reconstructed by the algorithm since the noise
dominates in those regions. In addition, the approximation of
the correlation function by finite order polynomials will always
result in a mismatch for non-analytic structures. However, the re-
sults support our claim that the SOM helps to disentangle com-
plex structures into multiple but simpler structures.
3. Data
As a demonstration of our method, in the following we show ex-
amples of applications to galaxy data. Data used for correlation
determination is described in detail in the following.
3.1. Galaxy data
The dataset used in this work is constructed from the sample
DR7.2 of the New York University Value Added Catalog (NYU-
VAGC) provided by Blanton et al. (2005b). This catalog is based
on DR7 (see Abazajian et al. 2009), the seventh data release of
the SDSS (see York et al. 2000). The sample consists of 527 372
galaxies in total, in a redshift range of 0.001 < z < 0.4. Table 2
shows the ranges of the catalog in the r-band Petrosian apparent
magnitude r, the logarithm of the stellar mass log(M∗) in units
of the solar mass M∗ = M/MS h2 and the absolute magnitude
M0.1r. M0.1r is corrected to its z = 0.1 value according to the K-
correction code of Blanton & Roweis (2007) and the luminosity
evolution model described by Blanton et al. (2003). For simplic-
ity, we restrict the application of SOMBI to these properties to
look for correlations with the LSS. LSS information is provided
by a set of data constrained density field reconstruction maps.
Details about the reconstruction maps are described in Section
3.3.
Table 2. Property ranges of galaxy data
z r M0.1r log(M∗)
min 0.001 10.1 −18.8 6.6
max 0.4 18.8 −23.0 11.6
3.2. AGN data
In addition to the galaxy dataset described above, we present cor-
relations between the LSS and an active galactic nuclei (AGN)
dataset. The catalog is based on a previous SDSS data release
(DR4 see Adelman-McCarthy et al. (2006)) and consists of
88 178 galaxies classified as AGNs according to Kauffmann
et al. (2003).
The data includes various properties such as luminosities of
specific emission lines ([O III] 5007, [NII]) as well as stellar
masses, intrinsic velocity dispersions of galaxies and parameters
associated with the recent star formation history such as stellar
surface mass densities and concentration indexes. For structural
information, the 4000 Å break strength is included in the dataset.
In Section 4 we present the revealed correlations between each
included galaxy property and the surrounding LSS. The correla-
tion analysis is based on the method described in Section 2.
3.3. Large-scale-structure reconstructions
In addition to the galaxy and AGN properties directly obtained
from the SDSS sample, we include properties of the cosmic LSS
to our analysis and apply the SOMBI algorithm to the resulting
dataset in the next section. A modern approach to LSS recon-
struction is based on the reconstruction of initial conditions un-
der the constraint of a cosmological model (see e.g. Jasche et al.
2015; Jasche & Wandelt 2013). The main idea of this approach
lies on the fact that the initial density field follows almost homo-
geneous and isotropic statistics which makes a successful mod-
eling much more likely compared to the non-linear present den-
sity field. In addition, the initial density field consists of small,
very nearly Gaussian and nearly scale-invariant correlated den-
sity perturbations. Within the standard cosmology the gravita-
tional evolution and growth of those initial perturbations, which
processed the initial conditions into the present density field, is
well understood in principle. As a consequence, the successful
reconstruction of the initial density field ultimately results in a
detailed description of the present LSS.
In this work we rely on results previously obtained by the
BORG algorithm (see Jasche & Wandelt 2013). BORG performs
reconstructions of the initial density field based on a second-
order Lagrangian perturbation theory (see e.g. Bernardeau et al.
2002). The resulting reconstructions are based on a non-linear,
non-Gaussian full Bayesian LSS analysis of the SDSS DR7 main
galaxy sample, the same dataset as used for our correlation study.
The method used by Jasche & Wandelt (2013) is based on a
Markov Chain Monte Carlo sampling algorithm called BORG
algorithm and results in a set of data constrained density contrast
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Fig. 5. Slices of the ensemble mean density field on a logarithmic scale log(2 + 〈δ〉) (upper panels) and the same slices with the SDSS galaxies
mapped onto the grid as yellow dots (lower panels). In order to exclude areas of high uncertainty from the analysis we took a distance threshold in
the co-moving frame at dlim ≈ 450 Mpc h−1. Therefore galaxies above this limit are excluded form the analysis and not depicted.
field samples δi i ∈ [1, .., S ]. The density contrast δ is the normal-
ized difference of the density ρ to its cosmic mean ρ¯. Specifically,
ρ = ρ¯(1 + δ) . (24)
The density contrast samples can be recombined to an approxi-
mate estimate for the PDF of the density contrast. Specifically,
P(δ|d∗) ≈ 1S
S∑
i=1
δD(δ − δi) . (25)
Applying the SOMBI methods to the density contrast sam-
ples results in a PDF describing correlation for each sample:
P(f|δi,d). The dependency on δi has to be marginalized in order
to yield the final PDF P(f|d). Marginalization over δ is described
in detail in Appendix D.
The density field inference was applied to the northern galac-
tic cap as covered by the SDSS survey. More precisely, inference
is performed on a cube with 750 Mpc h−1 side length with a grid
resolution of ≈ 3 Mpc h−1 in the co-moving frame. This results
in a cubic grid with 2653 voxels. Table 3 denotes the boundaries
of this box.
Table 3. Boundaries of the cubic grid in the co-moving frame
Axis Boundaries (Mpc h−1)
x −700 50
y −375 375
z −50 700
In order to compare galaxy properties to the properties of the
LSS, we map galaxies onto the cubic grid (as depicted in Figure
5) and extract the information about the LSS provided by BORG
for each position. The explicit mapping procedure is described
in C.
The density field allows a derivation of many important
quantities of the LSS. Some important examples are: the grav-
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Fig. 6. Web type classification in slices of the the 3D LSS reconstruction. We cut the volume at the same positions as used in Figure 5. Since
an average web type is not well defined, we present only one sample of the reconstructions instead of the mean LSS. We distinguish the LSS
according to the web-type classification described in Table 4. Note that sheets seem to fill the largest volume. In the chosen classification scheme,
incident regions to sheets are also accounted as sheets.
itational potential, the tidal-shear tensor and the web type classi-
fication.
The rescaled gravitational potential Φ is given as
∆ Φ = δ (26)
and the tidal-shear tensor Ti j is given by the Hessian of Φ:
Ti j =
∂2Φ
∂xi∂x j
. (27)
The eigenvalues of the tidal-shear tensor λi (with i ∈ {1, 2, 3}),
permit to classify different structure types within the cosmic mat-
ter distribution (see e.g. Lemson & Kauffmann 1999; Colberg
et al. 2005; Novikov et al. 2006). For an application of web type
classification to density fields inferred with the BORG algorithm
see Leclercq et al. (2015a,b,c).
In this work, we rely on the eigenvalues of the tidal-shear
tensor in order to include non-local information of the LSS to
the analysis. These eigenvalues provide also a coarse web type
classification of the LSS in terms of voids, sheets, filaments and
clusters.
3.3.1. Web type classification of the LSS
The web type is a classification of different structure types of
the LSS. Various classification methods have been presented in
literature (see e.g. Aragón-Calvo et al. 2007; Hahn et al. 2007;
Forero-Romero et al. 2009; Hoffman et al. 2012; Lavaux & Wan-
delt 2010; Shandarin et al. 2012; Cautun et al. 2013). However,
in this work we split the LSS into four different types (voids,
sheets, filaments and clusters) according to the eigenvalues of
the tidal-shear tensor following the classification procedure de-
scribed by Hahn et al. (2007). Table 4 shows the explicit classifi-
cation rules and Fig. 6 shows the classification of a reconstructed
sample according to these rules.
Table 4. Web type classification according to the ordered eigenvalues
λ1 > λ2 > λ3 of the tidal-shear tensor. In this work we used λth = 0
Classification
Void λth > λ1, λ2, λ3
Sheet λ1 > λth > λ2, λ3
Filament λ1, λ2 > λth > λ3
Cluster λ1, λ2, λ3 > λth
The structural classification as well as the density field re-
construction itself contain information about the LSS at the lo-
cation of a galaxy. These quantities are used in the following to
compare galaxy properties with the LSS.
4. Data application and discussion
In this Section, we apply SOMBI to the galaxy and the AGN
datasets derived from the SDSS survey as described in the pre-
vious Section.
In order to apply the SOM to the extended data sample we
include various galaxy and LSS properties to define the data
space for training. In order to find as many separated regions
in data as possible, we include properties holding unique infor-
mation about the data. Therefore for the SDSS catalog a reason-
able setup is to include redshifts z, r-band absolute magnitudes
M0.1r and colors of galaxies. To include properties of the LSS
we extended the training space with the logarithm of the den-
sity field log(1 + δ) and the three eigenvalues of the tidal shear
tensor at the location of each galaxy. This setup seems to be rea-
sonable, since many properties of the LSS (for example the web
type classification) depend on these quantities. The logarithm of
the stellar mass log(M∗), another common property of galaxies,
was excluded from the training process since it is expected to be
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Fig. 7. The distribution of the SDSS data projected to the M0.1r-z-Plane. The top-left panel shows the volume limitation for different absolute
magnitude thresholds (−18.5, −20.0). The bottom-left panel shows the distribution of the neurons after a successful application of the SOM to
the SDSS data. The top-mid and bottom-mid panels show two different neuron-samples (N-Samples) corresponding to the depicted neurons from
the trained SOM. In addition, the volume limitation used for the correlation comparison are depicted in both panels. The selected neurons hold
sub-samples of data with a similar projected distribution compared to the volume-limited samples in order to compare the selection methods. The
top- and bottom-right panel show reconstructed correlation functions for the volume limited sample with magnitude limits at −18.5 (top) and −20.1
(bottom) and for the corresponding neuron-samples. The range of each sub-sample in log(1 + δ) is indicated by the length of each reconstructed
polynomial.
proportional to the absolute magnitude (see e.g. Salaris & Cassisi
2005; Harwit 2006; Kroupa & Tout 1997). However, for correla-
tion analysis, we will use the stellar mass again. The usage of the
logarithm of the density field instead of the density field arises
from the fact that the included galaxy properties are on a log-
arithmic scale and therefore dependencies should be estimated
on this scale as well, in order to ensure an adequate data space
distance measure.
4.1. Sub-dividing the galaxy sample
In this work we rely on the SOM to sub-divide data. However,
various manual selection methods have been presented in liter-
ature (see e.g. Mo et al. 2010). In order to illustrate the perfor-
mance of our method, we compare a frequently used selection
method, the volume limitation, to the SOM application.
Volume limitation is an approach to account for flux limi-
tations of telescopes. Flux limitation means that at larger dis-
tances only the brightest galaxies are detected which introduces
a distance dependent selection effect onto a sample of observed
galaxies. A frequently used approach to remove this effect is to
limit the volume of the catalog in redshift space such that in this
sub-sample all existing galaxies are included. A possible way
to accomplish volume limitation is to include only galaxies to
the sample brighter than a certain absolute magnitude limit Mlim
and below a certain redshift limit zlim. Here zlim is the distance
at which a galaxy with absolute magnitude Mlim has an apparent
magnitude equal to the survey limit mlim. More precisely:
Mlim = mlim − 5 log
(
rlim
r0
)
(28)
with rlim being the luminosity distance corresponding to zlim and
r0 = 10 pc conventionally (see e.g. Mo et al. 2010).
Figure 7 shows different volume limitations of the SDSS data
sample and the corresponding reconstructed correlation func-
tions between the absolute magnitude M0.1r and the logarithm
of the density field log(1 + δ).
In order to compare the SOM to volume limitation, we train
the SOM with the extended SDSS dataset (the SDSS proper-
ties including LSS properties) and select neuron-samples which
appear to hold data close to the volume-limited samples in the
M0.1r-z-plane. The SOM is set up to consist of 49 neurons (7× 7
square lattice pattern) and the neuron-samples are generated as
described in Section 2.2. Note that for the training process all
available quantities from the SDSS and the LSS are included.
Therefore sampling is based not only on the flux-limitation bias
encoded in the data distribution in the M0.1r-z-plane, but also
takes into account additional systematics hidden in extra dimen-
sions of the data sample. Figure 7 shows the positions of all (left)
and the selected (middle) trained neurons projected to the M0.1r-
z-plane. In addition, we depict in the middle panels also the data
samples corresponding to these selected neurons.
Furthermore the reconstructed correlation functions for the
selected neuron-samples and the corresponding volume limited
samples are shown for comparison on the right of Figure 7. For
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Fig. 8. Reconstructed correlation functions for different neuron-samples selected from the SDSS data sample by the SOM. In particular we depict
the correlations for the logarithm of the stellar mass log(M∗), the r-band absolute magnitude M0.1r and the g-r color. In addition, each figure shows
the data space position of the BMU corresponding to the sub-sample of data used for reconstruction. We see that the correlation of the stellar mass
log(M∗) and the absolute magnitude M0.1r with the density field log(1+δ) appear to be similar in different regions of the LSS. The upper two panels
show reconstructions for sub-samples of heavy, red galaxies in high density regions classified as clusters (halos) according to the corresponding
eigenvalues. The bottom-left panel belongs to heavy, red galaxies in low density regions classified as filaments and the bottom-right panel belongs
to light, blue galaxies in regions classified as sheet (or filament since λ2 ≈ 0). Note that we adjusted the range of the y-axis in the last panel in
order to improve the visibility of the correlation structure. Colors are defined according to the color classification code of Li et al. (2006).
the lower magnitude (-18.5) sample the reconstruction appears
to have a similar correlation strength compared to the neuron-
sample. However, due to the fact that the neuron-sample includes
galaxies above the magnitude limit introduced for volume lim-
itation and not all galaxies below this threshold, the correlation
functions appear to have an offset of ≈ 0.3 orders of magni-
tude. For the higher absolute magnitude (-20.1) sample the re-
constructed correlations differ more dramatically. As we will see
in the next Section, the different correlation functions between
magnitudes and the cosmic density are caused by additional sys-
tematics hidden in extra dimensions of the data. Those system-
atics are removed from sub-samples constructed by the SOM.
4.2. SDSS application
As described in the previous Section, the application of the SOM
to SDSS data results in various sub-samples of data holding dif-
ferent properties of the data space. Sub-samples can be used in
order to reconstruct correlation functions between galaxy prop-
erties and the LSS. In addition, the data space weight of the cor-
responding neurons indicate the average properties of the galaxy
sample. The reconstructed correlation functions for each sample
as well as its average properties illuminate the relation of galax-
ies and their surrounding LSS. In order to illustrate this connec-
tion, we present reconstructions for various sub-samples in the
following.
In particular, for correlation determination we include the r-
band absolute magnitude M0.1r, the logarithm of the stellar mass
log(M∗) (in units of Msun h−2) and the g-r color in the analy-
sis and compare them to the logarithm of the cosmic large-scale
density an a logarithmic scale log(1 + δ). Fig. 8 shows the recon-
structed correlation functions between galaxy properties and the
density field.
We see that the logarithm of the stellar mass appears to show
a linear, positive correlation with the logarithm of the density
field for multiple sub-samples. In particular, the upper two pan-
els of Figure 8 show reconstructions for sub samples of galax-
ies with the described density-mass relation. Both samples hold
massive galaxies in a high density cosmic environment classified
as cluster (halo) according to the eigenvalues of the tidal shear
tensor. According to the color classification code described by Li
et al. (2006), both samples hold galaxies classified as red. There-
fore we denote the samples as red samples in the following.
In addition, the SOM revealed a sub-sample of data (denoted
as blue sample) holding blue galaxies of low mass in a low den-
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Fig. 9. Reconstructed correlation functions for one neuron-sample selected from the AGN data sample by the SOM. The data space position of the
BMU is depicted in the right side of the figure.
sity cosmic environment classified as sheet (or filament since
λ2 ≈ 0.0) depicted in the bottom-left panel of Figure 8. The
masses of those galaxies appear to show a similar correlation
with the density field compared to masses in red samples.
The visible positive correlation of stellar masses with their
environmental matter density verify the intuitive conclusion that
heavy galaxies are located in denser regions compared to light
galaxies. However, it is of particular interest to point out that
this trend is valid for light galaxies in low density regions (blue
sample) as well as for heavy galaxies in high density regions (red
samples).
In addition, the reconstructed correlation functions for the
absolute magnitude show a linear dependency on the logarithm
of the density. The results appear to be consistent with the cor-
relations for stellar masses, since the brightness of galaxies in
terms of the absolute magnitude is expected to be proportional
to the logarithm of the stellar mass.
Correlations for colors indicate density dependence for blue
and red galaxy samples. In particular, we see that higher color
values correspond to higher density regions on average, irrespec-
tive of the color classification of the sub-samples.
Our reconstructed correlations are consistent with the trends
obtained by Lee & Li (2008) in their studies of the correlations
between physical properties of galaxies and the large scale envi-
ronment. However, our recovered correlation amplitudes appear
to differ from their results due to the fact that reconstructed am-
plitudes in the cosmic density field used by Lee & Li (2008)
are lower. The difference is caused by the fact that the recon-
structions used by Lee & Li (2008) have a larger voxel size
(∼ 6 Mpc h−1) compared to the results of Jasche & Wandelt
(2013) (∼ 3 Mpc h−1). In addition, the BORG algorithm includes
a more detailed treatment of uncertainties in the reconstruction.
In addition, SOMBI reveals existing systematics and unex-
pected correlation trends in the data. In particular, in the bottom-
right panel of Figure 8 we see inverted correlations in a sub-
sample of data, compared to the correlations of the other (red
and blue) samples. In total we identified 3 out of 49 sub-samples
(≈ 3% of all data points) with similar data space weights as well
as similar correlation structures. The representative sample holds
heavy, red galaxies in low density regions located in filaments (or
sheets, since λ2 ≈ 0.09). The reconstructed correlation seems to
indicate that for this sample heavy galaxies appear to be located
in lower density regions compared to light galaxies. In addition
the color dependency on the density field disappears. A possible
interpretation of the inverted correlation could be that in low den-
sity regions such as voids structures have formed a long time ago
and therefore galaxies located in such regions are more likely to
be old, red and heavy galaxies. In contrast, in high-density re-
gions the increased presence of matter indicates an increased ac-
tivity in galaxy and star formation. Therefore more young and
light galaxies appear to be located in such regions.
At this stage, our results are not capable of validating the
described interpretation. The limiting factors are systematics
caused by redshift distortions in the data sample. These distor-
tions arise from peculiar velocities δv of galaxies, which intro-
duce a Doppler shift to the redshift measurement (see e.g. Kaiser
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Fig. 10. Reconstructed correlation functions for one neuron-sample selected by the SOM from AGN data.
1987). This effect causes galaxy clusters to appear stretched
along the line of sight, an effect frequently referred to as “Fin-
gers of God”. The velocities of galaxies in high density regions
rise up to δv ∼ 1000 km s−1. Introducing a redshift uncertainty
δz ≈ δv c−1 leads to uncertainties in the co-moving frame up
to δdcom ≈ 14 Mpc. Since the resolution of the BORG recon-
struction maps is ∼ 3 Mpc, a galaxy can be mapped 4 voxels
away from its actual position in an extreme case. In addition, the
BORG reconstructions are only corrected for redshift distortions
up to linear order, but effects of non-linear redshift distortions
may still be present in high density regions.
Therefore, at this point of the analysis we cannot verify
whether the discovered sub-sample with inverted correlations in-
deed consists of heavy galaxies in low-density regions. Alterna-
tively these could be galaxies actually located in high density
regions but which are delocated by redshift distortions.
A more physical interpretation of galaxy physics is beyond
the scope of this work and will be left for future publications.
4.3. AGN application
Now we apply SOMBI to galaxies classified as AGNs according
to Kauffmann et al. (2003). The application follows the same
strategy as described above resulting in 49 sub-samples of data.
Galaxies hosting AGNs appear to have a higher stellar mass
on average and are more likely to be located in higher density
regions such as clusters (halos) or filaments. As a consequence
of this all recovered sub-samples of data are located in filaments
or in clusters.
As a preliminary consistency check we see that the recon-
structed dependency of the stellar mass on the LSS density for
all recovered sub-samples appears to be similar to the correla-
tion structure of the full SDSS sample described above. Since
the AGN data is a subset of data drawn from the SDSS sample,
the correlation functions should be comparable.
In addition, in Figures 9 - 12 we present correlations for all
available galaxy parameters of AGNs with the logarithm density
field. In particular, we reconstructed correlations for parameters
associated with the recent star formation history and the LSS
density field. We see that the R90/R50 concentration index as
well as the logarithm of the stellar surface mass density log(µ∗)
appear to be positive, linearly correlated to the logarithm of the
density field. This result indicate that the star formation activity
increases with increasing density, on average.
Structural parameters such as the 4000 Å break strength
Dn(4000) as well as the intrinsic velocity dispersion vdisp of AGN
galaxies appear to show a positive correlation with the logarithm
of the density field. However, the revealed model for correlation
(in particular the order of the polynomial as described in Section
2.1.1) differs for various sub-samples. In particular, the resulting
correlations for the velocity dispersion with the density appears
to be linear for two sub-samples (Figure 9 and 11) and follows a
curved shape for the remaining sub-samples (Figure 10 and 12).
The recovered correlation functions for structural parameters
(Dn(4000), vdisp) as well as parameter associated with the recent
star formation history (R90/R50, log(µ∗)) show correlations with
the density field consistent with the results obtained by Lee &
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Fig. 11. Reconstructed correlation functions for one neuron-sample selected by the SOM from AGN data.
Li (2008). As for the galaxy sample, correlation strengths differ
compared to Lee & Li (2008).
Furthermore, we present correlations of the OIII 5007 and
the NII emission line luminosities. The reconstructed correlation
functions between the luminosity of the O III 5007 emission line
(log([OIII] 5007) in solar units) and the density field appears
to differ for the depicted sub-samples. In contrast, correlations
for the OIII 5007 emission line relative to Hβ with the density
field as well as correlations for the NII emission line relative to
Hα with the density field appear to be more stable throughout
depicted sub-samples. The results indicate that both, the OIII
5007 luminosity relative to Hβ and the NII luminosity relative
to Hα increase with increasing density. A physical interpretation
of these results is beyond the scope of this work.
We believe that the automatic classification of sub-samples
of galaxies as well as the presented correlation analysis with
the LSS is capable of revealing additional information about the
connection between the LSS and galaxy properties. However, the
goal of this work is to present the SOMBI method and to outline
possible fields of application.
5. Summary & Conclusion
This work describes the implementation and application of the
SOMBI algorithm, a Bayesian inference approach to search for
correlations between different observed quantities in cosmologi-
cal data. As an example we infer relations between various prop-
erties of galaxies and the cosmic large-scale-structure (LSS).
This is of particular scientific interest, since the properties of
galaxy formation and evolution are assumed to be directly linked
to the LSS of our Universe. Studying the correlation between
galaxies and their LSS environment will hence give further in-
sight into the process governing galaxy formation.
Cosmological data generally consists of multiple sub-
samples drawn from various different generation processes. Each
sub-sample is expected to hold unique correlation structures.
Therefore, for the SOMBI algorithm we seek to find a way to
distinguish sub-samples of data belonging to different processes
and to determine the correlation structure of each sample.
The correlation determination used by SOMBI assumes the
correlation structures to be a polynomial with unknown order.
The method infers a posterior PDF of the coefficients describ-
ing correlation via a Wiener Filter approach. To automatically
choose the polynomial order, supported by the data, we employ
a model selection method based on the “Bayesian information
criterion” (BIC). The BIC compares the likelihood of different
models matching the data. Apart from our initial restrictions and
the restriction that data is drawn from a single generation pro-
cess, this allows us to compare galaxy properties to properties of
the LSS without prior information about correlation structures.
To ensure a successful application of the correlation determi-
nation method we automatically distinguish sub-samples of data
belonging to different data generation processes. This is done
by a specific kind of artificial neural network called “Self Orga-
nizing Map” (SOM). A SOM seeks to classify and distinguish
sub-samples of data in noisy and highly structured observations.
To do so, the SOM approximates the distribution of data by map-
ping a low-dimensional manifold (in this work two dimensional)
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Fig. 12. Reconstructed correlation functions for one neuron-sample selected by the SOM from AGN data.
onto the data space. The SOM provides sub-samples of similar
data. We assume that each sub-sample consists of data drawn
from one single generation process. To those samples the corre-
lation analysis can then be applied successfully.
We test the performance of the SOMBI algorithm with mock
data and cosmological data. For the latter we compare our results
to simple volume-limitation sub-sampling.
As an illustrative example, we apply the SOMBI algorithm to
two datasets, a galaxy and an AGN catalog based on the SDSS,
in order to study the connection between galaxy and LSS prop-
erties. LSS information, as used in this work, is provided by the
BORG algorithm (see Jasche & Wandelt 2013), a fully Bayesian
inference framework to analyze 3D density fields in observa-
tions.
The application of the SOMBI algorithm to the described
datasets shows that galaxy properties are clearly connected with
the LSS. In particular, for the galaxy sample, stellar masses and
absolute magnitudes appear to be linear, positive correlated to
the cosmic density field on a logarithmic scale. In addition, we
look at the revealed correlations of the color of galaxies and the
LSS density. The reconstructed correlation functions imply that
redder galaxies appear to be closer to dense regions.
Furthermore, we present correlations for additional galaxy
properties such as structural parameters, parameters associated
with the recent star formation history, velocity dispersions and
luminosities of specific emission lines. Parameters are drawn
from a subset of SDSS galaxies hosting AGNs. The results indi-
cate that all described properties are correlated with the cosmic
density field. However, correlation strengths appear to differ for
recovered sub-samples, as classified by the SOM.
We conclude that the combined results ranging from the clas-
sification of galaxies according to data space properties to the re-
vealed correlation structures revealed by the SOMBI algorithm
provide insights into galaxy formation and evolution in specific
cosmic environments on a preliminary level. A more detailed ap-
plication of the SOMBI algorithm to cosmological data will be
left for future work.
The generic framework of our method allows a simple anal-
ysis of many different kinds of datasets, including highly struc-
tured and noisy data. In addition, SOMBI is applicable for struc-
ture identification and correlation determination in different but
related fields.
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Appendix A: PDF for realizations of reconstructed
correlation functions
For visualization the posterior of f (Eq. (8)) can be transformed
into data space resulting in a PDF for the realizations of the cor-
relation function f (x). In Eq. (2) we assumed that f (x) can be
Taylor expanded up to order M. Therefore the mean 〈 f (x)〉 is
derived as:
f¯ (x) = 〈 f (x)〉 ≈ R˜(x) 〈f〉 = R˜(x)fWF =
M∑
i=0
xi 〈fi〉
=
(
1, x, x2, ... xM
) 
〈f0〉
〈f1〉
...
〈fM〉
 (A.1)
with x ∈ R and R˜(x) : RM+1 → R. R˜ has the same structure as
R (Eq. 3) but the finite dimensional part of the operator, corre-
sponding to the data points xi, has been replaced by an infinite
dimensional part for x ∈ R.
Analogously we obtain the covariance Y as:
Yxy =
〈
( f (x) − f¯ (x))( f (y) − f¯ (y))T
〉
≈
〈
(R˜(x)f − R˜(x)fWF)(R˜(y)f − R˜(y)fWF)T
〉
= R˜(x)
〈
(f − fWF)(f − fWF)T
〉
R˜(y)T
= R˜(x)DR˜(y)T
= p∗R˜(x)(RTR)−1R˜(y)T (A.2)
Combining these results yields a PDF for the possible realiza-
tions of the fitted curve
P( f (x)|d) = G( f (x) − R˜(x)fWF ,Y) , (A.3)
which describes how likely a realization is, given the data. This
permits to visualize the fitted curve including corresponding un-
certainties in specific areas of the data space.
Appendix B: Self Organizing Map algorithm
Various different implementations of SOMs have been presented
in the literature (see e.g. Kohonen 2001). Many implementations
appear to follow the same generic idea but differ in some imple-
mentation details. The difference is caused by the fact that SOMs
are used in order to tackle many different questions regarding the
structural form of data. Therefore, we present the detailed imple-
mentation of our SOM algorithm in the following.
A SOM is an artificial neural network specifically designed
to determine the structure of datasets in high dimensional spaces.
The network has a specific topological structure. In this work we
rely on a network with neurons interlinked in a square-lattice
pattern with a neighbourhood function representing the strength
of those links. The network is trained by data with a training al-
gorithm which gets repeated for every data point multiple times
resulting in a learning process. The generic form of the network
as well as the learning process is described in Section 2.2.
Before the process can start the network has to be linked
to data space. Therefore each neuron holds a vector W =
(W1,W2, ...,WN)T in the N dimensional data space, called
weight. It is important to point out that the neurons live in two
different spaces: the data space with the position represented by
its weight and the network pattern where each neuron is linked
to each other by a neighbourhood function.
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In the beginning of the learning process, no information
about the data space has been provided to the network. There-
fore weights are initialized randomly in data space. After initial-
ization the actual learning process starts. Each iteration of the
learning process follows the same generic form.
First the “Best matching unit" (BMU) is calculated for a ran-
domly chosen data vector V = (V1,V2, ...,VN)T . The BMU is
defined to be the closest neuron to V in terms of similarity, as
expressed by a data-space distance measure. For this we use the
Euclidean distance D in rescaled data dimensions. Specifically
D =
√√ N∑
i=1
(
Vi −Wi
σi
)2
, (B.1)
where σi being the scale factor for each component i. This au-
tomatically solves the problem to compare quantities with dis-
parate units. We define σi as:
σi := Vi max − Vi min , (B.2)
where Vi max and Vi min are the maximum and minimum values
of the ith component of all data vectors.
The weight of the neuron for which D gets minimal is mod-
ified according to the value of V. Therefore the new weight for
the BMU at iteration step t + 1 is:
Wt+1 = Wt + Lt(V −Wt) , (B.3)
where Wt is the previous weight and Lt is the “learning rate".
The learning rate is a decreasing function of t and hence quanti-
fies how strong an input vector should influence the weights at a
specific iteration step. It has to be a decreasing function since the
tth vector presented to the network should not change the weight
of a neuron as much as the previous ones to ensure converging
information updates. There are two convenient shapes for learn-
ing rates: a linear and an exponential decay. In this work we
chose to use the exponential decay with Lt given as:
Lt = L0e−
t
λ . (B.4)
L0 is the initial learning rate and λ is a tunable parameter to adopt
the change of the learning rate for each iteration.
Since neurons are linked to each other, adaptation of individ-
ual neurons will also affect the weights of all other neurons. The
strength of the modification of those weights should decrease
with distance to the BMU in the specified topology of the net-
work. Therefore the size of the neighbourhood of a single neuron
for a specific iteration step t is
σt = σ0e−
t
λ , (B.5)
where σ0 is the initial neighbourhood size. Note that the size
decreases with t in order to ensure that the modification of the
vicinity of the BMU gets less important with increasing t. The
neighbourhood size σ defines the influence rate Θ of one itera-
tion:
Θt = e
− d
2
BMU
2σ2t , (B.6)
where dBMU is the distance between the position of the updated
neuron and the BMU of the tth iteration step in the square lattice
pattern. It is important to distinguish dBMU from D, since dBMU
is the distance between two neurons in the network pattern and
D is the euclidean distance in data space. Note that Θ assumes a
value of one for the BMU itself therefore modification functions
can be combined, yielding
Wt+1 = Wt + LtΘt(V −Wt) . (B.7)
These steps are repeated for every single vector in the dataset.
To avoid biasing weights to the first subset of data, the whole
learning process has to be repeated multiple times. The final re-
sult of the learning process is given by averaging the weights for
each learning process.
Appendix C: Mapping the SDSS data onto
reconstructed density fields
In order to extract the properties of the density field reconstruc-
tions from the results provided by the BORG algorithm, we map
the SDSS data onto the reconstructed volume. More precisely,
we look for the position of each galaxy in the cubic volume and
store the properties of the LSS in the voxel hosting the galaxy.
All galaxies within one voxel are assigned the same LSS infor-
mation. This results in an extended data catalog, containing the
intrinsic properties of the galaxies as well as the properties of the
LSS in the surrounding area of each galaxy. Note that this proce-
dure is perfectly applicable for all kinds of cosmological data as
long as there is information about the 3D position of the objects
in the data.
Since the SDSS data provides position information in red-
shift space, we need to transform the coordinates to the co-
moving frame. Redshifts zi are transformed to co-moving dis-
tances dcom according to:
dcom =
∫ zi
0
1
cH(z)
dz , (C.1)
where c is the speed of light and H(z) denotes the Hubble pa-
rameter. H(z) is given as:
H(z) = H0
√
Ωm(1 + z)3 + Ωc(1 + z)2 + ΩΛ , (C.2)
under the assumption of a concordance ΛCDM model with the
cosmological parameters Ωm = 0.24, Ωc = 0.00, ΩΛ = 0.76,
h = 0.73 and H0 = h 100 km s−1 MPc−1 (see Spergel et al. 2007).
We used this set of parameters instead of more recent ones in
order to match the cosmology used for the LSS reconstructions.
As a final step we calculate the Cartesian coordinates for
each galaxy:
x = dcom cos(δ) cos(α) (C.3)
y = dcom cos(δ) sin(α) (C.4)
z = dcom sin(δ) , (C.5)
where α and δ are the right ascension and declination of the
ecliptic frame, respectively.
Since the BORG reconstruction maps provide an approxi-
mate PDF for the density field, we see that uncertainties in the
reconstruction increase with increasing distance. Therefore, in
order to exclude areas of high uncertainties in the analysis of
correlation determination, we excluded all galaxies of the SDSS
sample above a certain distance dlim = 450 Mpc h−1. This results
in a sub-sample including only galaxies with redshifts between
0.001 < z < 0.156. Due to the fact that the BORG reconstruction
maps are based on the SDSS, uncertainties in the reconstruction
increase in regions with less signal, specifically regions with a
low number of galaxies. Therefore the majority of data remains
included in the limited sample.
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Appendix D: Probability distribution for correlation
functions with the LSS
As described in Section 3.3 the BORG algorithm provides an en-
semble of density contrast field realizations that capture observa-
tional uncertainties. In order to treat the uncertainties in the den-
sity contrast correctly during correlation determination, the re-
construction algorithm described in Section 2.1 has to be applied
to each realization independently. This yields a PDF P(f|δid) for
each δi. The dependency of the realizations has to be marginal-
ized out of the PDF’s in order to obtain the final PDF for the
correlation function P(f|d). This results in a Gaussian mixture
for the posterior PDF. Specifically,
P(f|d) =
∫
P(f, δ|d)dδ =
∫
P(f|δ,d)P(δ|d∗)dδ
≈ 1
S
S∑
i=1
δD(δ − δi)P(f|δi,d) = 1S
S∑
i=1
G(f −mi,Di) , (D.1)
where δi denotes one of the S realizations of the density contrast
and mi and Di denote the corresponding mean and covariance
for each fit.
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