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Abstract
This paper introduces the first objective space algorithm which can exactly find all sup-
ported and non-supported non-dominated solutions to a mixed-integer multi-objective linear
program with an arbitrary number of objective functions. This algorithm is presented in three
phases. First it builds up a super-set which contains the Pareto front. This super-set is then
modified to not contain any intersecting polytopes. Once this is achieved, the algorithm effi-
ciently calculates which portions of the super-set are not part of the Pareto front and removes
them, leaving exactly the Pareto front.
1 Introduction
Many problems that arise in the real world are mixed-integer problems, problems that have both
discrete and continuous variables. For instance, the facility location problem can be formulated
using continuous variables the shipment amounts and discrete variables to describe the selection of
the sites. Vehicle routing problems can also utilise continuous variables for loads carried, and can
use discrete variables to represent vehicles. For this paper, we will only consider linear objective
functions, and as such will refer to mixed-integer linear programming or MILP problems.
These real world problems often also have several objectives (such as maximising profit or
reducing safety risks or environmental harm) which often conflict with each other. Algorithms
for such multi-objective problems will often present a set of non-dominated solution points. This
can highlight the trade-offs between the various objectives to a decision maker, allowing for a
more informed decision. The resulting problems are then multi-objective mixed-integer linear
programming problems, or MOMILP problems.
Research into MOMILPs is relatively newer than other multi-objective programming problems,
and it started with a special case including only binary (0 or 1) variables, Multi-objective Mixed
Binary Linear Programming (MOMBLPs). A branch-and-bound approach to MOMBLPs was
introduced by Mavrotas and Diakoulaki [5] and has since been improved [6, 9]. We note that their
original algorithm finds only supported non-dominated points — points which lie on some non-
dominated facet of the objective space. Vincent et. al. discuss this in Section 3.1 of their paper [9],
and give an explicit algorithm to find all non-dominated solutions to bi-objective mixed-integer
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linear programs (BOMBLPs). Further work on the bi-objective algorithms include a local branch-
and-bound algorithm [1] and an exact bi-objective algorithm based on the ε- and Tabu-constraint
methods [8].
Our new algorithm utilises existing multi-objective integer programming (MOIP) techniques,
combined with slices [1] and Hamming constraints [8], to recursively build up a set which contains
the complete non-dominated set of solutions. We then use techniques similar to those from [9],
but generalised to arbitrary dimensionality, to reduce this set to the exact set of non-dominated
solutions.
2 Optimisation background
A multi-objective programming problem is defined as
min f = (f1(x), f2(x), . . . , fk(x))
s.t. Ax ≤ B
x ∈ X
where X is a specified search space. It is not clear that a single optimal solution to such a
problem should exist, instead, often one searches for non-dominated solutions. We say a solution
f(x1) dominates a solution f(x2) if fi(x1) ≤ fi(x2) for all i and there is some j such that
fj(x1) < fj(x2). The non-dominated solutions are then exactlx those solutions which are never
dominated. Together, these are called the Pareto front.
Exact algorithms for both the pure integer (X = Zn) and pure continuous (X = Rn) variants
have been well studied, however we give an exact algorithm to solve multi-objective mixed-integer
programming (MOMIP) problems (where X = Zn × Rm).
Belotti et. al. [1] introduce the notion of a “slice” of a MOMIP, which is also used in an exact
bi-objective algorithm [8]. Given a MOMIP whereX = Zn×Rm, a “slice” of this problem is created
by fixing the variables (x1, x2, . . . , xn) ∈ Z
n. Since all of the integer variables are now fixed, only
continuous variables remain and we are left with a regular linear program. This allows the use of
various techniques from linear programming which would not apply in a mixed-integer setting.
Given vectors x = (x1, x2, . . . , xn) and xˆ = (xˆ1, xˆ2, . . . , xˆn), the Hamming distance H(x, xˆ) is
defined as the number of coordinates in which x and xˆ differ. More formally, H(x, xˆ) = |{k|xk 6=
xˆk}|. Soylu and Yildiz [8], introduce the notion of a “Hamming constraint”, H(x, xˆ) ≥ 1, and also
give a linearisation. We will use Hamming constraints to avoid solutions in a given slice.
3 Polytopes
A polytope is the generalisation of a convex polygon to higher dimensions. A simplex (plural
simplices) is a polytope whose vertices are affinely independent. Much of the complexity that
arises in this algorithm arises due to the geometry of working in Euclidean space in an arbitrary
number of dimensions, specifically when it comes to intersections and set differences of various
polytopes. A polytope can be defined as the convex hull of a set of vertices in some Euclidean
space. This is called the V-representation of the polytope. A polytope can also be defined as the
intersection of a set of halfspaces of Euclidean space, generally where each halfspace corresponds
to a facet of the polytope. This representation will be called the H-representation. Converting
between H-representations and V-representations is not computationally trivial, but is well studied
in its own right. The more common methods include the Double Description Method [3], and
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Fourier Motzkin elimination [2]. For further reading on the details of either of these, or polytopes
in general, we guide the reader to Lectures on Polytopes [10].
We will be comparing polytopes in the solution space. We will say a polytope P completely
dominates (or just dominates) another polytope P ′ if for every point p′ ∈ P ′, there exists some
point p ∈ P such that p dominates p′. A polytope is completely dominated if there is some
polytope which dominates it, and completely non-dominated if there is no such polytope. We will
say a polytope P partially dominates another polytope P ′ if there is no point p′ ∈ P ′ such that
p′ dominates some point p ∈ P , and some point p ∈ P such that p dominates some point p′ ∈ P ′.
Note that we do allow a p′ ∈ P ′ and p ∈ P such that p′ = p, hence the term partial.
4 Overview of the algorithm
As is common in multi-objective optimisation, our algorithm operates in the solution space of
the problem. The algorithm operates in three distinct steps. To make it easier to follow, and to
allow further research to improve this work, we first present an overview of each portion of the
algorithm, and then explain each step on its own. Note that we explain here a simplified version of
this algorithm. The journal version will present these algorithms in their fullness, as well as many
efficiency improvements and run-time analyses.
The first phase in our algorithm builds a set of simplices C such that the Pareto front is contained
within C. Note that this does not mean that each simplex in C is either in the Pareto front or
not. Instead, for any point p within the Pareto front, there is some P ∈ C such that p ∈ P . We
obviously keep this condition throughout our new algorithm.
The second phase then breaks up some of these simplices into even smaller polytopes. This is
done to ensure that after this phase of the algorithm, no two polytopes in our set have a non-empty
intersection. This allows us to work with each polytope as a whole.
The third phase analyses all of these polytopes, and determines when one polytope either
partially or completely dominates some other polytope. Rather than breaking the polytopes into
yet smaller pieces, we instead mark where each polytope is not dominant. This marking is such
that in our solution each individual polytope P which contains some portion of the Pareto front
will be marked with its own set of polytopes {R1, . . . , Rt} such that P \{R1, . . . , Rt} only contains
portions of the Pareto front.
4.1 Phase 1: Collecting The Pieces
The first phase combines integer and linear programming techniques to find a set C of simplices
such that the Pareto front is contained within C. Note that this does not mean that each simplex
in C is either in the Pareto front or not. Instead, for any point y within the Pareto front, there is
some Y ∈ C such that y ∈ Y .
The algorithm used for this phase is a modification of MOIP_AIRA [7] with Hamming con-
straint and slices [8]. Following MOIP_AIRA, as each solution point p is found, we use Benson’s
algorithm [4] to find all polytopes which are optimal in the given slice and contain p. Hamming
constraints are then added to the problem to avoid the slice containing p (and thus avoid detecting
the same polytope again). To ensure that any other polytopes in this slice are found, when a new
point p is discovered the algorithm also checks to see if p is “beyond” a vertex on a known polytope.
If so, the known vertex is checked for additional polytopes which contain it. If none are found,
then the Hamming constraint corresponding to this vertex is removed.
The correctness of this approach can be shown by contradiction. A rough outline of the proof
is as follows. Assume the existence of a polytope which was not found by the algorithm, which
also gives a lexicographically least vertex y of this polytope. The only constraints we add to our
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problem that would cause y to be missed are Hamming constraints. As y was never found, any
other polytope which contains y was also not found. The existence of such a polytope is given by
convexity of the solution of the linear program which results from restricting our original problem
to this slice. This reduction leads to a polytope with a lower least vertex, and thus a contradiction.
This phase builds our set of polytopes, which we call C.
4.2 Phase 2: Carving Out Intersections
For this phase, we assume we have a set C in objective space such that for any non-dominated
solution y, there exists a polytope P ∈ C such that y ∈ P . From this set we build a set of polytopes
in the objective space such that each polytope is a subset of some P ∈ C and no two polytopes
have a non-empty intersection.
Consider every possible intersection of polytopes in C. If the intersection is not empty, we add
it to our set. To avoid having intersecting polytopes, we must subtract the intersection from each
input polytope. However this might also produce two (or more) connected components, and these
components may be non-convex.
To avoid these non-convex components, we want to break up any non-convex components into
convex polytopes. We do this by intersecting each input polytope with each of the inverse of
the halfspaces which define the intersection polytope. This procedure may have to be repeated
iteratively, but does terminate.
At this point, we have a set of polytopes C∗, of which no pair has non-empty intersection. Thus
it satisfies the following.
Lemma 1. Let C∗ be a set of regions with no two regions having a non-empty intersection. Let
P, P ′ ∈ C∗ and let y ∈ P . If y is dominated by some other solution y′ ∈ P ′, then there is no point
z ∈ P such that z dominates any point z′ ∈ P ′.
A complete proof will be included in the journal version of this paper. The basic idea is
to consider the two lines which run from y to z and from y′ to z′ respectively. These lines
will be contained within P and P ′ respectively as both are convex, and must intersect, giving a
contradiction.
This lemma tells us that we do not need to consider any further intersections between any
polytopes to find the Pareto front. However, we may still have some polytopes which are partially
dominated by others. A partially dominated polytope is a polytope which contains a point which
is dominated by a point in a second polytope.
4.3 Phase 3: Determining Dominance
For this phase, we have a set of polytopes in the objective space such that no two polytopes have a
non-empty intersection. A naive approach at this point would be to further split up each polytope
into smaller polytopes, such that we get a set of polytopes where each polytope is either completely
non-dominated, or completely dominated. This can, however, lead to a significant increase in the
memory usage of the algorithm.
Instead, for any set of polytopes where one polytope partially dominates the others, we build
exactly the polytope which describes the portion of the objective space where this dominance holds.
This is achieved by projecting each polytope in each coordinate direction, finding the inter-
section in each dimension and reversing the projection. This procedure gives a new polytope P ∗
which marks the region of objective space where all of the input polytopes have a solution. By
Lemma 1 only one of these input polytopes can be dominant, so for any other polytope we mark
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that it is not dominant in P ∗. Note that we do not add P ∗ as a potentially dominant polytope —
it may well lie partially outside the feasible space for the problem.
The second algorithm used in Phase 3 simply iterates over all possible subsets to determine the
Pareto front. The Pareto front is presented as a set of regions, with each region being a polytope
with a finite (and possibly zero) number of other polytopes removed from it. That is, these regions
are not necessarily convex.
5 Discussion
We have presented here the first multi-objective mixed-integer linear programming algorithms
which can exactly determine all supported and non-supported non-dominated solutions for an ar-
bitrary number of objective functions. There are many improvements that can be madein this
algorithm which are obvious and have not been discussed. More complete details on these im-
provements, as well as full run-time analyses will be given in the journal version of this paper. We
hope this paper will spur further research in the field of exact algorithms for MOMIP problems.
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