Abstract. In a 1976 paper published in Science, Knuth presented an algorithm to sample (non-uniform) self-avoiding walks crossing a square of side k. From this sample, he constructed an estimator for the number of such walks. The quality of this estimator is directly related to the (relative) variance of a certain random variable X k . From his experiments, Knuth suspected that this variance was extremely large, so that the estimator would not be very efficient.
Introduction
A self-avoiding walk (SAW) on a graph is a walk that never visits the same vertex twice. Let W k be the set of SAWs on a k × k square grid, going from the South-West vertex to the North-East vertex ( Figure 2 ). In his paper "Coping with finiteness" [12, 13] , Knuth described the following algorithm to generate a (non-uniform) random walk of W k : start from the South-West corner, and at each time, choose with equal probability (which can be 1/3, 1/2 or 1) one of the eligible steps. A step is eligible if, once appended to the current walk, it gives a self-avoiding walk which can be extended so as to end at the North-East corner. In this way the walk is never trapped and the algorithm always succeeds 1 . Figure 1 shows the probabilities of the 12 possible walks when k = 2. Two bigger examples (k = 10, k = 100) are shown in Figure 2 . This procedure is a basic example of a widely used technique called sequential importance sampling [5, 8, 9] .
Denote by p(w) be the probability to draw the walk w ∈ W k . Consider the random variable X k = 1/p(w), where w is a random walk of W k drawn according to the distribution p(·). Clearly,
Hence one can estimate the number of SAWs crossing a k × k square by generating N walks w (1) , . . . , w (N ) of W k , and computing
By generating several thousand walks for k = 10, Knuth obtained which is quite good compared to the now known exact value, 1, 568, 758, 030, 464, 750, 013, 214, 100 (see [6, 13] ). We have reproduced Knuth's experiment, and found, with a first group of 10,000 Figure 1 . The 12 self-avoiding walks crossing the 2 × 2 square. For each of them, we give the sequence 1/p 1 , 1/p 2 , . . . where p i is the probability of the ith step. The probability of the walk is thus the reciprocal of the product of the terms in the list. Two walks have probability 1/8, six have probability 1/12, and four have probability 1/16. Two walks that differ by a diagonal symmetry have the same probability.
walks, the estimate 1.78 × 10 24 , and with a second group, the estimate 1.38 × 10 24 . As observed by Knuth, the values
vary a lot (a small sample of 10 walks gave us values ranging from
10
11 to 10 24 ), and one may suspect that the variance of X k is probably much larger than E(X k ) 2 , or, in other words, that the relative variance
Var
X k E(X k ) is large. Note that
Also, observe that the variance of the estimator (1) is Var(X k )/N , so that Var(X k ) is a measure of the quality of this estimator.
Knuth's observation led Bassetti and Diaconis to study a simpler algorithm, in which a step, to be eligible, has to go North (N) or East (E) [5] . The resulting walk is called a directed walk, or a NE-walk. Each step has probability 1/2 unless it follows the North or East side of the square -in which case it has probability 1. Denote by D k the set of directed walks of W k , and by p(w) Figure 2 . Left: A SAW crossing the 10 × 10 square. The thick steps have probability 1. That is, each of them is the only eligible step at the time when it is chosen. Right: A SAW crossing the 100 × 100 square, obtained via Knuth's algorithm. the probability to generate the directed walk w with this new algorithm. Define the random variable X k = 1/p(w) as above. Then
By the above argument, a walk that hits for the first time the North of East side of the square at time k + i has probability 1/2 k+i . Since there are 2 k+i−1 i such walks,
The corresponding generating function is
and an elementary singularity analysis [10] gives
which is roughly √ k times larger than
In this note, we first take one more step in the direction of the general problem by declaring that South steps are also eligible. The resulting walks are partially directed walks, or NES-walks. The probabilities of the 9 walks obtained when k = 2 are shown in Figure 3 . Of course, these probabilities are not the same as those obtained from Knuth's original algorithm. Figure 3 . The nine NES-walks crossing a 2 × 2 square, with the reciprocals of the probabilities of their steps.
We will prove that one outcome of this increased generality is that the ratio between E(X 2 k ) and E(X k ) 2 becomes much bigger:
Since the x/y symmetry is lost with these walks, and random NES-walks in a square look a bit dull (Figure 4) , it is natural to generalize the original question by enclosing the walks in a rectangle R of height k and width ℓ, and let k and ℓ increase at different speeds. Thus, let P k,ℓ be the set of partially directed walks that start from the South-West corner of R and end at the North-East corner. A walk of P k,ℓ contains exactly ℓ East steps, and choosing the heights of these steps determines the walk completely. Hence the number of walks in P k,ℓ is (k + 1) ℓ . Thus, defining the random variable X k,ℓ = 1/p(w) as above, we have Figure 4 . Random partially directed walks crossing a square of size k, for k = 100 and k = 1000.
We will prove that, if k, ℓ → ∞ in such a way ℓ = o(2 k ), then
so that the relative variance satisfies
We actually obtain in Section 2 an explicit expression for the generating function of the numbers E(X 2 k,ℓ ) (as was done for directed walks in (2)). In Section 3, we derive from this expression the above asymptotic results. Let us mention that, even though sequential importance sampling is widely used, no general bounds on the variance of the estimators are available. The present paper, following [5] , is thus one of very few examples where variances can be found.
Finally, in the last section, we go back to Knuth's sampler for general self-avoiding walks, and prove that there exist two positive constants λ and β such that
The former result has actually been known since 1978 [1] . Since a variance is non-negative, β ≥ λ 2 . Upper (and lower) bounds on λ have been obtained in [6] , based on the determination of the numbers E(X k ) = |W k | for small values of k, and of related numbers counting other configurations of self-avoiding walks. A similar study, performed for the numbers E(X 2 k ), might suffice to prove that β > λ 2 . We conclude with a few remarks and questions on the importance sampling of self-avoiding walks not confined to a box.
Exact results for NES-walks
In this section, we first describe the probability p(w) to obtain the walk w in terms of the geometry of w (Section 2.1). This description reduces the determination of the numbers E(X 2 k,ℓ ) to the enumeration of NES-walks according to several parameters, which we perform in Section 2.2.
The probability p(w)
Let w 0 be a walk of P k,ℓ , written as a sequence of N, E and S steps. Let w be the prefix of w 0 that precedes the last E step. That is, w 0 = wEN · · · N. By convention, w 0 starts at height 0. Lemma 1. The probability p(w 0 ) to obtain w 0 via the importance sampling algorithm satisfies Proof. Assume the walk w 0 has length n and ends with exactly j vertical steps. The probability of the first step is 1/2, and the probability of each of the j final steps is 1. Let s i denote the ith step. Hence w consists of the steps s 1 , . . . , s n−j−1 . For 1 ≤ i < n − j, the probability of s i+1 depends on the direction and position of s i :
• if s i is horizontal, but not a contact, then the probability of s i+1 is 1/3,
• if s i is a horizontal contact, then the probability of s i+1 is 1/2,
• if s i is vertical, but not a contact, then the probability of s i+1 is 1/2,
• if s i is a vertical contact, then the probability of s i+1 is 1.
The lemma follows.
Enumeration of NES-walks in a strip of fixed height
Recall the expression (3) of the numbers E(X k,ℓ ). For k (the height of the rectangle) fixed, the generating function of the numbers E(X k,ℓ ) 2 is rational:
We will determine the variance of X k,ℓ by describing the generating function of the numbers E(X 2 k,ℓ ), which is also rational when k is fixed.
Proposition 2. For any fixed height k, the generating function
is a rational series:
where N k and G k are polynomials in x given by the same recurrence relation:
(and similarly for G k ), with initial conditions The generating function of the variances is
Observe that the radius of the first fraction is smaller than the radius of the second fraction. As
We now want to prove Proposition 2. Recall that
The expression of p(w 0 ) given in Lemma 1 leads us to study a purely enumerative problem. For k fixed, let T k be the set of NES-walks w that start at height 0 and are confined to the strip 0 ≤ y ≤ k. We wish to count these walks by the parameters h(w), h c (w), v(w) and v c (w). So, let
be the associated generating function. This series is easily seen to be rational (there is an underlying finite-state automaton), and there are several ways to determine it. We present here what we believe to be the most direct one. It relies on a recursive description of the walks of T k , where we add at each time an E step and a sequence of vertical steps. This approach requires to take into account an additional parameter, namely the height f (w) of the final point of the walk w. Hence our series finally involve 5 variables:
We will denote byT k the subset of T k formed of walks that do not end at height 0 or k, and bỹ T k (s) ≡T k (x, y, a, b; s) the corresponding generating function. Accordingly,
where T k,i is the series in x, y, a and b counting walks of T k ending at height i. By Lemma 1,
Lemma 3. The seriesT k (s), T k,0 and T k,k satisfy the following system of equations:
Proof. We construct the walks ofT k recursively, by adding at each time a horizontal step followed by a sequence of vertical steps. We partition the setT k into three disjoint subsets, illustrated in Figure 5 .
• The first subset consists of walks with no E step. These walks consist of i North steps, with 1 ≤ i < k. Their generating function is
• The second subset consists of walks in which the last E is followed by a (possibly empty) sequence of N steps. We denote by i the height of the last E step, and distinguish the cases i = 0 and 0 < i < k. The generating function of this subset ofT k reads
• The third subset consists of walks in which the last E step is followed by a non-empty sequence of S steps. We denote by i the height of the last E step, and distinguish the cases i = k and 0 < i < k. The generating function of this subset ofT k reads
Adding the three contributions gives the seriesT k (s) and establishes the first equation of the lemma.
The equations for T k,0 and T k,k are obtained in a similar fashion. We now solve the functional equations of Lemma 3. The key tool is the kernel method (see e.g. [4, 7, 16] ).
where N k and G k are polynomials in x, y, a and b defined by the same recurrence relation
(and similarly for G k ) with initial conditions
Equivalently,
where S is the only power series in x and y satisfying
withȳ = 1/y,S = 1/S, and
The reason why we give the expressions of N −1 and N 0 , rather than N 3 and N 4 , is that they are more compact. The same reason explains why we give G 0 rather than G 4 . It is of course easy to compute N 3 , N 4 and G 4 , and Proposition 2 then follows at once, using (5). We hope that using the same notation N k , G k , for the enumeration problem of Proposition 4 and its specialization of Proposition 2 will not create any confusion.
Proof.
The kernel of this equation is the coefficient ofT k (s). It vanishes when s = S and s =S := 1/S, where S is defined in the proposition. SinceT k (s) is a polynomial in s, and S andS are Laurent series in x and y with finitely many monomials with negative exponents, the seriesT k (S) and T k (S) are well-defined. Replacing s by S orS in the above equation cancels the left-hand side, and hence the right-hand side. One thus obtains two linear equations between T k,0 and T k,k , which involve the series S. Solving them gives expressions of T k,0 and T k,k in terms of S (the expression of T k,k is given in (11) below). By setting s = 1 in (9), one then expressesT k (1) in terms of S, and finally
. This gives (6) .
Observe that the expression (6) is unchanged if we replace S byS = 1/S. Since S andS are the two roots of (7), this implies that T k (1) is a rational series in x, y, a and b. However, the denominator of (6), namely P (S)S k + P (S), is not unchanged when S → 1/S. But let us define the series N k and G k as follows:
Then it is easy to check that (6) can be rewritten as T k (1) = N k /G k . Moreover, the series N k and G k are unchanged when S → 1/S, and thus are rational functions of x, y, a and b. More precisely, each of the sequences G 2k , G 2k+1 , N 2k and N 2k+1 is of the form αS k + βS k , where S andS are the two roots of (7). Hence each sequence satisfies the recurrence relation
One easily determines the initial values for each sequence. This yields the description of N k and G k given in the proposition. From this description, it is clear that N k and G k are polynomials, as soon as k ≥ 1.
Remarks 1. The series T k,i , counting walks ending at height i, are also rational, but with a denominator that is a proper multiple of the denominator of
or, in terms of polynomials,
where F k is defined by the recurrence relation
with the initial conditions
It is not hard to prove that G k is a divisor of F k . The simplification that occurs in the denominator when summing the series T k,i has very recently been explained combinatorially by Bacher [2] . 2. The series T k,k was already determined in the case x = y = a = b = t in [3] , using the same approach as above. The derivation is more involved here because we keep track of four parameters in the enumeration, and because we are interested in T k (1) rather than T k,k .
Asymptotic results for NES-walks
We now derive asymptotic results from the previous section. Recall that E(X k,ℓ ) = (k + 1) ℓ , so that the generating function of the numbers E(X k,ℓ ) 2 is given by (4) (for k fixed). The radius of convergence of the generating function of the numbers E(X 2 k,ℓ ) turns out to be exponentially smaller than 1/(k + 1)
2 .
Proposition 5. Let k ≥ 1. The series M k (x), given in Proposition 2, has a unique pole ρ k of modulus less than 1/9, satisfying
The residue of α k of M k (x) at ρ k satisfies
The second moment of X k,ℓ satisfies
Proof. We proceed in four steps. We first express the series M k (x) in terms of an algebraic series S, as was done for the enumerative problem in Proposition 4. Then, we study the analytic properties of S. We use these properties to prove that the denominator G k of M k is real-rooted, with one positive zero ρ k and all the other zeroes below −1/9. We finally apply Cauchy's formula to extract the ℓth coefficient of M k (x), which is E(X 2 k,ℓ ). 1. The expression of M k By Proposition 2,
where the polynomials N k and G k can be described either by induction, or, after performing the change of variables x → 3x, a → 2x, y → 2 and b → 1 in (10), by
where S and 1/S are the two power series in x satisfying
or equivalently,
The polynomials P (s) and Q(s) are
so that, in view of (16),
The series S(x)
From now on, we denote by S the root of (15) that has constant term 1/2:
Lemma 6. The series S has radius of convergence 1/9, and admits an analytic continuation, still denoted by S, in C \ [−1, −1/9]. In this domain, S never vanishes, and its modulus is less than 1.
Proof. The existence of an analytic continuation follows from basic complex analysis. If x = u + iv, the discriminant (1 + x)(1 + 9x) reads 2v(5 + 9u). Using the principal determination of the square root, the analytic continuation of S is given by (17) when ℜ(x) ≥ −5/9, and otherwise by
A plot of the modulus of S is shown in Figure 6 (left).
The roots of G k
Lemma 7. For k ≥ 1, the denominator G k of the series M k is real-rooted. It has a unique positive zero ρ k , which, as k → ∞, admits the expansion (12) . The residue α k of M k at ρ k admits the expansion (13) . The other zeroes are smaller than −1/9.
We could use Rouché's theorem to prove that, for any ε > 0, the polynomial G k has only one root of modulus less than 1/9 − ε for k large enough, but the above statement is more precise. Proof. The case k = 1 being trivial (G 1 = 1 − 4x), we focus on the case k ≥ 2. By Proposition 2, the denominator G k has degree ⌈ k+1 2 ⌉. The expressions (14) are symmetric in S and 1/S, and thus hold for any determination of S, and thus for any x ∈ C, including in the cut [−1, −1/9]. They show that G k (x) = 0 if and only if S = −1 and
Conversely, if s ∈ C \ {−1} is a root of
is a root of G k . Observe that in this case, 1/s is also a root of (18), and gives rise to the same root x of G k . Conversely, if two distinct roots s 0 and s 1 of (18) Since we want to prove that G k is real-rooted, let us study the roots of (18), distinct from −1, that are real or have modulus 1. We will prove that (18) has
• two pairs {s, 1/s} of real zeroes distinct from −1, one positive outside of [1/2, 2], and one negative,
2 ⌉ pairs of zeroes distinct from −1 on the unit circle. Consequently, G k has two real zeroes outside the interval [−1, −1/9], one positive, one less than −1, and ⌈ k−3 2 ⌉ zeroes in [−1, −1/9]. In particular, it is real rooted. Real roots of (18). An elementary study of the function R(s), for s ∈ R, reveals that it consists of 4 decreasing branches, shown in Figure 6 (right), with vertical asymptotes at
≃ 0.17, and s = 2.
The branches intersect the s-axis at the reciprocals of these three values (and in particular at 1/2). Thus in R + , the equation s k−1 = R(s) has two roots, one below 1/2 and the other beyond 2, which are necessarily the reciprocal of each other. The smallest of these increases to 1/2 as k increases: thus the corresponding value of x decreases to 0 as k increases. We denote by ρ k this root of G k . If k is even, the equation s k−1 = R(s) has also two roots in R − . If k ≥ 3 is odd, the curve s → s k−1 intersects the second branch of R(s) at s = −1, but also somewhere before s = 0 and s = −0.508 . . . (which is the root obtained for k = 3) . The latter intersection point gives rise to a root of G k smaller than −1.
The rest of the argument will show that all other roots of
Roots of (18) of modulus 1. We first observe that, if s has modulus 1, then the same holds for R(s)
.
Plots of cos φ and sin φ as a function of θ are shown in Figure 7 . For s = e iθ , Eq. (18) is equivalent to cos((k − 1)θ) = cos φ and sin((k − 1)θ) = sin φ. Given that 1/s = e −iθ , we can focus on solutions such that θ ∈ [0, π]. The oscillations of cos((k − 1)θ) in this interval imply that the equation cos((k − 1)θ) = cos φ admits at least one solution in each interval (
For each solution, sin((k − 1)θ) = ± sin φ, and the plot of sin φ in Figure 7 shows that sin((k − 1)θ) = sin φ if and only if sin((k − 1)θ) ≤ 0, that is, if m is even. We finally note that, when k is odd, one solution is θ = π, giving s = −1, which we want to exclude.
This discussion shows that (18) has at least ⌈ k−3 2 ⌉ solutions s = −1 with Im(s) > 0 on the unit circle. They give rise to as many roots of G k in the interval [−1, −1/9]. With the two real roots of G k found previously outside this interval, this gives a total of ⌈ k+1 2 ⌉ roots, which coincides with the degree of G k . Hence G k is real rooted, with one positive root ρ k , and the others smaller than −1/9. In remains to obtain an expansion of ρ k as k grows. We first work out an expansion of the solution of (18) found around 1/2:
This translates into the expansion of ρ k using (19).
The residue α k is then easily derived from M k = 2xN k /G k and the expressions (14) of G k and N k .
Conclusion
By Lemma 7 and Cauchy's formula,
where C is the circle of radius 1/9 centered at the origin. We will prove that there exists a constant C such that for all k and x ∈ C,
as stated in Proposition 5. It follows from (12) and (13) that
is bounded uniformly in k and x ∈ C, so that we only need to prove that M k (x) = O(k), uniformly in x ∈ C. By Lemma 6, for any x ∈ C \ {−1/9}, |S(x)| < 1. Moreover, S(x) → 1 as x → −1/9. Recall that M k (x) = 2xN k /G k . By (14) ,
, so that it suffices to prove that G k /2 k/2 is bounded away from 0, uniformly in k and x ∈ C. Since 1 + S and S k are uniformly bounded, and P (1/S) is bounded away from 0, this is equivalent to
By the proof of Lemma 7, S k +
P (S)
P (1/S) does not vanish on C. Hence it suffices to prove that
Let us write x = −e ±iθ /9, with θ ∈ [0, π]. Then, as θ → 0,
We split then interval [0, π], to which θ belongs, in three parts.
• When √ θ ≤ π/(2k), there holds, uniformly in θ,
In particular,
Moreover,
uniformly in θ. Hence
• Let ε > 0 be such that, for √ θ < ε,
Such an ε exists in view of (22) and (23). For π/(2k) ≤ √ θ ≤ ε,
• Finally, when √ θ ≥ ε, then |S| < 1 is bounded away from 1, uniformly in θ. Thus, if
there would exist an x ∈ C such that P (S(x)) = 0. But this only happens when x = 0 or x = (−1 ± √ 17)/4, and none of these values lies on the circle C. This concludes the proof of Proposition 5.
Back to general self-avoiding walks

4.1.
Partial results on the asymptotics of E(X k ) and E(X 2 k ) Let us go back to Knuth's original algorithm, described at the beginning of the paper. Recall that E(X k ) is the number of SAWs crossing a square of side k, and that E(X 2 k ) is the sum of the reciprocals of the probabilies of these walks.
There exist two positive constants λ and β such that
and
Proof. As can be expected, these results follow from a super-multiplicativity argument. The existence of λ was established for the first time in [1] , and the lower bound (24) appears in [6] . We repeat the argument, because it applies almost verbatim to the numbers d(k).
Then λ is finite, because there are only a quadratic number of edges in the k × k square, and a walk is determined by the set of its edges. Let ε > 0. We will prove that lim inf c(K)
which implies that λ is actually the limit of c(k)
Let k > 0 be such that c(k)
2 > λ − ε. Let K ≥ k, and let n be maximal so that
This implies in particular that K < (k + 1)(2n + 3). In the K × K square, put (2n + 1) 2 smaller squares of side k, as shown in Figure 8 . In each smaller square, choose a SAW that crosses it, and build from this collection of short walks a long walk crossing the larger square, as shown in the figure. This construction implies
Taking the lim inf on K boils down to taking the lim inf on n and gives (26). The bound (24) also follows from the above inequalities. 
where |w| denotes the length of w. Now return to Figure 8 . Denote by w 1 , w 2 , . . . the short walks, and by w the long one. It is clear for the sampling algorithm that
It follows that
from which one can prove, as above, that β = lim d(k)
1/k 2 . The above bound on d(K) can actually be improved: in every row of (2n + 1) small squares, except maybe the top one, n of the horizontal steps added between the small squares have probability 1/2 or 1/3. Hence
and the lower bound (25) now follows.
Unconfined self-avoiding walks
Knuth designed his algorithm to sample SAWs crossing a square, but his approach can be easily adapted to sample (untrapped) SAWs of prescribed length n: start from the origin of Z 2 , and at each time, choose with equal probability (which can be 1/3, 1/2 or 1) one of the eligible steps. A step is eligible if, once appended to the current walk, it gives an untrapped self-avoiding walk, that is, a walk that can be extended into a SAW of arbitrary length. The growth constant of untrapped SAWs is the same as for general SAWs (because all bridges are untrapped [14] ). We do not know of any more precise result. The average end-to-end distance in a uniform SAW of length n is conjectured (and strongly believed) to be of the order of n 3/4 . We do not know if a similar conjecture exists for uniform untrapped SAWs.
It would also be interesting to study the asymptotic properties of untrapped SAWs chosen according to the non-uniform, but very natural, distribution that results from our sampling procedure. In particular, it is likely that the average end-to-end distance will be smaller than n 3/4 here, because "compact" walks in which few steps are eligible at each time have a higher probability than more spread-out walks. Figure 9 shows a random SAW drawn using our recursive algorithm and a (quasi-)uniform SAW drawn using a pivot algorithm [11] . For unconfined partially directed walks, however, the end-to-end distance is easily shown to be linear, both for the uniform model and for the distribution studied in this paper. Let us mention that the importance sampling of possibly trapped SAWs of length n (with rejection when the walk gets stuck before it reaches length n) has also been considered, with a conjectured end-to-end distance of n 2/3 [15] . 
When does a walk get trapped?
One important feature of Knuth's algorithm, and of its adaptation to unconfined SAW discussed in the previous subsection, is that one never appends a step that would trap the walk. Since Knuth does not explain in his paper how he detects self-trapping, let us describe the method we used.
Let w be an untrapped SAW of length n, ending at vertex v n = (i, j), and, say, with a W step. There are, up to obvious symmetries, exactly three situations when adding a new step to w creates a trapped walk:
• the vertex v = (i − 1, j) belongs to w, one appends a N step to w and the portion of w going from v to v n has winding number −2π, • the vertex v = (i − 1, j + 1) belongs to w, one appends a N step to w and the portion of w going from v to v n has winding number −2π, • the vertex v = (i − 1, j + 1) belongs to w, one appends a W or S step to w and the portion of w going from v to v n has winding number 2π.
These three cases are depicted in Figure 10 . When computing the winding number, we add a half-edge pointing from the East to v (Figure 11 ). The winding number is then the difference between the number of left turns and the number of right turns, multiplied by π/2. Figure 10 . How a walk gets trapped.
v n v Figure 11 . The winding number between v and v n is −2π.
