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Seaports play a key role in maritime commerce and the global market economy. Goods
of different kinds are carried in specialized vessels whose handling requires ad hoc port
facilities. Port terminals comprise the quays, infrastructures, and services dedicated
to handling the inbound and outbound cargo carried on vessels. Increasing seaborne
trade and ever-greater competition between port terminals to attract more traffic have
prompted new studies aimed at improving their quality of service while reducing costs.
Most terminals implement operational planning to achieve more efficient usage of re-
sources, and this poses new combinatorial optimization problems which have attracted
increasing attention from the Operations Research community. One of the most impor-
tant problems confronted at the quayside is the efficient allocation of quay space to the
vessels calling at the terminal over time, also known as the Berth Allocation Problem.
A closely related problem arising in terminals that specialize in container handling con-
cerns the efficient assignment of quay cranes to vessels, which, together with quay space
planning, leads to the Berth Allocation and Quay Crane Assignment Problem. These
problems are known to be especially hard to solve, and therefore require designing meth-
ods capable of attaining good solutions in reasonable computation times.
This thesis studies different variants of these problems considering well-known and
new real-world aspects, such as terminals with multiple quays or irregular layouts. Math-
ematical programming and metaheuristics techniques are extensively used to devise tai-
lored solution methods. In particular, new integer linear models and heuristic algorithms
are developed to deal with problem instances of a broad range of sizes representing real
situations. These methods are evaluated and compared with other state-of-the-art pro-
posals through various computational experiments on different benchmark sets of in-
stances. The results obtained show that the integer models proposed lead to optimal
solutions on small instances in short computation times, while the heuristic algorithms
obtain good solutions to both small and large instances. Therefore, this study proves to
be an effective contribution to the efforts aimed at improving port efficiency and provides
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Homo sapiens has always striven to make good decisions. Throughout history, humans
have proved capable of planning future actions and performing them systematically to
achieve various goals. The first manifestations of this executive planning are lost in the
mists of time, but traces from the past reveal our age-old interest in the development of
our practical capabilities. Since the Paleolithic era, we have conceived myriads of tools
and methods to change the environment with the aim of improving our living conditions.
And this has not been a merely individual effort, but a social endeavour.
Thousands of years ago, the domestication of some plants and animals made it pos-
sible for certain human groups to settle permanently, and as a result their population
and density increased. The ensuing new conditions and needs demanded new efforts to
deal with them. The construction of infrastructures and the management of crops, ware-
houses and other resources posed problems such as the recording of information and the
correct combination of measures (see Harris and Johnson, 2007, Graeber, 2012). Fur-
thermore, agriculture required precise predictions to determine calendars based on the
movement of celestial bodies. As a response to these problems, in some of those settle-
ments writing and arithmetic were conceived and developed. These instruments brought
about new forms of symbolic representation and abstraction, which in turn enhanced
our ability to organize people and changing our surroundings. They also contributed to
improving our rudimentary astronomy and geometry and prompted the development of
new tools and techniques (see Sol´ıs and Selle´s, 2013).
Over centuries, various sciences were developed to better explain and predict the
world, and many of them found valuable support in mathematics for abstracting, mod-
elling and communicating different aspects of reality. They served all kinds of human
purposes, ranging from saving people from a premature death by constructing sewage
systems to killing people in wars by using siege machines. Meanwhile, theories and
methods in astronomy, physics and many technical disciplines were perfected to become
more precise and effective in their application to reality (see Sol´ıs and Selle´s, 2013, Kuhn,
1992).
From the sixteenth century of the Common Era the expansion of states around the
world and emerging capitalism demanded new organizing methods based on the appli-
cation of calculation to aggregated data. Thus was born political arithmetic, the precur-
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sor of statistics and political economy, as a support for managerial decision-making (see
Naredo, 2015). Additionally, new mechanical inventions were conceived and progressively
introduced into workshops to increase productivity. During the nineteenth century, the
boom of industrial production and the expansion of markets forced capitalist companies
to become more competitive on pain of bankruptcy. Engineers were in demand to achieve
the best utilization of factory resources by devising new machines, thereby automating
processes that until then had been carried out by human beings (see Polanyi, 2001).
Fossil energy sources, such as coal and oil, were increasingly exploited to serve indus-
trialization and also fostered an unprecedented rise in transportation. Steamships freed
navigation from the vagaries of wind and improved upon the capacity of previous vessels,
while railways connected vast areas in the hinterlands crossing the continents (see Stop-
ford, 2009, ch. 1). The new alternatives gave rise to new opportunities for companies,
and consequently posed new managerial problems (see Meersman and de Voorde, 2010).
States, for their part, continued competing with each other for land, natural resources,
and populations, and therefore they also had to confront new challenges in organizing
large masses of people, especially growing armies composed of many specialized units
with diverse demands and characteristics.
During the first half of the twentieth century, business and military managers prompt-
ed the emergence of sciences such as logistics and operations research. Mathematicians,
engineers, and other scientists devised formal methods to plan and optimize processes
such as the exploitation, organization and transportation of resources. Simultaneously,
computer science, a new discipline based on mathematical logic, laid the foundations
of automated computing and problem solving and made it possible to construct pro-
grammable computers. Such sciences underwent considerable development during the
second half of the century, fostered by states, mass consumption and growing interna-
tional trade (see Hillier and Lieberman, 2015, ch. 1). Commerce between regions in
different continents experienced an upsurge with the development of diesel-driven cargo
vessels, which contributed to maritime commerce by improving freight transport effi-
ciency. Moreover, the standardization of containers for the transportation of a range
of cargo brought about the construction of specialized vessels and the development of
ad hoc facilities in ports worldwide. Consequently, these infrastructures posed new op-
erational planning problems, which began to be analysed using the new management
sciences (see Heaver, 2012).
Maritime commerce continues to grow in the twenty-first century and the operations
research community is increasingly interested in the mathematical analysis and formu-
lation of the problems encountered therein (Woo et al., 2011). Many of these problems
concern the optimization of planning decisions in ports so that scarce resources are used
efficiently. Thus researchers tackle these problems by developing models and computa-
tional methods capable of obtaining good or even optimal solutions. Pursuing this line,
the present study is a modest contribution to the efforts aimed at achieving the most
efficient use of the resources available, in particular, at the quayside of seaports.
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1.1 Scope and objectives
The purpose of this doctoral thesis is to analyse various optimization problems con-
cerning operational berth planning in port terminals and to propose new methods for
solving them. The main resource managed in this process is the quay space, which
must be used efficiently by the terminal in order to provide a high quality service in
processing calling vessels. In container terminals, quay cranes also have to be assigned
efficiently to moored vessels, as they determine vessels’ handling time and thus affect
the vessel schedule. Both resources, quay space and quay cranes, give rise to different
combinatorial optimization problems.
In particular, this thesis will address various versions of the Berth Allocation Problem
and the Berth Allocation and Quay Crane Assignment Problem. These problems concern
the assignment of berthing time and position (and quay cranes) to each vessel expected
to arrive within a given time horizon. The objective is to minimize the stay of vessels
at the terminal, since this is a determining factor in its competitiveness. In formulating
these problems, new and existing constraints arising in real-world cases, which give rise
to interesting new variants, will be taken into consideration.
The main objective is to provide methods capable of solving realistic instances of
these problems. Specifically, new mathematical programming models and exact meth-
ods will be proposed to obtain optimal solutions, whenever possible, and new heuristic
algorithms will be developed to obtain high quality solutions in short computation times.
These methods will be evaluated through extensive computational experiments and com-
pared with existing proposals in the literature.
The approach is aimed at helping decision makers in port terminals to better perform
quayside operational planning, thereby contributing to the state of the art of operations
research at ports. Furthermore, regarding the mathematical dimension, it will provide
new insights and search strategies which will be useful for better confronting similar
combinatorial optimization problems.
1.2 Outline
This thesis is divided into nine chapters:
This chapter introduces the research, defines its scope and objectives and describes
the structure of the thesis.
Chapter 2 examines the context and motivation in depth. It first outlines the fun-
damentals of maritime freight transport and the increasing demand for higher port effi-
ciency. Next it describes the main areas and operational planning problems encountered
at container terminals. It then focuses on the problems tackled in this investigation and
their variants. Finally, it outlines the research methods employed in the field to address
these problems, especially those applied in this thesis.
Chapter 3 describes the investigation conducted on a novel continuous Berth Allo-
cation Problem in which several quays can be taken into account. First, a literature
review is provided to clarify the precedents. Then the problem is described and for-
mulated by means of a new mixed integer linear model. A Genetic Algorithm is also
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developed to obtain good solutions to the problem. Finally, these methods are evaluated
and compared with other proposals in the literature through extensive computational
experiments.
Chapter 4 addresses the integration of the continuous Berth Allocation Problem and
the Quay Crane Assignment Problem. After a literature review, this combined problem
is formulated by means of a new mixed integer linear model. Then several families of
valid inequalities are proposed to reinforce the formulation. The performance of this
approach is assessed and compared with other state-of-the-art approaches in various
computational experiments.
Chapter 5 tackles an extended version of the problem studied in the previous chapter.
In this variant, instead of a number of cranes, a set of specific cranes is assigned to each
vessel, taking into account additional real-world constraints. To solve this problem, a
mixed integer linear model and a cutting plane algorithm are proposed and compared
with other existing exact approaches through several experiments.
Chapter 6 proposes a Biased Random-Key Genetic Algorithm with Memetic char-
acteristics and several Local Search procedures to solve large instances of the problem
tackled in Chapter 4. The parameters of these algorithms are adjusted by means of
extensive experiments and statistical analysis. Finally, the selected configuration of the
Genetic Algorithm is compared with the exact approaches to evaluate its performance.
Chapter 7 extends these heuristic methods to solve the problem addressed in Chap-
ter 5. Analogous experiments and comparisons are conducted to assess their quality on
small and large instances.
Chapter 8 tackles a novel hybrid Berth Allocation Problem arising in terminals with
irregular quays. In this problem, new restrictions on vessel mooring and departure im-
posed by the relations between the berths (such as adjacency, oppositional and blocking
relations) are taken into consideration. After the literature review, a mixed integer lin-
ear model, easily adaptable to address a wide range of problems, is proposed. Several
experiments are conducted on real-world and randomly generated instances to evaluate
this approach.
Finally, Chapter 9 summarizes the contributions of the investigation presented in
this thesis and proposes further research directions. Additional information about the




This chapter examines the context and motivation of this research in depth. It first
outlines the fundamentals of maritime freight transport and its current trends. Next
it focuses on the increasing demand of higher port efficiency and productivity, which is
motivated by the rise in seaborne trade. Operations Research is then presented as a
scientific field dedicated to the study and improvement of efficiency in many processes,
including port management. Next, the main areas and operational planning problems of
a container terminal are described. An overview of the problems addressed in this inves-
tigation and their variants is then provided. Finally, this chapter outlines the research
methods and techniques employed in the field to tackle these problems, especially those
applied in this study.
2.1 Maritime Transport
Maritime transport plays a crucial role in the global economy. It is the backbone of
international supply chains and trade networks. Every day, thousands of vessels cross
the seas bound for ports around the world. This is possible only by efficient coordination
of multiple agents: shippers, port operators, freight forwarders, and carriers, who are
responsible for different services. Briefly, the shipper is the agent who wants to send
one or more goods and so bears the freight cost, the port operator handles those goods
in the port, the freight forwarder organizes the shipments for one or more shippers
by contacting one or more carriers, and the carrier transports the goods on the ships
it operates (see Stopford, 2009, ch. 3). The connection between the seaport and the
hinterland, that is, the inland region which is the origin and destination of the goods, is
effected by other carriers via waterways, using small ships such as barges and feeders, and
by land-based carriers, who carry the goods by rail or road to the recipient (Figure 2.1).
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Figure 2.1: Transport chain (Meisel, 2009, p. 8).
Maritime transport is the main mode of international freight transport. Estimations
reported by the United Nations Conference on Trade and Development (UNCTAD, 2016,
p. 6) indicate that in 2015 seaborne trade accounted for 80% of total world merchandise
trade in terms of weight, clearly surpassing overland and air transport. In terms of
value, its share is estimated as lying between 55% and 66%. Indeed, maritime trans-
port is very efficient in energy consumption per tonne-km and is able to greatly benefit
from economies of scale, thereby reducing unit costs and producing lower CO2 emissions
compared to other modes of transport (UNCTAD, 2012, p. 129). The book by Stop-
ford (2009) and the books published by Grammenos (2010) and Talley (2012) provide
comprehensive introductions to maritime economics.
2.1.1 Ships
Goods are transported in different specialized vessels according to their type. The UNC-
TAD distinguishes up to four main categories of commercial vessels: oil tankers, bulk
carriers, container ships and general cargo ships. Among the vessels not included in these
categories there are chemical tankers, gas tankers, offshore ships, ferry and passenger
ships, and other unclassified ships. Oil tankers and bulk carriers usually transport just
one kind or very few kinds of cargo in a single shipment, while container ships are able
to carry a large variety of goods packed into containers, which are piled up inside the
vessel.
The transport of goods using standardized containers emerged in the 1960s as a
means of improving efficiency in worldwide logistics. Increasing global trade, especially
between North America, Japan, and Europe, required fast, reliable and secure freight
transport, which at that time was still heterogeneous and labour-intensive (see Stopford,
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2009, ch. 13; and Notteboom, 2012). Between 1968 and 1970, several ISO recommen-
dations, especially ISO 668, established a standard for freight containers, thus defining
sizes and maximum weights, identification markings and other details. As a result, the
20-foot (6.06 m long, 2.44 m wide and 2.59 m high) and 40-foot standard containers were
increasingly used in maritime, road and rail transport (see Levinson, 2008). The dimen-
sions of a 20-foot container, known as a Twenty-foot Equivalent Unit (teu), are used
as a common unit of container traffic and capacity, though nowadays 40-foot containers
(2 teu) are the most common. Container ships are usually operated by shipping lines,
which are dedicated to providing a fixed service at regular intervals between selected
ports, thereby offering transport of any goods ready to be loaded in a terminal on a
scheduled basis (see Stopford, 2009, ch. 3).
According to the UNCTAD (2016, ch. 2), in 2016 the world commercial fleet consisted
of 90 917 vessels overall, amounting to a combined total of 1.8 billion dwt.1 Most of
them are oil tankers and dry bulk carriers, which transport grain and raw materials
used in a wide range of services and production processes. Goods of very different
kinds, but especially manufactured products, are mostly carried in container ships. Since
the emergence of the unitization of cargo by means of standardized containers, the
construction of container ships has increased substantially, replacing most of the general
cargo vessels. Over the last decade, the accumulated capacity of existing container ships
increased by more than 90%, reaching 244 million dwt in 2016. Moreover, their average
capacity has risen by more than 20% in the last five years (UNCTAD, 2017). Indeed, the
capacity of the container ships built within the last four years was 79 877 dwt on average,
2.8 times the capacity of those built 15–19 years ago. In the case of new bulk carriers
and new oil tankers it was slightly lower, at 78 988 dwt and 77 324 dwt respectively. By
the end of 2015, the average capacity of the container ships operated by the 50 shipping
companies with the largest overall fleet capacity was 4390 teu. The largest container
ships built to date, such as MSC Oscar, are able to carry more than 19 200 teu, with a
tonnage exceeding 195 000 dwt.
2.1.2 Seaborne freight traffic
In 2015, world seaborne trade surpassed 10 billion tonnes, hitting a historical record (Fig-
ure 2.2). Since 1970, maritime trade has increased by 285%, while over the last decade
it expanded by 30%. Most of this trade was in dry cargo, consisting of bulk goods and
containers (UNCTAD, 2016, ch. 1). Over the same decade, shipments of the main bulk
commodities (iron ore, coal, grain, bauxite and alumina, and phosphate rock) grew by
63%, and container shipments increased by 57%, reaching 175 million teu. In terms
of value, containerized cargo accounts for more than half the value of all international
seaborne trade. Unlike dry cargo, the absolute amount of seaborne oil and gas trade
underwent only a slight increase in the same period.
1DWT: deadweight tonnes. It is a measure of the weight-carrying capacity of a vessel in tonnes, not
including the weight of the ship itself. It includes cargo, fuel and stores.
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Figure 2.2: International seaborne trade in millions of tonnes loaded (UNCTAD, 2016).
The transport routes of both bulk cargo and fuels differ considerably depending on
the specific type of goods carried, given that the different commodities are extracted or
produced at different locations around the world (see Meersman and de Voorde, 2010;
Stopford, 2009, ch. 9). However, most containerized traffic between continents follows
a main east-west sea lane which connects the largest productive regions and markets
(Figure 2.3). Along this lane, containers are transported from East Asia to Europe
through the Suez Canal, and to North America crossing the Pacific Ocean. More than
20 million teu are carried over a year on each of those routes, jointly accounting for more
than 20% of global containerized trade (UNCTAD, 2016, p. 18). Another important
connection between continents is the Transatlantic route, which connects Europe and
North America. In this route, container traffic exceeds 6 million teu. Other sea lanes
extend north-south, notably those connecting Europe and North America with South
America. There are also many secondary routes that connect various southern regions
in different continents and other routes that connect regions within the same continents.
Intraregional and south-south container traffic accounts for 40% of total containerized
trade, reaching 70 million teu in 2015.
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Figure 2.3: Major shipping routes (adapted from Stopford, 2009, p. 348).
2.1.3 Ports
Seaports are an essential factor in maritime transport. Ports may be public entities,
government organizations or private companies. The port authority is the organization
that controls one or more ports and is responsible for providing a range of services to the
agents operating therein. A port may consist of one or more terminals, each consisting
of one or more berths dedicated to a specific type of cargo handling. Thus there are
container terminals, tank terminals, bulk terminals, and even terminals specializing in a
single commodity, such as coal. Terminals may be operated by the port authority or by
companies, which may own them or obtain a concession agreement for their exclusive
use (Stopford, 2009, p. 81). Tank and bulk terminals are usually operated by a single
company which also owns the cargo, whereas container terminals are multiple-user ter-
minals, since they handle cargo for a number of owners. Although container terminals
generally admit vessels regardless of the shipping company to which they belong, several
shipping lines have dedicated terminals at which only they can call.
The leading ports by total weight handled in a year are located in East Asia, mainly
in China. The port of Ningbo-Zhoushan headed the list for more than three consecutive
years, with an average of over 800 millions tonnes handled each year. It is followed
by the ports of Shanghai, Singapore, Tianjin, and Suzhou, each with an annual volume
exceeding 450 million tonnes each one. The ports of Rotterdam, in Europe, and Hedland,
in Australia, with similar volumes, stand out over the rest in their respective continents.
In North America, the port of South Louisiana handles 250 million tonnes each year on
average. A similar pattern can be seen in the annual throughput of container terminals,
with East Asia, especially China, leading the ranking. Both Shanghai and Singapore
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manage over 30 million teu per year on average. Between East Asia and Europe, the
ports of Dubai stand out, handling annually more than 14 million teu on average. In
Europe, the port of Rotterdam, with over 11 million teu per year, is followed by the ports
of Antwerp and Hamburg, each exceeding 8 million teu annually. In North America, the
ports of Los Angeles and Long Beach reach 7 million teu each year.
According to the most recent public data on port performance reported by the UNC-
TAD (2015, p. 83), in 2014 the 10 most efficient container terminals in the world in terms
of berth productivity ranged from the 117 crane moves per ship per hour on average of
the Nansha Phase I terminal (China) to the 180 of the APM’s terminal at the port of
Yokohama (Japan). If we compare whole ports instead of individual terminals, then
the values range from 90, corresponding to the port of Xiamen (China), to 138 moves
per ship per hour on average, achieved by the port of Jebel Ali (Unit Arab Emirates).
The competition between ports, and even between terminals within the same port, puts
strong pressure on their processes. The operations have to be efficiently performed to
reduce costs and provide a high-quality service to clients. Hence, port productivity and
efficiency have become important matters of research. The next section examines these
issues in more detail.
2.2 Port productivity and efficiency
The efficient management of port infrastructures and services has been one of the most
important challenges throughout the history of shipping (see Heaver, 2012). Terminal
operators consider productivity improvements to be indispensable to deal with the enor-
mous scale of maritime trade and the fierce competition both within ports and between
ports located in the same region, especially in the case of container traffic. Moreover,
it plays a major part in reducing sea transport costs (see Stopford, 2009, ch. 2.8) and
can be an important strategic factor for a region to attract new industries and improve
its economic position (Salim, 2015, Meersman and de Voorde, 2010). This interest is
reflected in the increasing number of academic studies on port competitiveness and per-
formance since the late 1990s. According to the estimates reported by Woo et al. (2012),
during the first decade of this century the proportion of scientific papers related to these
topics increased from 11% to 24% of all port research papers. Practitioners, as well as
the UNCTAD, also emphasize the importance of port performance in their publications
and even publish port productivity rankings (Journal of Commerce, 2014).
Besides governments and terminal operators, the agents most interested in port per-
formance are the shipping lines. Several empirical studies show that operational effi-
ciency is one of the most decisive factors in port competitiveness and plays a major role
in port choice by shipping lines (Tongzon and Heng, 2005, Tang et al., 2011). Given
that these companies provide regular services based on a tight schedule, the turnaround
time of vessels at the ports in the itinerary becomes critical, especially in a context of
increasing integration of container supply chains (Sciomachen et al., 2009). A delay in
departure from one port turns into a cascade of delayed arrivals in the next ports or
into additional expenses resulting from the increase in fuel consumption necessary for
the vessel to arrive on time. Empirical data analysed by Notteboom (2006) showed that
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65.5% of schedule disturbances were caused by unexpected waiting times of vessels be-
fore berthing, while 20.6% resulted from unexpected low productivity at the terminals.
Although many shipping lines’ managers recognize that their excessively tight schedules
are partly to blame, it seems clear that the time spent by vessels at ports is a major
source of schedule unreliability (Chung and Chiang, 2011). Additionally, terminal oper-
ators experience higher pressure when carriers decide to use low steaming, the reduction
of fuel consumption aimed at reducing costs. This policy is applied especially when oil
prices rise, and it results in a reduction of sailing speed. As a consequence, if delivery
due times are not changed accordingly, terminal operations are required to handle the
vessels faster (Sciomachen et al., 2009).
A closely related factor that puts pressure on port productivity is the growing con-
gestion of vessels experienced at ports, which also reveals a shortage of capacity. This
is mainly due to the deployment of very large vessels and the continuous increase in the
number of containers worldwide, which in turn is a consequence of increasing world trade
and, especially, Asian exports (Islam and Olsen, 2013). With the aim of meeting the
agreed schedules and preventing their clients from choosing their competitors, terminals
attempt to process more vessels, whose size is greater in both length and beam, rapidly
and simultaneously. According to van Marle (2015), the increases in beam and thus in
the number of containers transported per vessel cannot be appropriately addressed by
adding more quay cranes, as in the case of the increases in length. Consequently, the
efficient performance of the operations becomes decisive.
In order to better know the actual performance of a port, it is important to distin-
guish productivity from efficiency, since their corresponding measures provide different
information. Although the terms productivity and efficiency are frequently used inter-
changeably, the former refers to a broader concept. According to Sua´rez-Alema´n et al.
(2016), productivity is the ratio of output to input, whereas efficiency is a relative mea-
sure referring to either the maximum output that can be achieved under a given amount
of input or the minimum input required to achieve a given amount of output. Thus, ef-
ficiency measures how close a system is to its optimal productivity. Port productivity is
usually measured using the operational indicators proposed in UNCTAD (1976), such as:
tonnes per ship-hour in port, turnaround time, and, especially in the case of container
terminals, number of container moves per ship-hour at berth (Journal of Commerce,
2014, Esmer, 2008). According to van Marle (2015), this last measure is commonly used
by shipping lines to compare productivity between container terminals. However, given
that terminals are endowed with different inputs (berths, cranes, facilities, labour force,
etc.), simple input-output may not properly inform us about how efficient they are.
Therefore, in order to estimate terminal efficiency, researchers apply different methods
based on production or cost frontiers, such as Data Envelopment Analysis (DEA) and
Stocastic Frontier Models (SFM). Two important reviews of their application to sea-
ports were presented by Gonza´lez and Trujillo (2008) and Panayides et al. (2009), while
Meersman and de Voorde (2010) provides a general introduction to port efficiency.
Sua´rez-Alema´n et al. (2016) state that terminals can improve their productivity
mainly by changes in technology or by raising their efficiency. The efficiency can be
increased through adjustments aimed at optimizing the size of their operations (scale
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efficiency) or by a better use of the inputs (pure technical efficiency). In this study, the
authors evaluated the efficiency of 203 ports of 70 developing countries (including China)
from 2000 to 2010 and concluded that technology did not drive the observed variance
in productivity growth. Therefore, efficiency emerges as a clearly determinant factor of
increases in productivity. Indeed, technology changes frequently entail costly and long-
term investments, and terminals face a pressing demand for greater productivity while
attempting to minimize costs (Islam and Olsen, 2013). For this reason, the development
of new methods aimed at improving efficiency at ports is gaining increasing attention
within the Operations Research community. The next section outlines the common
operational problems faced in port terminals and the role played by Operations Research
in their analysis and solution.
2.3 Operations Research at ports
Operations Research (OR) is a scientific field that developed in the context of military
forces early in World War II in an attempt to devise formal methods to better analyse and
solve the management problems posed by complex organizations. This approach rapidly
intertwined with the methods and interests of private businesses and thus acquired a
broader scope, also known as Management Science (Hillier and Lieberman, 2015). Ac-
cording to the Encyclopedia of Operations Research and Management Science (Gass and
Fu, 2013, Preface),
Operations Research can be defined as: (1) the application of the methods
of science to complex problems arising in the direction and management of
large systems of men, machine, materials, and money in industry, business,
government, and defense; (2) the science of deciding how to best design and
operate man-machine systems; (3) a scientific method for providing executive
departments with a quantitative basis for decision making. Management
Science can be defined as: (1) the application of scientific methodology or
principles to management decisions; (2) the use of quantitative methods for
solving management and organizational decision problems. Together, OR
and MS may be thought of as the science of operational processes, decision
making, and management.
Since its beginnings, one of the main interests in the field has been the achievement
of optimal decisions in order to either minimize the amount of resources utilized or max-
imize the throughput. Hence, researchers have focused on the analysis, modelling, and
solution of optimization problems. During the 1940s and 1950s, Operations Research
made a great progress with the development of mathematical theories such as linear pro-
gramming, dynamic programming, inventory theory, and queueing theory. The proposal
of the Simplex method made it possible to solve linear programs efficiently, that is, opti-
mization problems formulated using real variables, constraints on the variables modelled
as linear inequalities, and a linear function that is to be minimized or maximized.
By the end of the 1950s, the proposal of methods such as Branch & Bound also made
it possible, in a general fashion, to address combinatorial optimization problems mod-
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elled as linear programs with integer variables, known as integer linear programs. Such
problems arise in many real situations that require obtaining an optimal arrangement of
a finite set of objects, and some of them are characterized by their high computational
complexity, for we do not know any fast procedure able to solve them optimally and its
existence is considered unlikely (see Korte and Vygen, 2012).
In the following decades, the increasing advances in computing systems facilitated
the application of new analytical and computational methods such as search algorithms
and simulation techniques. The use of all these developments spread through many
fields, both in science and industry, thereby contributing to the analysis and solution
of their particular problems. Since the 1980s, the upsurge in personal computers and
the development of metaheuristic methods that yield good suboptimal solutions in short
computing times has given a new impetus to OR. Today it deals with problems in
transportation, construction, manufacturing, health care, and public services, among
many others (see Hillier and Lieberman, 2015, ch. 1; Gass and Assad, 2005).
In seaport research, the number of OR studies published in scientific journals has
been increasing during the last two decades. Furthermore, according to the estimates
provided by Woo et al. (2011), their share of total port research studies doubled during
the same period, rising from 10% in the late 1990s to 20% in 2009. This reveals a growing
interest in the field and an increasing use of the methods provided by OR, probably
related to the growing interest in port competitiveness and efficiency. With respect to
terminal operations, the same estimates also show a rise in both the number of studies
and their share of total port research papers. This increase is confirmed by Islam and
Olsen (2013), who focus on the papers related to container terminals. In this study, the
authors also reported that from 2006 to 2010 more than 85% of the journal publications
adopted analytical approaches that exclusively apply optimization algorithms. More
recently, reviews on the planning problems faced in each area of container terminals,
such as those of Bierwirth and Meisel (2015) and Carlo et al. (2014a), corroborate this
trend.
The planning problems at port terminals tackled by OR can be classified by the level
of abstraction and temporal scope as strategic, tactical, or operational. The strategic
level concerns planning decisions whose execution or impact extends for several years,
such as the design and location of new infrastructure or the acquisition of costly equip-
ment. The tactical level involves planning decisions related to the usage of space in
the terminal and policies whose scope may extend for weeks or months. For example,
tactical decisions may involve the positioning of container blocks and the rearrangement
of resources in different areas in order to adapt to new traffic forecasts. Finally, the
operational level concerns the planning of the operations performed to fulfil the funda-
mental services of the terminal. These operations last from seconds up to several days
and range from scheduling internal transport and work shifts to assigning resources to
specific tasks (Meisel, 2009, ch. 3.1; Meersmans and Dekker, 2001).
This thesis focuses on certain operational planning problems encountered particularly
in container terminals. The next section describes the typical structure of this kind of
terminal and outlines the most important operational processes performed in them that
are tackled by Operations Research.
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2.4 Container terminals: structure and operational plan-
ning
A container terminal is a port area specializing in the management of container ships
and their related processes. The general planning problems are common to all container
terminals, although the specific functioning of the terminal depends mainly upon the
available equipment. Detailed descriptions of container terminals and their different
modes of operation are provided by Steenken et al. (2004) and Brinkmann (2011). The
academic works published on operational planning problems in container terminals have
been comprehensively reviewed by Steenken et al. (2004), Stahlbock and Voß (2008),
Goodchild et al. (2011), Rashidi and Tsang (2013), Gharehgozli et al. (2016), Li et al.
(2015), and Kim and Lee (2015).
In a typical container terminal we can identify three main areas (Figures 2.4 and 2.5):
• The Seaside, where vessels are moored and containers are loaded and unloaded.
• The Yard, where containers are stored temporarily.








Figure 2.4: Schematic side view of a container terminal (adapted from Steenken et al.,
2004).
These areas are interconnected by various specialized vehicles capable of carrying
containers. This is usually known as horizontal transport. Yard trucks and straddle car-
riers are the most common manned vehicles. The former can only transport containers,
and thus require cranes for both loading and unloading operations, while the latter can
also load and pile up containers. Both kinds of vehicles have their robotic counterparts:
Automatic Guided Vehicles (AGV) and Automated Lifting Vehicles (ALV), respectively.
They are usually slower than manned vehicles and involve higher investment, so they
are preferred where labour costs are high.
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The first planning problem confronted in a container terminal, as in any other orga-
nization, is the assignment of workers to tasks and the scheduling of these tasks. The
equipment is operated and supervised by specialized workers in different shifts along the
day, which must be properly organized in order to meet the work demands in each area.
An efficient division and distribution of labour is fundamental to the smooth functioning
of the terminal. Meisel (2009) reviews some studies that address these problems.
The rest of this section describes each area and its main operational planning prob-
lems, and then outlines how they are usually integrated.
2.4.1 Seaside
The seaside consists of one or more quays with several quay cranes (QC). The terminal
operator and the operator of each vessel usually agree in advance on certain conditions
such as the expected time of arrival, the latest departure time and a series of penalty
clauses. Vessels may wait in the anchorage, outside the port, until they are given an
actual berthing time. Once the berthing of a vessel has been completed, the QCs start
to load/unload the planned containers. Quay cranes are mounted on rails and thus
can move along the quay to serve moored vessels. The handling time of a vessel, also
known as its processing time, depends upon the number of QCs serving it. A loading or
unloading operation of a container performed by a quay crane is called a move, and the
number of moves per hour is a measure of crane productivity. According to practitioners
consulted by van Marle (2015), real crane productivity ranges between 20 and 30 moves
per hour, which is far from the technical limit of 50–60 moves per hour (Steenken et al.,
2004). The maximum number of QCs able to work simultaneously on a single vessel
depends upon its length. Van Marle also reports that nowadays most terminals deploy
up to six cranes on the largest vessels, while only in exceptional cases have more than
10 cranes been deployed simultaneously on the same vessel.
The operational planning problems and their multiple variants posed by seaside man-
agement have been extensively reviewed by Bierwirth and Meisel (2010, 2015) and Carlo
et al. (2015). Following the terminology used in these works, the main problems are:
• The Berth Allocation Problem (BAP). This concerns the assignment of both berth-
ing time and position on the quay to vessels arriving within a time horizon. It is an
optimization problem in which the objective function is generally a cost function
that has to be minimized. The costs are usually related to the time vessels spend
at the port, so it is intended to provide them with a fast and reliable service. Since
the present investigation focuses on this problem, a more detailed description is
provided in Section 2.5.
• The Quay Crane Assignment Problem (QCAP). This is the problem of assigning
quay cranes to vessels calling at the terminal to carry out their loading and unload-
ing operations. It takes into account the berth plan and the volume of containers
for each vessel. Given that the number of cranes working on a vessel determines
its handling time, the main objective is to minimize delays, which usually incur
contractual costs. For this reason, this problem is frequently tackled together with
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the BAP, as is the case in this study. Section 2.6 describes the problem in more
detail.
• The Quay Crane Scheduling Problem (QCSP). This problem concerns the schedul-
ing of loading and unloading tasks for a single vessel among its assigned quay
cranes. The objective is usually to minimize the makespan of the QC schedule, as
it represents the handling time of the vessel.
• Stowage Planning. This concerns the assignment of containers to empty positions
(slots) within a vessel and consists of two phases. The first is carried out by the
vessel operator and produces a rough plan in which only the class of containers
to be assigned to each position is determined. The second phase is performed by
the terminal operator on the basis of that plan and concerns the assignment of
specific containers to empty positions according to their class. The most common
objective in this second phase is to minimize container reshuﬄes both within the
vessel and within the yard. A reshuﬄe is the temporal removal of a container in
order to access a target container.
2.4.2 Yard
The yard is the area where containers are temporarily stored before being loaded onto a
vessel (export containers and transshipment containers), or onto trains or trucks (import
containers). It consists of a number of container stacks separated by the traffic lanes used
by internal vehicles (Figure 2.5). Each stack may consist of one or more piles, forming
bays, and each pile may consist of one or more tiers. Containers are usually segregated in
different stacks according to their destination (import, export or transshipment), their
characteristics (normal, refrigerated, hazardous, etc.), or their state (filled or empty).
The stacks may form compact units called block stacks (Figure 2.6), or may be separated
enough to make it possible to straddle carriers so as to access all the positions, thus
forming linear stacks (Brinkmann, 2011). Blocks are operated by specialized yard cranes,
which can be Rail Mounted Gantry Cranes (RMGC), Rubber Tired Gantry Cranes
(RTGC), or Overhead Bridge Cranes (OBC). All these types of cranes can pile containers
up to six tiers high, and even higher in the case of OBCs, but usually the last tier is left
empty to allow the crane to move along the bays while carrying a container. At least
one row of each block is frequently dedicated to making it possible for the crane to load
or unload containers from the vehicles.
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Figure 2.6: Block of containers (Gharehgozli et al., 2016).
The operational management of the yard comprises the decisions related to space
usage and location of containers, vehicle dispatching, and management of yard cranes.
Researchers have identified many operational planning problems in these contexts and
have proposed different ways of classifying them. A comprehensive review is provided
by Zhen et al. (2013). The most studied sets of operational planning problems are the
following:
• Storage allocation. This is done in two phases: the space planning phase, and
the real-time locating phase. In the first phase a storage space is reserved and
pre-planned before containers arrive at the yard. The second phase is performed
when the containers arrive at the terminal by vessel or by land modes of transport
and concerns the assignment of a specific location to each individual container.
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Following the criteria proposed by Lehnfeld and Knust (2014), many problems in
this second phase can be classified as storing loading problems, when a location is
to be assigned to new containers; storing unloading problems, when the retrieval
of containers involves a potential relocation; and premarshalling problems, when
container relocations may ease future loading and unloading operations. Common
objectives in the first phase are minimizing vehicle travel distances between the
yard and the corresponding vessel and minimizing the congestion of yard cranes
and vehicles. In the second phase, the objective is usually to minimize yard crane
movements or minimize the number of container relocations (Kim and Lee, 2015).
The papers of Carlo et al. (2014a), Lehnfeld and Knust (2014), and Caserta et al.
(2011) present in-depth reviews of these problems.
• Vehicle dispatching. These problems concern the assignment of vehicles to contain-
ers in order to transport them through the yard to and from the seaside/landside.
Vehicles can also be assigned to quay cranes to transport their respective contain-
ers. Other problems focus on routing and traffic control. In general, their objective
is to minimize the transportation time. These problems can be integrated with
related problems such as yard crane scheduling, location assignment, quay crane
scheduling, or combinations thereof. An extensive review of transport operations
is provided by Carlo et al. (2014b).
• Yard crane scheduling. These problems involve determining the route of each yard
crane within a block. The main objective is to minimize the makespan and the total
delay time of all requests carried out by a yard crane. In the case in which a single
crane is considered, the problem entails determining the number of containers to
manage in each bay as well as the sequence of bays that are to be visited. When two
or more yard cranes are considered, the cooperation and the interferences between
them must be taken into account.
2.4.3 Landside
In the landside, containers are loaded/unloaded to and from external trucks and trains.
Large container terminals serve thousands of trucks and several trains a day. The railway
tracks lead into the terminal, while external trucks must be checked in the gatehouses.
If the yard is operated by gantry cranes, these are also used to perform the loading and
unloading operations. Internal vehicles are needed to transport the containers loaded or
unloaded by gantry cranes serving a train, whereas in the case of external trucks they
can be directly served at dedicated blocks in the external part of the yard. If straddle
carriers are used instead, they can perform such operations directly on the train or on
the trucks located in the delivery parking area. The arrival of export containers in the
terminal from the hinterland is usually booked by costumers in order to reduce both
the waiting times of external trucks and the congestion at the gates. The pick up of
import containers is also booked by their corresponding consignees. The operational
planning problems concern the scheduling of these appointment times, the assignment
of the horizontal transport demanded by loading and unloading operations, and the
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scheduling of the gantry cranes that serve trains and trucks. Papers on these issues were
reviewed by Stahlbock and Voß (2008) and Steenken et al. (2004).
2.4.4 Integration of planning decisions
In real-world situations, planning problems are organized hierarchically and solved in dif-
ferent phases using specialized software known as Terminal Operating Systems (TOS).
These systems provide tools for managing, planning, scheduling, and executing the mul-
tiple processes involved in the normal functioning of a terminal. Academic research
generally contributes to these systems by providing new and better solution methods for
the problems found in each area. The overall performance of the terminal can thereby
be further increased, provided that terminal operators solve the bottlenecks that arise
between processes resulting from the lack of equipment and workers. A review of the
most recent developments in this field is provided by Kim and Lee (2015).
An additional way of improving the technical efficiency of the terminal is by inte-
grating the operational problems previously outlined. Several optimization problems
within and between the main areas of container terminals are increasingly tackled in
an integrative manner in academic literature. This is possible due to the growing com-
putational power and parallelization of computers, the continuous enhancement of the
software specially designed to solve mathematical programming models (also known as
solvers), and the development of new tailored heuristic algorithms.
Following previous authors, Bierwirth and Meisel (2010) distinguish deep integration
from functional integration and propose a scheme for representing the different inte-
gration alternatives. Let us consider two different problems A and B. Deep integration,
expressed by A, B , merges both problems in a monolithic problem formulation, whereas
functional integration keeps an independent formulation for each problem, solving them
sequentially either in a feedback loop (A  B) or in a preprocessing scheme (A → B).
In the feedback loop scheme, the solution of the top-level problem is used as part of the
input of the base-level problem. The solution obtained for this problem is then used to
adapt the input of the top-level problem and solve it again. This process is repeated
until a steady state is reached. In the pre-processing scheme, the base-level problem
is solved first to adapt the input of the top-level problem accordingly, and then both
problems are solved sequentially.
Given that the deep integration approach formulates a new problem that integrates
the decisions from at least two problems, it theoretically makes it possible to solve the
whole problem to optimality. However, the problem is consequently more difficult and
therefore real-world instances may be unsolvable in practice. Functional approaches are
limited only by the difficulty of the problems taken in isolation, but they perform a
refinement process that may not achieve an optimal solution.
The literature reviews concerning the problems faced in each area also discuss the
integrative approaches proposed by OR researchers. In the seaside, problems such as the
BAP and the QCAP are often tackled following various integration schemes. The next
sections describe the Berth Allocation Problem, the Quay Crane Assignment Problem
and their integration in depth, as they are the problems tackled in this thesis.
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2.5 Berth Allocation Problem
The Berth Allocation Problem (BAP) in a port terminal is confronted by the terminal
operator and concerns the planning of quay usage by vessels whose arrival is expected
within a given time horizon. Thus the terminal operator has to assign a berthing time
and a position to each vessel under given physical and time constraints. Since the
terminal operator is interested in achieving the most efficient quay usage, the objective
is to optimize one or more given functions. In doing so, it can use information about
the vessels known in advance, such as their length or their expected time of arrival.
A solution to the problem, or berth plan, can be rendered as a space-time diagram in
which the vertical axis represents the mooring positions, the horizontal axis represents
time, and each vessel is a rectangle whose length represents its handling time and whose
width represents its length (Figure 2.7). A feasible solution is a berth plan in which the
berthing times and positions assigned to the vessels satisfy all the given constraints. The
basic constraints prevent vessels from being allocated impossible times and positions: a
vessel cannot be moored 1) outside the quay; nor 2) at the same time and position as
any other vessel; nor 3) before its arrival. However, other constraints can be considered,
such as restrictions on the departure time or on the berthing positions according to the
water depth. Since a finite set of vessels can be arranged in multiple ways in time and
space to form a feasible berth plan and the objective is to obtain the optimal berth plan
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Figure 2.7: Graphic representation of a berth plan with 4 vessels and a quay 400 m long.
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2.5.1 Variants
There are a number of variants of the BAP depending upon the assumptions made on
various attributes. According to Bierwirth and Meisel (2015), who synthesized well-
known criteria present in the literature, these are the spatial attribute, the temporal
attribute, the handling time attribute, and the performance measure. In particular, the
alternatives for each attribute are as follows:
• Spatial attribute. This concerns the characteristics of the quay layout, which
can be (Figure 2.8):
– Discrete. The quay is divided into several sections, called berths. In each
berth, only a single vessel can be processed at a time. This partitioning may
result from the actual layout of the quay or from organizational criteria.
– Continuous. The quay is treated as a continuous segment along which vessels
can be moored. The planning in this case is more complex than in the discrete
case, but it allows better utilization of the space.
– Hybrid. This is a discrete layout in which each berth may admit more than one
vessel or vessels may occupy more than one berth under certain conditions.
Here we also find the special case of indented berths, in which two berths are
opposite each other.
Besides the quay layout, draft constraints may limit quay/berth usage depending
upon the water depth required by vessels.
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Figure 2.8: Types of quay layout.
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• Temporal attribute. This concerns restrictions on berthing times and departure
times. In particular, a primary consideration is the arrival of the vessel, which can
be:
– Static. No arrival times are given for the vessels or they are soft constraints.
In the first case, it is considered that vessels are already waiting at the port,
so they can berth at any time. In the second case, a vessel can berth before
its expected arrival time at the expense of the cost of speeding up its arrival
at the terminal.
– Dynamic. A fixed arrival time is given for each vessel, so it cannot be moored
before that time.
– Stochastic. Arrival times are obtained from random distributions or may
correspond to random scenarios.
– Cyclic. Vessels call at the terminal periodically in fixed time intervals.
Besides the considerations on arrival times, additional constraints may determine
a maximum waiting time or a maximum departure time allowed for each vessel.
• Handling time attribute. The handling times of vessels can be:
– Fixed. They are given in advance as an input to the problem and cannot be
changed. For each vessel, the handling time may derive from a prior estimate
made by both the terminal and the vessel operators.
– Position-dependent. The handling time of a vessel depends upon its berthing
position.
– QCAP-dependent. They are obtained by solving the Quay Crane Assignment
Problem jointly with the BAP. Thus the handling time of a vessel depends
on the number of cranes assigned to it.
– QCSP-dependent. They are obtained by solving the Quay Crane Scheduling
Problem jointly with the BAP. Thus the handling time of a vessel depends
on the work schedules of the assigned cranes.
– Stochastic. They are determined from random distributions.
• Performance measure. This concerns the factors taken into account in the
objective function which is to be optimized. In most cases, the objective is to min-
imize a function comprising, for each vessel, elements such as waiting time before
berthing, handling time, completion time, delay, speed-up cost, deviation from
the desired position on the quay, or usage of equipment and manpower. Different
weights are commonly used to set priorities between the elements considered and
the vessels. In general, the time spent by each vessel at the terminal is usually
considered in one way or another, since it is a crucial factor in terminal competi-
tiveness, as we saw in Section 2.2.
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2.5.2 Research overview
Combining the different alternatives for each attribute gives rise to a great variety of
versions of the BAP. Researchers in OR have studied many of them since the 1990s,
especially during the last decade. The first papers used serial representations of the
problem and applied queuing theory, heuristics or simulation techniques. By the late
1990s, various versions of both the discrete and the continuous BAP were formalized
as mathematical programs. Li et al. (1998) formulated the continuous static BAP as a
multiple-job-in-one-processor scheduling problem in which the objective was to minimize
the makespan. A similar BAP was formulated by Guan et al. (2002) as a multiprocessor
task-scheduling problem with the objective of minimizing the total weighted completion
time. In doing so, they proved the continuous static BAP to be NP-hard and, therefore,
a computationally difficult problem. Lim (1998) formulated a continuous dynamic BAP
in which the berthing time is not a decision variable as a restricted form of the two-
dimensional packing problem, thereby proving it is also NP-hard. The discrete static
BAP was formulated by Imai et al. (2001) and Hansen and Ogˇuz (2003) as an integer
three-dimensional assignment problem in which the objective is to minimize the sum of
the waiting and handling times of vessels. Additionally, they also formulated the discrete
dynamic BAP and showed it is NP-hard even in the case of a single berth, as it reduces
to the problem of minimizing completion time with release dates on a single machine.
Many studies followed these early approaches with the aim of both capturing more
real-world aspects and improving on the solution methods proposed. Given that these
problems are NP-hard, the existence of a fast algorithm for solving instances of any
size to optimality is unlikely, and thus the performance differences between the solution
approaches become decisive. Indeed, the computational complexity of BAP instances
depends mainly upon the number of vessels arriving within the time horizon, which
is a factor of great interest for terminal operators. Since container ship traffic con-
tinues to grow, they demand fast solution methods capable of obtaining optimal or
near-optimal solutions for increasingly large instances. Similarly, researchers are inter-
ested in analysing these problems rigorously and finding out which solution strategies
yield the best results under given conditions. Hence during the last decade the number
of research papers on the BAP has experienced an upsurge.
The studies on the BAP have been systematically reviewed and classified in recent
years by Theofanis et al. (2009), Bierwirth and Meisel (2010, 2015), and Carlo et al.
(2015). According to these analyses, both discrete and continuous variants continue to
attract most attention, while problems with hybrid layouts or draft constraints are in the
minority. The dynamic version predominates clearly over the static one and the cyclic
variant has recently appeared as a novelty. The research also seems to concentrate on
versions with handling times that depend upon the position of the vessels or the number
of cranes assigned, and some authors are beginning to tackle stochastic variants (see, for
example, Ursavas and Zhu, 2016). With respect to the objective function, waiting and
handling times are taken into account in most studies, and penalties related to delays
and deviations from preferred positions are also common. Around 75% of the solution
methods proposed are metaheuristics, whereas the remaining are exact approaches, based
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generally on integer linear models implemented on solvers. Exact methods are able to
solve instances with a few vessels to optimality, while metaheuristics usually obtain good
solutions in both small and large instances in very short computation times. New real-
world aspects considered in recent studies include the impact of tides, the operation
ranges of cranes, and fuel consumption and emissions.
Another key resource that decisively affects terminal performance is quay cranes.
The next section introduces the crane assignment problem and its different versions.
2.6 Quay Crane Assignment Problem
In addition to quay space, the cranes located alongside the quay are also a scarce re-
source that poses an additional planning problem. Given a berth plan, the maximum
number of cranes that can serve each vessel concurrently, and the corresponding volume
of containers to be loaded and unloaded, the Quay Crane Assignment Problem (QCAP)
concerns the assignment of cranes to vessels with the aim of making the most efficient
use of them. In general, it is assumed that all the QCs can move to every position on
the quay provided that they do not cross each other. It is also common to consider a
minimum number of QCs that must serve each vessel concurrently, as this is usually
specified in contracts between vessel and terminal operators. Given that the number of
cranes working on a vessel determines its handling time, the main objective is frequently
to minimize contractual penalties caused by departure delays.
This problem can be decomposed into two subproblems:
1. QCAP(number), the assignment of a number of cranes to each vessel.
2. QCAP(specific), the assignment of specific cranes to each vessel.
The first problem must respect the number of cranes available at the quay, the
maximum and minimum number of cranes allowed for each vessel, and the berthing
and departure times of the vessels. The second problem must take into account that
cranes cannot cross each other and thus working cranes may impede adjacent cranes
from moving to serve other vessels.
2.6.1 Variants
The assignment of a number of cranes to each vessel gives rise to two variants of the
problem (Figure 2.9):
• Time-invariant. The number of cranes assigned to a vessel is fixed during its
handling. Consequently, the specific cranes assigned cannot be reassigned to any
other vessel until its handling has finished.
• Variable-in-time. The number of cranes assigned to a vessel can change during its
handling. Therefore, the specific cranes assigned may also change. This version
entails segmenting time into regular periods so that the crane assignment can be
determined for each vessel and time slot. As a consequence, the number of decision
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variables is greater than in the time-invariant version, and therefore it is generally
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(a) Time-invariant QCAP solution for a ter-
minal with four quay cranes. The number of
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(b) Variable-in-time QCAP solution. The
cranes are represented as rectangles inside each
vessel assignment.
Figure 2.9: QCAP variants.
Both versions of the crane assignment are interesting in practice and are receiving
increasing attention in the literature. However, since a vessel’s handling time is mostly
determined by the number of cranes assigned to it, this problem is often tackled together
with the BAP.
2.6.2 Integration with the BAP
Including the crane assignment in the process of determining the berthing times and
positions enable us to adjust the handling time of vessels so that more vessels can be
scheduled in less time and the overall cost is reduced. Thus the integration of the BAP
and the QCAP makes it possible to attain better quay usage at the expense of greater
computational effort. The integrated problem is usually known as the Berth Allocation
and Quay Crane Assignment Problem, although no acronym is generally accepted. This
problem also presents different versions, depending on the kind of crane assignment
assumed, either time-invariant or variable-in-time. Moreover, given that the QCAP can
be decomposed into the problem of assigning the number of cranes and the problem of
assigning the specific cranes, several different combinations have been addressed in the
literature (Bierwirth and Meisel, 2010, 2015). Such approaches can be referred to using
the scheme proposed by these authors, already described in Section 2.4.4.
The pioneering study of Park and Kim (2003) tackled a BAP, QCAP(number)
→ QCAP(specific) in which the first phase was solved by means of a mixed integer
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linear model and the second phase by means of a dynamic programming algorithm.
Since then, especially during the last decade, numerous models and heuristics have
been proposed to solve different integration approaches. The most common schemes
are BAP, QCAP(number) , in which only the number of cranes is determined for each
vessel; and BAP, QCAP , in which both the number of cranes and the specific cranes
are assigned. In the rest of this thesis, the former will be referred to as the BACAP,
and to the latter as the BACASP. As well as the functional scheme proposed by Park
and Kim (2003), some authors have also proposed other functional approaches, such
as BAP  QCAP and BAP, QCAP(number)  QCAP(specific). The differences in
performance observed between the proposals cannot be attributed solely to the scheme
applied in each case, as they also depend upon the specific models and algorithms devel-
oped. Therefore, the choice between them must be made according to the specific needs
and objectives in each case. In theory, functional approaches can deal with larger in-
stances than deep approaches in the same time, but they may obtain worse solutions on
small instances, on which deep approaches can obtain optimal solutions in short times.
Problems such as the BAP, the BACAP, and the BACASP are tackled using different
techniques. The next section presents the most common methods used to address them.
2.7 Methodology
Combinatorial optimization problems are often tackled by using complementary methods
with characteristics that make them suitable for different purposes. This investigation
makes extensive use of the main techniques that exist in the field: integer programming,
heuristics, and matheuristics. These approaches are outlined in this section.
2.7.1 Integer linear programming methods
Integer linear programming involves modelling optimization problems by specifying a
finite set of non-negative integer decision variables, a finite set of constraints represented
as linear inequalities, and a linear objective function as follows:
max cx (2.1)
subject to Ax ≤ b (2.2)
x ≥ 0 integer (2.3)
The column n-vector x represents the decision variables, the row n-vector c contains
the coefficients applied to the variables in the function that is to be maximized (2.1), and
the m×n matrix A together with the column m-vector b expresses the constraints (2.2).
The minimization problem is analogous. An instance of a problem is determined by
given values of c, A, and b. A combination of the values of the variables x that satisfies
the constraints is called a feasible solution, and the set of all the feasible solutions is
known as the feasible region or the solution space. A feasible solution that optimizes the
objective function is called an optimal solution. This kind of formulation, known as an
integer linear program, allows us to represent the search for the values of x that satisfy
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the constraints and optimize the objective function. A formulation of the same form in
which some of the variables, but not all, allow non-negative real values is called a mixed
integer linear program (MILP). Both pure and mixed integer linear programs are usually
tackled using the same techniques. Conforti et al. (2014) and Chen et al. (2011) present
comprehensive introductions to integer programming and related solution methods.
The modelling of a real-world combinatorial optimization problem as an integer pro-
gram entails a process of analysis in which its elements must be identified and abstracted
and the relations between them are to be expressed precisely to achieve a correct for-
mulation. This process is not systematized and relies mainly on a thorough study of the
problem and the different alternative ways of expressing it. Thus a single problem may
be modelled through different equivalent formulations consisting of different variables
and inequalities.
Formulating combinatorial problems as integer programs makes it possible to use
solution strategies capable of solving them to optimality, called exact methods, such as
Branch & Bound and Branch & Cut. Such algorithms constitute the core of solvers,
the software applications specially designed to solve the problems by using their math-
ematical formulations. Although in theory these techniques guarantee that an optimal
solution will eventually be found, in practice their performance depends drastically upon
the number of variables and the number of constraints in the integer program corre-
sponding to each problem instance, so they may not reach any optimal solution in a
reasonable time. These numbers depend directly upon two factors: the instance size and
the problem formulation. Whereas these methods cannot deal efficiently with the in-
stance size and consequently suffer the combinatorial explosion, the problem formulation
may be enhanced or replaced by an alternative model to improve its performance. Thus
many researchers in OR propose new formulations and tailor-made exact strategies for
well-known problems to solve larger instances optimally in shorter computation times.
Another kind of solution method with different characteristics and scope is heuristic
algorithms, which are outlined in the following section.
2.7.2 Heuristic methods
A heuristic is a procedure designed to find good solutions to a given difficult problem
or class of problems by exploiting its characteristics, using rules of thumb or applying
successful ideas (see Laguna and Mart´ı, 2013). This kind of procedure is implemented
by means of programming languages and run on computers. Heuristics may be simple or
sophisticated and are usually devised taking computing time constraints into account.
In general, they combine rules and criteria that lead to high-quality solutions with pro-
cesses that generate diverse solutions. Thus they can obtain good solutions in short
computation times to instances of a wide range of sizes at the expense of being unable
to guarantee optimality, unlike exact methods.
Heuristic procedures can be designed following general strategies, known as meta-
heuristics, that proved to be successful in the past. Nowadays, several metaheuristics
are widely recognized and applied in OR. Books that introduce and show examples of
their application were published by Gendreau and Potvin (2010) and Siarry (2016). Ac-
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cording to the way solutions are manipulated, So¨rensen and Glover (2013) classify them
as:
• Local search metaheuristics. These work by making “small” changes to a single
solution. The set of solutions that can be obtained in this way from a given solution
is called the neighbourhood of that solution. Thus these metaheuristics explore the
solution space by moving through the solution neighbourhoods applying different
strategies and criteria. Some examples are Tabu Search (TS), Iterated Local Search
(ILS), Variable Neighbourhood Search (VNS), and Guided Local Search (GLS).
• Construction metaheuristics. These add elements to a partial solution step by step
until a complete solution is attained. This process is commonly repeated random-
izing the choice of element to produce diverse solutions. For example, Greedy Ran-
domized Adaptive Search Procedure (GRASP), Ant Colony Optimization (ACO),
and Look-ahead strategies.
• Population-based metaheuristics. These first construct a set of initial solutions
and then select and combine these solutions repeatedly. Evolutionary Algorithms
are the most widespread methods of this kind, outstanding among which are Ge-
netic Algorithms (GA). These encode solutions as lists of elements (chromosomes)
in order to both recombine them using operations inspired by sexual reproduc-
tion (crossover) and alter them by applying random changes (mutations). Other
population-based methods are Scatter Search and Path Relinking.
• Hybrid metaheuristics. These combine ideas from different metaheuristics. Some
examples are Memetic Algorithms, which combine GA and local search heuristics;
and GRASP, which combines construction and local search methods.
Combining exact and heuristic methods leads to so-called matheuristics.
2.7.3 Matheuristic methods
A matheuristic combines a heuristic procedure with a solution method based on mathe-
matical programming models in order to take advantage of both approaches (see So¨rensen
and Glover, 2013). As they can be integrated in very different ways and frequently
provide notable improvements, this topic is attracting increasing attention in the OR
community. In general, they present a structure that includes a guiding process and an
application process, so either the heuristic controls the calls to the exact method or the
exact method controls the calls to the heuristic (Caserta and Voß, 2010). For exam-
ple, exact methods can be used to solve subproblems or specific cases of the problem
optimally within a heuristic framework, aiming to improve the quality of the solutions.
Conversely, heuristics can be used within an exact method to speed up the process. Mod-
ern solvers, in fact, exploit partial information to enhance branch-and-cut algorithms by
applying this approach. Further information is provided in the general introduction to
the topic published by Maniezzo et al. (2010).
Chapter 3
The continuous Berth Allocation
Problem in container terminals
with multiple quays
3.1 Introduction
In the previous chapter we have seen that up to now, in all previous studies dealing with
the BAP, the quay has been considered as a single line of a given length (continuous
variant) or as a set of quay sections, each one admitting a single vessel (discrete variant)
or a limited number of vessels under special conditions (hybrid variant). However, none of
these approximations seems good enough to make the most of the quay space in terminals
with more than one quay. This is the case, for instance, in one of the terminals in the port
of Valencia (Spain), which consists of two quays. Many other examples can be found in
other ports around the world. In Singapore, Keppel terminal is divided into four quays,
and Tanjong Pagar and Brani terminals into three. Maher and APM terminals in the
port of New York and New Jersey (USA) have two quays each, while Terminal 1 of Jebel
Ali Port (Dubai) has five quays. It could be argued that algorithms designed for a single
quay or several quay sections can be adapted to the multiple quay case. Nevertheless,
addressing the problem as it really is, with multiple continuous quays, can lead to better
algorithms and, more importantly, can allow us to include more realistic characteristics.
Restrictions such as those affecting a given quay for technical or contractual reasons, or
the assignment of different costs for mooring at different quays, can be easily considered
in algorithms specially designed for such terminals.
This chapter extends the dynamic and continuous Berth Allocation Problem to ad-
dress the case of terminals with several quays. Considering multiple quays to accom-
modate a set of calling vessels adds a problem of assigning vessels to quays to the basic
problem of deciding the time and position on the quay for each vessel. In order to solve
this problem, both exact and heuristic methods are proposed. First a mixed integer
linear model is presented, with the objective of minimizing the sum of all operational
costs involved. Since the model is capable of solving instances only up to a certain size,
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several heuristics and a Genetic Algorithm (GA) are also proposed to obtain good solu-
tions on large instances in short computing times. The solutions obtained by the GA are
further improved by a Local Search procedure. All these solutions methods are tested
and compared with existing approaches in the literature through different computational
experiments over different sets of instances. This chapter is an extended version of the
following published paper:
Frojan, P.; Correcher, J.F; Alvarez-Valdes, R.; Koulouris, G; and Tamarit,
J.M. 2015. The continuous Berth Allocation Problem in a con-
tainer terminal with multiple quays. Expert Systems with Applications,
42(21):7356–7366.
The rest of this chapter is organized as follows. Section 3.2 reviews previous studies
in the literature relating to the BAP. Next, Section 3.3 describes the problem and its
assumptions. Section 3.4 presents a mathematical programming formulation for the
problem, and Section 3.5 explains the different elements that make up the metaheuristic
approach adopted: the Genetic Algorithm scheme, the constructive algorithms, and the
Local Search procedure. Section 3.6 presents the computational experiments with the
integer formulation and the Genetic Algorithm. Finally, in Section 3.7 some concluding
remarks are made.
3.2 Literature review
As we saw in the previous chapter, during the last decade the Berth Allocation Problem
has been the object of numerous studies, which have been reviewed in recent publications.
This review focus on the continuous BAP with handling time estimates given in advance,
especially on those papers that show distinctive characteristics or are related to the
present approach. Some representative examples of discrete BAP approaches are the
studies of Ting et al. (2014), Lalla-Ruiz et al. (2012), and Hansen et al. (2008).
After the early investigations on the continuous BAP carried out by Li et al. (1998)
and Lim (1998), many other researchers have addressed this variant of the problem.
Park and Kim (2002) tackled a continuous dynamic BAP in which the objective was
to minimize the delay cost and the cost associated with deviation from the desired
position of each vessel, which was included as a novelty. They formulated this problem
by means of a tailor-made mixed integer linear model and used Lagrangian relaxation to
solve small instances. The same problem was addressed by Kim and Moon (2003), who
proposed a Simulated Annealing heuristic capable of obtaining near-optimal solutions
in computation times acceptable in practical situations. Cordeau et al. (2005) modelled
the discrete BAP as a vehicle routing problem with time-windows and solved it by a
Tabu Search algorithm which they then adapted to the continuous case. Wang and Lim
(2007) considered the possibility of not berthing all the vessels within the time horizon
as well as an objective function that combined rejection costs, delay costs, and the cost of
berthing a vessel away from its desired position on the quay. To solve this problem, they
proposed a Stochastic Beam Search (SBS) which proved capable of solving instances
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with up to 400 vessels. Lee et al. (2010) developed a new integer linear model and two
GRASP algorithms, which outperformed the SBS of Wang and Lim (2007) on instances
with up to 200 vessels. Some authors also integrate the BAP with certain yard planning
problems, as in the case of the study carried out by Zhen et al. (2011). However, most
recent studies address the BAP jointly with the QCAP, which will be reviewed in the
following chapter.
Although studies on the BAP commonly consider a single objective function, usually
combining different costs into a linear expression, there is an increasing number of papers
that consider a multi-objective approach. Zhen and Chang (2012) included maximization
of schedule robustness, which is measured taking into account the time between vessels
occupying the same berth space. Xu et al. (2012) also considered uncertainty in the vessel
arrival and handling times and used time buffers between the vessels occupying the same
berthing location. The objective was to optimize a combination of service quality and
solution robustness, for which they proposed a solution method that integrated Branch-
and-Bound and Simulated Annealing. Du et al. (2011) introduced fuel consumption and
vessel emissions into the problem. They ended up with a bi-objective non-linear model,
but by means of second order cone programming and the -constraint approach for bi-
objective optimization, they showed that if the speed of vessels is controlled it is possible
to reduce fuel consumption and vessel emissions significantly, while keeping waiting costs
of the vessels at the terminal at a satisfactory level. This study was improved by Wang
et al. (2013), who proposed two quadratic outer approximations capable of obtaining
results in a more efficient way.
The continuous BAP with multiple quays has not been studied at the operational
level considered in this study, but there are several papers dealing with multi-terminal
allocation problems at a tactical or strategic level. Hendriks et al. (2010, 2012) considered
the case in which several terminals are managed by the same operator and the problem
cannot be solved considering one terminal at a time. Their objective was the strategic
allocation of cyclically calling vessels, taking into account operational costs at each
terminal and transportation costs between terminals. The solution approach was based
on an integer linear model and was able to solve real-world instances in satisfactory
computing times. Lee et al. (2012) also considered several terminals in their study of a
berth and yard allocation problem for a transshipment hub. They proposed a two-level
heuristic algorithm which produced high quality solutions efficiently.
Also related to the continuous BAP with multiple quays is the case of hybrid layouts,
in which the quay is divided into sections and the condition of assigning exactly one vessel
to each section is relaxed, allowing more than one small vessel to occupy the same section
or a large vessel to occupy more than one section. An example of this is the study of Imai
et al. (2013), in which the sections were designed for mega-ships and could be occupied
by two smaller feeders. Even more closely related to the research developed here is the
study of Cheong et al. (2010), who also considered the quay divided into sections, each
one able to accommodate many vessels as long as they did not overlap and the total
length of the vessels being served simultaneously did not exceed the length of the section.
In this respect, they considered the same terminal layout as the one considered here,
although their approach was completely different. They focused on a multi-objective
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approach aimed at minimizing both the makespan and the total waiting time of the
vessels, and maximizing the degree of adherence to a pre-determined priority schedule.
In doing so, they did not take into account other elements, such as the costs of assigning
vessels to sections or the desired position of each vessel in each section. Generalizing the
continuous variant of the BAP and considering these costs allow us to better exploit the
characteristics of the multiple quay layout.
The next section details the elements and costs involved in the generalized continuous
Berth Allocation Problem in terminals with multiple quays.
3.3 Problem description
3.3.1 Overview
The continuous BAP with multiple quays consists of a set of quays with known lengths
and a set of vessels with known characteristics, and its objective is to determine the
berthing time, the quay, and the position on the quay for each vessel so that the total
assignment cost is minimized. While the basic problem can be represented in a single
space-time diagram, the problem with multiple quays requires a multiple space-time
representation, as can be seen in Figure 3.1, in which each space-time diagram shows
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Figure 3.1: A BAP solution with 3 quays and 12 vessels.
The cost of each vessel has four components: the cost related to the waiting time
before berthing, which is proportional to the difference between the estimated arrival
time and the assigned berthing time; the cost related to the delay, which is proportional
to the difference between the desired departure time and the end of the handling of the
vessel; the cost of assigning the vessel to the quay; and the cost related to the deviation of
the berthing position from the ideal position on the quay. Cost coefficients allow us to set
priorities between the vessels or to represent different characteristics and constraints. For
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example, some vessel assignments to quays can be forbidden for contractual reasons or
because the draft or the machinery on the quay are not suitable for the vessel. Some other
possible assignments can simply be made less desirable by assigning high assignment unit
costs. Moreover, not all the positions along each quay may be equally desirable. In other
planning problems, deviation from the ideal position, which reflects the location of the
containers to be loaded or the slots in which to place the containers to be unloaded,
may affect the handling time, but in this BAP the handling time is considered fixed and
the deviation is included as a cost, because if the containers have to be moved a longer
distance and the handling time is fixed, more resources have to be allocated. In terms of
the scheme proposed by Bierwirth and Meisel (2010), this problem can be classified as
hybr, draft | dyn | fix | ∑(w1 pos+w2wait+w3 tard+w4misc), although new categories
will be necessary to describe it properly as a fully generalized continuous BAP with more
than one quay with an specific assignment cost for each quay.
3.3.2 Assumptions
This problem is based on the following assumptions:
• Each position at each quay can accommodate at most one vessel at a time.
• Once a vessel is moored, its position cannot be changed.
• The inter-ship clearance is included in the length of the vessels. In general, for
vessels longer than 130 m, this clearance corresponds to 10% of the vessel’s length.
For small vessels, the minimum clearance is 10 m (Lee et al., 2010)
• The handling time of a vessel is considered fixed and independent of its berthing
position. This assumption is reasonable if the quay has enough machinery and
workers for the loading/unloading tasks at any moment (Lim, 1998).
• The time for docking and undocking maneuvers is considered to be included in the
vessel handling time.
• Once the handling of a vessel has started, it cannot be interrupted, to avoid addi-
tional costs.
• Each vessel may have a different relative importance. Therefore, the four cost
coefficients specific to each vessel may be used to set priorities.
3.3.3 Parameters
The following data are known in advance and define an instance of the problem:
• Set of quays: Q. Each quay q ∈ Q has a length Lq
• Set of calling vessels: V
• For each vessel i ∈ V , the following information is known:
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– Length: li
– Estimated arrival time: ai
– Estimated handling time: hi
– Desired departure time: si
– Ideal position on quay q: diq
– Cost per unit time of waiting for berth: Cwi
– Cost per unit time of delay with respect to the desired departure time: Cdi
– Assignment cost to quay q: Caiq
– Cost of unit deviation from the ideal position on quay q: Cpiq
In the next section the problem is formulated as a mixed integer linear program con-
sidering the assumptions, the description, and the parameters that define the problem.
3.4 A mixed integer linear model
The following variables, objective function, and constraints are defined, thereby extend-




1, if vessel i is moored at quay q
0, otherwise
pi = berthing position of vessel i on the quay to which it is assigned
ti = berthing time of vessel i
ui = delay of vessel i
ei = deviation of the assigned position of vessel i from its ideal position on the quay
to which it is assigned
σij =

1, if vessel i is completely to the left of vessel j in the space-time




1, if vessel i is completely below vessel j in the space-time diagram,
that is, vessel i is positioned completely to the right of vessel j
looking at them from the quay
0, otherwise
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ti ≥ ai, ∀i ∈ V (3.2)∑
q∈Q
miq = 1, ∀i ∈ V (3.3)
pi + li ≤
∑
q∈Q
miqLq, ∀i ∈ V (3.4)
ui ≥ ti + hi − si, ∀i ∈ V (3.5)
ei ≥ pi −
∑
q∈Q




diqmiq − pi, ∀i ∈ V (3.7)
tj − (ti + hi)− (σij − 1)T ≥ 0, ∀i, j ∈ V, i 6= j (3.8)
pj − (pi + li)− (δij − 1)Lmax ≥ 0, ∀i, j ∈ V, i 6= j (3.9)
σij + σji + δij + δji ≥ miq +mjq − 1, ∀i, j ∈ V, i 6= j,∀q ∈ Q (3.10)
σij , δij ∈ {0, 1}, ∀i, j ∈ V, i 6= j (3.11)
ti, pi, ui, ei ≥ 0, ∀i ∈ V (3.12)
The objective function (3.1) minimizes the sum of the four types of costs. The first
term corresponds to the waiting and delay costs of each vessel, and the second to the
assignment and deviation costs of each vessel in its assigned quay. Constraints (3.2)
establish that the start of the handling of each vessel is equal to or greater than its
arrival time. Constraints (3.3) ensure that every vessel is assigned to a quay, and con-
straints (3.4) that its position on the quay is valid. The delay of each vessel is defined
in constraints (3.5), and the deviation from the desired position in constraints (3.6)
and (3.7). Constraints (3.8) and (3.9) define σ and δ variables, and constraints (3.10)
prevent overlapping in time and space of vessels assigned to the same quay. Finally,
constraints (3.11) and (3.12) define the types of the variables. Lmax = maxq∈Q(Lq) and
T is an upper bound on the total time required to service all the vessels.
In other planning models it is possible to advance the arrival of a vessel with an
associated cost, and then ti can be made lower than the initially estimated ai. This
could easily be accommodated in the model, but as BAP models usually include con-
straints (3.2), they have been retained.
3.5 Metaheuristic approach
The integer linear program presented in the previous section is very useful for describing
the elements of the problem and their interactions, but it can produce optimal solutions
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only for small to medium size instances, as will be detailed in Section 3.6. Therefore,
in order to solve large instances efficiently, such as those solved by Lee et al. (2010)
with up to 200 vessels, a metaheuristic algorithm is necessary. In this study a new
Genetic Algorithm was developed, as this kind of metaheuristic produced very good
results in other versions of the BAP (see, for example, Nishimura et al., 2001, and many
other papers since then). This section describes first the elements of the GA, in which
the representation of a solution is a sequence of vessels, then the decoding algorithms
developed to produce a feasible solution for the BAP from a vessel sequence, and finally
the Local Search procedure.
3.5.1 A Genetic Algorithm
The basic decision when designing a Genetic Algorithm is the way in which a solution is
represented. Certain genetic operators (crossover and mutation) are defined according
to this representation and applied to the individuals in the population in order to make
it evolve and produce high-quality solutions. The main elements of this GA are:
• Representation
Instead of using the diagram representation of a solution, as shown in Figure 3.1,
the GA uses a simpler representation in which the chromosome is an ordered list
of vessels, as in Figure 3.2a. Therefore its length is the number of vessels. In order
to obtain a solution, the chromosome is decoded by using any of the procedures
described in the next subsection.
Chromosome
Gene
3 5 1 8 10 2 7 4 9 6
(a) Representation of a solution.
3 5 1 8 10 2 7 4 9 6
7 6 5 8 1 2 10 4 9 3
6 4 2 9 10 3 1 7 5 8
(b) Population.
Figure 3.2: Elements of the Genetic Algorithm.
• Initial population
The initial population is composed of NP individuals, with at least 25 correspond-
ing to the sequences obtained by using the 25 priority rules described in Table 3.1.
In the cases in which NP > 25, the additional sequences are randomly generated.
The first group of rules corresponds to individual characteristics of the vessels,
while a second group combines these features into more complex rules. Previous
studies have shown that including good solutions in the initial population produces
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good results (see, for instance, Vallada and Ruiz, 2011). A possible disadvantage
could have been that this population was too homogeneous for values of NP close
to 25, because that could have provoked a premature convergence. However, the
priority rules order the vessels in different ways and produce quite different solu-
tions. The additional randomly generated solutions add even more diversity. In
fact, a preliminary analysis revealed that by using this initial population better
solutions were obtained than with a completely random initialization.
Table 3.1: Priority rules used for building the initial population.
Name Sorting criterion
Estimated arrival time Non-decreasing ai
Handling time Non-increasing hi
Maximum length Non-increasing li
Minimum length Non-decreasing li
Waiting cost Non-increasing Cwi
Delay cost Non-increasing Cdi
Departure time Non-decreasing si
Area Non-increasing AHi = lihi
Weighted area 1 Non-increasing APDi = AHi/Cdi
Weighted area 2 Non-increasing APMi = AHiCdi
Weighted handling time Non-increasing TPPi = Cdi hi
Slack Non-decreasing Gi = si − (ai + hi)
Weighted slack Non-decreasing GWi = Gi/Cdi
Area-slack ratio Non-increasing APGi = APMi/Gi
C1 Non-decreasing (ai + hi)/si
C2 Non-decreasing DRi = (ai − hi)/si
C3 Non-decreasing (ai + hi + li)/(ai + si)




C8 Non-increasing Cwi (hi + li)/(ai + si)
C9 Non-increasing Cdi (hi + li)/(ai + si)
C10 Non-increasing ((ai − hi − si)/(Cdi ))
∗(hi + li)/(ai + si)
C11 Non-increasing (aihi)/si
• Measure of fitness
The total assignment cost of all the vessels is taken as a measure of fitness. As
the GA is dealing with a minimization problem, the smaller the objective function
value, the higher the fitness value.
• Reproduction
A total of dNP /2e pairs of individuals are chosen using the roulette method, in
which each individual has a probability proportional to its fitness. The operator
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used is the one-point crossover in which the parent sequences are cut at a randomly
selected position and each child gets the first subsequence of one of the parents
and completes it with the sequence of the other. Thus two children are obtained
and each child has a complete ordered sequence of vessels which corresponds to a
feasible solution to the problem (see Figure 3.3a).
• Mutation
Each child obtained by the crossover operation has a probability Pm of suffering
a mutation, which consists of exchanging the positions of two randomly selected
vessels (see Figure 3.3b).
• New population
The individuals in the current generation together with the children obtained
through the reproduction and mutation processes are ordered by non-increasing




3 5 1 8 10 2 7 4 9 6
7 6 5 8 1 2 10 4 9 3
3 5 1 7 6 8 2 10 4 9




3 5 1 7 6 8 2 10 4 9
10 5 1 7 6 8 2 3 4 9
(b) Mutation operator
Figure 3.3: Genetic operators.
3.5.2 Algorithms to decode a vessel sequence into a BAP solution
Four constructive algorithms that build a feasible solution from an ordered list of vessels
were developed. These algorithms take one vessel at a time and look for its least-cost
assignment to a quay, a position, and a berthing time at which it does not overlap with
previous vessel assignments. The first two algorithms are heuristics, while the other two
are matheuristics based on the integer model. After presenting these algorithms, one is
selected to be integrated into the Genetic Algorithm for the rest of the study.
3.5.2.1 Exploratory constructive algorithm
The first algorithm, denoted as the Exploratory Constructive Algorithm (ECA), looks for
the best assignment for each vessel by building and exploring a set of candidate assign-
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ments, ordered by non-decreasing cost. Given a vessel from the list, the set of candidate
assignments for this vessel initially contains the assignment in which the berthing time is
its arrival time and its berthing position is its desired position on the quay. This assign-
ment is examined to check whether berthing the vessel at this time, quay, and position
overlaps any other previously assigned vessel. If it does, new candidate assignments
are identified around this vessel such that the overlap is avoided. In order to prevent
redundant tests, the interval of positions that would lead to a new overlap considering
the same berthing time is also identified. This process is repeated taking the least-cost
candidate from the set of candidates until a feasible assignment is found. The procedure
is explained in more detail in Algorithm 1, where K is the set of candidate assignments
and F is the set of forbidden intervals. Each candidate is identified by (q, t, p), where q
is the quay, t the berthing time, and p the berthing position on quay q. Similarly, each
tuple defining a forbidden interval is identified by (q, t, U), where U is the interval of
forbidden positions on quay q at time t.
Figure 3.4 shows an example of the process in a terminal with a single quay. A
partial solution composed of vessels v1 and v2 has already been built and the next vessel
in the sequence, vessel i, has to be included. In Figure 3.4a, vessel i is allocated its best
assignment, given by its arrival time and its desired position on the quay with the lowest
assignment cost. As it overlaps with both v1 and v2, another assignment must be found.
In Figure 3.4b, a vertical segment has been identified in which the bottom-left corner of
vessel i cannot be placed. Using this segment and the positions of v1 and v2, some new
candidate assignments for vessel i have been identified (in dashed lines). In Figure 3.4c,
vessel i is allocated the least-cost feasible assignment. In the general case, if all the
candidate assignments in Figure 3.4b had been unfeasible, overlapping other vessels in
the partial solution, the process would have continued, identifying new alternatives until








(a) Trying to assign vessel i













(b) Identifying new candi-








(c) Vessel i is allocated the
best feasible assignment.
Figure 3.4: Process of the Exploratory Constructive Algorithm.
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Algorithm 1 Exploratory Constructive Algorithm
Input: list of vessels
Output: solution containing the vessels in the input list
1: for all vessel i in the list, according to its order do
2: assigned← false
3: K ← ∅
4: F ← ∅
5: for all q ∈ Q do
6: if li ≤ Lq then
7: if (diq + li) > Lq then
8: Insert (q, ai, Lq − li) in K
9: else




14: while assigned = false and K 6= ∅ do
15: Extract the least-cost candidate (q, t, p) from K
16: if @(q, t, U) ∈ F : p ∈ U then
17: if vessel i would not overlap with a previously assigned vessel if assigned to
time t and position p at quay q then
18: Assign position p at quay q at time t to vessel i
19: assigned← true
20: else
21: Identify the vessels corresponding to the overlaps found
22: Compute the lower bound (lb) and the upper bound (ub) of the interval of
forbidden positions for i in t according to the overlaps found
23: Insert (q, t, lb) in K if it fits in quay q
24: Insert (q, t, ub) in K if it fits in quay q
25: Insert (q, t, ]lb, ub[) in F
26: for all vessel v which overlaps with i do
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3.5.2.2 Analytic constructive algorithm
The second algorithm, called the Analytic Constructive Algorithm (ACA), performs an
analysis of the preexisting plan for each quay. This analysis is based on a geometric
representation of the current partial assignment at each quay, which is built incrementally
each time a vessel is assigned to the quay. The process is described in Algorithm 2 and in
Figure 3.5. In Figure 3.5a, vessel i has been taken from the list, but when assigned to its
best position it overlaps with vessels already assigned. Then the analytic process starts.
In a first phase (Figure 3.5b) the segments defining the geometric representation are
identified and their vertices are given a label indicating whether there is free space in any
of the quadrants around them, as in Lee et al. (2010). The list of potential relevant points
for assigning the next vessel includes these vertices and also some other points obtained
by using the information about the vessel i being assigned. These points are identified by
drawing vertical lines that extend the vertical segments of the representation, including a
vertical line at ai; and also horizontal lines extending the horizontal segments, including
a line at diq, as in Figure 3.5c. The intersections of these lines define new points, which
are labelled in a similar way to the vertices in the diagram representation. For each point
identified in this process, the candidate assignments indicated by its label are obtained
and put into a candidate set, ordered by their cost. The candidates are examined one

































(d) Assignment of vessel i to a position ob-
tained from point A.
Figure 3.5: Process of the Analytic Constructive Algorithm.
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Algorithm 2 Analytic Constructive Algorithm
Input: list of vessels, current geometrical representation of each quay diagram
Output: a solution containing the vessels in the input list
1: for all vessel i in the list, according to its order do
2: K ← ∅
3: Costmax ←∞
4: for all q ∈ Q do
5: if K 6= ∅ then
6: Costmax ← maxk∈K{cost for vessel i in k}
7: end if
8: Costqmin ← cost for vessel i at its ideal assignment on quay q
. A quay is analysed only if it can yield better candidate assignments than the
quays already analysed
9: if Costqmin < Costmax then




14: while assigned = false and K 6= ∅ do
15: Extract the least-cost candidate (q, t, p) from K
16: if vessel i would not overlap with any other vessel if assigned to (q, t, p) then
17: Assign position p on quay q at time t to vessel i





Algorithm 3 Subroutine: Add-candidates-quay
Input: current representation of quay q, vessel i, ordered set of candidates K
Output: the set K containing the relevant candidates for quay q
1: Get the end points of the segments in the representation of quay q and compute
their tag
2: Get the intersection points between the vertical line ai and each horizontal segment
in the representation
3: Get the intersection points between the horizontal line diq and each vertical segment
in the representation located to the right of the vertical line ai
4: Get additional intersection points related to virtual segments resulting from inspect-
ing the tags of the previous points
5: for all previous discovered point do
6: Insert the candidates defined by their tag in K, ordered by their cost
7: end for
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3.5.2.3 Matheuristic constructive algorithm M1
As in the previous heuristics, this algorithm constructs a solution assigning the vessels
in the input list one by one according to their order.
Let us suppose that in the construction process some vessels, i ∈ {1, . . . , j− 1}, have
been assigned. In order to determine the best assignment for the next vessel j a reduced
version of the integer linear model described above can be used. Let us suppose that
the berthing times and positions of the previously assigned vessels, given by variables
pi, ti, miq,∀i ∈ {1, . . . , j − 1},∀q ∈ Q, are fixed. Hence, their relative positions, given
by variables σik, δik,∀i, k ∈ {1, . . . , j − 1}, are also fixed. The problem to determine the
least-cost position of vessel j, non-overlapping with the previously assigned vessels, is:







tj ≥ aj (3.14)∑
q∈Q
mjq = 1 (3.15)




uj ≥ tj + hj − sj (3.17)







djqmjq − pj (3.19)
tj − (ti + hi)− (σij − 1)T ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.20)
ti − (tj + hj)− (σji − 1)T ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.21)
pj − (pi + li)− (δij − 1)Lmax ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.22)
pi − (pj + lj)− (δji − 1)Lmax ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.23)
σij + σji + δij + δji ≥ miq +mjq − 1, ∀q ∈ Q,∀i ∈ {1, . . . , j − 1} (3.24)
σij , σji, δij , δji ∈ {0, 1}, ∀i ∈ {1, . . . , j − 1} (3.25)
tj , pj , uj , ej ≥ 0 (3.26)
This problem is very easy to solve because it involves only the assignment variables
of vessel j and the binary variables indicating whether j is above, below, to the right, or
to the left of vessels i ∈ {1, . . . , j − 1}, whose positions are fixed. The algorithm solves
this problem for each vessel in the input list, one by one. It would therefore produce the
same solution as the constructive algorithms ECA and ACA if the way of breaking the
ties between solutions with the same cost were the same in both cases. However, this
algorithm leads us to a more interesting matheuristic.
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3.5.2.4 Matheuristic constructive algorithm M2
Let us suppose now that the assignments of vessels i ∈ {1 . . . , j − 1} to quays and their
relative positions are fixed as in the previous case, but the berthing times and positions
of these vessels are free. The problem of determining the least-cost position of vessel j,













ti ≥ ai, ∀i ∈ {1, . . . , j} (3.28)∑
q∈Q
miq = 1, ∀i ∈ {1, . . . , j} (3.29)
pi + li ≤
∑
q∈Q
miqLq, ∀i ∈ {1, . . . , j} (3.30)
ui ≥ ti + hi − si, ∀i ∈ {1, . . . , j} (3.31)
ei ≥ pi −
∑
q∈Q




diqmiq − pi, ∀i ∈ {1, . . . , j} (3.33)
tj − (ti + hi)− (σij − 1)T ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.34)
ti − (tj + hj)− (σji − 1)T ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.35)
pj − (pi + li)− (δij − 1)Lmax ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.36)
pi − (pj + lj)− (δji − 1)Lmax ≥ 0, ∀i ∈ {1, . . . , j − 1} (3.37)
σij + σji + δij + δji ≥ miq +mjq − 1, ∀q ∈ Q,∀i ∈ {1, . . . , j − 1} (3.38)
σij , σji, δij , δji ∈ {0, 1}, ∀i ∈ {1, . . . , j − 1} (3.39)
ti, pi, ui, ei ≥ 0, ∀i ∈ {1, . . . , j} (3.40)
This problem is more difficult than the previous one. It has the same set of binary
variables, determining the relative position of vessel j with respect to the other vessels
i ∈ {1, . . . , j− 1}, and some more real variables, but now the absolute positions of these
vessels are free and therefore the problem has more feasible solutions. This flexibility may
lead to better solutions, improving on the results of previous constructive algorithms.
3.5.2.5 Selection of the constructive algorithm
According to preliminary experiments, the heuristic algorithms were much faster than
the matheuristics, as was to be expected. M2 frequently obtained better results than
the other algorithms on random lists of vessels, although sometimes it performed worse,
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which is reasonable, since the assignment of better locations for the vessels in the list, one
by one, does not guarantee a better complete solution in the end. M2 was also the slowest
algorithm by far when it was used in the Genetic Algorithm. For example, it completed
only one generation on instances with 40 vessels considering NP = 30, Pm = 0.5, and a
stopping criterion of 100 seconds of computation time, while the heuristics were able to
complete more than 4000 generations in the same time. Given that the effort of searching
the solution space is performed by the Genetic Algorithm through many generations,
the matheuristics were discarded as candidate constructive algorithms for the GA.
Comparing the two heuristic algorithms, the ECA was faster than the ACA in the
test instances used, with up to 200 vessels, although its computation time increased
more rapidly with the number of vessels. This would make the ACA more attractive for
dealing with larger instances. Another point worth noting is that the ECA can be used
even when the constructive process starts from a partial solution, while in such cases
the ACA would require building the geometric representation of each quay from scratch,
in contrast to its normal process, in which the representation is built incrementally as
the vessels are assigned. For these two reasons, the Exploratory Constructive Algorithm
was selected to be the constructive heuristic of the Genetic Algorithm for the rest of the
study.
3.5.3 Improving the best solution obtained through a Local Search
procedure
The Genetic Algorithm works on ordered lists of vessels. As a last step in the algorithm,
a Local Search (LS) phase was added to explore solutions that are neighbours of the
best solution known but do not correspond to orderings of the list of vessels. The move
defining the neighbourhood of the solution consists of choosing a vessel i with positive
cost, that is, a vessel that is not assigned to its best quay, time, and position, and
moving it to the position of another vessel k, on any quay, if that vessel i fits into this
position and its assignment cost is decreased. The new position of vessel i will produce
an overlap with vessel k and possibly with other vessels. All these vessels are removed
from the solution and assigned again by the ECA algorithm. In order to reduce the
search, not all the vessels are considered, but only a given percentage, f% of the vessels
with the highest costs. These vessels are taken one at a time and the corresponding
move is studied. If one of them produces an improved solution, the best solution known
is updated and the search starts again from that solution. If all the selected vessels are
studied and no improvement is found, the search stops. Figure 3.6 and Algorithm 4 show
the procedure in more detail. Note that in Figure 3.6, if the desired position of vessels
v1 and i was the bottom left corner of the position of vessel v1 in the initial solution and
the desired position of vessels v2 and v3 was the bottom left corner of the position of
vessel v2, the solution produced after the move could not be obtained with any ordering
of vessels.




(a) Vessel i is chosen to be
moved.
v3i






(c) Vessels v1 and v2 are re-
assigned.
Figure 3.6: Local search. Process of reassigning a high-cost vessel.
Algorithm 4 Local Search
Input: a feasible solution
Output: a solution whose cost is not greater than that of the input solution
1: repeat
2: V S ← {all vessels in the solution}
3: V C ← {i ∈ V S : Cost(i) > CostIdeal(i)}
4: VMC ← {f% most-valued (Cost(i)− CostIdeal(i)) vessels in V C}
5: for all vmc in VMC do
6: for all v in V S do
7: if (v 6= vmc) and (qv, tv, pv) is a feasible assignment for vmc then
8: PotentialCostvmc,v ← CostInAssignment(vmc, qv, tv, pv)
9: if PotentialCostvmc,v < Cost(vmc) then
10: Store the solution resulting from assigning vessel vmc to (qv, tv, pv) and
reassigning, by means of the ECA, the vessels which overlap with vmc in





15: If the best solution found improves on the best known solution, it is updated and
the search starts again.
16: until not improved
3.6 Computational experiments
In order to evaluate the performance of the algorithms developed in previous sections,
an extensive computational study was designed. First, the behaviour and the limits of
using the proposed integer model for solving the problem exactly were evaluated. The
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instances kindly provided by Park and Kim (2002) were used, modified to accommodate
several quays, as well as the instances by Lee et al. (2010) and by Cordeau et al. (2005).
Then the modified set of Park and Kim (2002) was used to adjust the population size of
the Genetic Algorithm and to compare its results with those obtained by the 25 priority
rules. The Genetic Algorithm was also compared with the metaheuristics developed
by Lee et al. (2010) and by Cordeau et al. (2005). Finally, a new set of instances was
generated controlling various characteristics. Studying the results obtained by the model
and the GA on this set makes it possible to obtain some insight into the more influential
factors associated with the problem.
In all the experiments conducted applying the Genetic Algorithm the Exploratory
Constructive Algorithm and a mutation probability Pm = 0.5 were used. Each ex-
periment was repeated three times considering different random seeds. Then, for each
instance, the average cost of the best solution obtained and the average running time
over the three repetitions were calculated.
The algorithms were coded in C++11 and run on a PC with an Intel Core i7-
2600 at 3.4 GHz with 31.4 GiB of RAM. The operating system used was Ubuntu 14.04
GNU/Linux 3.13 and the compiler was GCC–G++ 6.2. The compilation was performed
specifying the special parameters –O3 –march=corei7 in order to generate an executable
file that makes the most of the processor. OpenMP was used to evaluate as many
individuals as possible in parallel threads. This did not affect the process in any way
apart from the running time, which was thereby reduced. The model was implemented
in C++11 and the solver CPLEX 12.6, and was run on the same computer.
3.6.1 Results of the integer linear model
Park and Kim (2002) generated a set of test instances taking the Pusan Eastern Con-
tainer Terminal in Pusan, South Korea, as a reference. The quay considered is 1200
metres long. First they generated 25 instances ranging from 13 to 20 vessels, referred to
as real-world instances, and then 50 instances, 10 for each size: 20, 25, 30, 35, and 40
vessels. Estimated arrival times, handling times, vessel lengths, and costs were drawn
from uniform distributions in an attempt to capture the values of real-world problems.
The original data were modified in order to extend the model to the case of multiple
quays. So besides the 75 instances with one quay, two more sets were generated with two
and three quays, with the same vessels, splitting the length of the original quay into two
or three parts at random, but ensuring that the shortest quay was able to accommodate
at least the shortest vessel.
The results are shown in Table 3.2, which has three parts, corresponding to the
number of quays. The instances were divided into classes. The first corresponds to the
instances labelled by Park and Kim (2002) as real-world instances, with the number
of vessels between 13 and 20. The other classes correspond to the generated instances
with 20 to 40 vessels. For each class, the table shows the mean, median, and maximum
time in seconds required to solve the instances to optimality. It can be seen on the last
line of the first section that there is one instance with 40 vessels which is very hard to
solve. Apart from this exceptional case, the number of quays does not seem to have a
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significant effect on the computing times. On the contrary, the required times increase
very sharply with the number of vessels, but instances of up to 40 vessels can be solved
in reasonable times even in the worst cases.
Table 3.2: Time required by the MILP run on CPLEX to solve the instances of Park
and Kim optimally.
Quays Class Mean (s) Median (s) Maximum (s)
1 quay Real-world 0.03 0.03 0.04
20 0.05 0.04 0.08
25 0.10 0.07 0.26
30 0.13 0.12 0.21
35 1.52 0.55 6.58
40 487.36 3.90 4513.68
2 quays Real-world 0.04 0.04 0.07
20 0.10 0.08 0.18
25 0.90 0.13 3.65
30 0.66 0.27 2.09
35 4.83 4.34 11.42
40 32.24 19.26 110.43
3 quays Real-world 0.04 0.04 0.08
20 0.07 0.6 0.09
25 0.16 0.16 0.25
30 0.22 0.15 0.48
35 1.18 0.75 3.23
40 10.62 6.17 43.78
In order to extend the study of the integer model, the instances generated by Lee et al.
(2010) were also considered. They produced large instances with 40, 80, 120, 160, and
200 vessels for the problem with just one quay. The 40 vessel instances were addressed
first, with a time limit of 3600 seconds per instance, and none of them was solved to
optimality within this time limit. Moreover, the average gap was 78%. These instances
are so hard for the integer linear model because the arrival times of all the vessels are
concentrated at the beginning of the planning period, thereby producing a congestion
which appears to be very difficult to manage. This congestion factor is analysed in more
detail in Section 3.6.5.
The instances generated by Cordeau et al. (2005), with one quay and 60 vessels,
were also addressed with a time limit of 3600 second per instance. Only one of the 30
instances was solved to optimality within the time limit. The average gap was 7.1%.
Compared with the Lee et al. (2010) instances, these seem to be easier, but they are
larger, and 60 vessels appear to be too many for the exact approach. In these two sets
of instances, solving the integer model does not provide good solutions in reasonable
computing times and therefore an efficient metaheuristic algorithm is needed for solving
large problems.
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3.6.2 Results of the Genetic Algorithm
The Genetic Algorithm was also run on the set of instances provided by Park and Kim
(2002). First, in order to adjust the population size (NP ), for each NP ∈ {30, 50, 100}
a stopping criterion of 100 generations without improving the best solution attained
during the process was considered. The results showed that the average cost obtained
with NP = 100 was 1% lower than considering NP = 30, and 0.9% lower than considering
NP = 50, without a noticeable increase in computation time, which can be explained by
the use of parallelism and the apparently low difficulty of many of the instances. In the
light of the results, it was decided to set NP = 100 for the rest of the experiments.
The same set was also used to compare the Genetic Algorithm alone (GA) with
the Genetic Algorithm plus a Local Search phase applied on the best solution obtained
by the GA (GA+LS), and with the best result obtained when applying the 25 priority
rules (Best Rule). The parameter f of the LS was set to 30%, according to the results
obtained in preliminary experiments. The stopping criterion of the Genetic Algorithm
was again completing 100 consecutive generations without improving on the best solution
obtained. The results are summarized in Table 3.3. For each group of 75 instances with
1, 2 and 3 quays, the first row shows the average percentage deviation from the optimum,
calculated as 100 · (result− optim)/optim, where result is the average cost of the best
solutions obtained in the three repetitions, and optim is the cost of the optimal solution.
The second row shows the number of instances optimally solved in all the repetitions.
The results show that the GA performs very well on this set of instances, obtaining
the optimal solution in all but 16 of the 225 test instances. One could also conclude
that there is no need to add the Local Search phase to the GA, because it does not
produce any improvement. However, as it increases the computation time only by 1%
on average, in has been retained in the final version of the GA, because it could be useful
when solving larger and more difficult instances, tested in the next sections.
The last column of the table shows the results when each instance is solved with
the 25 priority rules and the best solution is kept. The number of optimal solutions is
relatively high, though it decreases with the number of quays; while the average distance
to the optimal solution is high for one-quay instances and increases very sharply with the
number of quays. This indicates that this set contains many instances that are easy to
solve with any algorithm, but also hard instances for which only complex metaheuristics,
like the GA proposed here, are able to obtain optimal or near-optimal solutions, whereas
simple rules or a combination of them fail by a large margin.
Table 3.3: Results of the Genetic Algorithm in the instances of Park and Kim.
Algorithm
GA GA+LS Best Rule
1 quay Average deviation 0.12 0.12 3.29
Optimal solutions 72 72 62
2 quays Average deviation 0.53 0.5 12.73
Optimal solutions 68 68 56
3 quays Average deviation 0.19 0.19 15.08
Optimal solutions 69 69 47
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3.6.3 The Lee et al. instances
Lee et al. (2010) considered the same problem studied here, but with only one quay and
with the single objective of minimizing the total servicing time of the vessels, defined,
for each vessel, as the elapsed time from its arrival to the end of its handling. They
developed an integer linear model and two GRASP algorithms.
In a first computational study on 30 small instances with 5 and 10 vessels, they
compared the results obtained by solving their integer linear model with CPLEX and
using GRASP1 and GRASP2. The Genetic Algorithm developed here was also run on
these instances, considering the objective defined by them and taking completion of 100
generations without improvement as the stopping criterion. The results are shown in
Table 3.4, taken from Lee et al. (2010), to which the last column has been added with
the results of the Genetic Algorithm. For each algorithm, the table shows the average
percentage deviation from the optimum (Gap) and the average computation time in
seconds. It can be seen that solving their integer model is very costly, even for problems
with 10 vessels. For these small instances the GA obtains solutions very close to optimal,
not as close as those of GRASP2 for 5-vessel instances, but clearly better for 10-vessel
instances, in very short computation times.
Table 3.4: Small instances by Lee et al.
Vessels CPLEX GRASP1 GRASP2 GA
T T Gap T Gap T Gap
5 0.39 2.29 1.62 2.73 0.01 0.04 0.15
10 5977 11.90 7.89 16.59 3.70 0.13 0.54
In a second study, Lee et al. (2010) tested their algorithms on larger instances with
40, 80, 120, 160, and 200 vessels arriving within 20 time units; 30 instances of each size.
Table 3.5, also built by using the data kindly provided by the authors, uses the results
of the previously published Stochastic Beam Search (SBS) algorithm by Wang and Lim
(2007) as an initial reference, and shows the average computation time in seconds and the
average cost of the best solutions obtained by the GRASP1 and the GRASP2 proposed
by Lee et al. (2010). The right-hand side of the table shows the results obtained by two
versions of the algorithm developed here. First, the GA was run with a fixed time limit
as similar as possible to that used by the GRASP2. As the computer used, according
to http://www.cpubenchmark.net, was approximately 23 times faster, the total time
limit was set equal to the average running time in seconds reported by Lee et al. (2010)
on each group of instances divided by 23. The 95% of this time was allocated to the
GA, while the remaining 5% was allocated to the LS. Finally, the last two columns show
the average computation time and the average cost of the best solutions obtained by
the algorithm using the stopping criterion of 100 generations without improvement. As
can be seen, the results of the controlled-time version of the GA were 17% better on
average than the GRASP2, so it seems to perform more efficiently while at the same time
obtaining better solutions. The improvement achieved by the LS was 0.14% on average,
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although it exceeded 1% in some instances. Considering the stopping criterion of 100
generations without improvement and no time limit for the LS, the GA required more
time and achieved solutions which were on average 19.5% lower than those obtained by
the GRASP2. The LS spent less than 1% of the computation time on average and its
mean improvement was not significant, although in some instances it was capable of
improving on the solution obtained by the GA by up to 0.44%.
Table 3.5: Large instances by Lee et al.
Vessels SBS GRASP1 GRASP2 GA (t.l.) GA
T Cost T Cost T Cost T Cost T Cost
40 188 15094 15 14958 37 14766 2 12262 7 11905
80 790 60132 112 58858 271 56564 11 46511 71 45394
120 911 134300 413 129852 882 125023 38 103592 349 100465
160 1703 237358 1103 229432 2137 218520 92 182238 1069 176415
200 2809 374808 1763 364986 4223 344793 184 288071 2458 277883
3.6.4 The Cordeau et al. instances
Cordeau et al. (2005) studied the discrete problem first, considering only costs related
to the total time the vessels are moored at the dock, from their arrival to the end of
their servicing. They proposed an integer linear model and a Tabu Search algorithm,
which was later adapted to the continuous case. For this continuous case they generated
30 instances with only 1 quay and 60 vessels arriving within one week, taking the real
problems encountered at the Gioia Tauro terminal in Italy as a reference. For these
instances, the authors presented the results of their Tabu Search (TS) algorithm and
compared them with an FCFS-G algorithm, which orders the vessels by non-decreasing
arrival time and assigns each vessel to the position and berthing time that minimize the
time needed for it to be serviced. According to the authors, the FCFS-G was similar to
the procedure used at the terminal.
Table 3.6 shows the results of the FCFS-G and the Tabu Search algorithm reported
by Cordeau et al. (2005), as well as the average results obtained in the three repetitions
of the experiment by the Genetic Algorithm developed here considering the stopping cri-
terion of 100 generations without improvement. For all the instances, the GA improved
on the results of both the FCFS-G and the TS, achieving an average improvement of
18.4% over the FCFS-G and 10.9% over the TS. The average running time was 3.7
seconds and the LS did not achieve any improvement.
52 Chapter 3. The continuous BAP with multiples quays
Table 3.6: Average costs of the best solutions obtained by each algorithm for the instances
of Cordeau et al.
Inst. FCFS-G TS GA Inst. FCFS-G TS GA
1 1899 1706 1539 16 1854 1715 1417
2 1417 1355 1277 17 1388 1322 1293
3 1349 1286 1156 18 1923 1594 1396
4 1548 1440 1339 19 1829 1673 1428
5 1449 1352 1228 20 1615 1450 1354
6 1747 1565 1249 21 1640 1565 1371
7 1482 1389 1289 22 1747 1618 1355
8 1616 1519 1359 23 1770 1539 1337
9 1873 1713 1517 24 1625 1425 1289
10 1611 1411 1206 25 1845 1590 1454
11 1851 1696 1418 26 1707 1567 1385
12 1814 1629 1425 27 1588 1458 1271
13 1575 1519 1385 28 1669 1550 1413
14 1435 1369 1238 29 1512 1415 1291
15 1609 1455 1318 30 1797 1621 1464
3.6.5 New set of instances
All the instances for the continuous BAP published in the literature consider just one
quay. In order to study the problem with multiple quays, an instance generator which
accepts all the relevant characteristics of the problem as configurable parameters was
developed. It was used to study the effect of the key factors on the complexity of the
problem and the performance of the Genetic Algorithm.
Considering a length unit of 10 metres and a time unit of 1 hour, certain parameters
were fixed:
• Maximum length of a quay (Lmax): 150
• Minimum length of a quay (Lmin): 10
• Maximum waiting cost per unit time (Cw): 5
• Maximum delay cost per unit time (Cd): 10
• Maximum assignment cost of vessel to quay (Ca): 10
• Maximum cost of deviation from ideal position on quay per unit (Cp): 3
• Slack for departure time (s− a− h): 5
For each instance, the length of each quay was then randomly drawn from U[10,
150] and the cost coefficients for each vessel and quay were randomly taken in the
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interval between 0 and the maximum cost. For the other parameters, several levels were
considered:
• Number of quays: 1, 3, 5
• Number of vessels: 20, 30, 40
• Length of vessels (minimum, maximum): (1,10), (1,25), (1,50)
• Handling times (minimum, maximum): (1,10), (1,25), (25,50)
• Maximum arrival time: 20, 50, 100
Using the generator, 5 random instances were created for each combination of the
parameter levels, which resulted in a total of 1215 instances. This made it possible
to study different configurations for each number of quays and each number of vessels,
involving the type of vessels (all small; of varying sizes), the handling times (all short;
of different lengths; all large), and the arrival time (all concentrated at the beginning of
the planning interval; all scattered over time).
The first part of the study focused on the effect of these factors on the ability of
the integer model to obtain optimal solutions for each type of problem. Each of the
1215 instances was solved using CPLEX 12.6, considering a time limit of 600 seconds.
Table 3.7 shows the number of instances optimally solved for each number of quays and
each number of vessels. We can observe first that these instances are much harder to
solve than those of Park and Kim (2002), in which all but one of the instances were
solved to optimality in less than 600 seconds. From the instances generated here, only
747 (61%) were solved within the time limit. We can also see that, as expected, the
number of vessels has a strong influence on the results. For 20, 30, and 40 vessels, the
percentage of problems optimally solved was 84%, 59%, and 45% respectively. Also,
and more surprisingly, the number of quays has an effect: the more quays there are,
the easier it is to solve (40%, 65%, and 80% for 1, 3, 5 quays respectively). This effect
was not observed in previous tests. The main difference may lie in the fact that here
assignment costs of vessels to quays and deviation costs from the ideal positions on the
quays were added. This seems to introduce some structure into the problem which is
used by CPLEX to obtain an optimal solution faster when several quays are involved.
Table 3.7: Number of instances optimally solved by quays and vessels.
Quay Vessels Total
20 30 40
1 85 47 30 162
3 113 86 63 262
5 127 107 89 323
Total 325 240 182 747
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Table 3.8 shows the effect of the length and the handling times of the vessels. Both
factors have a clear influence on the results. Problems with large vessels and long
handling times are very hard to solve to optimality.
Table 3.8: Number of instances optimally solved by lengths and handling times.
Handling time Length Total
(1,10) (1,25) (1,50)
(1,10) 129 116 88 333
(1,25) 118 89 61 268
(25,50) 94 41 11 146
Total 341 246 160 747
Finally, Table 3.9 shows the effect of the distribution of the arrival times, which could
be called the congestion factor. If all the vessels arrive at the same time, the problem is
much harder than if the arrivals are scattered over the time horizon.
Table 3.9: Number of instances optimally solved by quays, vessels, and arrival times.
Quays Vessels Arrival time Total
(1,20) (1,50) (1,100)
1 20 17 33 35 85
30 7 15 25 47
40 3 10 17 30
Total 27 58 77 162
3 20 35 37 41 113
30 15 33 38 86
40 11 20 32 63
Total 61 90 111 262
5 20 40 42 45 127
30 29 37 41 107
40 22 29 38 89
Total 91 108 124 323
Total 179 256 312 747
In the second part of the study, each of the 1215 instances was solved using the
Genetic Algorithm with a stopping criterion of 100 seconds as the running time limit and
no time limit for the LS. For each instance, the percentage deviation from the solution
obtained by the MILP was calculated as 100 · (resultGA − resultMILP )/resultMILP .
Table 3.10 shows the average deviations classified by quays and vessels, separating into
3.7 Concluding remarks 55
two columns the cases in which an optimal solution was found by the MILP from those
in which it only returned a feasible solution.
Looking at the column of the instances for which the MILP obtained an optimal
solution, the solutions obtained by the GA are on average 1.2% higher, getting nearer
as the number of quays increases. For the instances in which the MILP did not obtain
an optimal solution within the time limit, the average results clearly favour the GA,
which obtained much better results in large instances. For the 468 instances in which
the MILP did not get the optimal solution in 600 seconds, the GA obtained a solution
better than the MILP in 310: 156 one-quay instances, 97 three-quay instances, and 57
five-quay instances. The time spent by the LS was less than 1 second in all the instances
and, even though the mean improvement was not significant, in some instances the
improvement achieved exceeded 5%.
Table 3.10: Average percentage deviation of the results obtained by the GA from the
results of the MILP.
Quays Vessels Optimally Non-optimally Mean
solved solved
1 20 3.83 3.31 3.64
30 3.05 -2.87 -0.81
40 1.51 -10.84 -8.10
Mean 2.80 -3.46 -1.75
3 20 1.29 6.79 2.18
30 0.85 -3.93 -0.89
40 0.33 -12.93 -6.74
Mean 0.82 -3.36 -1.82
5 20 0.77 10.53 1.35
30 0.26 -4.24 -0.67
40 0.23 -12.45 -4.09
Mean 0.42 -2.05 -1.14
Mean 1.20 -6.00 -1.57
3.7 Concluding remarks
In this chapter the continuous Berth Allocation Problem in terminals with multiples
quays has been addressed for the first time at the operational level. A terminal with
several quays is a problem for the continuous version, because the terminal is considered
as one straight line in which vessels can be berthed according to their length and the
positions of the other vessels. In a terminal with multiple quays, in addition to the
berthing time and position on the quay, each vessel has to be assigned to one of the
quays. Besides the usual costs of waiting to be berthed and of delay with respect to
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the ideal departure time, an assignment cost of vessel to quay (which can be used to
forbid some vessel-quay combinations) has been included, as well as a deviation cost with
respect to the ideal position of the vessel on the quay to which it is actually assigned.
First an integer linear model has been proposed for the problem, extending previous
models for the one-quay case. The model can be used to obtain optimal solutions in
some instances with up to 40 vessels arriving within a time horizon of one week in
reasonable computation times, but other classes of instances have been identified for
which obtaining the optimal solution is very hard. In order to tackle these and other
larger instances with up to 200 vessels a Genetic Algorithm based on sequences of vessels
has been developed. The initial population is built by applying a large set of priority
rules which produce good and diverse solutions. For decoding vessel sequences into BAP
solutions, two fast and efficient constructive heuristics and two matheuristics have been
proposed. Moreover, a Local Search procedure aimed at refining the solutions produced
by the Genetic Algorithm has been developed.
Given that there are no similar studies for multiple quays, in order to assess the
performance of the Genetic Algorithm it has been applied to three well-known sets
of benchmark instances for the case of one quay, each containing up to 200 vessels
arriving within a time horizon of one week. The computational study shows that this
algorithm outperforms the best results published in the literature for similar continuous
dynamic Berth Allocation Problems. An additional experiment conducted on a new
set of instances revealed that the complexity of the problem increases with increasing
number of vessels, vessel length, vessel handling time, or congestion factor, while it
decreases with increasing number of quays. Furthermore, in the same set of instances
the Genetic Algorithm proved to perform better than the model considering reasonable
computation time limits.
The problem studied in this chapter was limited to the description and assumptions
set out in Section 3.3. Here the BAP has been addressed assuming fixed handling
times, without considering how it is related to the Quay Crane Assignment Problem.
The following chapters will tackle the integrated Berth Allocation and Quay Crane
Assignment Problem.
Chapter 4
A new mixed integer linear model
for the Berth Allocation and
Quay Crane Assignment Problem
4.1 Introduction
As we have seen in the previous chapters, in the standard continuous Berth Allocation
Problem the handling times are usually assumed to be fixed and known in advance.
However, in the seaside of container terminals, quay cranes (QCs) are also a scarce
resource that may affect the service time of vessels. The number of cranes serving a
vessel simultaneously is often restricted between a minimum and a maximum number, for
either technical or contractual reasons, and several vessels may be concurrently handled
at the quay, so an efficient assignment of the cranes is also required to reduce the delays
and the costs incurred by the terminal. Given that the number of QCs assigned to a
vessel determines its handling time and the handling time is taken into account in the
berth allocation, there is an increasing trend to consider these two problems together. In
the combined Berth Allocation and Quay Crane Assignment Problem (BACAP), as well
as the time and berthing position, a number of cranes has to be assigned to each vessel.
Moreover, if is also necessary to determine which specific cranes are to serve each vessel,
a Berth Allocation and Specific Quay Crane Assignment Problem (BACASP) arises.
As has already been explained, two versions of the BACAP have been considered
in the literature (Chapter 2.6). In the time-invariant version, the number of cranes
assigned to each vessel remains constant throughout its handling, while in the variable-
in-time version this number can be changed in each period. The variable-in-time version
of the problem allows a more efficient use of cranes, as those initially assigned to a vessel
can be reassigned to newly arrived vessels. However, this advantage can turn into a
serious problem when applying the plan to real situations. The solutions may entail more
complex crane-to-vessel assignments and thus become more difficult for human operators
to implement. Moreover, they can also result in a greater number of crane movements,
thereby demanding a more effective and efficient management of operations at the docks,
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including the organization of workers and equipment. Consequently, variable-in-time
plans are more sensitive to contingencies and elements not usually considered in models
(such as the moving time of cranes) and thus the real execution may rapidly deviate from
the theoretical schedule. Therefore, in these models the number of crane movements
should be minimized, taking them into account in the objective function. By contrast,
time-invariant models require, in general, fewer variables than variable-in-time models,
since the assignment of the number of cranes has to be carried out for each vessel and
not for each time period. This makes these models computationally easier to handle,
and therefore the size of the instances that can be solved to optimality is usually larger
than in the case of variable-in-time models. At any rate, both versions of the problem
are interesting in practice and are receiving increasing attention in the literature.
This chapter addresses the time-invariant BACAP, while the time-invariant BACASP
will be tackled in the next chapter. The BACAP is formulated by proposing a new
mixed integer linear model, which is then enhanced by adding several families of valid
inequalities. This approach is evaluated and compared with state-of-the-art proposals
through several computational experiments on different sets of instances.
The rest of this chapter is organized as follows. Section 4.2 reviews previous studies
relating to both the BACAP and BACASP. Section 4.3 describes the problem and the
specific assumptions of this approach. The new model for the BACAP is presented in
Section 4.4. In Section 4.5, several constraints are proposed to reinforce the formula-
tion. Section 4.6 describes the experiments conducted and presents the discussion of the
results. Finally, some conclusions are drawn in Section 4.7.
4.2 Literature review
In this section, the previous studies on the continuous BACAP and BACASP are re-
viewed. Comprehensive reviews that address the different versions of these problems,
including discrete and hybrid quay variants, were commented on Chapter 2.5.
4.2.1 Variable-in-time crane assignment
The pioneering work on the continuous BACAP was presented by Park and Kim (2003).
They formulated an MILP for the problem with variable-in-time crane assignment.
Moreover, they proposed a Lagrangean relaxation of the model and used the subgra-
dient method to obtain near-optimal solutions on randomly generated instances of up
to 40 vessels within a planning horizon of one week. They also presented a dynamic
programming algorithm to obtain a solution for the corresponding BACASP minimizing
the number of crane changes. On the basis of this approach, Zhang et al. (2010) pro-
posed a mixed integer linear model for a BACASP that takes into account the limited
range of movement of each crane.
Meisel and Bierwirth (2009) studied a continuous BACAP with variable-in-time crane
assignment and the possibility of speeding up the arrival of each vessel, incurring a cost
proportional to the time advanced. They also considered decreasing marginal crane
productivity as the number of cranes serving a vessel increases, due to interferences
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between them. The authors proposed an MILP and two metaheuristic approaches:
a Tabu Search and a Squeaky Wheel Optimization. They reported good results on
previous and newly generated instances of up to 40 vessels within a planning horizon
of one week. Elwany et al. (2013) studied the same problem considering water depth
variation depending on position. They extended the model of Meisel and Bierwirth
(2009) and proposed a Simulated Annealing based on a heuristic capable of constructing
feasible solutions from ordered lists of vessels. Xuelian and Zhiying (2012) proposed an
integer linear model and a decomposition heuristic procedure to assign quay cranes and
berthing positions and times. Liang et al. (2012) first applied the BAP model of Kim
and Moon (2003) and then assigned a number of QCs to each vessel assuming that it is
dependent on its requested departure time. To do so, they developed several heuristics
and applied them in a Sequence Optimized Particle Swarm Optimization framework.
At a strategic level, Hendriks et al. (2012) tackled a BACAP considering multi-terminal
operations.
More recently, Iris et al. (2015) addressed the same problem in both the variable-
in-time and time-invariant versions. They proposed several novel set partitioning for-
mulations and some variable reduction techniques. They compared with Meisel and
Bierwirth (2009) on the same instances and reported several improvements on previous
results. Raa et al. (2011) and Xiao and Hu (2014) proposed several MILPs for rolling-
horizon strategies, and Hu (2015) also considered a rolling horizon with the novelty of
periodic balancing utilization of the quay cranes.
Tu¨rkogˇullari et al. (2016) proposed both an MILP for the deeply integrated variable-
in-time BACASP and a cutting plane algorithm based on a decomposition scheme. The
results reported show that their method could obtain optimal solutions for instances
with up to 60 vessels arriving within a planning horizon of 600 hours. Han et al. (2015)
addressed a variable-in-time BACAP taking into consideration the movement ranges of
the quay cranes. They proposed an MILP for the BAP, another for the quay crane
assignment problem (QCAP), and a Particle Swarm Optimization heuristic. A related
approach was proposed by Karam and Eltawil (2016), who developed a functional in-
tegration of two independent models for the BAP and the QCAP able to obtain good
solutions on instances of up to 21 vessels arriving within a planning horizon of 168 hours.
A further approximation to reality was achieved by Rodriguez-Molins et al. (2014a),
who considered the moving time of cranes along the serving vessel and along the quay
in both the variable-in-time and the time-invariant BACASP. They proposed a GRASP
that was applied on real-life instances of up to 20 vessels. Rodriguez-Molins et al.
(2014b) also proposed a multi-objective MILP and a Multi-Objective Genetic Algorithm
with Simulated Annealing to perform robust scheduling on realistic instances. Likewise,
Shang et al. (2016) considered the setup times of quay cranes, including them in the
mathematical formulation. They proposed a Genetic Algorithm and three MILPs: a
basic model, a robust model capable of dealing with uncertainties, and a version of the
latter with price constraints. These methods were tested on the instances of Meisel and
Bierwirth (2009) and obtained optimal solutions on those involving up to 20 vessels.
Chang et al. (2010) introduced the energy consumption of quay cranes in a multi-
objective MILP and a Parallel Genetic Algorithm tailored to address a rolling horizon
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scheme for the BACASP. They reported good results on instances of up to 40 vessels
within a planning horizon of 72 hours. Hu et al. (2014) also included fuel consumption
and emissions incurred by vessels and quay cranes in a new multi-objective programming
model. Good solutions were obtained on instances with up to 20 vessels within the same
planning horizon. More recently, He (2016) also considered energy consumption in the
BACAP and proposed an MILP and a Memetic Algorithm capable of obtaining both
optimal solutions on instances with up to 24 vessels and good solutions on those with
up to 40 vessels.
Beyond this, Meisel and Bierwirth (2013) integrated the main optimization problems
that appear in the seaside of container terminals (BAP, QCAP and QCSP) in an iterative
framework with three phases in which several MILPs were solved. It was tested on
instances of up to 40 vessels within a planning horizon of one week.
4.2.2 Time-invariant crane assignment
Blazewicz et al. (2011) addressed for the first time a continuous BACASP with time-
invariant crane assignment by formulating a moldable task scheduling problem. This
approach was tested in experiments considering up to 45 vessels within a time horizon
of 100 hours. Yang et al. (2012) proposed a Nested Loop-based Evolutionary Algorithm
for the BACASP and obtained good results compared with Park and Kim (2003). Le
et al. (2012) addressed the BACASP by proposing a multi-objective integer linear model
and a Multi-Objective Particle Swarm Optimization.
A different approach was proposed by Chen et al. (2012), who developed a combina-
torial Bender’s cuts algorithm based on a previous BACASP model. They were able to
obtain good solutions on instances with up to 26 vessels within a planning horizon of one
week. As has been already mentioned, Iris et al. (2015) also developed a generalized set
partitioning formulation for the time-invariant BACAP, while Rodriguez-Molins et al.
(2014a) developed a GRASP for the time-invariant BACASP.
Tu¨rkogˇullari et al. (2014) tackled both the BACAP and the BACASP with time-
invariant crane assignment, for which they proposed two MILPs, an algorithm to get
a BACASP solution from a BACAP solution, and a cutting plane algorithm. The
authors reported that their model for the BACAP and the cutting plane algorithm
for the BACASP obtained optimal solutions on instances of up to 60 vessels within a
planning horizon of 600 hours.
After reviewing the most recent studies on the continuous BACAP and BACASP, it
can be concluded that the time-invariant version of the problem has received less atten-
tion than the variable-in-time version. The following section describes the time-invariant
BACAP addressed in this study, which is the same problem studied by Tu¨rkogˇullari et al.
(2014).
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4.3 Problem description
4.3.1 Overview
The Berth Allocation and quay Crane Assignment Problem (BACAP) is the optimization
problem of assigning berth position, number of cranes, and berthing time to calling
vessels, minimizing the total assignment cost. In the version of the problem addressed
here, there is only one continuous quay and the number of quay cranes serving a vessel,
once assigned, is kept fixed during its handling. The arrival time of each vessel is known
in advance, as well as the maximum and minimum number of cranes that it can admit
and an estimate of its handling time for each number of cranes. Vessels can be moored
along the quay within a given time horizon, while quay cranes can move along the quay
to serve the vessels provided that they do not cross each other. A berth plan can be
rendered as a space-time diagram as in the case of the BAP, now considering also the
number of cranes assigned to each vessel (Figure 4.1).
For each vessel, three different costs are considered: the cost of waiting before
berthing, the cost of delay after the desired departure time, and the cost of deviat-
ing from the desired position on the quay. The waiting time is the difference between
the berthing time of the vessel and its expected arrival time, while the delay is the
difference between the desired departure time and the assigned departure time, if it
is greater than zero. The desired position on the quay is usually the position clos-
est to the location in the yard where the containers to be loaded onto/unloaded from
the vessel are placed. Therefore, the deviation from the desired position is the dis-
tance between that position and the assigned berthing position. According to the
scheme proposed by Bierwirth and Meisel (2010), this problem can be classified as
















2 4 6 8 10
Figure 4.1: BACAP solution with 5 vessels and a quay 400 m long with 7 cranes. The
number of cranes appears in parentheses.
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4.3.2 Assumptions
The assumptions of this approach are the following:
• Time
– The planning horizon is divided into multiple equal time segments.
– Vessels are to be moored within the planning horizon.
• Quay
– Each position on the quay can accommodate one vessel at a time.
• Vessels
– When a vessel is moored, the berthing position is kept fixed.
– Once started, the handling of a vessel cannot be interrupted.
– The handling time of each vessel is considered to be independent of its
berthing position. This assumption is reasonable if the quay has enough
machinery and workers for container transportation between the yard and
the quay at any moment. Hence, the cranes serving each vessel do not need
to wait for vehicles. The increased transportation cost produced if the posi-
tion of the vessel deviates from its desired position is included in the objective
function.
– The handling time of each vessel depends on the number of cranes assigned
to it. No specific relation between them is assumed, so it can be either linear
or non-linear.
– The time for docking and undocking maneuvers is considered to be included
in the vessel handling time.
– Vessels may have different relative importance. Therefore, cost coefficients
are specific to each vessel.
– The inter-ship clearance is included in the vessel length. In general, for vessels
longer than 130 m, this clearance corresponds to 10% of its length. For small
vessels, the minimum clearance is 10 m.
• Cranes
– The number of cranes available at the quay is fixed and all the cranes have
the same characteristics.
– All quay cranes can move along the whole length of the quay, but they cannot
cross each other.
– Each quay crane can be assigned to one vessel at most in each time period.
– The number of quay cranes assigned to a vessel does not change during its
stay at the quay.
– There is a minimum and a maximum number of cranes that can be assigned
to a vessel.
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4.3.3 Parameters
The following data on the terminal and the vessels are known in advance:
• Set of time periods: T = {1, 2, ...,H}, where H is the planning horizon
• Length of the quay: L
• Number of quay cranes: Q
• Set of calling vessels: V , with N = |V |
For each vessel i ∈ V , the following information is known:
– Length: li
– Expected arrival time: ai
– Desired departure time: si
– Minimum and maximum number of quay cranes that can be assigned to the
vessel: qmini , qmaxi
– Estimated handling time if it is handled using q cranes: hqi
– Desired position on the quay: di
– Cost per period of waiting for berthing after the expected arrival time: Cwi
– Cost per period of delay after the desired departure time: Cdi
– Cost per length unit away from the desired position on the quay: Cpi
The handling time of each vessel can be inversely proportional to the number of
cranes, as in Park and Kim (2003), or can take into account decreasing marginal pro-
ductivity due to crane interferences, as in Meisel and Bierwirth (2009). Any relationship
between the number of cranes and the handling times can be included in the model by
specifying the particular handling time hqi of each vessel i if q quay cranes are considered.
4.4 A mixed integer linear model
A new mixed integer linear model is proposed for the problem previously described,
inspired by the models of both Meisel and Bierwirth (2009) and Tu¨rkogˇullari et al.
(2014).
4.4.1 Variables
The following variables are defined:
ti = berthing time of vessel i
pi = berthing position of vessel i
ui = delay of vessel i
ei = deviation of vessel i from its desired position on the quay
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riqt =
{




1, if vessel i is completely to the left of vessel j in the space-time




1, if vessel i is completely below vessel j in the space-time diagram,
that is, vessel i is positioned completely to the right of vessel j
looking at them from the quay
0, otherwise
















riqt · t, ∀i ∈ V (4.3)





(riqt · hqi )− (σij − 1)H ≥ 0, ∀i, j ∈ V, i 6= j (4.4)
pj − (pi + li)− (δij − 1)L ≥ 0, ∀i, j ∈ V, i 6= j (4.5)
σij + σji + δij + δji ≥ 1, ∀i, j ∈ V, i 6= j (4.6)






riqτ · q ≤ Q, ∀t ∈ T (4.8)





(riqt · hqi )− 1, ∀i ∈ V (4.9)
ei ≥ pi − di, ∀i ∈ V (4.10)
ei ≥ di − pi, ∀i ∈ V (4.11)
σij , δij ,∈ {0, 1}, ∀i, j ∈ V, i 6= j (4.12)
riqt ∈ {0, 1}, ∀i ∈ V,∀t ∈ {ai, . . . ,H}
∀q ∈ {qmini , . . . , qmaxi } (4.13)
ui, ei ≥ 0, ∀i ∈ V (4.14)
pi ≥ 1, ∀i ∈ V (4.15)
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The objective function (4.1) is the minimization of the overall planning cost, which
consists of the sum of the waiting cost, the delay cost, and the deviation cost incurred by
the terminal for each vessel. The handling of each vessel starts only once and with a fixed
number of cranes (4.2). Constraints (4.3) link the berthing time of a vessel to variables
riqt to prevent inconsistencies. Constraints (4.4)–(4.6) prevent overlaps between vessels
in space and time. Constraints (4.7) forbid berthing positions in which the vessel would
exceed the quay length. Moreover, the number of cranes assigned to vessels in each time
period cannot be greater than the total number of cranes available at the quay due to
constraints (4.8). Constraints (4.9) define the delay of each vessel and constraints (4.10)–
(4.11) the deviation from the desired position. Finally, constraints (4.12)–(4.15) define
the type of the variables. Note that (4.15) determines that the first position available at
the quay is 1.
4.5 Enhancing the integer linear model for BACAP: valid
inequalities
In this section, several families of valid inequalities are proposed to enhance the model
previously described. These inequalities will reduce the solution polyhedron of the linear
relaxation corresponding to the integer model, thereby making it closer to the convex
hull of the set of integer solutions. Consequently, they will improve the lower bounds
and hopefully will reduce the search in branch-and-bound strategies. Nevertheless, it
is important not to overload the model with too many additional constraints, because
the positive effects can be counteracted by the extra effort needed to solve the linear
relaxations. Therefore, the description of each type of valid inequality also indicates the
way in which it is implemented, based on the idea that most of the conflicts between
vessels appear in the vicinity of their ideal assignments.
4.5.1 Strengthening the non-overlapping constraints
If two vessels i and j are concurrent in time according to variables riqt and rjqt, then they
must be separated in space. Although this constraint can be built in general for any pair
of times ti and tj that ensure the concurrence, here it is described for the particular case
in which they are close to their arrival times, because these are the times at which the
vessels will try to be berthed and therefore the constraint to solve the conflict between
them will be active.
For each pair of vessels i, j, such that i 6= j, ai+min(hqi ) > aj and aj +min(hqj) > ai,
the following can be stated:










rjqt ≤ 2 (4.16)
If both terms involving variables riqt and rjqt take value 1, the vessels overlap in time
and then σij = σji = 0. According to constraint (4.6), δij + δji ≥ 1 and therefore the
vessels will be separated in space.
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Figure 4.2 shows an example of concurrence in time. If vessel i starts at a time
ti ∈ {ai, aj + min(hqj)− 1} and vessel j starts at a time tj ∈ {aj , ai + min(hqi )− 1}, they
concur in time and therefore δij + δji ≥ 1, separating them in space.
L
ai aj + min(hqj)-1aj ai + min(hqi )-1
i
j
Figure 4.2: If vessels concur in time, they must be separated in space.
4.5.2 Minimum separation in time and space for vessels in their desired
positions
If a pair of vessels would overlap if they were moored in their desired positions at their
arrival times, a minimum separation between them will be needed, in time or in space.
Figure 4.3 shows the case of two vessels i and j at their least-cost assignment. If they
are separated in time (σij + σji = 1), the minimum separation minTimeMove (in the
figure: ai + min(hqi )− aj) allows us to state:
ti + tj ≥ ai + aj +minTimeMove · (σij + σji), ∀i, j ∈ V, i 6= j (4.17)
If they are separated in space (δij +δji = 1), the minimum separation minSpaceMove
(in the figure: di + li − dj) leads to:













Figure 4.3: Minimal separation in time and space.
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4.5.3 Cover constraints on ordered sets of variables δ
Given a subset of vessels such that the sum of their lengths exceeds the quay length,
not all of them can be handled concurrently at the quay and thus at least one of them
must be separated in time. Figure 4.4 shows an example of three vessels i, j, k, with
li + lj + lk > L. Therefore, the inequality δij + δjk + δki ≤ 1 can be added. As this
condition is satisfied for any ordering of the vessels, additional constraints corresponding
to other orderings can also be included, for instance, δji + δik + δkj ≤ 1.
In general, if a subset of vessels S is identified such that the sum of their lengths
exceeds the length of the quay, for each permutation of vessels in S, i, j, k, .., n,m, the
following constraint can be added:
δij + δjk + · · ·+ δnm + δmi ≤ |S| − 2, i, j, k, ..., n,m ∈ S (4.19)
In order to avoid adding too many constraints of this kind, they are considered only
for minimal subsets S of vessels that do not fit together at the quay and would concur
in time if they were moored at their arrival times, considering their maximum handling









Figure 4.4: Vessels that do not fit together at the quay.
4.5.4 Cover constraints on non-ordered sets of variables δ
Given a subset of vessels S such that the sum of their lengths exceeds the quay length,
as in the previous case, instead of considering it as an ordered set, all the permutations
and all the variables separating the vessels in space can be considered simultaneously,







2 − 1 (4.20)
The total number of δ variables corresponding to the vessels in S is |S|2−|S|, and as
there is a pair of variables δij , δji for each pair of vessels i, j, the maximum value of the
sum of the variables will be (|S|2−|S|)/2. If the sum of the vessel lengths exceeds L, not
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all the vessels in S can be separated in space, so the value of the sum of the variables
must be lower than or equal to (|S|2 − |S|)/2− 1.
As in the previous case, this kind of valid inequality is only considered for minimal
subsets of vessels S that do not fit together at the quay and concur in time if they are











Figure 4.5: Constraint on a non-ordered set of vessels.
4.5.5 Cover constraints on variables riqt
The last family of valid inequalities also refers to groups of vessels that cannot fit together
at the quay, but this time cover constraints on variables riqt are considered. Now these
subsets of vessels are identified among the vessels that would concur in time if they were
placed in their ideal assignments, considering their corresponding minimum handling
times to ensure validity. Let S be a set of vessels satisfying these conditions andminDepSi
the minimum departure time in the ideal assignment of the vessels in S, not including







riqt ≤ |S| − 1 (4.21)
4.6 Computational experiments
The models and the valid inequalities proposed were tested and compared with other
recent proposals to assess their efficiency and limits on instances of realistic size. This
section describes the experiments conducted and discusses their results.
4.6.1 Test instances and implementation issues
Several sets of instances were generated according to the criteria used in previous papers.
The first set was generated applying the criteria of Park and Kim (2003). From now
on, it will be referred to as GenPK. For all the instances in this set a quay with length
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L = 1200 metres and a time horizon H = 300 hours are considered, discretized in units
of 10 metres and 1 hour respectively. There are Q = 11 quay cranes available and
qmini = 2, qmaxi = 5, ∀i ∈ V . The set consists of 50 randomly generated instances,
10 instances for each number of vessels considered: N ∈ {20, 25, 30, 35, 40}. The data
relating to each vessel are determined by uniform distributions as follows: U [1, 170] for
the the arrival time, U [10, 48] for the number of crane-hours required, U [15, 35] for the
length, and U [1, 120] for the desired position on the quay. The desired departure time,
which is not specified in the paper, is determined by applying the criterion of Meisel
and Bierwirth (2009): si = ai + 1.5 ·min(hqi ). The vessel handling time for each number
of cranes results from dividing the number of crane-hours specified for the vessel by the
number of cranes, rounded up to the next integer. Finally, the costs are the same for all
vessels, Cwi = 1000, Cdi = 2000, C
p
i = 200, ∀i ∈ V .
Another set of instances was generated, this time based on the criteria applied by
Meisel and Bierwirth (2009). From this point on, it will be referred to as GenMB-10m. It
consists of 50 instances, 10 for each number of vessels considered: N ∈ {20, 30, 40, 50, 60}.
The time unit is 1 hour, the planning horizon H = 210 hours, and the quay is 1000
metres long. Moreover, there are 10 cranes on the quay and three different kinds of
vessels: Feeder, Medium and Jumbo. Within each instance, 60%, 30% and 10% of the
vessels correspond to these classes, respectively. The arrival times of the vessels are
uniformly distributed between 0 and 168 (one week). A planning horizon of 210 hours
was chosen instead of 168 to prevent the generation of infeasible instances. The lengths,
workloads (in crane-hours), and min-max number of cranes of the vessels are computed
according to Table 4.1, taken from the cited paper, while the desired position of each
vessel i is generated from U [1, L+ 1− li]. For each vessel, its handling time for a given
number of cranes assigned to it results from dividing its workload in crane-hours by the
number of cranes, rounded up to the nearest integer. The desired departure time of each
vessel i is ai + 1.5 ·min(hqi ). The costs are the same for all the vessels, so none of them
is privileged over the others: Cwi = 1000, Cdi = 2000, and C
p
i = 200.
An additional set, called GenMB-50m, was generated with the same instances as
GenMB-10m, changing the discretization of vessel and quay lengths to 50 metres. In
particular, the lengths were discretized and rounded to the next integer, and the desired
positions were discretized and rounded to the nearest integer. The cost coefficients are
also the same, except in the case of the deviation cost coefficient, which was changed to
maintain the same cost per metre as in GenMB-10m: Cpi = 1000. The set GenMB-50m
is only considered in comparisons with previous works.
Table 4.1: Specifications of the test instances generated by Meisel and Bierwirth.
Class Length Crane-hours qmini qmaxi
Feeder U [8, 21] U [5, 15] 1 2
Medium U [21, 30] U [15, 50] 2 4
Jumbo U [30, 40] U [50, 65] 4 6
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The model was implemented in C++11 and solved using CPLEX 12.6, limiting
the size of the search tree to 30 GiB. The experiments were run on an Intel Core i7
2600 at 3.4 GHz with 31.4 GiB of RAM. The operating system used was Ubuntu 14.04
GNU/Linux 3.13 and the compiler was GCC–G++ 6.2. The compilation was performed
specifying the special parameters –O3 –march=corei7 in order to generate an executable
file that makes the most of the processor.
4.6.2 Evaluation of the MILP and the proposed valid inequalities
In order to evaluate the quality of the model proposed and the influence of the proposed
valid inequalities, several experiments were conducted, first considering the proposed
MILP alone and then adding each of the valid inequalities described in Section 4.5. The
parameter α limiting the cardinality of the subsets of vessels involved in constraints (4.19)
was set to 4. Each configuration was run on each instance with a time limit of 1 hour.
The results obtained for GenPK and GenMB-10m are shown in Tables 4.2 and 4.3,
respectively. For each subset of 10 instances of a given size, the tables show the number
of instances solved to optimality, the average computation time in seconds, and the
average and maximum gap in percentage. For each instance, the gap was provided by
CPLEX as 100 · (ub − lb)/ub, where lb is the value of the best lower bound obtained
within the time limit, and ub is the value of the objective function corresponding to the
best integer solution achieved in the same process.
The results in Table 4.2 show that all but one of the instances in the GenPK set were
solved to optimality. Only one instance of 40 vessels was not optimally solved, with a
gap in the initial configuration of 3.2%. Table 4.3 shows similar results for the GenMB-
10m set. All the 40-vessel instances were optimally solved, but only 5 of the instances
of 50 vessels and none of the instances of 60 vessels could be solved to optimality. For
instances of 50 vessels, the gaps for instances not optimally solved were quite low, with
a maximum of 7.7% in the initial configuration. For instances of 60 vessels, the gaps
were larger, with an average of 20.4% and a maximum of 42.5%. The information in
these tables indicates that 50 vessels is the maximum instance size for which the model
can be used with a guarantee of obtaining an optimal or quasi-optimal solution.
With respect to the influence of the valid inequalities, Table 4.2 also shows that
the added inequalities, separately or all together, do not improve the good performance
of the initial model on the set GenPK. However, in Table 4.3 it can be observed that
although each inequality by itself does not improve the results on the set GenMB-10m,
by adding all the valid inequalities two more instances were solved to optimality, the
average running times were reduced (except on the instances with 60 vessels) and the
average and maximum gaps also decreased. Therefore, it was decided to use the model
including all the valid inequalities for the next experiments.
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Table 4.2: Solving the BACAP on instances GenPK.
Model Vessels Optimum Time Avg. gap Max. gap
MILP 20 10 1.2 0 0
25 10 2.3 0 0
30 10 6.2 0 0
35 10 39.7 0 0
40 9 625.2 0.3 3.2
MILP + 20 10 1.2 0 0
constraints (4.16) 25 10 1.9 0 0
30 10 5.0 0 0
35 10 49.5 0 0
40 9 549.3 0.5 5.0
MILP + 20 10 1.1 0 0
constraints (4.17), (4.18) 25 10 2.0 0 0
30 10 4.8 0 0
35 10 48.0 0 0
40 9 585.0 0.5 4.9
MILP + 20 10 1.4 0 0
constraints (4.19) 25 10 2.1 0 0
30 10 5.0 0 0
35 10 72.5 0 0
40 9 494.5 0.5 4.6
MILP + 20 10 1.5 0 0
constraints (4.20) 25 10 2.4 0 0
30 10 5.6 0 0
35 10 51.6 0 0
40 9 561.7 0.8 8.0
MILP + 20 10 1.4 0 0
constraints (4.21) 25 10 2.4 0 0
30 10 5.2 0 0
35 10 39.6 0 0
40 9 532.1 0.5 5.2
MILP + 20 10 1.2 0 0
all constraints 25 10 1.7 0 0
30 10 4.0 0 0
35 10 53.8 0 0
40 9 595.2 0.6 6.4
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Table 4.3: Solving the BACAP on instances GenMB-10m.
Model Vessels Optimum Time Avg. gap Max. gap
MILP 20 10 0.6 0 0
30 10 5.6 0 0
40 10 14.6 0 0
50 5 2440.3 2.6 7.7
60 0 3600.0 20.4 42.5
MILP + 20 10 0.6 0 0
constraints (4.16) 30 10 5.3 0 0
40 10 11.3 0 0
50 5 2455.6 3.0 8.7
60 0 3600.0 20.4 45.3
MILP + 20 10 0.7 0 0
constraints (4.17), (4.18) 30 10 4.8 0 0
40 10 15.3 0 0
50 6 2197.4 2.2 6.4
60 0 3600.0 16.6 27.5
MILP + 20 10 0.7 0 0
constraints (4.19) 30 10 4.3 0 0
40 10 12.5 0 0
50 5 2351.6 2.4 9.3
60 0 3600.0 18.8 40.1
MILP + 20 10 0.7 0 0
constraints (4.20) 30 10 5.6 0 0
40 10 16.1 0 0
50 5 2661.3 3.3 10.8
60 0 3600.0 19.8 39.9
MILP + 20 10 0.6 0 0
constraints (4.21) 30 10 5.4 0 0
40 10 19.0 0 0
50 5 2710.2 3.3 10.2
60 0 3600.0 18.4 36.2
MILP + 20 10 0.6 0 0
all constraints 30 10 4.5 0 0
40 10 9.5 0 0
50 7 2084.4 1.5 6.5
60 0 3600.0 16.2 30.0
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4.6.3 Comparison with Tu¨rkogˇullari et al.
The proposed model was compared with the BACAP model presented by Tu¨rkogˇullari
et al. (2014), which considers time-invariant crane assignment and solves exactly the
same problem. In order to perform a proper comparison, it was implemented in C++11
and solved using CPLEX 12.6 under the same conditions as the model proposed. Thus
it was run over the same sets of instances: GenPK, GenMB-10m, and GenMB-50m, on
the same computer.
For the set of instances GenPK, the model proposed by Tu¨rkogˇullari et al. (2014)
could not even achieve integer solutions for any of the instances within the time limit
of 1 hour. The reason is that the memory available in the computer (31.4 GiB) was
not enough to construct the model. The results for sets GenMB-10m and GenMB-50m
are shown in Tables 4.4 and 4.5 respectively. As in previous tables, times are given in
seconds and gaps in percentages. The number of instances in each group in which at
least an integer solution was found is shown in the rows labelled “Solved”. The empty
fields indicate that no integer solutions were found within the time limit and thus it was
not possible to calculate the statistics.
Table 4.4: Results of the BACAP model of Tu¨rkog˘ullari et al. and the model proposed
on the set GenMB-10m.
Model of MILP with
Vessels Tu¨rkog˘ullari et al. valid inequalities
20 Solved 10 10
Optimum 10 10
Avg. time 309.6 0.6
Avg. gap 0 0
Max. gap 0 0
30 Solved 10 10
Optimum 10 10
Avg. time 748.6 4.5
Avg. gap 0 0
Max. gap 0 0
40 Solved 5 10
Optimum 5 10
Avg. time 1567.0 9.5
Avg. gap 0 0
Max. gap 0 0
50 Solved 1 10
Optimum 0 7
Avg. time 2301.0 2084.4
Avg. gap 62.4 1.5
Max. gap 62.4 6.5
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Table 4.4 shows that the model proposed obtained better results than the model
presented by Tu¨rkogˇullari et al. (2014) over the set of instances GenMB-10m. It was
able to solve to optimality instances of up to 40 vessels in very short computation times,
and almost all the instances of 50 vessels in half an hour, attaining low gaps when
optimality could not be proven within the time limit.
Table 4.5: Results of the BACAP model of Tu¨rkog˘ullari et al. and the model proposed
on the set GenMB-50m.
Model of MILP with
Vessels Tu¨rkog˘ullari et al. valid inequalities
20 Solved 10 10
Optimum 10 10
Avg. time 14.3 0.3
Avg. gap 0 0
Max. gap 0 0
30 Solved 10 10
Optimum 10 10
Avg. time 28.0 7.3
Avg. gap 0 0
Max. gap 0 0
40 Solved 10 10
Optimum 10 10
Avg. time 48.1 14.7
Avg. gap 0 0
Max. gap 0 0
50 Solved 10 10
Optimum 9 4
Avg. time 1015.6 2785.9
Avg. gap 0.2 3.9
Max. gap 2.2 15.4
60 Solved 10 10
Optimum 4 0
Avg. time 2397.7 3600.0
Avg. gap 10.7 20.6
Max. gap 26.0 36.2
With respect to the set of instances GenMB-50m, the model of Tu¨rkogˇullari et al.
(2014) obtained more optimal solutions and lower gaps for large instances with 50 and
60 vessels (Table 4.5). The performance of the MILP proposed here was similar to
that attained over the set GenMB-10m. The different performance of the model of
Tu¨rkogˇullari et al. (2014) shown on the sets GenMB-10m and GenMB-50m could be
explained by its dependence on the discretization factor applied to the lengths of the
quay and the vessels. That model considers the position on the quay as an index of
its binary variables, and therefore the number of variables increases dramatically when
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the discretization is finer. This also explains the memory limitations observed when
applying that model.
Given that the set GenMB-50m is a discretization of GenMB-10m, the results ob-
tained by the models on each instance can be compared. The costs of the solutions
obtained by the proposed model with a discretization of 10 metres are lower than those
obtained with a discretization of 50 metres. Overall, the costs decrease 11.3% on average,
as the better utilization of the quay results in lower costs related to deviations from the
desired positions of the vessels and in better vessel assignments which reduce the waiting
times and the delays. The greater number of optimal solutions obtained by the model
of Tu¨rkogˇullari et al. (2014) in GenMB-50m do not lead to more efficient assignments
in terms of cost than those achieved by the proposed model on the set GenMB-10m. In
fact, the costs of those optimal solutions were 8.7% greater than the costs of the solu-
tions obtained by the proposed model on average. Therefore, unless there are specific
reasons at a given terminal for using a discretization of 50 metres, a finer discretization,
for example of 10 metres, will produce better solutions.
4.7 Concluding remarks
In this chapter, a new mixed integer linear formulation has been proposed for the con-
tinuous time-invariant Berth Allocation and Quay Crane Assignment Problem. In this
problem, a number of cranes has to be assigned to each vessel in addition to a berthing
time and position. The crane assignment is invariant in time, so the number of cranes
assigned to a vessel cannot change during its handling. This version of the problem pro-
duces fewer crane changes between vessels than the variable-in-time crane assignment
variant and therefore leads to more reliable berth plans.
Unlike other previously proposed formulations, neither the quay length nor the
lengths of the vessels are discretized in the model; instead, a continuous variable for
the berthing positions of the vessels is used, which makes the model truly continuous.
Consequently, its performance does not depend on the discretization factor used for the
lengths. Moreover, the initial formulation has been enhanced by adding several fam-
ilies of valid inequalities. As the computational study shows, the model has a stable
behaviour, obtaining optimal or near-optimal solutions on different classes of instances
with up to 50 vessels arriving within a time horizon of one week.

Chapter 5
New exact methods for the Berth
Allocation and Specific Quay
Crane Assignment Problem
5.1 Introduction
The previous chapter addressed the time-invariant Berth Allocation and Quay Crane
Assignment Problem (BACAP). A feasible solution for this problem assigns a number of
cranes to each vessel, guaranteeing that in any period the number of cranes being used
does not exceed the number of cranes available on the quay. However, it does not specify
which groups of cranes are to serve each vessel. When this assignment is considered
jointly with the assignment of berthing time and position, taking into account that
cranes cannot cross each other, a Berth Allocation and Specific Quay Crane Assignment
(BACASP) arises.
Given a feasible solution for the time-invariant BACAP, a feasible solution for the
BACASP can be obtained by using the dynamic programming algorithm proposed by
Park and Kim (2003), assuming that the number of cranes determined for each vessel
is kept fixed throughout its handling and cranes are able to change from one vessel to
another in each time period. This algorithm assigns a group of cranes to each vessel
and time period, minimizing the number of crane changes (Figure 5.1 illustrates this
process). However, the condition stating that cranes can be changed between vessels
in each time period implies that each vessel can be served by different groups of cranes
during its handling, which may lead to unrealistic BACASP solutions. Indeed, as cranes
cannot cross each other, in realistic-size instances the dynamic programming algorithm
may produce a great number of crane changes in order to guarantee this condition,
thereby affecting the real handling of vessels and making the berth plan unreliable.
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(a) Time-invariant BACAP solution for a ter-
minal with 5 quay cranes. The number of
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(b) A BACASP solution generated for the BA-
CAP solution. The cranes are numbered from
1 to 5 from the beginning of the quay and are
represented as rectangles inside each vessel as-
signment.
Figure 5.1: A BACASP solution from a BACAP solution.
In order to prevent these shortcomings, in the time-invariant BACASP it is usually
considered that the set of specific cranes assigned to each vessel is kept throughout its
handling. In fact, this was assumed in all the papers relating to the time-invariant
BACASP reviewed in the previous chapter, with the exception of those of Yang et al.
(2012) and Rodriguez-Molins et al. (2014a). That assumption, however, poses a new
problem. Given a time-invariant BACAP solution, now it does not ensure that a feasible
assignment of specific cranes to vessels is possible. Figure 5.2 illustrates this situation.
In Figure 5.2a, the number of the cranes assigned to each vessel appears in parentheses.
If there are 10 cranes available, the solution shown is feasible for the BACAP. If we
assume that the cranes are numbered from 1 to 10, ordered from the beginning of the
quay, then the cranes can be assigned to vessels as shown in Figure 5.2b. Starting from
the beginning of the planning period, cranes 1, 2, 3, and 4 are assigned to vessel v1;
cranes 5, 6, and 7 to vessel v2; and cranes 8, 9, and 10 to v3. When vessel v7 starts being
handled, v3 has finished and so cranes 8, 9, and 10 can be assigned to v7. Similarly, we
can assign cranes 1, 2, and 3 to vessel v4. When v2 has finished, cranes 4 and 5 can be
assigned to vessel v6. However, no cranes can be assigned to vessel v8. When it starts
being handled, two cranes, 6 and 7, are available, but they cannot be moved to the
position of v8 without causing a disruption in the handling of v7 and a reallocation of its
cranes. Therefore, this time-invariant BACASP requires tailor-made solution methods.
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(b) Infeasible solution for BACASP.
Figure 5.2: A solution of the BACAP not feasible for the BACASP.
This chapter addresses the continuous time-invariant BACASP assuming that the set
of specific cranes assigned to each vessel is not changed during its handling. First, this
problem is tackled by extending the BACAP model proposed in the previous chapter.
Then, an alternative method is proposed, based on an iterative algorithm that obtains
BACASP solutions by introducing cutting planes on the BACAP model. The two meth-
ods are evaluated and compared with existing proposals in the literature through several
computational experiments on various sets of instances.
The remainder of this chapter is organized as follows. Section 5.2 describes the
problem and Section 5.3 presents the BACASP model. In Section 5.4 the cutting plane
algorithm is proposed. Section 5.5 describes and discusses the experiments, and finally
in Section 5.6 the contributions are summarized.
5.2 Problem description
The problem addressed here is exactly the same time-invariant BACASP tackled by
Tu¨rkogˇullari et al. (2014) and is an extension of the BACAP studied in the previous
chapter. Now, in addition to the berthing time and position, a group of cranes is to be
assigned to each vessel. In terms of the scheme proposed by Bierwirth and Meisel (2010),
this problem can be classified as: cont | dyn |QCAP | ∑(w1 pos+w2wait+w3 tard) and
BAP, QCAP .
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5.2.1 Assumptions
Two new assumptions are introduced in addition to those considered for the BACAP
already studied:
• A group of cranes must be assigned to each vessel taking into account that cranes
are deployed on the same rail track and thus cannot cross each other when moving
to and from vessels.
• The group of cranes assigned to a vessel is kept fixed, serving that vessel until the
end of its handling.
5.2.2 Parameters
The following data about the terminal and the vessels are known in advance:
• Length of the quay: L
• Set of time periods: T = {1, 2, ...,H}, where H is the planning horizon.
• Set of quay cranes: QC = {1, 2, . . . , Q}, where Q is the number of cranes. Cranes
are numbered from 1 to Q starting from the beginning of the quay.
• Set of crane groups: QG. A crane group is defined as an ordered set of consecutive
cranes, with cardinality varying from 1 toQ. Thus there will beQ groups composed
of 1 crane; Q − 1 groups of two cranes: {1, 2}, {1, 3}, . . . ; Q − 2 groups of three
cranes; and so on up to a final group composed of the Q cranes. QG is the set of
these crane groups.
Each group g ∈ QG is defined by three parameters:
– Number of cranes in the group: ng
– Number of the first crane in the group: fg
– Number of the last crane in the group: zg
• Set of calling vessels: V , with N = |V |.
For each vessel i ∈ V , the following data are known:
– Length: li
– Expected arrival time: ai
– Desired departure time: si
– Minimum and maximum number of quay cranes that can be assigned to the
vessel: qmini , qmaxi
– Estimated handling time if it is handled using q cranes: hqi
– Desired position on the quay: di
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– Cost per period of waiting for berthing after the expected arrival time: Cwi
– Cost per period of delay after the desired departure time: Cdi
– Cost per length unit away from the desired position on the quay: Cpi
From these parameters, for each vessel i ∈ V the set of compatible crane groups can
be precalculated as:
QGi = {g ∈ QG | qmini ≤ ng ≤ qmaxi }
5.3 A new mixed integer linear model
In this section, a new mixed integer linear model is proposed for the BACASP previously
defined. This model is based on the BACAP model proposed in the previous chapter.
5.3.1 Variables
The variables are the same, except that now variables rigt refer to crane groups instead
of to numbers of cranes.
ti = berthing time of vessel i
pi = berthing position of vessel i
ui = delay of vessel i
ei = deviation of vessel i from its desired position on the quay
rigt =
{




1, if vessel i is completely to the left of vessel j in the space-time




1, if vessel i is completely below vessel j in the space-time diagram,
that is, vessel i is positioned completely to the right of vessel j
looking at them from the quay
0, otherwise
5.3.2 Objective and constraints
The objective function is also the same, and the constraints are easily adapted to consider
the crane groups:
















rigt · t, ∀i ∈ V (5.3)





(rigt · hngi )− (σij − 1)H ≥ 0, ∀i, j ∈ V, i 6= j (5.4)
pj − (pi + li)− (δij − 1)L ≥ 0, ∀i, j ∈ V, i 6= j (5.5)
σij + σji + δij + δji ≥ 1, ∀i, j ∈ V, i 6= j (5.6)






rigτ · ng ≤ Q, ∀t ∈ T (5.8)





(rigt · hngi )− 1, ∀i ∈ V (5.9)
ei ≥ pi − di, ∀i ∈ V (5.10)
ei ≥ di − pi, ∀i ∈ V (5.11)
σij , δij ,∈ {0, 1}, ∀i, j ∈ V, i 6= j (5.12)
rigt ∈ {0, 1}, ∀i ∈ V,∀g ∈ QGi,
∀t ∈ {ai, . . . ,H} (5.13)
ui, ei ≥ 0, ∀i ∈ V (5.14)
pi ≥ 1, ∀i ∈ V (5.15)
However, two more constraints have to be added:





rigτ ≤ 1, ∀t ∈ T, ∀g ∈ QG (5.16)
• If vessel i is moored to the right of vessel j, looking at them from the quay, the
numbers of the cranes assigned to i must be lower than the numbers of the cranes
assigned to vessel j.










zgrigt ≥ 1−Q(δji + σij + σji), ∀i, j ∈ V, i 6= j (5.17)
If δji = 1 or σij = 1 or σji = 1, the constraint is deactivated. But if δji = σij = σji =
0, then, by constraint (5.6), δij = 1, and vessel i is to the right of vessel j. In this case,
the constraint ensures that the number of the first crane serving vessel j is greater than
the number of the last crane serving vessel i.
5.4 An iterative procedure using the BACAP model
The BACASP model previously described is necessarily more complex than the BACAP
model presented in the previous chapter, because instead of having an index q for each
crane, variables rigt have an index g for each crane group admissible for vessel i. This
added complexity may limit the ability of the model to solve large-size problems. An
alternative procedure for solving the BACASP is to use the BACAP model in an iterative
way, adding constraints to this model if its solution is not feasible for the BACASP until
a feasible and then optimal solution is found.
In the description of this new iterative procedure the following ideas proposed by
Tu¨rkogˇullari et al. (2014) are considered, adapting them to models proposed here. A
vessel sequence v1, v2, . . . , vn in a given feasible solution of the BACAP is complete if
v1 is the vessel closest to the beginning of the quay, vn is the vessel closest to the end
of the quay, vi and vi+1 are two consecutive vessels with vi closer to the beginning
of the quay, and two consecutive vessels in the sequence concur at least for one time
period. A complete sequence is said to be proper if the sum of the number of cranes
assigned to vessels in this sequence is less than or equal to the number of cranes available
on the quay. Otherwise, it is called an improper complete sequence. For example, in
Figure 5.2b vessels v4, v6, v7, and v8 form a proper complete sequence, while vessels
v1, v2, v7, and v8 form an improper sequence. It is easy to show that given an optimal
solution of the BACAP, an optimal solution of the BACASP can be obtained from it
in polynomial time if and only if every complete sequence of vessels extracted from the
solution of the BACAP is proper. If a complete improper sequence S = s1, . . . , sn is
found, the following constraint can be added to the BACAP model to prevent vessels in
the sequence from being assigned so as to form an improper complete sequence in that







q · riqt ≤ Q+M
sn−1∑
j=s1
(σj,j+1 + σj+1,j − δj,j+1) + n− 1
 (5.18)
where: M = ∑i∈S qmaxi − Q. If any pair of consecutive vessels in the sequence, vj and
vj+1, are separated in space, vj+1 being above vessel vj (δj,j+1 = 1), and are concurrent
in time (σj,j+1 = σj+1,j = 0), then the rightmost term in the expression takes value 0
and the assignment of a number of cranes to each vessel, represented by variables riqt,
must satisfy the condition that their sum does not exceed Q. In any other case, the
constraint is satisfied for any crane assignment.
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Using this constraint, the cutting plane algorithm described in Algorithm 5 is pro-
posed. If just one constraint is added for every improper sequence found, considering the
vessels in the order in which they appear in this sequence, the solution of the next BA-
CAP model very frequently includes the same set of vessels, but the order in which they
appear in the sequence is changed. In order to prevent this situation, at least partially,
instead of including just one constraint for each improper sequence, other permutations
of vessels are also included. Nevertheless, as the cardinality of the sequence can be great
in large instances, this is applied only if the cardinality of the sequence does not exceed
a parameter MaxSizeSeqForPerm.
Algorithm 5 Cutting plane algorithm for the BACAP–BACASP
Input: P : the formulation of the BACAP model proposed in Chapter 4.4
Output: A solution for the BACAP without improper complete sequences
1: Solve P
2: while there is at least one improper complete sequence in an optimal solution of P
do
3: for all improper complete vessel sequence S found do
4: Insert in P a cut for S using constraint (5.18)
5: if |S| ≤MaxSizeSeqForPerm then






The model and the cutting plane algorithm proposed were tested to assess their efficiency
and limits. They were also compared with the cutting-plane algorithm proposed by
Tu¨rkogˇullari et al. (2014), based on their BACAP model, which is the exact approach
for the time-invariant BACAP showing the best performance to date, according to the
literature review presented in the previous chapter.
5.5.1 Test instances and implementation issues
The experiments were carried out over the same sets of instances used in the experiments
described in the previous chapter: GenPK, GenMB-10m, and GenMB-50m. All the
methods, including the cutting-plane algorithm proposed by Tu¨rkogˇullari et al. (2014),
were implemented in C++11 using GCC–G++ 6.2 and CPLEX 12.6, limiting the size
of the search tree to 30 GiB. The compilation was performed specifying the special
parameters –O3 –march=corei7 in order to generate an executable file that makes the
most of the processor. The experiments were run on an Intel Core i7 2600 at 3.4 GHz
with 31.4 GiB of RAM, running the operating system Ubuntu 14.04 GNU/Linux 3.13.
The cutting plane algorithm proposed was run considering MaxSizeSeqForPerm = 4,
so only in the case of sequences with up to 4 vessels were the constraints corresponding
to all the permutations included.
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5.5.2 Results
Tables 5.1, 5.2, and 5.3 contain the results on sets GenPK, GenMB-10m, and GenMB-
50m. For each subset of 10 instances of a given size, the tables show the number of
instances for which at least an integer solution was found, the number of instances solved
to optimality, the average computation time in seconds, and the average and maximum
gap in percentage. The empty fields indicate that no integer solutions were found within
the time limit and thus it was not possible to calculate the statistics. The integer model
can fail to obtain an integer solution within the time limit due to the size of the model.
The iterative procedures can fail because until they get to an optimal solution of the
BACASP, the solutions obtained are not feasible and therefore the problem is not really
solved. When using the model, if not all the instances of a subgroup have been solved,
the gaps are calculated considering only those for which an integer solution has been
found. In the case of the iterative procedures, there are no gaps, because either the
optimal solution is found or there is no feasible solution. Table 5.1 does not show results
for the cutting plane proposed by Tu¨rkogˇullari et al. (2014) because the model on which
it is based could not obtain even a feasible solution within the time limit to any instance,
as we saw in the previous chapter.
Table 5.1: Comparing approaches to the BACASP on the set GenPK.
MILP for Iterative
Vessels the BACASP procedure
20 Solved 10 10
Optimum 10 10
Avg. time 153.3 1.8
Avg. gap 0
Max. gap 0
25 Solved 10 10
Optimum 10 10
Avg. time 329.3 3.1
Avg. gap 0
Max. gap 0
30 Solved 10 10
Optimum 10 10
Avg. time 955.3 15.4
Avg. gap 0
Max. gap 0
35 Solved 10 9
Optimum 6 9
Avg. time 2090.5 640.6
Avg. gap 32.0
Max. gap 98.8
40 Solved 4 7
Optimum 1 7
Avg. time 3584.3 1516.2
Avg. gap 61.5
Max. gap 86.8
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Table 5.1 shows that the two methods proposed were able to solve optimally all the
instances with up to 30 vessels on the set GenPK. The iterative procedure was clearly
faster and solved most instances with 35 and 40 vessels to optimality, while the model
attained an optimal solution in 6 instances with 35 vessels and only one with 40 vessels,
requiring more computation time on average.
In Table 5.2, the results on the set GenMB-10m show that the two methods proposed
clearly outperformed the iterative procedure presented by Tu¨rkogˇullari et al. (2014) both
in number of instances solved to optimality and in computation time required. The
cutting plane algorithm proposed solved to optimality all the instances with up to 40
vessels in less than 2 minutes and two with 50 vessels in less than one hour. The model
was also able to solve most instances with up to 40 vessels optimally, but requiring
much more time on average. Nevertheless, it could obtain feasible solutions for several
instances with 50 and 60 vessels, unlike the iterative procedure.
Table 5.2: Comparing approaches to the BACASP on the set GenMB-10m.
MILP for Iterative Iterative procedure
Vessels the BACASP procedure by Tu¨rkog˘ullari et al.
20 Solved 10 10 9
Optimum 10 10 9
Avg. time 28.3 0.7 687.8
Avg. gap 0
Max. gap 0
30 Solved 10 10 6
Optimum 9 10 6
Avg. time 629.9 13.5 2077.3
Avg. gap 3.6
Max. gap 36.1
40 Solved 10 10 0
Optimum 8 10 0
Avg. time 1439.8 85.8 3600.0
Avg. gap 4.0
Max. gap 22.3
50 Solved 6 2 0
Optimum 0 2 0
Avg. time 3600.0 3292.1 3600.0
Avg. gap 69.0
Max. gap 91.3
60 Solved 3 0 0
Optimum 0 0 0
Avg. time 3600.0 3600.0 3600.0
Avg. gap 91.9
Max. gap 94.8
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The results obtained by the methods on the set GenMB-50m (Table 5.3) show that
none was clearly better than the others in terms of number of instances solved to opti-
mality. The three methods seem able to solve instances with up to 40 vessels optimally.
The iterative procedure proposed by Tu¨rkogˇullari et al. (2014) also solved four instances
with 50 vessels to optimality, two more than the iterative algorithm proposed. The
model was again the slower method, although it could achieve feasible solutions in most
instances with 50 vessels and in some with 60 vessels.
Table 5.3: Comparing approaches to the BACASP on the set GenMB-50m.
MILP for Iterative Iterative procedure
Vessels the BACASP procedure by Tu¨rkog˘ullari et al.
20 Solved 10 10 10
Optimum 10 10 10
Avg. time 26.4 0.6 18.9
Avg. gap 0
Max. gap 0
30 Solved 10 10 10
Optimum 10 10 10
Avg. time 617.8 19.6 288.9
Avg. gap 0
Max. gap 0
40 Solved 10 10 10
Optimum 9 10 10
Avg. time 1513.9 43.6 233.1
Avg. gap 1.2
Max. gap 11.6
50 Solved 8 2 4
Optimum 0 2 4
Avg. time 3600.0 3229.8 2732.5
Avg. gap 65.0
Max. gap 82.4
60 Solved 3 0 0
Optimum 0 0 0
Avg. time 3600.0 3600.0 3600.0
Avg. gap 81.8
Max. gap 87.0
In summary, the results show that the proposed model for the BACASP was able
to solve optimally instances of set GenPK with up to 35 vessels and instances of sets
GenMB-10m and GenMB-50m with up to 40 vessels. As this model is more complex
than the model proposed for the BACAP in the previous chapter, the size of the instances
optimally solved decreases. The proposed iterative procedure was faster than the model
on the three test sets, although for instances in which the BACAP model was difficult
to solve, very few iterations, if any, could be done within the time limit and almost
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always the procedure failed to obtain a feasible solution. Comparing with the iterative
procedure proposed by Tu¨rkogˇullari et al. (2014) on sets GenMB-10m and GenMB-
50m, for which their BACAP model was able to obtain solutions, it can be observed
that their procedure works slightly better on set GenMB-50m and clearly worse on set
GenMB-10m, basically repeating the behaviour of the BACAP models. Again, both the
BACASP model and the iterative procedure proposed are very stable, regardless of the
discretization factor used.
5.6 Concluding remarks
This chapter has addressed the time-invariant BACASP, that is, the problem in which,
in addition to the berthing time and position, each vessel is to be assigned a set of cranes,
taking into account that cranes cannot cross each other and the cranes assigned cannot
be changed during the handling of the vessel. The solutions to this problem are thus
more realistic and can be used in practical situations.
This problem has been tackled by means of a new mixed integer linear model and
a new cutting plane algorithm based in the BACAP model proposed in the previous
chapter. The computational experiments conducted show that the model is able to solve
optimally instances of up to 35 vessels arriving within a time horizon of one week, while
the cutting plane algorithm obtains optimal solutions on instances with up to 40 vessels
in short computation times, thereby outperforming other state-of-the-art approaches.
Both the model and the algorithm proposed show stable behaviour regardless of the
discretization factor applied to the lengths of the quays and the vessels.
Chapter 6
A Biased Random-Key Genetic
Algorithm for the Berth
Allocation and Quay Crane
Assignment Problem
6.1 Introduction
In the previous chapters we have seen that both the continuous time-invariant BACAP
and BACASP are very hard problems. In one hour of computation time, the proposed
exact methods are able to solve optimally instances with up to 40-50 vessels arriving
within a time horizon of one week. The literature review also showed that there is a lack
of studies dealing with larger instances of these problems. However, container ship traffic
continues growing around the world and many terminals, especially in Asia, are required
to serve more than 50 vessels each week. Moreover, as vessel congestion increases, the
planning operations must be performed faster, so the available time for a berth planning
cycle decreases. For these reasons, new fast methods not limited by the instance size
are demanded to solve these problems, and thus heuristic algorithms arise as the best
solution strategy.
This chapter presents a new Biased Random-Key Genetic Algorithm (BRKGA) with
Memetic improvement and Local Search developed to obtain good solutions in short
computation time on instances with up to 100 vessels arriving within a one-week time
horizon. The initial heuristic is proposed for the BACAP already studied in Chapter 4.
Then, in the next chapter, it will be adapted to be capable of solving the BACASP
tackled in Chapter 5. All these methods are adjusted and evaluated through extensive
computational experiments.
The remainder of this chapter is organized as follows. Section 6.2 describes the
parameters and decision variables of the methods proposed. Next, Section 6.3 presents
the Genetic Algorithm, the constructive algorithm, and several Local Search procedures.
Section 6.4 describes the computational experiments conducted and discusses the results.
Finally, Section 6.5 presents some concluding remarks.
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6.2 Problem description
The BACAP addressed here is the same problem described in Chapter 4.3, differing
only in the planning horizon, which now is not considered a hard constraint for the
assignment of berthing time to vessels. Instead, it is considered as a desired berthing
time horizon, so vessels can berth after that point, incurring an additional cost. Thus
solutions with all the vessels moored within the time horizon are favoured. This makes
it possible to tackle large instances without needing to assess whether they will have
feasible solutions. This soft time horizon is now given by the constant E.
Consequently, each vessel has a new cost parameter. For each vessel i, Cei is the cost
per time period exceeding E until the effective berthing time of the vessel. This cost is
also added to the objective function. Taking the decision variables for each vessel i as
the berthing time (ti), the berthing position on the quay (pi), and the number of cranes




(Cwi (ti − ai) + Cdi (ti + hrii − si − 1)+ + Cpi |pi − di|+ Cei (ti − E)+) (6.1)
where (expression)+ is to be interpreted as max(expression, 0). This objective
function is the same as that used for the BACAP model, except for the additional term
considering the cost of exceeding the planning horizon E.
6.3 A Biased Random-Key Genetic Algorithm
As we have seen, this problem is hard to solve optimally for large instances, so the best
option is to resort to metaheuristic strategies. Evolutionary Computation algorithms,
especially Genetic Algorithms, have proved a good approach to tackle similar versions
of the BACAP, as in the case addressed by Lalla-Ruiz et al. (2014) and other variants
already examined in the literature review in Chapter 4.2. Following this line, this study
proposes a new Biased Random-Key Genetic Algorithm with some Memetic characteris-
tics, a constructive algorithm based on ordered lists of vessels, and several Local Search
procedures. This kind of GA was first proposed by Bean (1994) and Ericsson and Parda-
los (2002), and is characterized by the use of random keys to encode the genes. Genetic
Algorithms can also be extended to consider multiple populations, thus allowing parallel
evolutions with sporadic migrations of individuals between them. The multi-population
scheme of the BRKGA developed here is inspired by Gonc¸alves and Resende (2012).
6.3.1 The Genetic Algorithm
There is a number Npop of populations with Nindiv = MultPop ∗ N individuals each.
That is, the number of individuals in a population depends on the number of vessels N
and on a constant MultPop that must be specified. Each individual has one chromosome
consisting of two lists: a list of keys-to-vessels and a list of numbers of cranes-to-vessels.
Each position in these lists corresponds, respectively, to the key and the number of
cranes assigned to the vessel with that index. The key is a number between 0 and 1,
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while the number of cranes must be between the minimum and the maximum number
of cranes allowed for that vessel (Figure 6.1). The effective list of vessels is determined
by decoding the list of random keys-to-vessels, which is done by sorting the keys in
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Figure 6.1: Chromosome of an individual for an instance with five vessels.
List of keys-to-vessels
List of vessels
0.23 0.74 0.65 0.01 0.98
4 1 3 2 5
Figure 6.2: Decoding a list of keys-to-vessels to a list of vessels.
The cranes-to-vessels list and the sequence of vessels obtained by sorting the keys rep-
resent a solution as long as they are considered together with the constructive algorithm
(Section 6.3.2). The constructive algorithm uses this information to generate a feasible
solution by adding the vessels one by one to the berth plan. After the construction, a
refinement procedure is applied, aiming at improving the solution by reducing the idle
time of the cranes to a minimum (Section 6.3.3). It is thereby possible to obtain a new
list of cranes which, used together with the list of vessels, may produce a better solution.
If this is the case, the chromosome is updated with the new list and can influence the
offspring. This inheritance of acquired characteristics turns the Genetic Algorithm into
a kind of Memetic Algorithm.
The fitness of an individual is the negative of its objective function value, since it is a
minimization problem, and the genetic operators are elite crossover, immigration and mi-
gration. The crossover works between two parents, considering a bias CrossBias ∈ [0, 1]
in favour of the chromosome from the first parent, which is taken from the elite (Fig-
ure 6.3). The same process is applied independently over the list of cranes-to-vessels.
Besides the crossover, at each generation new randomly generated individuals are in-
cluded as a kind of immigration. Moreover, a migration is performed every GensMig
generations, adding the best individual among all the populations into the other popu-
lations in which it is not present and removing the worst individual to keep the same
population size.






0.23 0.74 0.65 0.01 0.98
0.82 0.71 0.29 0.45 0.03
0.23 0.71 0.65 0.01 0.03
0.12 0.89 0.67 0.24 0.77
Lists of cranes-to-vessels
3 3 2 3 4
2 3 3 2 3
3 3 2 2 3
0.32 0.51 0.02 0.73 0.86
Figure 6.3: Example of a crossover. A gene from the first parent passes to the descendant
if the random number is less than CrossBias = 0.7.
The initial populations consist of individuals whose keys-to-vessels lists are generated
according to several priority rules (Table 6.1). This provides the evolutionary process
with information that may help the search, as we saw in Chapter 3. The crane lists are
generated by assigning a random number of cranes to each vessel from among its allowed
values. This ensures that the descendants’ crane lists will be valid too. As the population
size can be greater than the number of priority rules, the remaining individuals in each
population are generated randomly, thereby introducing more diversity.
Table 6.1: Priority rules used to generate ordered lists of vessel keys.
Name Sorting criterion
Arrival time (i) Non-decreasing ai
Arrival time (ii) Non-increasing ai
Length (i) Non-decreasing li
Length (ii) Non-increasing li
Desired departure (i) Non-decreasing si
Desired departure (ii) Non-increasing si
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The process applied to each population to generate a new generation is as follows.
First, the constructive algorithm is applied to each individual in the population to ob-
tain its corresponding feasible solution. Then, individuals are sorted according to their
fitness and the best E% individuals are marked as the elite. The following generation
will be composed of this elite, I% new individuals randomly generated as immigration,
and 100%−E%− I% individuals resulting from the crossover between pairs of individ-
uals randomly chosen, the first one being from the elite and the other from the entire
population. The parent from the elite is the one favoured by the bias. Each generation
is completed for all the populations before passing to the next generation. Migration is
performed only every GensMig generations. This process is repeated until a time limit
of TimeLimitGen seconds. Afterwards, a Local Search procedure is applied to every
individual in each population until a stopping criterion is met, with the aim of refining
the best solutions obtained by the Genetic Algorithm (Section 6.3.4).
6.3.2 Constructive algorithm
An individual represents a solution only if it is considered together with a constructive
algorithm. This algorithm builds a feasible berth plan from the list of cranes-to-vessels
and the list of vessels resulting from sorting the keys. The algorithm developed is based
on the Exploratory Constructive Algorithm (ECA) proposed in Chapter 3.5.2.1, with the
novelty that now it also assigns a number of cranes to each vessel and checks each time
that the number of cranes assigned to vessels does not exceed Q.
First, the number of cranes corresponding to each vessel according to the cranes-
to-vessels list is kept fixed. Therefore, as the handling time of each vessel is known, a
berthing time and position can be assigned to each vessel, taking them sequentially from
the ordered list of vessels. The objective is to achieve the best allocation for each vessel
in a berth plan in which the previous vessels in the list have already been assigned. To
do this, each time a vessel is extracted from the list, a set K of candidate assignments
ordered by non-decreasing cost is defined. The set K is filled and explored throughout
the process, always extracting the least-cost candidate. The first candidate assignment
included in K is the one consisting of the desired position and the arrival time of the
vessel.
Once the least-cost candidate has been extracted from K, if the vessel cannot be
assigned to that position and time because it would not have enough cranes throughout
its handling, a new candidate consisting of the same position and the earliest berthing
time in which there are enough cranes is included in K (Figure 6.4(a)). If the vessel
at that time and position would overlap with one or more existing vessels in the space-
time layout, the best candidate assignments in their contour are included in K (Figure
6.4(b)). Then the next least-cost candidate in K is extracted and the process is repeated
until a feasible assignment is found (Figure 6.4(c)). This is done for all the vessels in
the list until the berth plan is completed.
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(a) Vessel i tries to berth
at (ai, di). Vessel i requires
2 cranes and the quay has
only 3 cranes, so a new as-
signment with enough cranes
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(b) In the new assignment,
vessel i would overlap with
v2, so new candidates in the
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(c) Vessel i is assigned to the
location of the least-cost fea-
sible candidate.
Figure 6.4: Process of the Exploratory Constructive Algorithm for the BACAP.
6.3.3 Memetic improvement
Once the constructive algorithm has obtained a solution, it is examined looking for idle
cranes, because it may be possible that the crane-to-vessel assignments do not require
all Q cranes in each period. Thus vessels are examined in non-decreasing departure time
order, and if a crane is idle throughout the handling of a vessel, it is assigned to it. The
reduction in handling time thus achieved can reduce or even eliminate the delay incurred
by the vessel, and so its corresponding cost.
It is possible to attain a further improvement if the constructive algorithm is now
run with the new list of cranes and the same list of vessels. The reduction in handling
times previously obtained may now allow other vessels to be berthed earlier. Therefore,
the constructive algorithm is applied again and if a better solution is obtained, the
chromosome is updated with the refined list of cranes. This process is repeated until no
further improvement is achieved. The kind of Memetic scheme thus performed is known
in the literature as a Lamarckian Memetic Algorithm, since the local improvements are
reflected in the chromosome and can therefore be inherited by the offspring (Le et al.,
2009).
6.3.4 Local Search procedures
The Genetic Algorithm does not explore the entire solution space, but rather a subspace
defined by the way in which the constructive algorithm generates feasible solutions fol-
lowing a list of vessels sequentially. In order to reach solutions that cannot be reached
when assigning all the vessels one by one, three different Local Search procedures based
on directly moving vessels in an existing berth plan are proposed: two heuristics and
one matheuristic. These LS procedures are used only as a final attempt to refine the
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best solutions attained by the BRKGA, so they are applied to all the individuals in each
population as soon as the genetic process has ended. These individuals are sorted by
non-increasing value, and starting from the best of them, the procedure is applied until
the stopping criterion, a time limit of TimeLimitLS seconds, is met.
6.3.4.1 Simple ruin-and-recreate heuristic
The first heuristic is based on the ruin-and-recreate strategy, so a set of vessels is removed
from the solution and then the constructive algorithm is used to reassign them.
This procedure first generates a list of vessels ordered by non-increasing score, which
is, for each vessel, the sum of its cost and the cost of the vessels belonging to its cluster,
determined by a neighbourhood function applied to the vessel. Then a vessel is selected
from the list with a probability SelProb, starting from the first element. The selected
vessel and the vessels in its cluster are removed from the solution and reassigned in
non-increasing cost order by means of the constructive algorithm, using the list of crane
assignments of the original solution together with the refinement seen in Section 6.3.3,
but without performing the feedback phase (Figure 6.5).
Additional solutions are generated by changing the number of cranes assigned to those
vessels. A Path Relinking is performed on the list of cranes, keeping the list of vessels to
be reassigned unchanged. The Path Relinking technique generates intermediate solutions
in the trajectory between a initiating solution and a guiding solution by systematically
changing elements of the initiating solution, step by step, until the guiding solution is
reached. The initiating list is the original list of cranes, while the guiding list is selected
between two alternatives: the list with the maximum number of cranes allowed for each
of those vessels and the list with the minimum number of cranes. These candidates are
considered ideal as guiding lists because they lead to extreme solutions. The constructive
algorithm builds the solution corresponding to each list and the list leading to the best
solution is selected.
Once a guiding solution has been chosen, the list of cranes at each step results from
changing one crane-to-vessel assignment, replacing it with the number of cranes in the
guiding list. Hence, a new solution is obtained for each new list of cranes. A number
Paths of different paths between the initiating and the guiding lists is thus generated.
For the first path, the sequence of indexes that must be changed corresponds to the
order in the list of vessels, while for the rest it is determined randomly.
The best solution obtained is stored, and if it is not better than the original one the
whole process is repeated with the next vessel in the list of vessels ordered by score. The
number of tries is limited by a parameter MaxTries. Otherwise, if the solution is better,
the whole process is repeated on the new best solution until no further improvement is
achieved or until the stopping criterion is met.
The following neighbourhood functions, which lead to different variants of the pro-
cedure, were defined:
• Overlapping vessels. Given a vessel i, this function returns the vessels that would
overlap with i if it were moved to its ideal location, that is, the one consisting of
its desired position on the quay and its expected arrival time.
96 Chapter 6. A Biased Random-Key Genetic Algorithm for the BACAP
• Adjacent vessels. Given a vessel i, this returns the vessels adjacent to i: the
vessels whose rectangles are touching the rectangle representing i in the graphic
representation of the solution.
• Connected component of vessel. Given a vessel i, this returns the vessels adjacent
to i and, recursively, all the vessels that are adjacent to them. In other words: if the
vessels are considered as the vertices of a graph, connected by edges representing
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(a) Vessel i is removed together with its adja-
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(b) Vessels i and v1 are reassigned and several
configurations of cranes are tested. This is a
possible output.
Figure 6.5: Simple ruin-and-recreate LS with the adjacency neighbourhood function.
6.3.4.2 Pushing ruin-and-recreate heuristic
This heuristic also removes a cluster of vessels, but before reassigning them, the ideal
berthing time and position of one vessel are modified, so the constructive algorithm will
try to put it at this new location. Looking at the solutions obtained by the BRKGA, a
case was noticed in which the optimal solution could not be reached due to the way in
which the constructive algorithm builds the solutions. When assigning berthing times
and positions to the vessels in a cluster, the first vessel was put with no cost in its
ideal assignment, at the expense of increasing the cost of all the other vessels. The
optimal solution in those cases was reached by moving that vessel to a new position
and/or time, increasing its cost, but allowing the other vessels to be better placed so
that the overall cost of the cluster was reduced. The best way to achieve this cluster
reassignment would be to apply a mathematical programming model to the cluster, as
we will see in the next subsection; however, the model can only be applied to small
clusters. An alternative is to push the first vessel to a new location and relocate the
remaining vessels using the constructive algorithm. This requires determining heuristi-
cally the extent of the movement applied to that vessel, so different values are tested
by considering the other vessels’ deviations from their ideal assignments. In particular,
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a total of 15 movements are tested, resulting from combining the maximum, minimum
and average deviations in time (maxTimeDev, minT imeDev, avgT imeDev, respec-
tively) and position (maxPosDev, minPosDev, avgPosDev, respectively) and the null
displacement. Each pair (timeMove, posMove) in the following list represents a move-
ment, where timeMove is the number of units moved in time and posMove the number
of units moved in space:
(0,minPosDev), (0, avgPosDev), (0,maxPosDev),
(minTimeDev, 0), (minTimeDev,minPosDev),
(minTimeDev, avgPosDev), (minTimeDev,maxPosDev),
(avgT imeDev, 0), (avgT imeDev,minPosDev),
(avgT imeDev, avgPosDev), (avgT imeDev,maxPosDev)
(maxTimeDev, 0)(maxTimeDev,minPosDev),
(maxTimeDev, avgPosDev), (maxTimeDev,maxPosDev).
Let originalPos and originalT ime be the original position and time of the tar-
get vessel in the solution, respectively. For each movement in the list, the target
vessel is included in the solution by means of the constructive algorithm, consider-
ing that now the desired position is originalPos − posMove and the desired time is
originalT ime + timeMove. The displacement in space moves the vessel contrary to
the deviation calculated from the other vessels’ deviations, hence the negative sign (Fig-
ure 6.6). By contrast, the displacement in time is performed in the same direction
because the target vessel is frequently located at its arrival time. This allows other










Time1 2 3 4 5 6 7 8
(a) The target vessel is in its ideal assignment.
Vessels v1 and v2 are assigned to their arrival
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(b) The movement (0,minPosDev) is applied
to target. The other vessels are reassigned in
order of non-increasing cost. Thus the overall
cost is reduced.
Figure 6.6: Pushing ruin-and-recreate LS with the clustering neighbourhood function.
Example of a position movement applied to the target vessel.
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(a) The target vessel is in its ideal assignment.
Vessels v1 and v2 are assigned to their desired
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(b) The movement (maxTimeDev, 0) is ap-
plied to target. The other vessels are reas-
signed in order of non-increasing cost. Thus
the overall cost is reduced.
Figure 6.7: Pushing ruin-and-recreate LS with the clustering neighbourhood function.
Example of a time movement applied to the target vessel.
6.3.4.3 Matheuristic
An alternative method for improving the cluster reassignment is to use a mathematical
programming model. In this case, a modified version of the mixed integer linear model
proposed in Chapter 4.4 is used.
The initial steps of the procedure are similar to those of the previous one, but a
cluster is selected only if its size is lower than or equal to a parameter MaxClusterSize.
The vessels in the cluster are completely removed from the solution and the model is
used to relocate them. The model is constructed by inserting additional constraints to
keep the values of berthing time and position variables fixed for the vessels not in the
cluster. The only variables that the solver can change are those corresponding to the
vessels in the cluster, so the size of the problem to be solved depends on the cluster
size. This makes the method very useful for small clusters, given that a model with few
vessels can be rapidly solved to optimality, as reported in previous chapters. Since in
the model vessels are not able to berth after the time period H, it is constructed with
a new H ′ equal to the maximum between the original H and the maximum berthing
time among the vessels in the solution: H ′ = max{H,maxi∈V (ti)}. Moreover, in order
to consider the new cost of berthing after E, for each vessel i ∈ V a new variable exci
and the following constraints are introduced:
exci ≥ ti − E (6.2)
exci ≥ 0 (6.3)
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(Cwi (ti − ai) + Cdi ui + Cpi ei + Cei exci) (6.4)
The model is run on a solver without including the extra valid inequalities, providing
the value of the current solution as an upper bound to reduce the computation time.
The solution obtained is then compared with the current best solution obtained in the
Local Search process. If it is better, then the Local Search procedure is applied to the
next solution. If not, a new vessel with its corresponding cluster is selected according to
its score. Since the stopping criterion is a time limit, it may occur that neither optimal
nor feasible solutions are found.
6.4 Computational experiments
Several comprehensive computational experiments were conducted over different sets of
instances in order to adjust the parameters of the Genetic Algorithm and the Local
Search procedures and evaluate their performance. All of them were run on an Intel
Core i7 2600 at 3.4 GHz with 31.4 GiB of RAM. The algorithms were implemented in
C++11 and OpenMP was applied to evaluate as many individuals as possible in parallel
threads, not affecting the algorithms but in the running time. The operating system
used was Ubuntu 14.04 GNU/Linux 3.13 and the compiler used was GCC–G++ 6.2.
The compilation was performed specifying the special parameters –O3 –march=corei7
in order to generate an executable file that makes the most of the processor. The model
was implemented in C++11 and CPLEX 12.6, limiting the maximum size of the search
tree to 30 GiB. The statistical analysis was performed using the programming language
R 3.3 and package ez 4.4.
The sets of instances used were GenPK and GenMB-10m, already described in Chap-
ter 4.6. The set GenMB-10m was extended with instances generated in the same way
with 70, 80, 90, and 100 vessels. In total, the set GenPK consisted of the original 50
instances, and the set GenMB-10m was composed of 90 instances. The new parameters
considered were set as follows. In GenPK, E = H = 300 hours, while in GenMB-10m,
E = H = 210 hours (125% of 168 h) in instances with up to 70 vessels, and E = H = 252
hours (150% of 168 h) in instances with more than 70 vessels. In both sets, for all the
vessels, Cei = 5000. In order to perform a correct adjustment of the algorithms, a train-
ing set of instances, called GenAdjust, was generated applying the same criteria as in
the set GenMB-10m, since it is more realistic than GenPK. The set GenAdjust consists
of 45 instances in total: 5 for each number of vessels considered.
Three different experiments were conducted. The first was aimed at obtaining a good
configuration of the parameters of the Genetic Algorithm without performing Local
Search (Section 6.4.1). The second experiment was conducted to determine a good
parameter configuration for each Local Search algorithm (Section 6.4.2). The results
obtained made it possible to select the best Local Search procedure (Section 6.4.3).
Finally, in the third experiment the performance of the entire algorithm was evaluated,
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comparing its results with the best solutions achieved by the BACAP model proposed
in Chapter 4.4 on both sets of instances (Section 6.4.4).
6.4.1 Parameter adjustment of the Genetic Algorithm
6.4.1.1 Description
The objective of the first experiment was to determine the best values of the parameters
of the Genetic Algorithm. The parameters E = 15%, I = 15%, and CrossBias = 0.7
were set, since they were considered reasonable values that produced good results in
previous studies (Gonc¸alves and Resende, 2012) and preliminary experiments. In these
preliminary experiments it was also noticed that the most influential parameters seemed
to be: MultPop, Npop, and GensMig. Hence it was decided to test different values
for them: MultPop ∈ {1, 10, 20}, Npop ∈ {1, 10, 20}, and GensMig ∈ {10, 30}. This
resulted in a total of 15 combinations. The time limit was set to TimeLimitGen = N
seconds, so that the computation time for each instance depended on its size.
For each parameter configuration, five independent random repetitions of the Genetic
Algorithm were run on each instance in GenAdjust. For each repetition, the value of
the best solution achieved and the running time were recorded. Then the deviation
percentage (DFB) of the result obtained in each repetition (value) was calculated from
the minimum value attained among the repetitions of all the configurations tested on
the same instance (minV alue): DFB = 100 · (value−minV alue)/minV alue.
In order to determine whether the differences in DFB were statistically significant,
a repeated measures design was conducted, taking the average DFB obtained for each
instance from its five repetitions as the dependent variable. Since each configuration
was run over the same instances, the instances were the subjects of the analysis, while
configuration was considered a within-subjects fixed factor with 15 levels corresponding
to the different configurations studied. Thus the 15 DFB means obtained for each
instance were considered different measures on the same subject. Moreover, as the
performance of the algorithm may be different for different problem sizes, the number of
vessels in the instance was considered as a between-subjects fixed factor, with 9 levels
(20–100 vessels). Including these factors allows the statistical analysis to manage the
variability they introduce, thereby increasing its sensitivity. The significance level was
set to α = 0.05 for all the statistical tests.
The repeated measures design can be tackled following either an univariate or a
multivariate analysis of variance (ANOVA). The multivariate approach (MANOVA) is
sometimes recommended because, unlike the univariate analysis, it does not assume
multisample sphericity; however, it assumes multivariate normality, which is clearly not
satisfied by the instances used according to the results of Mardian’s test. For this reason,
the univariate alternative was performed, also known as mixed-design ANOVA, whose
assumptions result from the combination of both between-subjects and within-subjects
designs. According to Maxwell and Delaney (2004), with respect to the between-subjects
factor: (i) the observations must be independent between subjects and in each population
defined by this factor (ii) the mean score for each subject, averaged over the levels of
the within-factor, must be normally distributed. Moreover, (iii) its variance has to be
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the same in all those populations. Regarding the within-subjects factor, in each group
defined by the combinations of the within-subjects and between-subjects factors, (iv) the
dependent variable must be normally distributed and (v) the covariance matrix has to be
spherical. Furthermore, (vi) these covariance matrices must be homogeneous across the
different levels of the between-subjects factor. Violations of the normality assumptions
have little impact and violations of the homogeneity of variances/covariances are not
serious when the sample sizes are equal, which they are in this case. However, the tests
are not robust to violations of the sphericity assumption, but this issue can be easily
overcome by applying the Greenhouse-Geisser correction on the degrees of freedom.
These assumptions of validity were checked on each experiment and considered ac-
ceptable. The Greenhouse-Geisser correction was applied when the sphericity assump-
tion did not hold.
6.4.1.2 Results
The ANOVA tested the effect of the configuration, the effect of the number of vessels and
the interaction between them. All these effects proved to be statistically significant, with
p < 0.0001 in all of them and with η2 (calculated as SumSquareseffect/SumSquarestotal)
equal to 0.134, 0.186, and 0.457, respectively. These results show that the configurations
tested differ in their DFB both on its own and jointly with the size of the problem.
The effect that explained the largest proportion of the sample DFB variability was
the number of vessels, reaching 45.7% according to its η2, followed by the interaction
and the configuration. This indicates that regardless of the algorithm configuration
applied, the size of the instance has a strong impact on the performance, while the
configurations are less influential but also important, taken alone or jointly with the size
of the instance. Such evidence is consistent with expectations, given that heuristics also
suffer the effects of the combinatorial explosion, although they can withstand it better
than solvers implementing mathematical programming models.
Given that in this experiment the main objective was to determine which configura-
tion is the best regardless of the size of the instance and within the margins of the study,
the Holm-Bonferroni multiple comparison tests were conducted for this effect alone, spec-
ifying that they were paired samples. Thus all the groups of configurations within which
their average DFB cannot be considered statistically different were calculated. Table 6.2
shows the average number of generations done and the mean and standard deviation of
DFB for each configuration, together with the homogeneous groups. According to the
results, configurations with the highest total number of individuals (N ·MultPop ·Npop)
show a performance clearly worse than the rest. Examining the data it was observed
that in those configurations the DFB in instances with more than 50 vessels was higher
than in any other configuration. This is due to the small number of generations per-
formed. Indeed, the configurations that obtained the best DFB results completed more
than 24 times the number of generations completed by the worst. Therefore, performing
more generations is preferable to increasing the number of populations and individuals
therein. Apart from this, the GensMig values tested do not seem to make a signifi-
cant and consistent difference. The configurations of group B are those with the lowest
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means, so for the rest of the study, the one with the lowest sample average among them
was selected: MultiPop = 1, Npop = 20, and GensMig = 30.
Table 6.2: Results of the BACAP Genetic Algorithm on the set GenAdjust.
Configuration Generations DFB (%) Group
MultPop Npop GensMig Mean Mean Std. Dev. A B C
1 1 10 30612.8 7.29 6.60 ×
1 10 10 3177.3 5.18 4.30 ×
1 10 30 3180.4 4.96 4.41 ×
1 20 10 1576.1 4.76 4.17 ×
1 20 30 1585.7 4.44 3.89 ×
10 1 10 3017.0 5.89 6.22 × ×
10 10 10 283.9 5.10 5.32 ×
10 10 30 284.6 5.33 5.82 ×
10 20 10 139.3 8.36 8.48 ×
10 20 30 140.8 8.28 8.45 ×
20 1 10 1420.5 5.77 6.47 × ×
20 10 10 130.7 8.99 8.92 ×
20 10 30 131.8 8.99 8.87 ×
20 20 10 64.4 14.30 13.90 ×
20 20 30 64.7 14.18 13.68 ×
6.4.2 Parameter adjustment of the Local Search procedures
6.4.2.1 Description
After determining a proper configuration for each Genetic Algorithm, analogous experi-
ments were conducted to adjust the parameters of the Local Search procedures. In par-
ticular, the following algorithms were evaluated: the simple ruin-and-recreate heuristic
with the overlap neighbourhood function (SimpleOverlap), with the adjacency function
(SimpleAdjacency), and with the connected component function (SimpleConnected); the
pushing ruin-and-recreate heuristic with the connected component function (Pushing);
and the matheuristic with the adjacency function (ModelAdjacency) and with the con-
nected component function (ModelConnected). The pushing heuristic was used only with
the connected component function due to its very design, which is tailored to it. As for
the matheuristic, the overlap function was not considered because it performed worse in
preliminary experiments.
An overall time limit of one second per vessel was set in each instance (N), of
which TimeLimitGen = 0.9N and TimeLimitLS = 0.1N seconds. In preliminary
experiments it was noticed that all the algorithms except the matheuristic were able to
finish within this time limit considering MaxTries = N , hence that value was fixed for
them. For the other parameters of the algorithms all the combinations resulting from
the following values were tested: SelProb ∈ {0.5, 0.75, 1} and Paths ∈ {30, 45, 60}. For
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the matheuristic, MaxClusterSize = 15 was kept fixed, as it was observed that greater
values made the matheuristic so slow that it could not solve many models. All the
combinations of SelProb ∈ {0.5, 0.75, 1} and MaxTries ∈ {1, 5, 10} were tested. This
resulted in a total of 9 different configurations for each LS procedure.
A single repetition of the experiment consisted of running the Genetic Algorithm on
each instance and applying each LS algorithm with each configuration independently
to its result. In this way we could properly compare their performance, since all of
them were applied to the set of individuals resulting from the same run of the Genetic
Algorithm.
6.4.2.2 Results
Six separate ANOVAs were conducted, one for each Local Search procedure, in order
to study the effect of the parameters, to identify homogeneous groups, and finally to
determine the best configuration of each algorithm. Table 6.3 summarizes the results
of the ANOVAs, showing the p value and the η2 for each effect. According to these
results, the effect of the number of vessels alone was statistically significant in all the
algorithms, the effect of the interaction between number of vessels and configuration was
significant in SimpleOverlap and ModelAdjacency, and the effect of configuration alone
was significant in SimpleAdjacency, ModelAdjacency, and ModelConnected. The sample
variability was highly influenced by the number of vessels, while it was less affected
by interaction and configuration effects. Nevertheless, in some algorithms they were
sufficient to make a difference between the configurations tested, as the p value of the
ANOVA shows.
Table 6.3: Results of the ANOVA and η2 calculations for each Local Search algorithm
in the adjustment experiment.
Algorithm Interaction No. of vessels Configuration
p value η2 p value η2 p value η2
SimpleOverlap 0.004* < 0.001 0.015* 0.386 0.068 < 0.001
SimpleAdjacency 0.214 0.002 0.009* 0.407 0.02* < 0.001
SimpleConnected 0.445 < 0.001 0.016* 0.385 0.335 < 0.001
Pushing 0.453 < 0.001 0.020* 0.373 0.324 < 0.001
ModelAdjacency 0.006* 0.069 0.010* 0.305 < 0.001* 0.048
ModelConnected 0.143 0.009 < 0.001* 0.541 < 0.001* 0.011
* Statistically significant.
For the algorithms that showed significant influence of the configuration effect, the
Holm-Bonferroni tests were performed on this factor alone, indicating that each pair
tested was a paired sample. The results showed clear homogeneous groups of config-
urations in ModelConnected (Table 6.4), for which configurations with MaxTries = 1
(group A) are significantly worse than the rest (group B). Therefore the configuration
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with the least sample mean in group B was selected. In SimpleAdjacency and ModelAd-
jacency, even though the ANOVA revealed significant differences, the Holm-Bonferroni
tests did not show clear homogeneous groups.
Table 6.4: Results of the multiple comparisons between the configurations tested for the
ModelConnected heuristic.
Configuration DFB (%) Group
SelProb MaxTries Mean Std. Dev. A B
0.5 1 4.03 3.09 ×
0.75 1 4.03 3.09 ×
1 1 4.03 3.09 ×
0.5 5 3.35 2.94 ×
0.75 5 3.37 2.95 ×
1 5 3.35 2.94 ×
0.5 10 3.36 2.94 ×
0.75 10 3.35 2.94 ×
1 10 3.35 2.94 ×
Finally, the configuration selected for each algorithm was that with the least sample
DFB, but it is worth highlighting the fact that according to the results of the analysis,
only for SimpleAdjacency, ModelAdjacency, and ModelConnected were the differences
between configurations significant. Table 6.5 shows the configuration selected for each
algorithm and its mean and standard deviation of DFB.
Table 6.5: Parameter configuration selected for each Local Search algorithm.
Algorithm Configuration DFB (%)
MaxTries SelProb Paths Mean Std. Dev.
SimpleOverlap N 1 60 5.36 3.40
SimpleAdjacency N 0.5 30 4.97 3.32
SimpleConnected N 0.5 30 5.43 3.44
Pushing N 0.75 30 5.21 3.58
ModelAdjacency 10 0.5 - 2.88 2.06
ModelConnected 10 1 - 3.35 2.94
6.4.3 Selection of a Local Search algorithm
Once a configuration had been selected for each algorithm, another ANOVA was con-
ducted on the results previously obtained to compare the six LS algorithms and the
Holm-Bonferroni multiple comparisons over the algorithm factor in order to identify
groups of algorithms with non-significantly different DFB averages.
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The results of the ANOVA for the Local Search algorithms showed that the interac-
tion of number of vessels and algorithm, algorithm alone, and number of vessels alone
produced statistically significant differences between the means, with p values less than
0.001 in all of them and η2 equal to 0.111, 0.097, and 0.266, respectively. In contrast to
the sample variability observed when comparing different configurations of a single algo-
rithm, now the value of η2 indicates a greater effect of the algorithm and its interaction
with the number of vessels. This reflects the fact that the differences between the algo-
rithms with respect to DFB were consequently greater. Table 6.6 shows the mean and
standard deviation of DFB already reported for each algorithm with the selected con-
figuration, with the homogeneous groups in the remaining columns. One group clearly
stands out: group C, with the lowest mean values of DFB, corresponding to the two
matheuristics. Therefore, it can be concluded that matheuristics clearly outperformed
the other Local Search procedures. Out of all the algorithms, ModelAdjacency was thus
selected, as it belongs to the best homogeneous group and its sample mean was lower
than that obtained by ModelConnected.
Table 6.6: Results of the multiple comparisons between the LS algorithms.
Algorithm DFB (%) Group
Mean Std. Dev. A B C
SimpleOverlap 5.36 3.40 ×
SimpleAdjacency 4.97 3.32 ×
SimpleConnected 5.43 3.44 ×
Pushing 5.21 3.58 × ×
ModelAdjacency 2.88 2.06 ×
ModelConnected 3.35 2.94 ×
The selected Local Search procedure showed a better performance than the others,
but it was important to analyse whether the LS algorithm improved significantly on the
results obtained by the Genetic Algorithm without any LS algorithm applied at the end.
This was analysed through an ANOVA similar to the previous ones. The ANOVA re-
vealed that number of vessels, algorithm, and their interaction were all significant effects,
with p values less than 0.0001. Taking into account that the sample mean DFB obtained
by the Genetic Algorithm alone was 5.45% and that obtained by ModelAdjacency was
2.88%, it can be concluded that there is a clear performance gain when using this Local
Search algorithm.
6.4.4 Evaluation of the Genetic Algorithm
6.4.4.1 Description
The last experiment aimed to evaluate the selected configuration of the Genetic Algo-
rithm with LS over the sets of test instances GenMB-10m and GenPK. Its results were
compared with those achieved by the integer linear model proposed in Chapter 4.4, con-
106 Chapter 6. A Biased Random-Key Genetic Algorithm for the BACAP
sidering all the valid inequalities and solved using CPLEX 12.6 with a time limit of 3600
seconds.
Five random repetitions of the Genetic Algorithm were performed on each instance
in both sets. As the main objective was to obtain results in short computation times,
the overall time limit was set to N seconds (one second per vessel), devoting 90% of the
time to the Genetic Algorithm itself and 10% to the Local Search. For each instance
and repetition, the cost of the best solution achieved by the Genetic Algorithm alone
(resultGen) and of that attained after applying the LS procedure (result) were recorded.
Then the minimum result of the five repetitions (minResult) and the deviation percent-
age of this result from the result of the integer model (resultModel) for the same instance
were obtained: minDFM = (minResult − resultModel)/resultModel. Additionally,
the average result over the five repetitions (avgResult) and the deviation percentage
were calculated: avgDFM = (avgResult − resultModel)/resultModel. The average
resultGen over the five repetitions (avgResultGen) was computed as well to obtain the
mean improvement achieved by the LS: ILS = (avgResultGen−avgResult)/avgResult.
In order to assess the performance of this approach with other reasonable time limits,
the experiment was repeated for 3N , keeping the same time proportions for the BRKGA
and the LS. Thus even for the larger instances of 100 vessels the results were obtained
in 5 minutes, which seems acceptable in practical situations.
6.4.4.2 Results
The mixed integer linear model solved all the instances in GenMB-10m with up to 40
vessels and seven of those containing 50 vessels to optimality. In two of the instances with
70 vessels, the model could not even obtain a feasible solution, and this also occurred
in all the instances containing more than 70 vessels. In one instance of 40 vessels in
GenPK, optimality was not proven.
The results of the BACAP Genetic Algorithm are summarized in Table 6.7. For each
instance size, it shows the mean running time of the MILP; the mean and maximum
minDFM and avgDFM , considering only the instances for which both the MILP and
the algorithm obtained feasible solutions; the percentage of instances solved to optimality
by the BRKGA in at least one repetition relative to the number solved optimally by the
model, and the percentage of instances solved optimally in all the repetitions; the mean
ILS; and the mean cost. The missing values indicate that it was impossible to compare
with the model because it could not achieve even feasible solutions. In the case of
the percentage of instances solved optimally, it indicates that it is impossible to know
whether any optimum was reached, as the model did not achieve any optimal solution.
In column 2 it can be observed that the integer model worked well on small instances,
although with sharply increasing computing times in instances with more than 40 vessels.
In fact, 50 vessels seems to be the limit for the MILP, as we already saw in previous
chapters. For the group of instances with 70 vessels, no solution was found for some
instances, and when a feasible solution was found, it was not very good, as compared with
the solution obtained by the Genetic Algorithm. The remaining columns in Table 6.7
show the performance of the BRKGA. On very short computing times (1 second per
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vessel) it was able to obtain solutions quite close to the optimal solutions, with average
deviation no greater than 5% if the best solution obtained in the 5 independent runs
on each instance is considered, and no greater than 9% if the average value of the 5
runs is considered, although columns 4 and 6 indicate that there are some instances
for which the Genetic Algorithm failed to obtain a really good result. In addition, the
contribution of the LS, shown in column 9, was notable, reaching a mean of 2.29% in
GenMB-10m and 0.59% in GenPK, complementing the solution space search done by
the Genetic Algorithm in a very efficient way. The last column shows the average cost
of the solutions. The sharply increasing values indicate that if a large number of vessels
arrives within a time horizon of one week, the problem is highly complex and many
conflicts between vessels have to be solved.
Table 6.7: Results of the Genetic Algorithm on GenMB-10m and GenPK with an overall
time limit of one second per vessel (N).
N Mean time minDFM (%) avgDFM (%) Opt. (%) Mean Mean
model (s) Avg. Max. Avg. Max. One All ILS (%) cost
GenMB-10m
20 0.6 0 0 0.22 2.18 100 90 3.65 13224
30 4.5 0.97 9.36 1.93 9.36 80 30 2.63 41812
40 9.5 1.89 4.43 3.47 10.39 30 20 3.29 55632
50 2084.4 5.00 13.23 8.04 17.20 0 0 1.97 157796
60 3600.0 4.36 13.21 7.32 17.58 - - 2.48 304000
70 3600.0 -19.05 10.69 -15.78 15.02 - - 1.90 709388
80 - - - - - - - 2.21 1226960
90 - - - - - - - 1.36 3108228
100 - - - - - - - 1.09 4652508
GenPK
20 1.2 0.57 5.73 1.21 5.73 90 70 0.58 22300
25 1.7 1.01 10.05 1.21 12.06 90 90 0.05 31936
30 4.0 1.09 5.06 2.04 5.56 60 40 0.55 51224
35 53.8 3.19 10.23 4.92 12.92 40 30 0.40 85676
40 595.2 4.99 10.86 8.62 20.84 22 11 1.38 146680
The results obtained considering a time limit of 3N seconds per instance are shown
in Table 6.8. The Genetic Algorithm and the associated Local Search made good use
of this extended computing time. Minimum, average, and maximum distances to opti-
mal solutions decreased significantly and the number of optimal solutions found by the
metaheuristic increased. The average cost of instances in GenMB-10m and GenPK was
reduced by 2.29% and 1.12% respectively.
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Table 6.8: Results of the Genetic Algorithm on GenMB-10m and GenPK with an overall
time limit of three seconds per vessel (3N).
N Mean time minDFM (%) avgDFM (%) Opt. (%) Mean Mean
model (s) Avg. Max. Avg. Max. One All ILS (%) cost
GenMB-10m
20 0.6 0 0 0 0 100 100 3.89 13200
30 4.5 0.94 9.36 1.61 9.36 90 40 3.03 41716
40 9.5 1.78 4.35 2.39 6.43 30 30 3.70 55104
50 2084.4 3.45 10.49 6.20 15.21 14 0 2.53 154760
60 3600.0 1.59 6.38 5.85 11.66 - - 2.39 299488
70 3600.0 -21.23 5.42 -17.65 12.11 - - 2.20 703168
80 - - - - - - - 2.39 1196556
90 - - - - - - - 1.44 3049068
100 - - - - - - - 1.22 4526332
GenPK
20 1.2 0.57 5.73 0.94 5.73 90 70 0.83 22252
25 1.7 1.01 10.05 1.14 11.43 90 90 0.04 31912
30 4.0 0.96 5.06 1.92 5.75 70 40 0.53 51176
35 53.8 2.69 9.65 3.64 9.65 50 30 0.48 84584
40 595.2 3.43 8.14 7.14 14.42 22 0 1.47 144140
In summary, these experiments show that the Genetic Algorithm accomplishes the
main objective of obtaining good solutions for both small and large instances in short
times. The percentage of optimal solutions attained indicates that it performs a good
exploration of the solution space. Indeed, the mean deviations show that it is the best
option for instances with more than 60 vessels and a fast solving method in all cases.
According to the results, the improvement rate is expected to decrease notably as the
time is increased above 3N .
6.5 Concluding remarks
In this chapter, new heuristic methods have been proposed for the Berth Allocation
and Quay Crane Assignment Problem (BACAP) in its continuous, dynamic and time-
invariant version. The objective was to develop a metaheuristic approach capable of
obtaining good solutions in short times for both small and large instances. In particular,
a new Biased Random-Key Genetic Algorithm with Memetic characteristics, a construc-
tive algorithm, and several Local Search procedures have been proposed. The parameters
of these algorithms were adjusted through extensive experiments and statistical analysis.
It has been observed that the solutions based on the ordering of the vessels provided
by the Genetic Algorithm may be not good enough in cases in which clusters of vessels
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arriving at similar times and preferring similar positions on the quay have to be assigned
in a globally optimal way. To address this issue, a matheuristic procedure, which can
dramatically improve the solutions, was proposed.
The results obtained in instances generated according to well-known criteria show
that the proposed method is able to achieve good and even optimal solutions in less than
5 minutes on instances with less than 60 vessels within a planning horizon of one week,
while it clearly outperforms the exact methods on instances with up to 100 vessels within
the same time horizon. Indeed, those methods cannot even produce feasible solutions
for such large instances, so this approach broadens the computational capabilities in the





to solve the Berth Allocation and
Specific Quay Crane Assignment
Problem
7.1 Introduction
In the previous chapter we have seen that the increasing vessel traffic and congestion
experienced by many terminals require new fast methods able to deal with large instances
of the continuous time-invariant BACAP. Given that the exact methods proposed for this
problem showed important limitations when confronting such instances, a new Biased
Random-key Genetic Algorithm was developed to obtain good solutions on instances of
a wide range of sizes under severe time constraints.
In Chapter 5 we saw that the BACASP is even more complex than the BACAP and
hence the difficulties faced by the exact methods when solving large instances are also
exceptionally challenging. In most of the instances with 60 vessels, these methods could
not even obtain feasible solutions in one hour. Therefore, a heuristic strategy is a fortiori
required to obtain good solutions to BACASP instances of a wide range of sizes in short
times.
In this chapter, the Biased Random-key Genetic Algorithm developed for the BA-
CAP in the previous chapter is extended to deal with the BACASP (Section 7.2) and
analogous experiments are conducted to adjust its parameters and assess its performance
(Section 7.3).
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7.2 Extending the algorithms to address the BACASP
In Chapter 5.4 we saw that given an optimal solution of the BACAP, an optimal solution
of the BACASP can be easily obtained from it in polynomial time if and only if every
complete sequence of vessels in the solution of the BACAP is proper. Taking this into
account, it is easy to adapt the Biased Random-key Genetic Algorithm developed for
the BACAP to solve the BACASP.
Given that the BRKGA and all the Local Search procedures, except the matheuristic,
rely on the constructive algorithm to obtain feasible solutions, if this algorithm is adapted
so that it generates only BACAP solutions not containing improper complete sequences
of vessels, valid solutions for the BACASP can be obtained from all of them. By contrast,
the matheuristic now applies the cutting plane algorithm based on the BACAP model.
7.2.1 The constructive algorithm for the BACASP
The constructive algorithm is the same as that proposed for the BACAP, the only
difference being that it now has to prevent vessels being assigned to locations in which
they would generate improper complete sequences. Thus when trying to assign berthing
position and time to a vessel i, after checking that the candidate assignment satisfies the
number of cranes required and does not overlap with any other vessel, a check is also made
to see whether it creates one or more improper complete sequences. If so, new minimum-
cost alternative assignments that break all the improper complete sequences found are
added to the set of candidate assignments. To prevent falling into cycles of repeated
candidates, a new set of already visited candidates is included. Figure 7.1 illustrates
this process for the case in which vessel i would create an improper complete sequence
when assigned to its ideal location (ai, di). The constructive algorithm continues until
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Figure 7.1: Example of applying the BACASP constructive algorithm to a quay with 5
cranes. Vessel i generates an improper complete sequence (v1, i, v2) in its ideal assign-
ment. Alternative assignments c1, . . . , c4 are considered in order to break the sequence.
Note that candidate c1 is immediately discarded because the time is lower than ai.
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7.2.2 The matheuristic Local Search for the BACASP
The matheuristic is adapted to address the BACASP by using the Algorithm 5 based
on cutting planes proposed in Chapter 5.4.
First, a cluster of vessels is selected according to a neighbourhood function and a score
based on the costs of the vessels in the cluster. Then, the solver is run for the BACAP
model with additional constraints that fix the values of the variables related to the
vessels not in the cluster. If a feasible solution is found, it is examined to check whether
it contains improper complete sequences of vessels. For each sequence found, a constraint
is included in the BACAP model to prevent those vessels from forming that improper
complete sequence in the future. If the sequence contains up to MaxSeqSizeForPerm
vessels, all the constraints resulting from all the permutations of those vessels are also
introduced. Then, the new model is run and the process is repeated until a BACAP
solution not containing improper complete sequences is attained. In doing so, the solver
is provided with the value of the current solution as an upper bound.
As in the other LS procedures, if the global solution thus obtained is better than the
best solution achieved in the search, then the process is applied again to that solution.
If not, a new vessel with its corresponding cluster is selected according to the score. In
any case, since the stopping criterion is a time limit, it may happen that neither optimal
nor feasible solutions are found.
7.3 Computational experiments
The same experiments conducted on the Genetic Algorithm and the Local Search pro-
cedures for the BACAP were repeated to adjust and evaluate the versions of these algo-
rithms developed for the BACASP. The conditions of the experiments, including the sets
of instances (GenPK, GenMB-10m, and GenAdjust), the computational resources, and
the statistical analysis were exactly the same as those described in the previous chapter.
Therefore, three different experiments were conducted. The first was done to obtain a
good configuration of the parameters of the Genetic Algorithm without performing Local
Search (Section 7.3.1). The second experiment was aimed at selecting a good parameter
configuration for each Local Search algorithm (Section 7.3.2). In Section 7.3.3, the best
Local Search is selected according to the results obtained in the previous experiment.
Finally, the third experiment (Section 7.3.4) evaluated the performance of the entire
algorithm and compared its results with those achieved by the cutting plane algorithm
proposed in Chapter 5, which was the best exact approach for the BACASP according
to the results of the experiments presented therein.
To avoid unnecessary repetitions, these sections focus on the results obtained by the
BACASP algorithms, while the detailed description of the experiments can be consulted
in the previous chapter.
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7.3.1 Parameter adjustment of the Genetic Algorithm
In this experiment, the parameters E = 15%, I = 15%, and CrossBias = 0.7 were
fixed and 15 different combinations of the parameters MultPop ∈ {1, 10, 20}, Npop ∈
{1, 10, 20}, and GensMig ∈ {10, 30} were tested and analysed. The algorithm was run
considering TimeLimitGen = N seconds.
The tests applied to the results showed statistically significant differences in the
average Deviation From the Best result (DFB) due to the interaction between number
of vessels and configuration, configuration alone, and number of vessels alone, with p <
0.0001 in all of them and η2 equal to 0.062, 0.114, and 0.379, respectively. As in the
case of the BACAP algorithm, these results show that the configurations tested differ in
their DFB both on its own and jointly with the size of the problem. Number of vessels
explained most of the sample variability, reaching 37.9%, according to its η2, followed
by configuration and interaction.
In order to assess the differences between the configurations, the Holm-Bonferroni
tests were applied, specifying that the samples were paired. Table 7.1 shows the results.
The same effect of the total number of individuals on the number of generations com-
pleted and the consequent differences in performance can be seen here as in the case of
the BACAP Genetic Algorithm. Compared with the latter, this algorithm completes
approximately half the number of generations, which clearly reflects the complexity of
the BACASP and the additional time spent on generating solutions without improper
complete sequences. Again, the values tested for the parameter GensMig did not seem
to make a significant and consistent difference in performance. The homogeneous group
B consists of the best configurations, from which the one with the lowest sample average
was selected for the rest of the study: MultiPop = 10, Npop = 1, and GensMig = 10.
Table 7.1: Results of the Genetic Algorithm on the set GenAdjust.
Configuration Generations DFB (%) Group
MultPop Npop GensMig Mean Mean Std. Dev. A B C D
1 1 10 13768.1 9.56 8.21 ×
1 10 10 1375.6 6.28 4.99 ×
1 10 30 1377.5 6.71 5.51 ×
1 20 10 684.8 5.91 5.02 ×
1 20 30 685.8 6.94 5.79 ×
10 1 10 1511.0 5.16 5.04 ×
10 10 10 141.4 13.38 13.77 ×
10 10 30 141.3 13.71 14.08 ×
10 20 10 68.8 21.59 20.36 ×
10 20 30 68.8 21.70 20.36 ×
20 1 10 694.5 5.42 4.98 ×
20 10 10 63.5 22.40 20.81 ×
20 10 30 63.6 22.70 20.58 ×
20 20 10 30.7 33.72 29.82 ×
20 20 30 30.8 33.58 29.46 ×
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7.3.2 Parameter adjustment of the Local Search procedures
Analogous experiments were conducted to adjust the parameters of the LS procedures:
SimpleOverlap, SimpleAdjacency, SimpleConnected, Pushing, ModelAdjacency, and Mod-
elConnected. In all the algorithms, except in the matheuristic, the parameter MaxTries
was set toN and all the combinations of SelProb ∈ {0.5, 0.75, 1} and Paths ∈ {30, 45, 60}
were tested. For the matheuristic, MaxClusterSize = 15 and MaxSeqSizeForPerm =
4 were kept fixed and all the combinations of SelProb ∈ {0.5, 0.75, 1} and MaxTries ∈
{1, 5, 10} were tested. This resulted in a total of 9 different configurations for each LS pro-
cedure. The stopping criterion was TimeLimitGen = 0.9N and TimeLimitLS = 0.1N
seconds.
Table 7.2 shows the results of the ANOVA conducted for each algorithm, recording
the p value and the η2 for each effect. The interaction of both number of vessels and
configuration was statistically significant only in ModelAdjacency, while configuration
alone was significant in SimpleOverlap, SimpleAdjacency, ModelAdjacency, and Model-
Connected. The influence of these effects on the sample variability was low compared to
the influence of number of vessels. Indeed, this effect was significant in all the algorithms.
Table 7.2: Results of the ANOVA and η2 calculations for each LS algorithm in the
parameter adjustment experiment.
Algorithm Interaction No. of vessels Configuration
p value η2 p value η2 p value η2
SimpleOverlap 0.128 < 0.001 0.005* 0.432 0.037* < 0.001
SimpleAdjacency 0.631 0.002 0.005* 0.515 < 0.001* < 0.001
SimpleConnected 0.556 < 0.001 0.002* 0.467 0.155 < 0.001
Pushing −a < 0.001 0.02* 0.473 −a < 0.001
ModelAdjacency < 0.001* 0.018 < 0.001* 0.59 < 0.001* 0.024
ModelConnected 0.246 0.006 < 0.001* 0.63 0.02* 0.003
* Statistically significant.
a No value reported by the analysis, as the results were the same in all the con-
figurations tested.
Given that the objective of the experiment was to select a configuration for each al-
gorithm, the Holm-Bonferroni multiple comparison tests were conducted over this factor
on the results of SimpleOverlap, SimpleAdjacency, ModelAdjacency and ModelClustering,
indicating that each pair tested was a paired sample. Only in the case of ModelAdjacency
did the multiple comparisons reveal clear distinct groups, which are summarized in Ta-
ble 7.3. In particular, the mean DFB in group A was clearly higher than in group E,
while groups B and C showed intermediate results. The main cause of these differences
lies in the MaxTries parameter, which leads to better results as it is increased.
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Table 7.3: Results of the multiple comparisons between the configurations tested for the
ModelAdjacency heuristic.
Configuration DFB (%) Group
SelProb MaxTries Mean Std. Dev. A B C D E
0.5 1 4.89 4.05 ×
0.75 1 4.85 4.00 ×
1 1 4.85 4.00 ×
0.5 5 4.15 3.49 ×
0.75 5 3.89 3.30 ×
1 5 3.89 3.30 ×
0.5 10 3.63 3.12 ×
0.75 10 3.53 3.12 × ×
1 10 3.51 3.11 ×
For the rest of the study, the configuration that gave rise to the least sample mean
DFB was selected for each LS algorithm, but it is worth noting that only in the cases
of SimpleOverlap, SimpleAdjacency, ModelAdjacency, and ModelConnected are those
configurations at least as good as the best, in the population and not only in the sample,
according to the significant differences reported by the ANOVA. In Table 7.4 the selected
configurations are summarized together with their mean DFB and standard deviation.
Table 7.4: Parameter configuration selected for each LS algorithm.
Algorithm Configuration DFB (%)
MaxTries SelProb Paths Mean Std. Dev.
SimpleOverlap N 1 60 6.18 4.81
SimpleAdjacency N 1 60 5.71 4.66
SimpleConnected N 0.75 30 6.36 4.81
Pushing N 0.5 30 6.28 4.85
ModelAdjacency 10 1 - 3.51 3.11
ModelConnected 10 1 - 4.95 4.31
7.3.3 Selection of a Local Search algorithm
The results obtained by the algorithms with their selected configurations in the previous
experiment allowed a Local Search procedure to be selected for the final version of the
BRKGA. The ANOVA revealed that the number of vessels alone, the algorithm alone,
and their interaction were all significant effects for the variations observed in the data.
Regarding η2, the values were 0.42, 0.05, and 0.046, respectively.
Again, the Holm-Bonferroni multiple comparisons were conducted, and their results
are shown in Table 7.5 together with the mean and standard deviation of DFB for each
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algorithm. Group A comprises the algorithms with the highest mean DFB, group B
reached intermediate results, while the algorithm ModelAdjacency, the only algorithm
in group C, shows the lowest mean. Therefore, this algorithm was selected for the final
version of the Genetic Algorithm.
Table 7.5: Results of the multiple comparisons between the LS algorithms.
Algorithm DFB (%) Group
Mean Std. Dev. A B C
SimpleOverlap 6.18 4.81 ×
SimpleAdjacency 5.71 4.66 ×
SimpleConnected 6.36 4.81 ×
Pushing 6.28 4.85 ×
ModelAdjacency 3.51 3.11 ×
ModelConnected 4.95 4.31 ×
In order to assess whether the selected Local Search improved significantly on the
results obtained by the Genetic Algorithm alone, an analogous ANOVA was conducted.
The analysis showed that number of vessels, algorithm, and their interaction were all
statistically significant, with p values of less than 0.0001. The sample mean DFB of
the Genetic Algorithm was 6.39%, and that of ModelAdjacency was 3.51%, which is
significantly lower. Therefore, the selected LS procedure is worth applying after the
BRKGA, as it significantly improves on its results.
7.3.4 Evaluation of the Genetic Algorithm
The selected Genetic Algorithm was compared with the cutting plane algorithm for the
model (CPA) on the sets of instances GenMB-10m and GenPK. As was reported in
Chapter 5.5, this algorithm was able to achieve optimal solutions in all the instances
with up to 40 vessels and in two instances with 50 vessels in the set GenMB-10m. In
GenPK, only one instance with 35 vessels and three with 40 vessels could not be solved
to optimality. In the instances in which it could not achieve an optimal solution, no
feasible solutions were obtained.
Table 7.6 shows the results obtained by the BRKGA in both sets of instances con-
sidering a time limit of N seconds. DFM refers to the deviation of the results obtained
by the BRKGA from the results obtained by the CPA. In general, they are similar to
those obtained in the case of the BACAP, except for a slight decrease in the size of the
instances that the CPA was able to solve. Likewise, the Genetic Algorithm achieved an
optimal solution in many of the instances with 20 and 30 vessels. The results also show
that it did not perform well on at least two instances, one with 20 vessels in GenMB-
10m and the other with 40 vessels in GenPK, whose DFM exceeded 40%. These values
affected the means of their corresponding groups, hence the high avgDFM observed
in the instances with 40 vessels in GenPK. Nevertheless, it is worth noting that the
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BACASP is more difficult to solve than the BACAP and that the Genetic Algorithm
spends more time constructing solutions without improper complete sequences. As for
the Local Search, it attained a mean improvement of 1.58%, proving again to be a good
complement to the Genetic Algorithm.
Table 7.6: Results of the BRKGA on GenMB-10m and GenPK with an overall time
limit of one second per vessel (N).
N Mean time minDFM (%) avgDFM (%) Opt. (%) Mean Mean
model (s) Avg. Max. Avg. Max. One All ILS (%) cost
GenMB-10m
20 0.7 5.14 40.48 5.14 40.48 80 80 0.18 14100
30 13.5 2.53 9.76 2.70 9.76 40 30 3.13 43316
40 85.8 2.24 4.80 4.44 12.44 20 10 3.15 59276
50 3292.1 4.06 6.43 6.51 8.80 0 0 1.29 177960
60 3600.0 - - - - - - 1.62 363836
70 3600.0 - - - - - - 1.92 838164
80 - - - - - - - 1.49 1438184
90 - - - - - - - 0.82 3311732
100 - - - - - - - 0.62 4778248
GenPK
20 1.8 0.97 8.33 1.14 8.33 80 70 0.00 22996
25 3.1 0.46 2.30 0.76 2.58 80 60 0.01 32240
30 15.4 0.17 1.11 2.14 6.33 80 50 0.44 53808
35 640.6 1.75 5.34 5.23 12.07 44 22 0.39 90884
40 1516.2 12.3 36.67 20.10 53.86 0 0 3.35 170744
The experiment conducted considering a time limit of 3N yielded some improve-
ments relative to the results obtained in N seconds, especially by reducing the maxi-
mum avgDFM (Table 7.7). It also reached new optimal solutions in five instances in
set GenPK and reduced the mean cost by 1.85% in GenMB-10m and 2.68% in GenPK.
In summary, both experiments show that the proposed Genetic Algorithm is also
a good approach for solving the BACASP, particularly when more than 40 vessels are
expected to arrive within a time horizon of one week, since the exact method cannot
even find feasible solutions. As in the case of the BACAP version of the algorithm, the
percentage of optimal solutions attained indicates that it performs a good exploration
of the solution space. The improvement rate is expected to decrease notably as the time
is increased above 3N .
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Table 7.7: Results of the BRKGA on GenMB-10m and GenPK with an overall time
limit of three seconds per vessel (3N).
N Mean time minDFM (%) avgDFM (%) Opt. (%) Mean Mean
model (s) Avg. Max. Avg. Max. One All ILS (%) cost
GenMB-10m
20 0.7 1.33 10.91 4.38 32.86 80 80 0.64 13972
30 13.5 2.45 9.76 2.68 9.76 30 30 3.01 43300
40 85.8 2.03 4.80 2.97 5.84 20 10 2.31 58272
50 3292.1 4.06 6.43 4.61 6.64 0 0 1.79 174568
60 3600.0 - - - - - - 3.03 355704
70 3600.0 - - - - - - 1.90 818300
80 - - - - - - - 1.74 1390468
90 - - - - - - - 1.02 3231884
100 - - - - - - - 0.90 4738120
GenPK
20 1.8 0.97 8.33 0.97 8.33 80 80 0 22940
25 3.1 0 0 0.35 1.57 100 60 0.01 32068
30 15.4 0.53 1.94 1.65 6.96 70 60 0.32 53428
35 640.6 1.54 5.89 3.53 12.15 55 44 0.72 89516
40 1516.2 7.09 29.52 13.62 37.43 14 0 2.71 163052
7.4 Concluding remarks
In this chapter, the Biased Random-Key Genetic Algorithm and the Local Search algo-
rithms proposed for the BACAP in the previous chapter have been extended to address
the BACASP.
These algorithms has been adjusted and evaluated through analogous experiments,
in which the higher complexity of the BACASP was observed. Indeed, according to
the results, the adapted Genetic Algorithm completes half of the number of generations
completed by the BACAP version considering the same time limit. Nevertheless, it ob-
tains optimal or quasi-optimal solutions on small instances and is able to solve instances
of up to 100 vessels, for which the exact methods cannot even obtain feasible solutions.
The matheuristic Local Search proves to be the best option for improving the solutions
obtained by the Genetic Algorithm.
Given that the continuous time-invariant BACASP assumes more real-world char-
acteristics and constraints than other Berth Allocation Problems, the proposed Genetic
Algorithm for this problem proves to be a more practical approach, closer to the demands
posed by container terminals.

Chapter 8
The Berth Allocation Problem in
terminals with irregular layouts
8.1 Introduction
Most ports around the world have heterogeneous and irregular layouts, resulting from
the use of the natural coastline or the construction of artificial structures that project
from the land out into the water. Irregular layouts may impose physical limitations on
how vessels sail and berth as additional safety constraints. In terminals such as the one
depicted in Figure 8.1, the distances between berths may prevent vessels from approach-
ing or being moored at some berths when they are occupied by other vessels. Given that
such restrictions may affect the service of vessels, they are taken into consideration by
the terminal operator in berth planning. However, constraints of this kind have received
little attention in the scientific literature on the Berth Allocation Problem.
This chapter addresses a hybrid dynamic BAP arising in terminals whose irregular
layout gives rise to adjacency, oppositional, and blocking relations between berths. Ad-
ditionally, vessels may be prevented from being moored in berths depending upon their
characteristics. In order to formulate and solve this problem, a mixed integer linear
model is proposed and several computational experiments are conducted over different
sets of instances.
Although a general version of this problem is tackled here, it originally arose from
the particular case of a tank terminal located at the port of Antwerp (Belgium), which
I analysed during a research visit to the Combinatorial Optimisation and Decision Sup-
port Group (CODeS) of the KU Leuven in Ghent. Tank terminals are especially affected
by such constraints because they are often composed of many close narrow piers aimed
to make the most of their harbour basin. The space between piers is thus reduced and
the distances between moored vessels, even in opposite berths, may become a limitation
for accessing other berths. Similarly, such constraints also affect terminals of any kind
located in fluvial waterways, as they are usually required to allow navigation through
the channels. Another characteristic of tank terminals, as well as many dry bulk termi-
nals, is that berthing points are specific locations on the quays equipped with special
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devices; therefore, vessels can only be served there. For example, berths have connec-
tions to pipelines that serve different products or, in the case of dry bulk terminals,
conveyors, cranes, and machinery that enable goods to be transported from the storage















Figure 8.1: Terminal with irregular layout. Only some of the relations are shown.
The structure of this chapter is as follows: Section 8.2 reviews related previous
studies. Next, Section 8.3 describes the problem in detail. In Section 8.4, a mixed integer
linear programming model tailored to the problem is proposed. The computational
experiments and the discussion of the results are addressed in Section 8.5. Finally,
Section 8.6 presents some concluding remarks.
8.2 Literature review
The BAP with adjacency, oppositional, and blocking relations between berths has not
been tackled before in a general fashion. The closest approaches in the literature seem
to be those that study specific indented berths located in particular ports.
Imai et al. (2007) addressed a discrete BAP in which a dedicated indented berth
was able to serve either a mega-containership or up to four small vessels. The indented
berth studied, located in the port of Amsterdam, had cranes on both sides so that they
could serve a single large vessel faster than in an ordinary berth. When there were no
such large vessels in the port, terminal operators made use of this berth to serve smaller
vessels. In the specific case confronted by the authors, each side of the berth admitted
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up to two small vessels at the same time if their combined lengths did not exceed the
total length of the indented berth. This posed the problem of accessing or leaving the
inner sections of the berth when the outer sections were in use. Consequently, the berth
planner had to take into account the constraints resulting from this situation, such as the
need to postpone vessel departures from the inner sections until the outer ones had been
released. The authors first proposed an MILP for the ordinary case of a hybrid dynamic
BAP with given berth-dependent handling times. Next, they extended this model to
address the case with several indented berths like the one previously described. They
proposed a genetic algorithm to solve this problem and conducted several computational
experiments to assess the influence of the indented berth on the service time of vessels.
Subsequently, the same authors (Imai et al., 2013) also proposed a genetic algorithm
to solve similar Berth Allocation Problems. In this case, besides the indented berth
already mentioned, they also studied what they called channel berths, which consist of
two parallel quays forming a channel. They modelled the channel berth as an indented
berth with both ends open and here again they only allowed to moor in it either one mega-
containership or up to four small vessels. They also conducted several computational
experiments to compare the service times of vessels in different scenarios representing
ordinary terminals, terminals with indented berths, and terminals with channel berths.
The studies that specifically addressed the BAP in bulk terminals did not take ad-
jacency, oppositional, or blocking relations into consideration either. Various authors
proposed models taking account of tidal constraints (Barros et al., 2011, Xu et al., 2012,
Qin et al., 2016, Ernst et al., 2017), which were also considered in investigations con-
cerning container terminals (see, for instance, Lalla-Ruiz et al., 2016). Umang et al.
(2013) and Robenek et al. (2014) proposed various models and heuristics for a hybrid
BAP with berths specializing in a range of cargo handling. Bridi et al. (2016) addressed
a similar situation arising in a tank terminal by proposing a new model for a continuous
BAP. Zhicheng et al. (2013) developed a heuristic procedure for a hybrid BAP in a coal
terminal, taking into account spaces outside the quay boundary. Another study related
to a coal terminal was presented by Kordic´ et al. (2015), who proposed a model and
various heuristics implementing rules provided by the terminal operator. Ribeiro et al.
(2016) addressed a discrete BAP in an ore terminal in which maintenance activities on
the berths could be scheduled and so limit the mooring of vessels. A BAP in inland
waterway ports was studied by Grubiˇsic´ et al. (2014), for which they proposed a model
taking into account the possibility of berths serving different cargo at different rates.
Based on the literature review, it can be concluded that the version of the BAP
addressed in this investigation has not been previously addressed in the field. The next
section describes this variant and its assumptions in detail.
8.3 Problem description
8.3.1 Overview
The problem tackled in this study is a hybrid dynamic BAP in which mooring in one
or more sets of berths can be limited according to the relations between the berths
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or their particular characteristics (Figure 8.1). The objective is to minimize the total
assignment cost, which is the sum of the cost of waiting before berthing and the delay
cost of each vessel. In terms of the scheme proposed by Bierwirth and Meisel (2010),
this problem can be classified as hybr, draft | dyn | pos | ∑(w1wait+w2 tard), although
new categories will be necessary to properly describe the special relations considered.
A solution to the problem can be rendered as a space-time diagram in which the
berths are represented on the vertical axis and the time is represented on the horizontal
axis (Figure 8.2). Thus the schedule of a berth is rendered as a horizontal line and the
schedule of a vessel is a horizontal segment on one of the berth lines whose left-most
point represents its berthing time and whose right-most point represents its departure
time. A vessel may be forced to wait at the berth after the end of its handling as a
















Figure 8.2: A berth plan over three berths and four vessels.
8.3.2 Assumptions
The particular assumptions of this problem are as follows:
• A berth is considered as a specific point on the quay (Figure 8.1).
• A berth can accommodate one vessel at a time.
• A vessel is moored lengthwise parallel to the quay with its middle coinciding with
its assigned berth.
• Once a vessel is moored, its position cannot be changed, nor can its handling be
interrupted.
• A vessel moored at a berth may extend into an adjacent berth if it is long enough.
Consequently, that berth will not be available during its stay. For example, in
Figure 8.1 this applies to berths 9 and 10. The same may occur between opposite
berths, depending on the beam of the vessels. This contrasts with most discrete
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BAPs in the literature, in which a berth is a specific section of the quay and no
interferences between them are considered. For this reason, this problem can be
classified as a hybrid BAP.
• Vessel priorities may be reflected by means of cost coefficients.
• The time for docking and undocking maneuvers is considered to be included in the
vessel handling time.
The characteristics of the berths and the spatial relations between berths may give
rise to various restrictions:
• Restrictions on mooring
– Availability restriction. This forbids vessels being moored in a given berth
from the beginning of the planing interval until a given release time.
– Structural restriction. This forbids a given vessel being moored at a given
berth at any time. This kind of restriction often arises from physical berth
limitations, such as the draft or the type of cargo handled. When a vessel
satisfies all the structural restrictions related to a berth, we say that this
berth is compatible with that vessel.
– Adjacency restriction. This prevents vessels from occupying a pair of adjacent
berths concurrently if a given inter-ship clearance in length is not satisfied.
For example, in Figure 8.1 the pairs of berths {3, 4}, {5, 6}, {8, 9}, and {9, 10}
are adjacent and are thus affected by this kind of restriction.
– Oppositional restriction. This prevents vessels from occupying a pair of oppo-
site berths concurrently if a given inter-ship clearance in width is not satisfied.
For example, in Figure 8.1 the pairs of berths {1, 3}, {1, 4}, {5, 9}, {5, 10},
{6, 8}, and {6, 9} are opposite each other and are thus affected by this kind
of restriction.
– General mooring restriction. This prevents a given set of vessels from occu-
pying a given set of berths concurrently. This kind of restriction represents
decisions of the terminal operator aimed at addressing special situations, such
as those involving berths that process hazardous cargo.
• Restrictions on both berthing and departure
– Blocking restriction. A restriction of this kind prevents a given vessel from
berthing at or departing from a berth, called a blockable berth, when a set
of other berths, called blocking berths, are concurrently occupied by a given
combination of vessels. The blockable berth will be blocked to that vessel
during the period in which those vessels coincide in time. For example, in
Figure 8.1 berths 1, 2, and 4 and the vessels moored in them are involved in
this kind of relationship. Figure 8.3 shows this blocking situation in time. In
Figure 8.2, vessel v3 cannot depart because is blocked by vessels v2 and v4
and thus is forced to wait until one of them departs.









Figure 8.3: Example of a blocking situation. Berth 2 is blockable by berths 1 and 4 for
this combination of vessels. Vessel v3 cannot berth in or depart from berth 2 within the
shaded period.
8.3.3 Parameters
The following data on the terminal, the vessels, and the restrictions define an instance
of the problem:
• Berths:
– Set of berths: B. NB = |B|
– Set of berths that are opposite each other:
Bo = {(f, k) ∈ B ×B | berths f and k are opposite each other}
– Set of adjacent berths: Ba = {(f, k) ∈ B ×B | berths f and k are adjacent}
– For each berth k ∈ B, we know its release time: relk
– For each (f, k) ∈ Bo, we know:
∗ Berth separation in width: dofk
∗ Required inter-ship clearance: cofk
– For each (f, k) ∈ Ba, we know:
∗ Berth separation in length: dafk
∗ Required inter-ship clearance: cafk
• Vessels:
– Set of vessels: V . NV = |V |
– For each ship i ∈ S, the following data are known:
∗ Length: li
∗ Beam: wi
∗ Expected arrival time: ai
∗ Desired departure time: si
∗ Set of compatible berths: Bi ⊆ B
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∗ Estimated handling time in berth k ∈ Bi: hki
∗ Cost per waiting unit time for berthing after the expected arrival time:
Cwi
∗ Cost per delay unit time after the desired departure time: Cdi
• Set of tuples of vessels and berths representing mooring restrictions by decision of
the terminal operator:
D = {(b1, v1, . . . , bn, vn) | v1, . . . , vn ∈ V ; (b1, . . . , bn) ∈ Bv1 × · · · ×Bvn :
the operator forbids the concurrent occupation of b1 by v1, b2 by v2, . . . , bn by vn}
These relations are not necessarily symmetrical.
• Set of tuples of vessels and berths representing blocking restrictions:
F = {(b1, v1, . . . , bn, vn) | v1 . . . vn ∈ V ; (b1, . . . , bn) ∈ Bv1 × · · · ×Bvn :
b1 can be blocked for v1 by the concurrent occupation of b2 by v2, . . . , bn by vn}
8.4 A mixed integer linear model
The following mixed integer linear model is proposed to formulate the BAP in terminals
with irregular layouts previously described.
8.4.1 Precalculated sets
In order to avoid generating unnecessary variables and constraints, the following sets are
defined, based on the input data:
• Set of tuples of vessels and adjacent berths incompatible with respect to their
length:
A = {(f, i, k, j) | i, j ∈ V ; f ∈ Bi; k ∈ Bj ; i < j; f 6= k; li2 +
lj
2 + cafk > dafk}
• Set of tuples of vessels and opposite berths incompatible with respect to their
width:
O = {(f, i, k, j) | i, j ∈ V ; f ∈ Bi; k ∈ Bj ; i < j; f 6= k;wi + wj + cofk > dofk}
• Set of tuples used to avoid pairs of vessels being served concurrently at the same
berth: C = {(k, i, k, j) | i, j ∈ V ; k ∈ Bi; k ∈ Bj ; i 6= j}
• Set of all the tuples that represent incompatible mooring of specific ships on specific
berths: I = C ∪A ∪O ∪D
• Set of pairs of vessels in which vessel i can be moored on a berth blockable by
another berth which in turn can admit ship j:
P = { (i, j) ∈ V × V | ∃(b1, v1, . . . , bn, vn) ∈ F,∃k ∈ {2, . . . , n} : i = v1, j = vk }
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8.4.2 Variables
In this problem a berth, a berthing time, and a departure time are to be assigned to
each calling vessel. Thus the decision variables are:
ti = berthing time of vessel i
ri = departure time of vessel i
ui = delay incurred by vessel i relative to its desired departure time
mki =
{




1, if vessel i is completely to the left of vessel j in the time








1, if ri ≥ rj , where i, j are vessels
0, otherwise
8.4.3 Objective and constraints
The objective function (8.1) is the minimization of the total assignment cost, which
is the sum of the cost of waiting before berthing and the delay cost for each vessel.
Constraints (8.2) ensure that the berthing of each vessel occurs on or after its arrival,
while constraints (8.3) ensure that it is assigned to a compatible berth. The release
times of the berths are considered in constraints (8.4). Constraints (8.5) establish that
the departure of each vessel must occur at the time its handling finishes or later, and
constraints (8.6) define the delays. Constraints (8.7)–(8.9) define σ, γ, and φ variables.
Constraints (8.10) prevent both overlaps in time for tuples of vessels assigned to the
same berth (set C) and moorings related to adjacent berths (set A), opposite berths (set
O) or berths and vessels subject to special considerations (set D). In particular, given
a tuple that represents a mooring restriction, if all the vessels in the tuple are assigned
to their corresponding berths in the tuple (right-hand side of the inequality), at least
one pair of vessels cannot be served concurrently (left-hand side). The same applies
to tuples representing blocking restrictions in constraints (8.11) and (8.12), although
in this case the blockage can be avoided if the vessel assigned to the blockable berth
(v1) is moored earlier (summation of γ) and departs later (summation of φ). Thus, by
constraint (8.8), the berthing time of v1 must be less than or equal to the berthing time
of at least one of the vessels concurrently being processed at the blocking berths, and
likewise its departure time must be greater than or equal to the departure time of at
least one of those vessels, by constraint (8.9). Finally, constraints (8.13)–(8.16) define
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the type of the variables. In this formulation, the constant M is an upper bound on
the total time required to service all the vessels calculated by means of the procedure




(Cwi (ti − ai) + Cdi ui) (8.1)
s. t.
ti ≥ ai, ∀i ∈ V (8.2)∑
k∈Bi




mki relk, ∀i ∈ V (8.4)





i , ∀i ∈ V (8.5)
ui ≥ ri − si, ∀i ∈ V (8.6)
tj ≥ ri −M(1− σij), ∀i, j ∈ V, i 6= j (8.7)
ti ≤ tj +M(1− γij), ∀(i, j) ∈ P (8.8)






























mbivi − n+ 1, ∀(b1, v1, . . . , bn, vn) ∈ F (8.12)
σij ∈ {0, 1}, ∀i, j ∈ V, i 6= j (8.13)
γij , φij ∈ {0, 1}, ∀(i, j) ∈ P (8.14)
mki ∈ {0, 1}, ∀i ∈ V,∀k ∈ Bi (8.15)
ti, ri, ui ≥ 0, ∀i ∈ V (8.16)
In order to reinforce the formulation, the following valid inequalities are also included:
γij ≥ σij , ∀(i, j) ∈ P (8.17)
φij ≥ σji, ∀(i, j) ∈ P (8.18)
It is worth noting that this model can be applied in a rolling-horizon strategy by
using the release time of the berths. In such strategies, the problem is decomposed into
several time windows, so the berth planning is performed on the vessels arriving within
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each time window independently. The release time can be used to connect consecutive
time windows, thereby indicating that a vessel assigned at the end of a time window
continues occupying a berth at the beginning of the next one.
Furthermore, this model can easily be extended to address a continuous BAP with
multiple quays affected by similar restrictions on mooring and departing. To achieve this,
it can be combined with the model proposed in Chapter 3, so that variable mki refers
to the assignment of vessel i to quay k, variable pi determines the position of vessel
i on its assigned quay, and variables δij establish the relative position (above/below)
of each pair of vessels i and j, according to the non-overlapping constraints considered
in that model. Likewise, the objective function could include costs resulting from the
assignment of vessels to quays.
8.4.4 Calculating upper bounds
A feasible solution for the problem can be easily obtained by sorting the vessels in
non-decreasing arrival time and assigning them one after another in time to their cor-
responding most efficient berth, taking into account the release times of the berths
(Algorithm 6). Thus no pair of vessels is served concurrently and all the constraints are
trivially satisfied. The cost of this solution is an upper bound that may help solution
methods based on branch-and-bound strategies. Moreover, this algorithm allows us to
calculate a value of M adjusted to each instance. In particular, M is set to the maxi-
mum departure time among the vessels in the solution thus constructed. Algorithm 6
also returns this value.
Algorithm 6 Construction of a trivial feasible solution
Input: instance data
Output: a feasible solution
Output: M
1: Sort V by non-decreasing arrival time
2: prevDeparture← 0 . Auxiliary variable
3: for i ∈ V , according to the ordering do
4: Sort Bi lexicographically by 1) non-decreasing release time
and 2) non-decreasing hk∈Bii
5: b← first element in Bi . Auxiliary variable
6: mbi ← 1
7: ti ← max{relb, ai, prevDeparture}
8: ri ← ti + hbi
9: prevDeparture← ri
10: end for
11: M ← prevDeparture
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8.5 Computational experiments
In order to evaluate the approach adopted, the model was implemented on a solver and
several computational experiments were conducted over sets of instances created with
different motivations.
8.5.1 Instance sets and implementation issues
Three sets of instances were generated: Realistic, Realistic-Week, and Random. The
Realistic set was generated from real-world data kindly provided by a tank terminal
located at the port of Antwerp. This set was designed to test the performance of the
model in the context of a real terminal. It consists of 100 instances, 10 for each number
of vessels considered: NV ∈ {10, 20, . . . , 100}. Each instance has the same data on the
11 berths in the terminal and their characteristics. All the berths are available from
the beginning of the planning period (relk = 0). There are 10 pairs of opposite berths
and 5 pairs of adjacent berths. The clearances required are cak = 10 and cok = 30 metres
in all cases. The characteristics of the vessels (length, beam, draft, and deadweight
tonnage) were calculated applying a random deviation obtained from U [−20, 20] to the
characteristics corresponding to 20 vessels that call regularly at the terminal. The arrival
times were obtained from historical data, selecting a day at random and obtaining the
next NV arrivals. For each vessel, the compatible berths were precalculated according
to the characteristics of both the vessel and each berth, including length, beam, draft,
deadweight tonnage, and type of vessel. The handling times in the compatible berths
were calculated applying a percentage of random deviation obtained from U [−20, 20]
to the difference between the historical arrival and departure times of the vessel. The
desired departure time was generated in the same way, adding the arrival time. The
cost coefficients were set to Cwi = 1 and Cdi = 2 for all the vessels. The set of tuples
representing mooring restrictions (D) was generated according to a set of rules provided
by the terminal. Rules may involve any characteristic of the vessels and the berths
known in advance, such as the length or the deadweight tonnage. An example of a rule
is: “Any pair of vessels i and j cannot stay concurrently in berths 6 and 7, respectively, if:
li ≥ 135 m and lj ≥ 150 m.” Similarly, the set of tuples representing blocking restrictions
(F ) was generated by means of rules such as: “Any vessel i cannot berth on or depart
from berth 2 if: li ≥ 110 m and either berth 3 or 4 are occupied.” A total of 23 rules
were translated this way, 18 relating to mooring restrictions and 5 relating to blocking
restrictions.
The previous set of instances was also used to generate another set, called Realistic-
Week, so that in each instance vessels arrive within a time horizon of one week. This
set makes it possible to evaluate the performance of the model under increasing vessel
congestion. All the instances in the set Realistic were copied, but only those in which the
arrival time of any vessel exceeded 168 hours were transformed. In those instances, the
arrival time of each vessel i was changed according to: new ai = prev ai · prop, where
prop = 168/maxj∈V (prev aj), rounded to the nearest integer. The desired departure
time was also changed according to: new si = prev si · prop, rounded to the nearest
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integer. A total of 33 instances were changed this way: 2 instances with 60 vessels,
4 with 70 vessels, 8 with 80 vessels, 9 with 90 vessels, and all the instances with 100
vessels.
An additional set of instances, called Random, was generated considering random
vessels and random adjacency, oppositional, and blocking restrictions in a terminal of
a reasonable size. This set was aimed at assessing the performance of the model in a
broader scope. It consists of 60 instances, 10 per NV ∈ {10, 20, 30, 40, 50, 60}. Each
instance contains 15 berths with release times equal to 0. In each one, four pairs of
berths are randomly chosen to be adjacent, with separations in metres also randomly
generated from U [50, 400]. This selection is performed preventing the formation of cir-
cular relations and considering that at most three berths can form a chain of adjacency
relations. Likewise, four pairs of berths are selected randomly to be opposite berths,
with separations obtained from U [50, 200] and preventing both berths in the pair from
being adjacent. All the adjacent berths require a clearance of 10 metres, while opposite
berths require a clearance of 30 metres. Each instance also has four blocking restric-
tions, each with a different blockable berth randomly chosen. The set of blocking berths
in each of these restrictions is also generated randomly, selecting a number of berths
obtained from U [1, 4] and preventing mutual blocking relations, that is, those in which a
blockable berth is also a blocking berth of any of its blocking berths. Blocking relations
involve all the combinations of vessels in the instance, so they do not refer to specific
vessels. Each vessel i is also generated randomly, with its length in metres obtained from
U [30, 430] and its beam calculated as the nearest integer resulting from: l2/3i + rand,
where rand is obtained from U [0, 5]. Each vessel has a number of compatible berths
obtained from U [2, 8], which are chosen randomly. The arrival time (hour) was obtained
from U [0, 168]; the processing time in each compatible berth, from U [5, 20] hours; and
the desired departure time is equal to ai + 1.25 ·mink∈Bi(hki ). The cost coefficients are
the same for all the vessels: Cwi = 1, Cdi = 2, so no priorities are set between them.
The model was implemented in Java 1.7 and CPLEX 12.6 and run on an Intel Core
i7 2600 at 3.4 GHz with 31.4 GiB of RAM running the operating system Ubuntu 14.04
GNU/Linux 3.13. CPLEX was configured with emphasis on optimality (MIP emphasis
= 2). Moreover, for each instance the value of M and the upper bound were determined
by means of Algorithm 6. In the next section, the results obtained on each set of instances
are presented and discussed.
8.5.2 Results
The model was run on each instance for one hour. The results obtained in each set of
instances are shown in Tables 8.1, 8.2, and 8.3. For each group of instances with the
same number of vessels, these tables show the average computation time in seconds,
including the time required to construct the model; the number of instances solved; the
number of instances solved to optimality; the average and maximum gaps in percentage
between the lower and the upper bounds obtained by the solver; and the average cost of
the best solutions.
8.5 Computational experiments 133
Table 8.1: Results on the set Realistic.
Vessels Time Solved Optim. Avg. gap Max. gap Avg. cost
10 0.2 10 10 0.0 0.0 12.0
20 1 10 10 0.0 0.0 34.1
30 732.4 10 8 7.3 49.1 185.2
40 1863.5 10 5 20.5 76.6 442.2
50 2751.9 10 3 45.0 91.0 595.5
60 3605.0 10 0 58.3 96.3 999.2
70 3293.2 10 1 64.5 96.9 2075.4
80 3615.2 9 0 74.9 96.3 1875.4
90 3622.9 10 0 79.3 97.1 3311.4
100 3637.6 10 0 83.9 98.7 4322.4
The results on the set Realistic (Table 8.1) show that the model is capable of solving
optimally most of the real-world instances with up to 30 vessels and half of the instances
with 40 vessels. Larger instances are occasionally solved to optimality, but in the cases
in which an optimum is not obtained, both the average and the maximum gap are quite
high. Nevertheless, the model can obtain feasible solutions in all the instances, except in
one with 90 vessels. Instances with fewer than 30 vessels are solved in very short times,
while larger instances require increasing computation effort, as was expected.
Table 8.2: Results on the set Realistic-Week.
Vessels Time Solved Optim. Avg. gap Max. gap Avg. cost
10 0.2 10 10 0.0 0.0 12.0
20 1 10 10 0.0 0.0 34.1
30 732.4 10 8 7.3 49.1 185.2
40 1863.5 10 5 20.5 76.6 442.2
50 2751.9 10 3 45.0 91.0 595.5
60 3605.0 10 0 62.1 96.3 1020.9
70 3609.3 10 0 73.5 96.9 2315.8
80 3614.9 10 0 85.3 96.3 3996.7
90 3623.4 8 0 93.8 97.1 8568.3
100 3638.3 6 0 95.8 97.6 15574.8
In Table 8.2, the results obtained on the set Realistic-Week show that the congestion
resulting from the arrival of more than 60 vessels within one week increases the difficulty
of the problem. The average gap increases and in six instances with 90 and 100 vessels
the model could not obtain a feasible solution. The average cost also increases, doubling
in the instances with more than 70 vessels.
134 Chapter 8. The BAP in terminals with irregular layouts
Table 8.3: Results on the set Random.
Vessels Time Solved Optimum Avg. cost
10 0.2 10 10 0.4
20 2.2 10 10 2.9
30 35.7 10 10 7.1
40 419.3 10 10 14.4
50 533 9 9 14
60 348 1 1 20
Table 8.3 shows the results obtained on the set Random. The columns reporting
the gaps are omitted because all the instances for which a solution was obtained were
solved optimally. In one instance with 50 vessels and 9 instances with 60 vessels, the
solver could not construct the model due to lack of memory, as a consequence of the
great number of variables and constraints. The average computation times reported do
not consider those instances. In general, the results are better than in the other sets
of instances, so this set seems less difficult to solve. The model was able to achieve
optimal solutions for most instances with up to 50 vessels in less than 10 minutes, which
shows that the specific relations between berths (randomly chosen) do not increase the
difficulty of the problem. The difference in performance between the set Realistic and
the set Random seems to be due to the proportion of restrictions between berths relative
to the number of berths available for the vessels, which is greater in the set Realistic.
Further experiments will be conducted in the future to better determine the contribution
of each factor to the complexity of the problem.
In summary, the model proposed is a good method for solving realistic instances with
up to 40–50 vessels arriving within one week. Instances with up to 30 vessels can be
solved in a few minutes, while larger instances may require up to one hour.
8.6 Concluding remarks
In this chapter, a new variant of the BAP arising in terminals with irregular layouts
has been addressed. In particular, the problem has been formulated by means of a
new mixed integer linear model, which is capable of representing a great variety of
restrictions on vessel mooring and departure, including those derived from adjacency,
oppositional and blocking relations between berths. This model can be easily extended
to represent other discrete, continuous, and hybrid BAPs involving restrictions of this
kind. Moreover, it can be integrated into rolling-horizon strategies without requiring
additional adjustments.
The results obtained on realistic and randomly-generated instances show that in less
than one hour the model obtains optimal solutions for instances with up to 40–50 vessels
arriving within a one-week horizon, while instances with up to 30 vessels can be solved
optimally in a few minutes. Therefore, the model is a good approach to tackling the
BAP considering various restrictions involving the berths and the vessels.
Chapter 9
Conclusions and further research
directions
In this thesis, different variants of the Berth Allocation Problem and the Berth Alloca-
tion and Quay Crane Assignment Problem have been tackled considering well-known and
novel real-world constraints. Given that these combinatorial optimization problems are
known to be NP-hard, both exact and heuristic solution methods have been proposed
to deal with realistic-size instances thereof. This chapter summarizes the main contri-
butions (Section 9.1), proposes further research directions (Section 9.2) and presents the
projects within which this thesis has been performed and the derived works (Section 9.3).
9.1 Contributions
In Chapter 3, the dynamic Berth Allocation Problem considering multiple continuous
quays was studied for the first time at the operational level. A terminal with several
quays is a problem for the continuous version, because in this variant of the problem the
terminal is considered as one straight line on which vessels can be berthed according to
their length and the positions of the other vessels. In a terminal with multiple quays, in
addition to the berthing time and position on the quay, each vessel has to be assigned
to one of the quays. Besides the usual costs of waiting to be berthed and of delay with
respect to the ideal departure time, two additional costs were considered: the cost of
assigning vessels to quays (which can be used to forbid some vessel-quay combinations)
and a deviation cost with respect to the ideal position of the vessel on the quay to which
it is actually assigned. This problem was tackled by means of a new mixed integer linear
model, several priority rules, and a Genetic Algorithm based on ordered lists of vessels,
for which four constructive algorithms (two heuristics and two matheuristics) and a Local
Search procedure were proposed. The experiments conducted on well-known and new
comprehensive sets of instances showed that in less than one hour the model can obtain
optimal solutions on instances with up to 40 vessels arriving within one week, while the
Genetic Algorithm is able to solve instances with up to 200 vessels and outperforms
other heuristics proposed for the continuous BAP with a single quay. Furthermore,
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an additional experiment showed that the complexity of the problem increases with
increasing number of vessels, vessel length, vessel handling time, or congestion factor,
while it decreases with increasing number of quays.
Chapter 4 addressed the deep integration of the dynamic continuous Berth Allocation
Problem and the time-invariant Quay Crane Assignment Problem (BACAP). In this
integrative problem, in addition to the berthing time and position on the quay, each
vessel is to be assigned a number of cranes, assuming that it is kept fixed throughout the
handling of the vessel. This version of the problem produces fewer crane changes between
vessels than the variable-in-time crane assignment variant and therefore leads to more
reliable berth plans. The problem was formulated by means of a new mixed integer
linear model, and several families of valid inequalities were proposed to reinforce the
initial formulation. In contrast to other state-of-the-art formulations, neither the quay
length nor the lengths of the vessels were discretized in the model; instead, a continuous
variable for the berthing positions of the vessels was used, thereby making the model
truly continuous. Consequently, its performance does not depend on the discretization
factor used for the lengths. The computational experiments conducted showed that the
model outperforms other approaches proposed in the literature and is able in less than
one hour to obtain optimal or near-optimal solutions on instances with up to 50 vessels
arriving within one week.
This model is extended in Chapter 5 to solve the Berth Allocation and Specific Quay
Crane Assignment Problem (BACASP). In this problem, instead of a number of cranes, a
set of specific cranes is to be assigned to each vessel, assuming that it cannot be changed
during the handling of the vessel and cranes cannot cross each other. Unlike the problem
addressed in the previous chapter, this problem does not rely on the use of postprocessing
algorithms that assign the specific cranes to the vessels, which produce additional crane
changes between vessels and thus may lead to less reliable plans. A new cutting plane
algorithm based on the BACAP model was also proposed in addition to the BACASP
model. According to the results of the computational experiments, in less than one hour
the model is capable of optimally solving instances with up to 35 vessels arriving within
one week, while the cutting plane algorithm can optimally solve instances with up to 40
vessels requiring short computation times, thereby outperforming other state-of-the-art
approaches. Both methods show stable behaviour regardless of the discretization factor
applied to the lengths of the quays and the vessels.
In order to address the increasing demand for fast methods for solving these prob-
lems under the pressure of increasing vessel traffic and congestion, the previous exact
approaches were complemented with new heuristic methods. In particular, in Chapter 6
a Biased Random-Key Genetic Algorithm with Memetic characteristics and several Lo-
cal Search procedures were proposed to obtain good solutions on large BACAP instances
in short times. Moreover, a matheuristic based on the BACAP model was developed
to deal with the cases in which the solutions obtained by the Genetic Algorithm were
difficult to improve on using ruin-and-recreate heuristics. These algorithms were ad-
justed and evaluated through extensive experiments and statistical analysis. The results
were compared to those achieved by the exact methods and showed that in less than
5 minutes the Genetic Algorithm is able to achieve near-optimal solutions on instances
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with up to 50 vessels, while it is able to obtain good solutions for instances of up to 100
vessels. The matheuristic Local Search proved to be the best option for improving the
solutions obtained by the Genetic Algorithm.
In Chapter 7, these algorithms were extended to address the BACASP and achieved
similar results in analogous experiments. Given that the continuous time-invariant BA-
CASP assumes more real-world characteristics and constraints than other Berth Alloca-
tion Problems, the Genetic Algorithm for this problem is more practical and closer to
the demands posed by container terminals than other state-of-the-art approaches.
Finally, Chapter 8 addressed for the first time a novel hybrid BAP arising in terminals
with irregular layouts. This BAP takes into account restrictions on vessel mooring
and departure depending upon the relations between the berths or special measures
determined by the terminal operator. This includes restrictions posed by adjacent and
opposite berths and others involving the potential blockage of a berth when certain
vessels are moored in other berths. The problem was formulated by means of a new mixed
integer linear model that can easily be adapted to represent other discrete, continuous or
hybrid BAPs and integrated into rolling-horizon strategies. The experiments conducted
in real-world and randomly-generated instances showed that in less than one hour the
model proposed can obtain optimal solutions for instances with up to 40-50 vessels
arriving within one week, while instances with up to 30 vessels can be solved optimally
in a few minutes.
In conclusion, the mathematical programming models and the heuristic algorithms
proposed in this thesis proved to be effective and efficient methods for solving realistic
instances of the berth allocation problems confronted in port terminals. These methods
outperform other state-of-the-art approaches to well-known versions of the problems and
are capable of dealing with novel variants arising in real-world terminals.
9.2 Further research directions
This research can be further continued to address other aspects and variants of the
problems.
The continuous Berth Allocation Problem with multiple quays studied in Chapter 3
could be extended to consider also the assignment of quay cranes, thereby leading to
the novel continuous BACAP and BACASP with multiple quays. Moreover, besides the
time-invariant crane assignment tackled in this thesis, new methods could be developed
to obtain reliable plans for the variable-in-time version of the problem. This would in-
volve minimizing the number of crane movements and the time thus spent, since they are
major sources of schedule unreliability. Additionally, the moving range of cranes could
also be taken into account, thus addressing the limitations posed by the characteristics of
some terminals or the specific operational restrictions established by terminal operators.
These problems could also be tackled at a tactical level, following the previous studies
on this line. Instead of considering a list of actual vessels, with their specific character-
istics, the problems would consider shipping lines and sets of vessels cyclically calling at
the terminal. Those ships would have to be assigned to several quays, while a number
of cranes, or even specific sets of cranes, would have to be reserved for their handling.
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All these problems could also be studied considering the kind of restrictions on vessel
mooring and departure arising in terminals with irregular quays, as we saw in Chapter 8.
Indeed, as the integer model proposed can be naturally extended to solve the contin-
uous BAP with multiple quays, additional experiments could be conducted to assess
its performance under such assumptions. Likewise, further experiments are required to
determine the contribution of each factor (number of berths, number of restrictions of
each type, etc.) to the complexity of the problem. The model proposed could also be
complemented with a heuristic approach to obtain better solutions for large instances.
Another possibility would be to study these problems jointly with the Quay Crane
Scheduling Problem to devise a general solution method for seaside operational planning.
Thus the assignment of cranes to each vessel would also consider the various alternatives
of assigning specific loading and unloading tasks to each crane, which may lead to better
global solutions.
Furthermore, instead of combining all the costs into a single objective function, con-
flicting objectives could be studied separately by developing multi-objective procedures,
thereby providing terminal operators with a set of non-dominated solutions that could
also be useful for managerial decision making.
In the light of the novel developments in the field, it also would be interesting to in-
troduce stochastic factors in order to improve the robustness of the solutions when faced
with uncertainty and unexpected contingencies, such as crane breakdowns or adverse
weather conditions. Moreover, fuel consumption and emissions could be considered as
additional costs incurred by the terminal and the vessels, thus addressing the challenges
posed by global warming and our heavy dependency on fossil fuels.
Besides the extension of these problems, the field needs to address the lack of stan-
dard and well-designed sets of instances. New investigations focusing on developing
comprehensive benchmark instances are required to better assess and compare the ap-
proaches proposed by researchers. These studies should broadly cover the variability
of the main parameters and provide statistical analysis to reveal how they affect the
complexity of the problem.
All these efforts would enhance the methods aimed at improving the efficiency and
quality of service in port terminals and in so doing they would provide new insights and
solution strategies for combinatorial optimization problems similar to those tackled in
this investigation.
9.3 Projects and derived works
The research presented in this thesis was conducted in the ambit of various projects
from October 2013 to October 2016 and has already given rise to some international
publications.
9.3.1 Research projects
This investigation was part of the following projects:
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• Modelos y Algoritmos para problemas de Optimizacio´n Combinatoria
Funded by Conselleria d’Educacio´, Formacio´ i Ocupacio´, Generalitat Valenciana
Reference: GV-PROMETEO/2013/049
• Optimizacio´n de procesos en terminales mar´ıtimas de contenedores
Funded by Ministerio de Economı´a y Competitividad, Gobierno de Espan˜a
Reference: DPI2014-53665-P
9.3.2 International collaborations
An international collaboration was established with Prof. Dr. Greet Vanden Berghe and
the Combinatorial Optimisation and Decision Support research group (CODeS) through
a four-month research visit in 2016 to KU Leuven in Ghent, Belgium. During this visit
I analysed a special Berth Allocation Problem arising in a tank terminal located at the
port of Antwerp. I then proposed and developed an exact approach for this problem,
which is described in Chapter 8. This research was possible thanks to the grant BEFPI-
2016 of the Conselleria d’Educacio´, Formacio´ i Ocupacio´ of the Generalitat Valenciana
(Spain).
9.3.3 Derived works
Some of the main contributions appearing in this thesis have been submitted or accepted
for publication. The corresponding bibliographical references are enumerated below.
• Correcher, J.F.; Alvarez-Valdes, R. 2017. A Biased Random-Key Genetic Al-
gorithm for the Berth Allocation and Quay Crane Assignment Problem.
Technical report, Department of Statistics and Operations Research, University of
Valencia, Spain, March 2017. Submitted.
URL: http://www.optimization-online.org/DB_HTML/2017/03/5927.html
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M. 2017. A New Mixed Integer
Linear Model for the Berth Allocation and Quay Crane Assignment
Problem. Technical report, Department of Statistics and Operations Research,
University of Valencia, Spain, March 2017. Submitted.
URL: http://www.optimization-online.org/DB_HTML/2017/03/5890.html
• Froja´n, P.; Correcher, J.F.; Alvarez-Valdes, R.; Koulouris, G.; Tamarit, J.M. 2015.
The Continuous Berth Allocation Problem in a Container Terminal with
Multiple Quays. Expert Systems With Applications, 42(21), pp. 7356–7366.
Another relevant problem has been addressed during the preparation of this thesis.
Although it is not directly related to berth planning, it is also of interest for the container
transportation field. The publication derived from this investigation is presented here
for reference purposes.
• Correcher, J.F.; Alonso M.T.; Parren˜o, F.; Alvarez-Valdes, R. 2017. Solving a
large multicontainer loading problem in the car manufacturing industry.
Computers & Operations Research, 82, pp. 139–152.
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9.3.4 Conference contributions
Some of the main contributions were also presented in the following conferences:
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M. 2016. Un modelo lineal entero
para el problema de la asignacio´n de atraques y gru´as en terminales de contene-
dores. XXXVI Congreso Nacional de Estad´ıstica e Investigacio´n Operativa, SEIO
2016. Universidad de Castilla la Mancha, Toledo, Spain.
• Correcher, J.F.; Alvarez-Valdes, R. Tamarit, J.M. 2016. A New Random-Key
Genetic Algorithm for the Berth Allocation and Quay Crane Assignment Problems.
28th European Conference of Operations Research, EURO 2016. Poznan´ University
of Technology, Poznan´, Poland.
• Correcher, J.F.; Alvarez-Valdes, R. 2016. The Berth Allocation and Quay Crane
Assignment Problem: a new integer linear model. 15th lnternational Conference
on Project Management and Scheduling, PMS 2016. Universitat de Vale`ncia and
Universitat Polite`cnica de Vale`ncia, Vale`ncia, Spain.
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M.; Lescaylle, A. 2015. Modelos y
algoritmos para el problema de la asignacio´n de atraques y gru´as en las terminales
de contenedores. 3er Workshop sobre Metaheur´ısticas Inteligentes en la Planifi-
cacio´n Log´ıstica, MIPL, en Congreso de la Asociacio´n Espan˜ola de Inteligencia
Artificial, CAEPIA 2015. Universidad de Castilla la Mancha, Albacete, Spain.
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M. 2015. Models and Algorithms
for the Berth Allocation and Time-invariant Quay Crane Assignment Problem.
International Workshop on Cutting, Packing and Related Topics, IWCPRT 2015.
Guimara˜es, Portugal.
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M. 2015. A new mixed integer
linear model for berth allocation and time-invariant quay crane assignment prob-
lems. 27th European Conference of Operations Research, EURO 2015. University
of Starthclyde, Glasgow, United Kingdom.
• Correcher, J.F.; Froja´n, P.; Alvarez-Valdes, R.; Koulouris, G.; Tamarit, J.M. 2015.
Modelos y algoritmos para el problema de la asignacio´n de atraques en una terminal
de contenedores. Actas del X Congreso Espan˜ol sobre Metaheur´ısticas, Algoritmos
Evolutivos y Bioinspirados, MAEB 2015, Universidad de Extremadura, Merida,
Spain, pp. 289–296.
• Correcher, J.F.; Alvarez-Valdes, R.; Tamarit, J.M. 2014. The Continuous Berth
Allocation Problem considering Multiple Quays: Models and Algorithms. The In-
ternational Conference on Logistics and Maritime Systems, LOGMS 2014. Eras-
mus School of Economics, Rotterdam, Netherlands.
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