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PAIR CORRELATIONS AND EQUIDISTRIBUTION
CHRISTOPH AISTLEITNER, THOMAS LACHMANN, AND FLORIAN PAUSINGER
Abstract. A deterministic sequence of real numbers in the unit in-
terval is called equidistributed if its empirical distribution converges to
the uniform distribution. Furthermore, the limit distribution of the pair
correlation statistics of a sequence is called Poissonian if the number of
pairs xk, xl ∈ (xn)1≤n≤N which are within distance s/N of each other
is asymptotically ∼ 2sN . A randomly generated sequence has both
of these properties, almost surely. There seems to be a vague sense
that having Poissonian pair correlations is a “finer” property than being
equidistributed. In this note we prove that this really is the case, in a
precise mathematical sense: a sequence whose asymptotic distribution
of pair correlations is Poissonian must necessarily be equidistributed.
Furthermore, for sequences which are not equidistributed we prove that
the square-integral of the asymptotic density of the sequence gives a
lower bound for the asymptotic distribution of the pair correlations.
Let (xn)n≥1 be a sequence of real numbers. We say that this sequence
is equidistributed or uniformly distributed modulo one if asymptotically the
relative number of fractional parts of elements of the sequence falling into
a certain subinterval is proportional to the length of this subinterval. More
precisely, we require that
lim
N→∞
1
N
#
{
1 ≤ n ≤ N : {xn} ∈ [a, b]
}
= b− a
for all 0 ≤ a ≤ b ≤ 1, where {·} denotes the fractional part. This notion was
introduced in the early twentieth century, and received widespread attention
after the publication of Hermann Weyl’s seminal paper U¨ber die Gleichver-
teilung von Zahlen mod. Eins in 1916 [14]. Among the most prominent
results in the field are the facts that the sequences (nα)n≥1 and (n
2α)n≥1
are equidistributed whenever α 6∈ Q, and the fact that for any distinct inte-
gers n1, n2, . . . the sequence (nkα)k≥1 is equidistributed for almost all α. We
note that when (Xn)n≥1 is a sequence of independent, identically distributed
(i.i.d.) random variables having uniform distribution on [0, 1], then by the
Glivenko–Cantelli theorem this sequence is almost surely equidistributed.
Consequently, in a very vague sense equidistribution can be seen as an indi-
cation of “pseudorandom” behavior of a deterministic sequence. For more
information on uniform distribution theory, see the monographs [4, 7].
The investigation of pair correlations can also be traced back to the begin-
ning of the twentieth century, when such quantities appeared in the context
of statistical mechanics. In our setting, when (xn)n≥1 are real numbers in
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the unit interval, we define a function FN (s) as
(1) FN (s) =
1
N
{
1 ≤ m,n ≤ N, m 6= n : ‖xm − xn‖ ≤
s
N
}
,
and
F (s) = lim
N→∞
FN (s),
provided that such a limit exists; here s ≥ 0 is a real number, and ‖·‖ denotes
the distance to the nearest integer. The function FN (s) counts the number
of pairs (xm, xn), 1 ≤ m,n ≤ N, m 6= n, of points which are within distance
at most s/N of each other (in the sense of the distance on the torus). If
F (s) = 2s for all s ≥ 0, then we say that the asymptotic distribution of the
pair correlations of the sequence is Poissonian. Again, one can show that
an i.i.d. random sequence (sampled from the uniform distribution on [0, 1])
has this property, almost surely. Questions concerning the distribution of
pair correlations of sequences such as ({nα})n≥1 or ({n
2α})n≥1 are linked
with statistical properties of the distribution of the energy spectra of certain
quantum systems, and thus play a role for the Berry–Tabor conjecture [3].
See [10, 12] for more information on this connection. It turns out that unlike
the situation in the case of equidistribution, there is no value of α for which
the sequence ({nα})n≥1 has Poissonian pair correlations, and the question
whether the pair correlations of the sequence ({n2α})n≥1 are Poissonian
or not depends on delicate number-theoretic properties of α, in particu-
lar on properties concerning Diophantine approximation and the continued
fraction expansion of α. Here many problems are still open [6, 13]. Further-
more, for (nk)k≥1 being distinct integers the question whether ({nkα})k≥1
has Poissonian pair correlations for almost all α or not depends on certain
number-theoretic properties of (nk)k≥1, in particular on the number of pos-
sible ways to represent integers as a difference of elements of this sequence;
see [1].
It is remarkable that (to the best of our knowledge) the relation between
these two notions (being equidistributed, and having Poissonian pair cor-
relations) has never been clarified, a fact which came to our attention by
a question asked by Arias de Reyna [2] in a slightly different, but related
context (we will repeat this question at the end of the present section). As
a starting observation, we note that in a probabilistic sense Poissonian pair
correlations actually require uniform distribution. More precisely, assume
that (Xn)n≥1 are i.i.d. random variables, which for simplicity we assume to
have a density g(x) on [0, 1]. Then we have
E
(
1
N
{
1 ≤ m,n ≤ N, m 6= n : ‖Xm −Xn‖ ≤
s
N
})
≈
1
N
N2
∫ 1
0
g(x)
∫ x+ s
N
x− s
N
g(y) dy︸ ︷︷ ︸
≈ 2s
N
g(x)
dx
≈ 2s
∫ 1
0
g(x)2 dx,
3which can be turned into a rigorous argument to show that almost surely
(2) F (s) = 2s
∫ 1
0
g(x)2 dx, s > 0,
in this case (and F (s) = ∞ for all s > 0, almost surely, in the case when
the distribution of the Xn is not absolutely continuous with respect to the
Lebesgue measure). Now we clearly have
∫ 1
0 g(x)
2 dx = 1 if and only if
g(x) ≡ 1, which means that g is the density of the uniform distribution. Thus
Poissonian pair correlations require uniform distribution in a probabilistic
sense; however, it is a priori by no means clear that a similar relation also
holds for the case of deterministic sequences (xn)n≥1. Our Theorem 1 below
shows that this actually is the case.
Theorem 1. Let (xn)n≥1 be a sequence of real numbers in [0, 1], and as-
sume that the distribution of its pair correlation statistic is asymptotically
Poissonian. Then the sequence is equidistributed.
There also is a quantitative “density” version of the theorem, which has
a resemblance of (2), and which we state as Theorem 2 below.
Theorem 2. Let (xn)n≥1 be a sequence of real numbers in [0, 1]. Assume
that it has an asymptotic distribution function G(x) on [0, 1], i.e., that there
is a function G(x) such that
G(x) = lim
N→∞
1
N
#
{
1 ≤ n ≤ N : xn ∈ [0, x]
}
, x ∈ [0, 1].
Assume also that there is a function F (s) : [0,∞) 7→ [0,∞] such that
F (s) = lim
N→∞
1
N
{
1 ≤ m,n ≤ N, m 6= n : ‖xm − xn‖ ≤
s
N
}
, s > 0.
Then the following hold.
• If G is not absolutely continuous, then F (s) =∞ for all s > 0.
• If G is absolutely continuous, then, writing g for the density function
of the correpsonding measure, we have
(3) lim sup
s→∞
F (s)
2s
≥
∫ 1
0
g(x)2 dx.
We believe that Theorem 1 is quite remarkable; actually, we initially set
out to prove its opposite, namely that a sequence which has Poissonian pair
correlations does not have to be equidistributed. This seemed natural to
us since equidistribution is controlled by the “large-scale” behavior, while
pair correlations are determined by “fine-scale” behavior. Only after some
time we realized why it is not possible to construct a non-equidistributed
sequence which has Poissonian pair correlations; roughly speaking, the rea-
son is that regions where too many points are situated contribute to the
pair correlation function proportional to the square of the local density, and
regions with fewer elements cannot compensate this larger contribution –
this is exactly what (2) and (3) also tell us.
There is a famous characterization of equidistribution in terms of expo-
nential sums, calledWeyl’s criterion. In a similar way one could characterize
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the asymptotic pair correlation function by exponential sums, and then as-
suming Poissonian pair correlations try to control the exponential sums in
Weyl’s criterion. However, we have not been able to do this; the problem is
of course that the pair correlations are determined by “fine” properties at the
scale of 1/N , while equidistribution is a “global” property on full scale – in
other words, the trigonometric functions which dertermine the distribution
of the pair correlations have frequencies of order N , while equidistribution
is determined by trigonometric functions with constant frequencies. Instead
of following such an approach, our proof of Theorem 1 is based on esti-
mating the pair correlation function by a certain quadratic form, which is
attached to a so-called circulant matrix. We can calculate the eigenvalues
and eigenvectors of this matrix, and after averaging over different values of s
reduce the problem to the fact that the Feje´r kernel is a non-negative kernel.
Finally we return to the question of Arias de Reyna, which was mentioned
above. Elliott and Hlawka independently proved that the imaginary parts
(γn)n≥1 of the non-trivial zeros of the Riemann zeta function are equidis-
tributed. However, the proof of this result is simplified by the fact that the
zeros of the zeta function are relatively dense; more precisely, the number
of zeros up to height T is roughly T2π log
(
T
2π
)
− T2π . Thus to get a state-
ment about the pseudorandomness of these zeros it is more interesting to
consider the sequence of imaginary parts of zeros after normalizing them to
have average distance one; that is, instead of investigating the equidistribu-
tion of the sequence (γn)n≥1 itself one asks for the equidistribution of the
normalized sequence (xn)n≥1 =
(γn
2π log
( γn
2πe
))
n≥1
. This seems to be a very
difficult problem; see [2] for the current state of research in this direction.
On the other hand, the famous Montgomery pair correlations conjecture
predicts a certain asymptotic distribution R(s) for the pair correlations be-
tween elements of this normalized sequence (xn)n≥1. For the statement of
this conjecture see [11]; we only mention that the distribution is not the
same as in the case of a random sequence, but coincides with a distribu-
tion that also appears as the correlation function of eigenvalues of random
Hermitian matrices and shows a certain “repulsion” phenomenon. Arias de
Reyna asked whether Montgomery’s pair correlation conjecture is compati-
ble with equidistribution of the normalized zeros.
Note that the setting of this question is different from our setting; while
in our setting the whole sequence is contained in [0, 1] and the average
spacing of the first N points is 1/N , in the setting of Arias de Reyna’s
question the equidistribution property is requested for the reduction of the
sequence (xn)n≥1 modulo one, while the pair correlations are calculated for
the increasing sequence (xn)n≥1 itself, for which the average spacing between
consecutive elements is 1 in the limit. Thus the results from the present
paper cannot be applied to this setting. A general form of Arias de Reyna’s
question is: Let (xn) be an increasing sequence with average spacing 1, that
is, xn/n→ 1. Assume that (xn)n≥1 asymptotically has the pair correlation
distribution R(s) from Montgomery’s conjecture. Is it possible that (xn)n≥1
is equidistributed? Is it possible that (xn)n≥1 is not equidistributed? It is
5known that there exists a random process whose pair correlation function is
R(s) (see [8, 9]), and one should be able to show that such a random process
(or a further randomization of it) is equidistributed almost surely. So the
answer to the first question is “yes”. The answer to the second question
should be “yes” as well, but we have not been able to construct an example.
1. Preliminaries
Throughout this section, we will use the following notation. Assume that
x1, . . . , xN are given. Let FN (s) be defined as in (1). We partition the unit
interval [0, 1) into subintervals I1, . . . , IM , where Im = [m/M, (m + 1)/M),
and we set
ym = #
{
1 ≤ n ≤ N : xn ∈ Im
}
.
Then trivially we have
M∑
m=1
ym = N.
For notational convenience, we assume that the sequence (ym)1≤m≤M and
the partition I1, . . . , IM are extended periodically; in other words, we set
ym = y(m mod M), and Im = I(m mod M), m ∈ Z.
Let s ≥ 1 be an integer. We set
HN,M(s) =
M∑
m=1
∑
−s+1≤ℓ≤s−1
ymym+ℓ.
Then by construction we have
HN,M(s) =
M∑
m=1
∑
n∈{1,...,N}: xn∈Im
#
{
1 ≤ k ≤ N : xk ∈
s−1⋃
ℓ=−s+1
Im+ℓ
}
≤
N∑
n=1
{
1 ≤ k ≤ N : ‖xk − xn‖ ≤
s
M
}
=
(
N∑
n=1
{
1 ≤ k ≤ N, n 6= k : ‖xk − xn‖ ≤
s
M
})
+N
= NFN
(
sN
M
)
+N.(4)
Thus a lower bound for HN,M implies a lower bound for FN .
We have the following lemma.
Lemma 1. Let y1, . . . , yM be non-negative real numbers whose sum is N ,
assume that (ym)1≤m≤M is extended periodically as above, and let HN,M(s)
be defined as above. Let S ≥ 1 be an integer for which 2S < M . Then
1
S
S∑
s=1
HN,M (s) ≥
SN2
M
.
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Proof. The sum
M∑
m=1
∑
−s+1≤ℓ≤s−1
ymym+ℓ
in the definition of HN,M is a quadratic form which is attached to the matrix
A(s) =
(
a
(s)
ij
)
1≤i,j≤M
=
{
1 if dist(i− j) ≤ s− 1,
0 otherwise,
where dist is the periodic distance such that dist(i− j) ≤ s− 1 whenever
i− j ∈ (−∞,−M + s− 1] ∪ [−s+ 1, s − 1] ∪ [M − s+ 1,∞).
Thus A(s) is a band matrix which also has non-zero entries in its right upper
and left lower corner. This matrix A(s) is symmetric, and it is of a form
which is called circulant. Generally, a circulant matrix is a matrix of the
form 

c0 c1 c2 . . . cM−1
cM−1 c0 c1 . . . cM−2
cM−2 cM−1 c0
. . . cM−3
...
. . .
. . .
...
c1 . . . cM−1 c0

 ,
where each row is obtained by a cyclic shift of the previous row. We recall
some properties of such matrices; for a reference see for example [5, Chapter
3]. The eigenvectors of such a matrix are
(5) vm =
(
1, ωm, ω2m, . . . , ω(M−1)m
)
, m = 0, . . . ,M − 1,
where ω = e
2pii
M . Note that these eigenvectors are pairwise orthogonal, and
that they are independent of the coefficients of the matrix (they just de-
pend on the fact that the matrix is circulant). The eigenvalue λm to the
eigenvector vm is given by
(6) λm =
M−1∑
ℓ=0
cℓω
m.
We have already noted that our matrix A(s) is symmetric, which implies
that all its eigenvalues are real. Furthermore, if we use the formula (6) to
calculate the eigenvalues of A(s) then we obtain
λ(s)m =
s−1∑
ℓ=−s+1
ωm =
sin
(
(2s−1)πm
M
)
sin
(
πm
M
) ,
which is the s− 1-st order Dirichlet kernel Ds−1 (with period 1 rather than
the more common period 2pi), evaluated at position m/M . Note that the
largest eigenvalue is λ
(s)
0 = 2s − 1.
7Since the eigenvectors of A(s) form an orthogonal basis, we can express
our vector (y1, . . . , yM ) in this basis. We write
(y1, . . . , yM ) =
M−1∑
m=0
εmvm
for appropriate coefficients (εm)1≤m≤M . Note that we have y1+ · · ·+ yM =
N , which can be rewritten as (y1, . . . , yM )v0 = N ; thus we must have ε0 =
N/M (since the eigenvectors are orthogonal). Furthermore, we have
HN,M(s) =
(
M−1∑
m=0
εmvm
)T
A(s)
(
M−1∑
m=0
εmvm
)
=
M−1∑
m=0
λ(s)m ε
2
m‖vm‖
2
2
= M
M−1∑
m=0
λ(s)m ε
2
m,(7)
again by orthogonality. However, from this we cannot deduce thatHN,M(s) ≥
Mλ
(s)
0 ε
2
0 = (2s−1)N
2/M , since (in general) some of the eigenvalues are neg-
ative. To solve this problem we will make a transition from the Dirichlet
kernel to the Feje´r kernel, which is non-negative.
We repeat that the eigenvectors of A(s) depend on M , but not on s. Let
S ≥ 1 be an integer and consider
A(Σ) =
1
S
S∑
s=1
A(s),
where we assume that S < 2M (to retain the structure of the matrix). Then
clearly the eigenvectors of this matrix are also given by v0, . . . , vM−1, and
the corresponding eigenvalues are
λ(Σ)m =
1
S
S∑
s=1
λ(s)m =
1
S
S∑
s=1
s−1∑
ℓ=−s+1
ωm, 0 ≤ m ≤M − 1.
Now λ
(Σ)
m can be identified as the Feje´r kernel of order S − 1 (with period 1
instead of 2pi), evaluated at position m/M . It is well-known that the Feje´r
kernel is non-negative, so we have
(8) λ(Σ)m ≥ 0, m = 0, . . . ,M − 1,
and we also have
λ
(Σ)
0 =
1
S
S∑
s=1
(2s − 1) = S.
Now using again the considerations which led to (7) we can show that
1
S
S∑
s=1
HN,M (s) ≥M
M−1∑
m=0
λ(Σ)m ε
2
m ≥Mλ
(Σ)
0 ε
2
0 = SN
2/M,
where (8) played a crucial role. This proves the lemma. 
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2. Proof of Theorem 1
Let (xn)n≥1 be a sequence of real numbers in [0, 1], and assume that it is
not equidistributed. Thus there exists an a ∈ (0, 1) for which
1
N
N∑
n=1
1[0,a)(xn) 6→ a as N →∞
(here, and in the sequel, 1B denotes the indicator function of a set B).
However, for this value of a by the Bolzano–Weierstraß theorem there exists
a subsequence (Nr)r≥1 of N along which a limit exists; that is, there exists
a number b 6= a such that
(9) lim
r→∞
1
Nr
Nr∑
n=1
1[0,a)(xn) = b.
Let ε > 0 be given, and assume that ε is “small”. Choose an integer S
(which is “large”). Let r ≥ 1 be given, let Nr be from the subsequence in
the previous paragraph, and consider the points x1, . . . , xNr . Let E denote
the union of the sets[
0,
2S
Nr
]
∪
[
a−
2S
Nr
, a+
2S
Nr
]
∪
[
1−
2S
Nr
, 1
]
.
Furthermore, we set B1 = [0, a]\E and B2 = [a, 1]\E .
First consider the case that # {1 ≤ n ≤ Nr : xn ∈ E} ≥ εNr. Then by
the pigeon hole principle there exists an interval of length at most 1/Nr in
E which contains at least εNr/(8S) elements of {x1, . . . , xNr}. All of these
numbers are within distance 1/Nr of each other, which implies that
NrFNr(1) ≥
(
εNr
8S
)2
−Nr.
If this inequality holds for infinitely many r, then
lim sup
r→∞
FNr(1) =∞,
which implies that the pair correlations distribution cannot be asymptoti-
cally Poissonian.
Thus we may assume that # {1 ≤ n ≤ N : xn ∈ E} < εNr for all elements
of the subsequence (Nr)r≥1. Then [0, 1]\E = B1 ∪ B2 contains at least
(1− ε)Nr elements of {x1, . . . , xNr}. Consequently, if r is sufficiently large,
by (9) we have
#{1 ≤ n ≤ Nr : xn ∈ B1} ≥ (b− 2ε)Nr,
and
#{1 ≤ n ≤ Nr : xn ∈ B2} ≥ ((1− b)− 2ε)Nr.
We assume that r is so large that we can find positive integers M1,M2 for
which a/M1 ≈ (1− a)/M2 ≈
1
Nr
; more precisely, we demand that
(10)
a
M1
∈
[
1− ε
Nr
,
1
Nr
]
,
1− a
M2
∈
[
1− ε
Nr
,
1
Nr
]
.
9We partition B1 and B2 into M1 and M2 disjoint subintervals of equal
length, respectively, and write y1, . . . , yM1 and z1, . . . , zM2 for the number
of elements contained in each of these subintervals (we assume that the
subintervals are sorted in the “natural” order from left to right). Next, for
s ∈ {1, . . . , S} we define
H∗M1(s) =
M1∑
m=1
∑
−s+1≤ℓ≤s−1
ymym+ℓ
and
H∗M2(s) =
M2∑
m=1
∑
−s+1≤ℓ≤s−1
zmzm+ℓ.
By construction,
∑M1
m=1 ym ≥ (b − 2ε)Nr and
∑M2
m=1 zm ≥ ((1 − b) − 2ε)N .
Also by construction the cyclic extension is not necessary here, provided
that r is sufficiently large; by excluding all the points in E we have y1 =
· · · = yS = 0 and yM1−S+1 = · · · = yM1 = 0, and the same holds for the zm’s.
Then by Lemma 1 and by our choice of M1,M2 we have
(11)
1
S
S∑
s=1
H∗M1(s) ≥
S((b− 2ε)N)2
M1
≥
S(b− 2ε)2Nr(1− ε)
a
,
and
(12)
1
S
S∑
s=1
H∗M2(s) ≥
S((1− b− 2ε)N)2
M2
≥
S(1− b− 2ε)2Nr(1− ε)
1− a
.
As in the calculation leading to (4) we can obtain a lower bound for the pair
correlation function FNr(s) from the lower bounds for H
∗
M1
and H∗M2 . More
precisely, we obtain
NrFNr (s) +Nr ≥ H
∗
M1(s) +H
∗
M2(s),
and accordingly, by (11) and (12), we have
1
S
S∑
s=1
(NrFNr(s) +Nr)
≥ (1− ε)SNr
(
(b− ε)2
a
+
(1− b− ε)2
1− a
)
.(13)
Now note that for 0 ≤ a, b ≤ 1 we can only have b2/a+ (1− b)2/(1− a) = 1
if a = b; however, this is ruled out by assumption. For all other pairs (a, b)
we have b2/a+ (1− b)2/(1 − a) > 1, and thus (13) implies that
1
S
S∑
s=1
NrFNr(s) ≥ Nr (S(1 + 2cε)− 1)
for a positive constant cε depending only on ε, provided that ε is sufficiently
small. This implies
(14)
1
S
S∑
s=1
FNr (s) ≥ S(1 + 2cε)− 1 ≥ S(1 + cε)
(
1 +
1
S
)
,
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where the last inequality holds under the assumption that S is sufficiently
large. Consequently there exists an s ∈ {1, . . . , S} such that
(15) FNr(s) ≥ (1 + cε)2s,
since otherwise (14) is impossible.
For every sufficiently large Nr in the subsequence in (9) such an s ∈
{1, . . . , S} exists; accordingly, there is an s such that for infinitely many r
we have (15). Thus for this s we have
lim sup
r→∞
FNr (s)
2s
≥ (1 + cε) > 1,
which proves the theorem.
3. Proof of Theorem 2
First assume that the measure µG defined by the asymptotic distribution
function G(x) is not absolutely continuous with respect to the Lebesgue
measure. A function which is not absolutely continuous is not Lipschitz
continuous as well. Thus there is an ε > 0 such that for every δ > 0 there
exists an interval I ⊂ [0, 1] such that
λ(I) ≤ δ, but µG(I) ≥ ε,
where λ denotes the Lebesgue measure (that is, the length) of I. Let Iˆ
denote the interval I after removing a subinterval of length N−1 from the left
and right end, respectively (to remove the influence of the cyclic “overlap” in
Lemma 1). Then for sufficiently large N the interval Iˆ contains at least εN/2
elements of (xn)1≤n≤N . Set M = ⌈λ(I)Nδ
−1/2⌉, split I intoM subintervals,
and denote the number of elements of the set {x1, . . . , xN} ∩ Iˆ contained in
each of these subintervals by y1, . . . , yM , respectively. Let Nˆ = y1+· · ·+yM ,
and defineHM,Nˆ(1) = y
2
1+· · ·+y
2
M . Applying Lemma 1 and using a rescaled
version of (4) we have
NFN
(
2δ1/2
)
+N ≥ NFN
(
2Nλ(I)
M
)
+N
≥ HM,Nˆ(1)
≥
(εN/2)2
M
≥
ε2N
5δ1/2
for sufficiently large N . Since ε is fixed and δ can be chosen arbitrarily
small, this proves the theorem when µG is not absolutely continuous.
Now assume that the measure µG defined byG(x) is absolutely continuous
with respect to the Lebesgue measure, and thus has a density g(x). In the
sequel we will think of ([0, 1],B([0, 1]), λ) as a probability space, and write
E for the expected value (of a measurable real function) with respect to this
space. We split the unit interval into 2R intervals of equal lengths. Let FR
denote the σ-field generated by these intervals. Assume for simplicity that
11
g is bounded on [0, 1]. Then we can use arguments similar to those above to
prove that for given ε > 0 there exist infinitely many values of s such that
for each of these values we have
F (s)
2s
≥ E
((
E
(
g|FR
))2)
− ε,
where E (g|Fk) denotes the conditional expectation of g under the σ-field
FR.
1 Note that a direct generalization of the proof of Theorem 1 only
guarantees the existence of one such integer s; however, we can use the
fact that F (s) is monotonically increasing to show that there actually must
be infinitely many such values of s. The family (FR)R≥1 forms a filtration
whose limit is B([0, 1]), in the sense that B([0, 1]) is the sigma-field generated
by
⋃
R≥1 FR. Thus by the convergence theorem for conditional expectations
(also known as Le´vy’s zero-one law) we have
lim
R→∞
E
((
E
(
g|FR
))2)
= E
(
g2
)
=
∫ 1
0
g(x)2 dx,
which proves the theorem in the case when g is bounded. Finally, if g is
not bounded then we can apply the argument above to a truncated version
gtrunc of g and show that in this case
lim sup
s→∞
F (s)
2s
≥
∫ 1
0
gtrunc(x)
2 dx.
By raising the level where g is truncated this square-integral can be made ar-
bitrarily close to
∫ 1
0 g(x)
2 dx, or arbitrarily large in case we have
∫ 1
0 g(x)
2 dx =
∞. This proves the theorem.
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