Abstract-"When everything fails, ask for additional domain knowledge" is the current motto of machine learning. Therefore, assessing the real added value of prior/domain knowledge is a both deep and practical question. Most commercial data mining programs accept data pre-formatted as a table, each example being encoded as a fixed set of features. Is it worth spending time engineering elaborate features incorporating domain knowledge and/or designing ad hoc algorithms? Or else, can off-the-shelf programs working on simple features encoding the raw data without much domain knowledge do as well or better than skilled data analysts? To answer these questions, we organized a challenge for IJCNN 2007. The participants were allowed to compete in two tracks: The "prior knowledge" (PK) track, for which they had access to the original raw data representation and as much knowledge as possible about the data, and the "agnostic learning" (AL) track for which they were forced to use data pre-formatted as a 
I. INTRODUCTION
It has been a long time philosophical and scientific debate whether or not the children brains are a "tabula rasa" virgin of prior knowledge about their environment. While it is still unclear whether this hypothesis holds or not for the neocortex, it cannot be refuted that specialized cortexes connected to sensory inputs have evolved over millions of years to process information in a specialized manner [1] . Hence, to perform some of its learning tasks the brain benefits from advanced feature extraction embodying in some sense "prior knowledge". On one hand, such specialized preprocessing allows humans and animals to excel in certain tasks such as face recognition. On the other hand, the brain is also capable of learning without the benefit of such specialized preprocessing. For instance, a human expert can learn to manage an investment portfolio, a task relying upon data representations not necessarily readily available from the sensory cortexes. Perhaps evolution made us gain a preference for "simple solutions" over different problems in a domain to allow us to complete such tasks without much prior knowledge. Learning machines are tools meant to help engineers solve tasks at the expense of as little human labor as possible. Incorporating "prior knowledge" or "domain knowledge" in a learning machine can be fairly labor and expert intensive, so researchers keep trying to improve their predictive models so they provide good performances at the expense of as little human intervention as possible. In the past decades, this has been made possible even in cases where the number of examples is small compared to the dimension of the feature space, with the new generation of regularized learning machines (see e.g. [2] ). For the purpose of this challenge, we define "prior knowledge" as any form of knowledge about a given task that may be incorporated in the design of a predictive learning system, prior to training from examples. This may include: feature information (type of features, topological relationships between features, indications of feature relevance) and more general information about the nature and goal of the task that can inform about clusters in data, missing data, etc. For example, in a vision task in which images are encoded as gray level pixels, the knowledge of the nature of the features and their topological relationships allows the designer to perform specialized image filtering [3] or use specialized machine learning architectures, such as a convolutional neural network [4] . An alternative used in handwriting recognition is to model the dynamics of handwriting to extract relevant features from on-line data [5] . Another example is the study of DNA or protein sequences. Knowledge about the primary, secondary, and tertiary structure of a molecule improves the identification of active sites. This may be exploited in specialized kernels used with kernel machines [6] . The goal of this challenge is to determine how much can be gained in performance with the availability of prior knowledge, using tasks for which we have already baseline results from previous challenges in an "agnostic learning" setting. Simultaneously, we will try to push the state-of-the-art in the design of the "perfect black box" by letting the participants make entries with agnostic models in a more constrained framework.
Challenges have been lately greatly stimulating for research in machine learning, pattern recognition, and robotics. Robotics contests seem to be particularly popular, with hundreds of events every year [7] , the two most visible ones probably being the DARPA grand challenge of autonomous ground vehicle navigation [8] and RoboCup [9] featuring robots involved in various tasks, including playing soccer and rescuing people. In data mining and machine learning, several conferences have been regularly organizing challenges in the past 10 years, including the well established TREC [10] and the KDD cup [11] . More specialized pattern recognition and bioinformatics conference have also their contests (e.g. CASP for protein structure prediction [12] and ICDAR for document analysis [13] . The European network of excellence PASCAL has been sponsoring a number of challenges around hot themes in machine learning [14] , which have been punctuating workshop at NIPS and other conferences.
Attracting hundreds of participants and the attention of a public of specialists as well as sometimes the general public, these events have been important is several respects:
. to push the state-of-the art, . to identify techniques which really work, . to attract new researchers, . to raise the standards of research, * to give the opportunity to non-established researchers to make themselves rapidly known. We are committed to bringing to IJCNN interesting competitions. Last year's challenge for WCCI 2006/IJCNN 2006 attracted 145 participants. This year two challenges are run in parallel: the classification competition described in this paper and a time series prediction challenge [15] . The participation is not quite as high as last year, which we attribute to several factors, including the simultaneous million dollar challenge organized by Netflix [16] , which attracted thousands of participants. As of end of March l", 2007, 35 entrants participated in our challenge, making over 800 development entries and 191 full challenge entries (i.e. including results on all five tasks) of which 50 were used for the milestone ranking (we exclude submissions, which were not in the last five, for each entrant).
Our challenge design is inspired by previous competitions we organized [17] , [18] . This year, we are using the same five large data sets as in last year's challenge, but formatted differently (See Section II). The tasks are five classification problems in marketing, handwriting recognition, drug discovery, text processing and ecology. The competition has two parallel tracks: We supply for the "agnostic learning" (AL) track data preprocessed in a simple feature-based representation, suitable to use any off-the-shelf machine learning or data mining algorithm. The same preprocessing as last year is used (but a new data split is provided). The participants have no knowledge of the identity of the features in that track. New in this year's competition are the raw data representations supplied for the "prior knowledge" (PK) track , which are not necessarily in the form of data tables. For instance, in the drug discovery problem the raw data consists in the three dimensional layout of the drug molecules; in the text processing problem, the raw data are emails. The participants have full knowledge of the meaning of the representation in that track. Therefore, PK competitors have the opportunity of using domain knowledge to build good predictors and beat last year's AL results or make new "agnostic" entries. The third column shows the number of training, validation, and test examples. The fourth column indicates the percentage of examples of the positive class. The two last columns show the number of features in the raw data representation (for the "prior knowledge" (PK) track) and the preprocessed data (for the "agnostic learning" (AL) track or AL). Nonfeature based representations are supplied for HIVA (molecular structure) and NOVA (emails) in the PK track.
II. TASKS OF THE AL vs. PK CHALLENGE We used five classification tasks spanning a variety of domains and difficulties, with sufficiently many examples to obtain statistically significant results. The input variables are continuous or binary, sparse or dense. Some raw data representations are non feature based. In some problems, the class proportions are very imbalanced. The data characteristics are summarized in Table I . A detailed report on the data preparation is available [19] . Briefly, we present the five tasks of the challenge: 1) ADA, marketing: The task of ADA is to discover high revenue people from census data. This is a twoclass classification problem. The raw data from the census bureau is known as the Adult database in the UCI machine-learning repository [20] . The 14 original attributes (features) include age, workclass, education, education, marital status, occupation, native country, etc. It contains continuous, binary and categorical features. The "prior knowledge track" has access to the original features and their identity. The "agnostic learning track" has access to a preprocessed numeric representation eliminating categorical variables, but the identity of the features is not revealed. 2) GINA, handwriting recognition (HWR): The task of GINA is handwritten digit recognition. The raw data is known as the MNIST dataset [21] . For the "agnostic learning track" we chose the problem of separating two-digit odd numbers from two-digit even numbers. Only the unit digit is informative for that task, therefore at least 1/2 of the features are distracters. Additionally, the pixels that are almost always blank were removed and the pixel order was randomized to hide the feature identity. For the "prior knowledge track", only the informative digit is provided in the original pixel map representation. This is a two class classification problem with sparse continuous input variables, in which each class is composed of several clusters. It is a problems with heterogeneous classes. 3) HIVA, drug discovery: The task of HIVA is to predict which compounds are active against the AIDS HIV infection. The original data from the NCI [22] has 3 classes (active, moderately active, and inactive). We brought it back to a two-class classification problem (active vs. inactive), but we provide the original labels for the "prior knowledge track". The compounds are represented by their 3d molecular structure for the prior knowledge track. For the "agnostic track" we represented the data as 2000 sparse binary input variables. The variables represent properties of the molecule inferred from its structure. The problem is therefore to relate structure to activity (a QSAR=quantitative structure-activity relationship problem) to screen new compounds before actually testing them (a HTS=high-throughput screening problem.) 4) NOVA, text classification: The data of NOVA come from the 20-Newsgroup dataset [23] . . Scoring: The final ranking will be based on the balanced error rate (BER) on the test set. The BER is the average of the error rate of the positive class and the error rate of the negative class. The Area Under the ROC Curve (AUC) is also computed, but not used for scoring.
To obtain the overall ranking we will use a score computed as follows. Let us call entryRankk the rank of a given entry for task number k, regardless of track (using the test BER) and maxRankk the maximum rank for that task (allowing ties). The score on task k for that entry will be scoreC = entryRankk/maxRankk and the overall score obtained by averaging over k. Using the overall score, one overall ranking will be made in each track. The number of submissions per participant is unlimited, but only the five last "complete" submissions for each participant in either track will be included in the final ranking. . Rewards: The participants are rewarded by publishing their results at IJCNN. In addition, there will be one prize in the AL track for the best overall entry and one prize for each dataset in the PK track. The challenge will reward not solely the participants with best quantitative results, but also on the quality of the methodology, including quality of the experiments, originality, and reproducibility, by offering a best paper award.
IV. A MODEL SELECTION GAME To trigger interest into the challenge, we provided initial baseline results with classical methods. Those methods were implemented with the Spider package developed at the Max Planck Institute for Biological Cybernetics [26] . Our package of methods implemented for the challenge called CLOP (Challenge Learning Object Package) is briefly described in Appendix. The package is available for downloading from the web site of the challenge, but the participants were not forced to use it.
In previous challenges, we noted that different teams using similar classification methods (even sometimes the same software package) obtained very different results. We conjectured that this variance may be due to differences in model selection strategies. To stimulate research in model selection and verify our conjecture, we organized a model selection game, within the present competition. The game consisted in returning results before December 1 " 2006 in the "agnostic learning track", using exclusively a set of provided CLOP modules [27] . Using CLOP, the best game participants [28] , [29] closely matched the performances of the best entrants who used their own methods and considerably outperformed the baseline performances provided by the organizers using CLOP models. This validates their model selection techniques, which use efficient search algorithms and cross-validation to evaluate models.
V. RESULTS OF THE AL vs. PK CHALLENGE As of March lI", 2007, there was no real surprise in the "agnostic learning track": Roman Lutz, who won the of 5 datasets and leading on the overall score [30] . He uses boosting techniques. Gavin Cawley, who joined the organization team and was co-winner of the previous challenge made a reference entry using LSSVMs, which slightly outperforms that of Lutz. The improvements he made can partly be attributed to the introduction of an ARD prior, which automatically downweighs the least relevant features and to a Bayesian regularization at the second level of inference [31] , [32] . The next two contenders are Juha Reunanen and Hugo Jair Escalante, who have both been using CLOP models and have proposed innovative search strategies for model selection: Escalante is using a biologically inspired swarm technique [33] , [28] and Reunanen a cross-indexing method to make cross-validation more computationally efficient [34] , [29] . While Reunanen entered last year, Escalante is a new entrant, so his achievements are significant. Other top ranking participants have papers included in these proceedings: Vladimir Nikulin [35] and Jorg Wichard [36] experimented with several ensemble methods, Erinija Pranckeviciene [37] performed a study of linear programming SVM methods, and Marc Boulle obtained very good results with the simple naYve Bayes [38] .
In the "prior knowledge track", things are quite different. On three out of five datasets the leaders are new entrants, who must have better domain expertise than the other entrants: Vojtech Franc leads on GINA with SVMs, using an RBF kernel, and the validation data for model selection. The task of GINA is to separate even from odd numbers; only the parity information is provided as label in the "agnostic track". Franc modified the SVM such that each digit is represented by an individual classifier like in the multi-class case, to take advantage of the knowledge of the digit identities provided is the "prior knowledge track". Chloe Azencott leads on HIVA, also with SVMs. Her leading entry may use kernels inspired by her previous work [39] . Jorge Sueiras leads on NOVA with an unpublished boosting method "Parsing and Boost tree". On the two other datasets, Marc Boulle leads with new classifiers named "Data Grid models", using a regularized multivariate discretization technique [40] ; Roman Lutz leads on SYLVA by exploiting the knowledge that each patterns includes to independent measurement repeats (private communication).
For the first few months of the challenge, the agnostic track (AL) results kept leading. However, since recently, the prior knowledge track (PK) obtains the best results on four out of five datasets (all except ADA). The distribution of results ( Figure 1) being far from Normal, we ran a Wilcoxon rank sum test on the difference between the median values of the two tracks (Table II) . The results reveal that, except for HIVA, PK is significantly better than AL, with risk lower than 0.0001. We also performed paired tests by looking at the best results of the March l" entries. In Table II The resulting object has 2 members: D.X and D. Y. Models are derived from the class algorithm. They are constructed using a set of hyperparameters provided as a cell array of strings, for instance:
In this way, hyperparameters can be provided in any order or omitted. Omitted hyperparameters take default values.
To find out about the default values and allowed hyperparameter range, one can use the "default" method:
The constructed model model O can then be trained and tested:
. [Dout, modell] = train(modelO, Dtrain); > Dout = test(modell, Dtest); modell is a model object identical to modelO, except that its parameters (some data members) have been updated by training. Matlab uses the convention that the object of a method is passed as first argument as a means to identify which overloaded method to call. Hence, the "correct" train method for the class of modelO will be called. Since This feature is very convenient to make results reproducible, particularly in the context of a challenge.
The Spider (with some CLOP extensions) provides ways of building more complex "compound" models from the basic algorithms with two abstractions:
. chain: A chain is a learning object (having a train and test method) constructed from an array of learning objects. Each array member takes the output of the previous member and feeds its outputs to the next member.
. ensemble: An ensemble is also a learning object constructed from an array of learning objects. The trained learning machine performs a weighted sum of the predictions of the array members. A typical model chains modules for preprocessing, feature selection, classification, and postprocessing.
Until December l" 2006, the challenge participants had the opportunity to participate in a model selection game using CLOP. For the purpose of the game, a valid model was defined as a combination of learning objects from a predefined list (type whoisclop at the MATLAB prompt to get a the full list of allowed CLOP learning objects; to check that a particular object is a valid CLOP object, type > D = data(X, Y); isclop (object) ).
