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Abstract. Functional classiﬁcation of fractal temporal gene expression data is per-
formed in terms of logistic regression based on the wavelet-vaguelette decomposition
of the temporal gene expression curves. The fractality features of the gene expres-
sion proﬁles comes from the stochastic evolutionary forces acting on genomes. The
noise level introduced by such forces increases local singularity, that must be re-
moved to make robust the classiﬁcation procedure. Speciﬁcally, thresholding rules
are applied to the wavelet-like decomposition of the gene expression proﬁles to
eliminate the noise. Leave-one-out cross-validation is then performed to choose the
threshold minimizing the classiﬁcation error.
Keywords: Fractal gene expression proﬁles, functional classiﬁcation procedures,
functional data, wavelet-vaguelette decomposition.
1 Introduction
Stochastic evolutionary forces acting on genomes induce a chaotic evolution-
ary structure aﬀected by random mutations, natural selection, and genetic
drifts. Serious signal to noise problems then arise, hindering the identiﬁca-
tion of similarities between anciently divergent sequences. The transferred
information by homology is serious aﬀected by this fact. Thus, the functional
classiﬁcation procedure must be robust against local variability induced by
the noise levels in gene expression data. However, most of the functional
statistical classiﬁcation approaches, e.g. Functional-Principal-Component-
Analysis-based classiﬁcation (see Ramsay and Silverman [8], 2005) relies on
the assumption of smoothness. That is, gene expression proﬁles are consid-
ered to be independent realizations of a smooth stochastic process (see, for
example, Leng and M¨ uller [4], 2006). In this paper we go beyond this as-
sumption, addressing the problem of classiﬁcation of functional fractal gene
expression data.
It is well known that wavelet functions provide an optimal processing of
chaotic structures, and, at the same time, wavelet-thresholding techniques2 Rinc´ on and Ruiz-Medina
lead to a very eﬀective discrimination between the structural local variability
and the noise singularity/fractality (see Antoniadis and Sapatinas [2], 2003;
Vidakovic [9], 1998, among others). In this paper, the temporal noising gene
expression proﬁles are processes in terms of the wavelet-vaguelette thresh-
olded transform. Thus, the functional gene expression classiﬁcation problem
is addressed taking into account the signal to noise problem. Speciﬁcally, a
wavelet-thresholded-like-based functional logistic regression approach is con-
sidered to make robust the functional classiﬁcation method against chaotic
structure induced by stochastic evolutionary forces acting on genomes. The
noise levels introduced by such forces are located in the highest levels of the
wavelet-transform-like performed to the gene expression proﬁles, being then
eliminated in the functional classiﬁcation procedure proposed in this paper.
This methodology provides low-error rate classiﬁcation for the yeast cell-cycle
gene expression proﬁles analyzed, aﬀected by additive noise. The advantages
of our approach is that fractal gene expression data with high local variabil-
ity, that is, with a small biological cell signal-to-noise ratio can be suitably
classiﬁed, while other smooth-based statistical approaches fail.
2 Statistical methodology
In this section, we describe some elements of wavelets theory and functional
generalized linear models (FGLM). The ﬁrst one as a tool for functional
decomposition of biological fractal signals. In particular, in this paper, we will
derive a wavelet-like decomposition of the gene expression proﬁles aﬀected
by additive biological cell noise. The second one involved in the functional
statistical classiﬁcation methodology proposed in this paper.
Multiresolution-like Analysis
Functional wavelet bases have been widely used in the analysis of fractal bio-
logical signals, since their provide a localized multiscale decomposition of such
signals. The wavelet transform of a random biological signal {X(t), t ∈ R}
leads to a sequence of correlated random wavelet coeﬃcients. To avoid re-
dundancy in such coeﬃcients the random wavelet-vaguelette decomposition
of a random signal is considered here (see Angulo and Ruiz-Medina [1], 1999).
In this decomposition the scaling and wavelet bases are transformed to get
biorthogonal bases. The transforming ﬁlter is deﬁned from the covariance
factorization of X. Speciﬁcally, representing by rX the covariance kernel of
X, given by rX(t,s) = E[X(t)X(s)] − E[X(t)]E[X(s)], the following factor-
ization is considered
rX(t,s) =
Z
R
tX(t,u)tX(s,u)du, (1)Fractal functional regression 3
in terms of kernel tX, deﬁning the integral operator TX. The transformed
scaling and wavelet bases are then constructed as
ϕk(t) =
Z
R
tX(t,u)φk(u)du, k ∈ Z,
γj,k(t) =
Z
R
tX(t,u)ψk(u)du, k ∈ Z, j ∈ N. (2)
Their dual, biorthogonal bases, are deﬁned as
ϕk(t) = [T
−1
X ]∗(φk)(t), k ∈ Z,
γj,k(t) = [T
−1
X ]∗(ψk)(t), k ∈ Z, j ∈ N. (3)
The projection of X in the above biorthogonal bases leads to the wavelet-
vaguelette decomposition
X(t) =
X
k∈Z
Xkϕk(t) + Xj,kγj,k(t), t ∈ R, (4)
where the random projections {Xk, k ∈ Z}, {Xj,k, k ∈ Z, j ∈ N} are
uncorrelated, that is, independent in the Gaussian case.
Functional Generalized Linear Models
Generalized Linear models (GLM)[5],[3] constitute a ﬂexible extension of
classical linear models where the response variables, Y1,...,YN, are inde-
pendent and identically distributed (i.i.d.), with probability distribution in
the exponential family. In particular, the logistic regression model is de-
ﬁned in terms of a set of parameters β1,...,βp and a set of explanatory
variables {xi1,...,xip}, i = 1,...,N. The monotone link function g satis-
ﬁed that E(Yi) = µi = g−1(ηi), with ηi =
P
xijβj. The response vari-
ables Yi, i = 1,...,N, are distributed, in this case, as a Bernoulli with
mean µi. The link function g is chosen to be the logit function, given by
g(x) = log{x/(1 − x)}.
The maximum-likelihood estimation of the vector parameter β is derived
from the maximization of the log-likelihood function l =
P
li, with li being
the log-likelihoods associated with Yi, for i = 1,...,N. That is, vector param-
eter β is estimated from the log-likelihood equations, given by the identities
∂l
βj
=
X
i
∂li
βj
=
X
i
∂li
∂θi
dθi
dµi
dµi
dηi
∂ηi
∂βj
=
X
i
(yi − µi)
σ2(µi)
(g−1)′(ηi)xij = 0. (5)
The iterated weighted least squares method is usually applied in the resolu-
tion of such equations. In the gene expression data statistical classiﬁcation
methodology proposed in the next section, we consider the functional formu-
lation of the above-described logistic regression model (see [6]). Speciﬁcally,
the parameter β and the explanatory variables Xi, i = 1,...,N, are func-
tions satisfying ηi = α +
R
β(t)Xi(t)dt, where α is a constant, and β(t)
is square-integrable, and, for i = 1,...,N, ηi deﬁnes the conditional mean
E(Yi|Xi(t)) = µi = g−1(ηi), with V ar(Yi|Xi(t)) = σ2(µi), through the logit
function g.4 Rinc´ on and Ruiz-Medina
3 Functional classiﬁcation of gene expression curves
with high external level noise
In this section, we apply functional logistic regression, in terms of the wavelet-
vaguelette decomposition (4) of fractal gene expression proﬁles, for their func-
tional classiﬁcation. Since they are aﬀected by biological cell noise, due to
stochastic evolutionary forces, thresholding techniques are applied to remove
the external noise level produced for such forces.
Application to temporal gene expression data for yeast cell cycle
The temporal gene expression data (α factor synchronized) for 90 genes in-
volved in the yeast cell cycle [7], aﬀected by additive noise, constitute our
functional data set. The gene expression is measured every 7 minutes between
0 and 119 minutes, 18 observations for each gene. It is known that 44 of these
genes are related to G1 phase regulation and 46 to the S,S/G2,G2/M and
M/G1 phases. The 90 sample gene expression curves are assumed to be inde-
pendent realizations of a mean-square integrable stochastic process X(t) on
[0,S], S = 119. The local variability induced by external forces is modelled
by an additive gaussian white noise process with intensity ν. Let Xi(th) be
the observation of the i-th gen at time th, i = 1,...,90, h = 1,...,18. A
locally weighted least squares kernel estimator b µ(t) for longitudinal data [?],
in terms of the Epanechnikov kernel, is considered for approximate the mean
function µ(t) of the random temporal gene expression function. Its covari-
ance function C(s,t) is estimated by the empirical covariance function b C(s,t),
given by b C(th,tk) = 1
90
P90
i=1 (Xi(th) − b µ(th))(Xi(tk) − b µ(tk)) for h  = k,
h,k = 1,...,18. The empirical covariance function b C(s,t) is evaluated on a
grid with N = 64 equally spaced points in [0,S]. Its eigenvalues (empirical
eigenvalues) b λl and the corresponding eigenvectors (empirical eigenvectors)
(b ρl(t1),..., b ρl(tN)) of the resulting matrix b C = b C(tl,tm), l,m = 1,...,N,
allow us to deﬁne the empirical kernel b t as a non-parametric estimator of ker-
nel t, factorizing the covariance function C(s,t) (see equation (1)) deﬁning
the temporal dependence structure of the random gene expression function.
Speciﬁcally, kernel b t is deﬁned as
b t(s,t) =
X
m∈N
b λ1/2
m b ρm(t)b ρm(s). (6)
Formally, the kernel of the inverse e T = T −1 of operator T with t kernel can
then be approximated by
b e t(s,t) =
X
m∈N
b λ−1/2
m b ρm(t)b ρm(s). (7)
The construction of the empirical wavelet-vaguelette function is given in
terms of kernels b t and b e t, and a given orthonormal wavelet basis. We have
chosen Haar system, with the father wavelet, e φ(x) = I[0,1)(Ex) and theFractal functional regression 5
mother wavelet, e ψ(x) = I[0,1/2)(Ex) − I[1/2,1)(Ex), where E = N−1
NS . So,
for j = 0,...,log2(N) − 1 and h,k = 1,...,N
b ϕ0,k(th) =
N X
l=1
b t(th,tl)e φ0,k(tl) (8)
b γj,k(th) =
N X
l=1
b t(th,tl)e ψj,k(tl) (9)
In matrix form, we denote by matrix ϕ0 = {ahk}, with ahk = b ϕ0,k(th), the
product of the matrices b T = {bhk}, with bhk = b t(th,tk), and Φ0 = {chk},
with chk = e φ0,k−1(th). Similarly, Γ j = {dhk}, with djk = b γj,k(th), is the
product of b T with Ψj, for j = 1,...,M(N), and M(N) = log2(N).
Now, ϕ0 = [b T−1]T × Φ0 and Γ
j = [b T−1]T × Ψj, for j = 1,...,M(N).
For Xi, the i-th gen, the following empirical coeﬃcients are computed:
b e X
0,m
i =
N X
l=1
(Xi(tl) − b µ(tl))e σ0,m(tl), m = 1,...,L(0) (10)
b X
j,m
i =
N X
l=1
(Xi(tl) − b µ(tl))e γj,m(tl), m = 1,...,L(j), j = 1,...,M(N),
where L(j) = 2j, for j = 1,...,M(N), and b ϕj,m(tl) and b γj,m(tl) are the
elements in the l-th row and m-th column of the matrices ϕ0 and Γ
j, for
j = 1,...,M(N), respectively.
Note that
 b ϕj,m, e ϕj,n  = δm,n  b γj,m,b γj,n  = δm,n. (11)
Individual temporal gene expression proﬁles can then be approximated in
terms of the following identities
Xi(t) = b µ +
X
k
b e X
0,k
i b ϕ0,k(t) +
X
j
X
k
b X
j,k
i b γjk(t), t ∈ [0,S]. (12)
Figure (1) compares the original data with their approximation by decompo-
sition (12), for diﬀerent values of ν . This decomposition will be considered
in the implementation of functional logistic regression to classify the data
into two groups, G0 and G1, using a response variable Y with Bernoulli dis-
tribution with mean µ. The response variable Y takes the value Y = 1 if
the gene expression proﬁle is in group G1, or Y = 0 if it isn’t. We deﬁne
ηi = α +
R
β(t)Zi(t)dt, Zi(t) = Xi(t) − ˆ µi(t), so Yi = g−1(ηi) + ei, for g the
logit function, and independent and identically distributed errors (i.i.d.) ei,
i = 1,...,90, with zero-mean and ﬁnite variance.6 Rinc´ on and Ruiz-Medina
Fig.1: Left panels: Temporal gene expression proﬁles of yeast cell cycle, ﬁrst one:
Without noise; second, third and fourth: With noise intensity ν = 0.35,ν = 0.6 and
ν = 0.9 respectively. Right panels: Reconstruction of the proﬁles in left panel using
(12). Dashed lines: Genes expressed in G1 phase; gray solid lines genes expressed
in non-G1 phase
Due to the square integrability of β and using (11), it is possible to write
Zi as in (12). Speciﬁcally,
β(t) =
X
k
e β0,kb γ0,k(t) +
X
j
X
k
e βj,kb γjk(t), t ∈ [0,S], (13)
and
ηi = α +
X
k
b e Z
0,k
i e β0,k +
X
j
X
k
b Z
j,k
i e βjk. (14)
The parameters β
T = (e β0, e β1,..., e βH), with e β0 = α, with H =
Plog2(N)
j=0 2j,
can be estimated solving the score equation by iterated weighted least squares:
For i = 1,...,90,
P
i (Yi − µi)(g−1)′(ηi)b ZT
i /σ2(µi) = 0, where b ZT
i is the vec-
tor of Fourier coeﬃcients of Zi on the vaguelette basis {b ϕ0,k, k = 1,...,L(0)}∪
{b γj,k, k = 1,...,L(j), j = 1,...,M(N)}
Finally, a prior probability p0 is considered for G0 memberships, and
similarly, prior probability p1 is considered for G1 memberships. Thus, if
ˆ P(Yi = 1|Xi(t)) = g−1(ˆ α +
PH
h=1 b Zi,h
b e βh) ≥ p1, the i-th gen is member of
G1. Otherwise, it belongs to G0.
Results
In order to measure the accuracy of the model, the cross-validation classiﬁ-
cation error rate (CVE) is obtained. Suppose the i-th gene is missing, the
mean and the covariance function estimates, based on the other 89 genes,Fractal functional regression 7
and parameters β, from the reduced functional sample, are then computed.
These parameters are tested to obtain the approximation η−i of η, based on
the sample information provided by the 89 gene expression curves, removing
the i-th gene. The coeﬃcients of the i-th gene are then computed as follows:
b e X
0,m
i =
N X
l=1
(Xi(tl) − b µ(−i)(tl))(b γ0,m)(−i)(tl) (15)
b X
j,m
i =
N X
l=1
(Xi(tl) − b µ(−i)(tl))(b γj,m)(−i)(tl) (16)
where (b γ0,m)(−i)(tl) and (b γj,m)(−i)(tl) are computed, as in (10), but con-
sidering the empirical covariance function and the estimated mean function
b µ(−i) obtained from the reduced functional sample. This procedure is re-
peated with every gene, if g−1(η(−i)) ≥ p1 the i-th gen is member of G1,
otherwise is from G0. The CVE is deﬁned as the quotient between the total
number of genes misclassiﬁed under cross-validation, and the total number
of genes. In this case, we obtain a CV E = 0.0889, for the gene expression
proﬁles without external noise. In the case where such proﬁles are aﬀected
by the local variability of the stochastic evolutionary forces, Table 3 shows
the CVE for diﬀerent intensities ν of the noise, that is, for diﬀerent biological
cell signal-to-noise ratios, without applying thresholding (ﬁrst column), and
applying thresholding (second and third colums). The thresholds considered
lead to the elimination of the last level j = 5, in second column, and the
two last levels j = 4,5, in third column of Table 3. The best performance
is obtained in the case of ν = 0.35. The rest of higher fractal cases, ν = 0.6
and ν = 0.9, are considerably improved eliminating the wavelet-vaguelette
coeﬃcients associated with the last resolution-like levels. Indeed, the results
will be better when a better ﬁtting of the threshold is obtained according to
the level noise of the temporal gene expression data.
4 Final Comments
The expression of the gene is determined by diﬀerent external or internal
factors. Research is developed to detect and quantify gene expression lev-
els under diﬀerent scenarios (biological cells). That is, genes are expressed in
diﬀerent ways in diﬀerent type of cells (liver cells, muscle cells, etc.). The dif-
ferentiation between cells is given by the speciﬁc patterns of gene activations
which in turn control the production of protein. The functional statistical
classiﬁcation methodology proposed in this paper is robust against the ex-
ternal noise factors (external dynamical forces), decreasing the biological cell
signal-to-noise ratio. Thus, fractal gene expression data, associated with high
local expression level variation, can be processed with the methodology pro-
posed here, while classical functional statistical classiﬁcation methods (e.g.8 Rinc´ on and Ruiz-Medina
ν 0 j = 5 j = 4,5
ν = 0 0.0889 0.0889 0.0555
ν = 0.35 0.1 0.1667 0.1555
ν = 0.6 0.2778 0.1889 0.1
ν = 0.9 0.3 0.2333 0.1889
ν = 0.35 0.1667 0.1333 0.0667
ν = 0.6 0.2222 0.2 0.1555
ν = 0.9 0.2444 0.2222 0.1555
ν = 0.35 0.1333 0.1111 0.0778
ν = 0.6 0.2444 0.1778 0.1444
ν = 0.9 0.2444 0.2222 0.1555
Table 1: CVE eliminating coeﬃcients associated with j for diﬀerent values of the
covariance ν for white noise added
Functional-Principal-Component-Analysis-based classiﬁcation) are not able
to process them, eliminating gene expression curves with high local variabil-
ity (see, for example, Leng and M¨ uller [4], 2006). Speciﬁcally, the classical
methodologies are not able to discriminate the external noise level present in
such gene expression data. This paper then addresses this problem.
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