Spectral Filtering for Spatio-temporal Dynamics and Multivariate Forecasts by Meng, Lu
Spectral Filtering for Spatio-temporal
Dynamics and Multivariate Forecasts
Lu Meng
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy
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Lu Meng
Due to the increasing availability of massive spatio-temporal data sets, modeling
high dimensional data becomes quite challenging. A large number of research ques-
tions are rooted in identifying underlying dynamics in such spatio-temporal data. For
many applications, the science suggests that the intrinsic dynamics be smooth and of
low dimension. To reduce the variance of estimates and increase the computational
tractability, dimension reduction is also quite necessary in the modeling procedure.
In this dissertation, we propose a spectral filtering approach for dimension reduction
and forecast amelioration, and apply it to multiple applications. We show the ef-
fectiveness of dimension reduction via our method and also illustrate its power for
prediction in both simulation and real data examples. The resultant lower dimensional
principal component series has a diagonal spectral density at each frequency whose
diagonal elements are in descending order, which is not well motivated can be hard
to interpret. Therefore we propose a phase-based filtering method to create principal
component series with interpretable dynamics in the time domain. Our method is
based on an approach of structural decomposition and phase-aligned construction in
the frequency domain, identifying lower-rank dynamics and its components embedded
in a high dimensional spatio-temporal system. In both our simulated examples and
real data applications, we illustrate that the proposed method is able to separate and
identify meaningful lower-rank movements. Benefiting from the zero-coherence prop-
erty of the principal component series, we subsequently develop a predictive model
for high-dimensional forecasting via lower-rank dynamics. Our modeling approach
reduces multivariate modeling task to multiple univariate modeling and is flexible in
combining with regularization techniques to obtain more stable estimates and im-
prove interpretability. The simulation results and real data analysis show that our
model achieves superior forecast performance compared to the class of autoregressive
models.
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Chapter 1
Introduction
1.1 Motivation and Applications
The assimilation of spatio-temporal data is critical to the scientific discovery in a
wide range of fields such as environmental sciences where temporal data are collected
by spatially distributed remote-sensing platforms and sensor networks, and neural
sciences where time series of brain activities are measured using images from func-
tional Magnetic Resonance Imaging (fMRI) or electroencephalography (EEG) signals.
Researchers employ statistical models that would shed lights on the spatially depen-
dent processes which also evolve over time. As [Wikle and Hooten, 2010] pointed
out, currently there are mainly two approaches for spatial-temporal modeling. One
is descriptive and belongs to the traditional geostatistical paradigm, which treats
the time as an additional dimension and models the space-time covariance functions
jointly [Cressie and Huang, 1999; Gneiting, 2002; Ma, 2003; Wikle, 2003; Stein, 2005;
Paciorek and Schervish, 2006; Fonseca and Steel, 2011; Bevilacqua et al., 2012;
Hsu et al., 2012; Choi et al., 2013]. In practice, such covariance functions suf-
fer from complicated spatio-temporal interactions and curse of dimensionality. The
other approach is dynamic and combines ideas from time series and from spatial
statistics [Sølna and Switzer, 1996; Wikle and Cressie, 1999; Huang and Hsu, 2004;
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Xu et al., 2005; Gelfand et al., 2005; Johannesson et al., 2007; Sigrist et al., 2012;
Gladish and Wikle, 2014]. The latter is often preferred since it represents, compared
to the former, a more direct systems-oriented approach in connection with the sci-
entific context concerning the spatio-temporal processes of interest. It is also more
flexible in integrating with stochastic methods and dynamic programming algorithms.
Current technologies have enabled faster and denser data collection in both space
and time. A major challenge in the analysis of today’s spatio-temporal data is their
high dimensionality. On the other hand, it is believed that the true spatio-temporal
system of interest is smooth in space and time, rendering a low-rank underpinning
dependence structure for the high-dimensional observations. Identification of this low-
rank structure will therefore lead to scientific insights. Furthermore, in applications
that involve predictive modeling using high-dimensional spatio-temporal data, infor-
mation preserving dimension reduction is of utmost importance to the construction
of a reliable predictor.
There are several approaches to achieve dimension reduction. Variable selection
methods reduce the dimension of the original parameter or variable space by selecting
a subset of the most “important” parameters or variables, for example, via regular-
ization as imposing penalties on the parameter space in LASSO [Tibshirani, 1996].
Filtering or smoothing methods (e.g. factor analysis [Thurstone, 1931], Kalman fil-
ter [Kalman, 1960], independent component analysis [Comon, 1994], etc.), on the
other hand identify a low-dimensional manifold, that is, a transformed feature space,
that carries a substantial amount of the original information via transformation or
filtering techniques. Principal component analysis (PCA) [Pearson, 1901] is one of
the most popular tools for dimension reduction via transformation. For temporal
observations on a high-dimensional vector of spatial locations, however, the afore-
mentioned methods for independent observations fail to account for temporal depen-
dence that is possibly coupled with spatial dependence. For example, by treating
observations at different time points as independent, principal components can be
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derived from spatio-temporal data. These principal components are contemporane-
ously uncorrelated but will exhibit autocorrelation and cross-correlation at different
time lags, which are hard to interpret and model. As a result, one can find a long list
of filtering methods in the literature specifically designed for multivariate time series
analysis (e.g., [Forni et al., 2000; Stock and Watson, 2002; Matteson and Tsay, 2011;
Wang et al., 2013; Chang et al., 2014]).
When modeled as multivariate time series, [Brillinger, 1981] gives elegant the-
orems of dimension reduction for second-order stationary time series with infinite
time length, which directly decompose the spectral density matrices in the frequency
domain and construct principal component series that are uncorrelated at all time
lags. Motivated by his theoretical results, we propose a spectral filtering approach
for dimension reduction and forecast improvement. The resultant principal compo-
nent series has an (approximately) diagonal spectral density at each frequency whose
diagonal elements are in decreasing order, which is not well motivated and hard to
interpret. Therefore we further develop a phase-based clustering method to create
principal component series with interpretable dynamics in the time domain. The dy-
namic components obtained from our algorithm has correlated phase in the frequency
domain. Benefiting from the zero coherence of the principal component series, we pro-
pose a predictive model subsequently which reduces the multivariate modeling task
to multiple univariate modeling tasks and is able to combine with regularization tech-
niques. We apply our methods and model to different applications including the field
of environmental science, finance, public health described as below.
• Pressure level data: the climate data analyzed in Chapter 2 for dimension reduc-
tion and forecast improvement is 500mb geopotential heights which approximate
the actual heights of 500 millibar surface above mean sea-level. A geopotential
height observation represents the height of the the pressure surface on which the
observation was taken. The geopotential heights are lower in cold air masses
and higher in warm air masses. The 500mb geopotential heights data is from
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NCEP/NCAR Reanalysis [Kalnay et al., 1996], and has a spatial resolution of
2.5◦ latitude × 2.5◦ longitude, gridded from 30◦N to 70◦N and on the whole
longitudinal band. The data contains 25 consecutive years and every year has
90 daily observations from December 1 to February 28. The whole data starts
from December 1, 1989 and ends on February 28, 2014.
• House price data: the house price index (HPI) data is from the US Federal
Housing Finance Agency. The HPI, which reflects the movement of single-
family house prices, is a weighted, repeat-sales index. It measures average
price changes in repeat sales or refinancing on the same properties. The data
includes the quarterly house price indexes of the 50 states and Washington D.C.
from the first quarter of 1975 to the second quarter of 2015. The house price
appreciation (HPA), also known as the growth rate of the HPI, is usually the
quantity of interest since the change of index rather than the index itself directly
corresponds to the price changes of residential housing. Thus in the analysis,
the quantitative variable in the model is HPA instead of HPI.
• West Nile virus data: the data provided by Chicago Department of Public
Health contains weekly status of the presence of West Nile virus in mosquitoes
trapped from different locations from late May to early October of year 2007
to year 2014. The data is obtained from an online competition from Kaggle, a
platform for predictive modeling and analytics competition. The training data
where the the status of the virus’ presence is given, covers year 2007, 2009, 2011
and 2013, and 138 locations. Each year contains 20 weeks. The test data, which
contains year 2008, 2010, 2012 and 2014, covers 151 locations and 19 weeks for
each year.
• Sea level pressure data: the climate data analyzed in Chapter 3 for dynamic
decomposition is daily sea level pressure from NCEP/NCAR Reanalysis [Kalnay
et al., 1996]. The data has a spatial resolution of 2.5◦ latitude × 2.5◦ longitude
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and covers a part of the pacific ocean from 30◦N to 60◦N and from 150◦E to
230◦E. The time horizon of the data ranges from April 6th, 2012 to December
31, 2014.
• Irish wind Data: the Irish wind speed data used for assessing forecast perfor-
mance in Chapter 4 contains daily average wind speeds from 1961 to 1978 at 12
synoptic meteorological stations in the Republic of Ireland [Haslett and Raftery,
1989].
1.2 Summary of Contributions
Motivated by the theory of [Brillinger, 1981], we build predictive dynamic models
for spatio-temporal data, in which dimension reduction is achieved through spec-
tral analysis. The state of the art lies in the lower dimensionality of the principal
component series and their zero coherence that will be defined momentarily in later
chapters. Since the principal component series are not cross-correlated, we are al-
lowed to model them independently. In particular, we apply univariate time series
model to each principal component series. This substantially reduces the modeling
task.
The theory of [Brillinger, 1981] requires that the process be second order stationary
and be observed for the entire time horizon, meaning from −∞ to +∞. These two
assumptions are sometimes not satisfied. In most cases, non-stationary time series
may be stationarized by some existing techniques such as detrending, differencing,
et cetera. The assumption of infinite time horizon is never satisfied and the theory
cannot be directly applied. One contribution of this dissertation is to modify the
theory so that it can be applied to finite time horizon. We use the periodogram to
estimate the spectral density and the filters is built on the same time domain as the
original series. We further illustrate the adaptation of the method when independent
replicates of the processes are observed (refer to the climate data described in the
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sequel). Our approach is able to capture the dependence in both spatial and time
domain and is efficient when the data does possess a low-dimensional structure in
the spectral domain. This method may be combined with other prediction methods
that do not impose a low dimensional structure in the spectral domain or incorporate
spatial dependence. We combine this spectral dimension reduction method with
several existing prediction methods and apply them to several real data sets. It
is shown that we are able to improve on the forecast performance of the existing
methods. We further perform simulation studies to confirm the results.
The spectral approach above leads to the most or approximately the most ef-
ficient dimension reduction for multivariate time series data in terms of minimum
mean squared error. It applies eigenvalue-eigenvector decomposition to the spectral
density matrices in the frequency domain. By assembling linear filters based on the
eigenvectors from different frequencies, we can derive principal component series that
have zero coherence among each other at all frequencies. This is a desirable prop-
erty for further predictive modeling using such series. However, it is not clear how
one should use eigenvectors at different frequencies to construct meaningful principal
component series. Using the eigenvector corresponding to the k-th largest eigenvalue
from each frequency to assemble the k-th principal component series is not well mo-
tivated nor required for having zero coherence among the principal component series,
and the yielded principal component series can be hard to interpret. In this disserta-
tion, we show that a number of spatial dynamic systems such as signal propagation
result in a spatially-structured signature in the complex argument (or phase offset)
of their Fourier transform, which is preserved across frequencies up to a linear trans-
formation. Taking advantage of this result, we propose a spatial phase-based method
for constructing principal component series and their corresponding dynamic compo-
nents. Eigenvectors from different frequencies in the frequency domain are clustered
based on their complex argument to create principal component series that deliver
interpretable spatial dynamics in the time domain. Each of the dynamic components
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obtained from our algorithm has correlated phase in the frequency domain. In both
simulations and empirical applications, our method returns clean and interpretable
lower-rank spatio-temporal dynamics that explain a substantial proportion of the
observed data.
Benefiting from the zero-coherence of the low-dimensional principal component
series, we subsequently develop a predictive model capturing this low dimensional
dynamic structure in which regularized methods can be applied to further shrink
the coefficients. The proposed predictive model, which is based on our regularized
spectral filtering, combines the spectral decomposition, regularization techniques, lag
selection of moving-average-type processes, and computation of linear hidden Markov
models. We conduct simulation studies and apply the proposed predictive model to
the Irish wind speed dataset. Both the simulation and real data analysis results show
our model outperforms the existing compared models substantially.
The low dimensional spectral structure, based on which our method is developed,
has been observed in many applications. We present three data sets which has been
described previously in Chapter 1.1. We discuss them in details in the subsequent
chapters. We illustrate the effectiveness of dimension reduction and the performance
of prediction improvement via spectral filtering in Chapter 2, the phase-aligned spectral
filtering for interpretable low-dimensional spatio-temporal dynamic decomposition in
Chapter 3 and the power of our regularized spectral filtering model for prediction in
Chapter 4. In Chapter 2 we compare the reconstruction efficiency between our spec-
tral method and principal component analysis in terms of R2. Our spectral method
needs much fewer components than principal component analysis to achieve the same
R2 in both simulation and real data examples. We also apply our spectral filtering
refinement approach for forecasting to the simulated data as well as the real pres-
sure level data, house price data and West Nile virus data. We compare the forecast
performance before and after the spectral filtering for different models respectively.
The results show that the application of our spectral filtering method consistently
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improve the original predictive models in terms of mean squared prediction error. In
Chapter 3 we apply our phase-aligned dynamic decomposition method to two simu-
lated scenarios which are signal propagation and moving energy sources and the real
sea level pressure data. We compare our method with principal component analy-
sis (PCA) [Pearson, 1901], independence component analysis (ICA) [Comon, 1994],
singular spectral analysis (SSA) [Ghil et al., 2002] and principal component analysis
for time series (PCA4TS) [Chang et al., 2014]. The simulation results show that
only our method can capture and separate the underlying dynamic systems, and the
real data analysis results describes clearly two dynamic mechanisms generated from
different locations and moving along opposite directions. In Chapter 4 we apply our
predictive model based on regularized spectral filtering to the simulated data with
or without sparse coefficients. We also apply our model to the real Irish wind speed
data. Although it is stated in [Forni et al., 2015] that two-side filters have rather
poor performance for prediction purpose, both the simulation and empirical results
in Chapter 4 show that our proposed predictive model has better forecasting per-
formance than the class of autoregressive models including fitting an autoregressive
model for each location and jointly fitting a vector autoregressive model.
1.3 Literature Review
Dimension reduction is a classic topic in statistics. In the context of regression models,
it is also known as the model selection or variable selection, for which there is a large
body of literature including the information-based criteria, such as Akaike information
criterion (AIC) [Akaike, 1973], Bayesian information criterion (BIC) [Schwarz, 1978],
deviance information criterion (DIC) [Spiegelhalter et al., 2002; Spiegelhalter et al.,
2014] and other criteria [Mallows, 1973; Ando, 2007; Ando, 2011; So and Ando, 2013].
In recent years, regularization-based methods are popular due to less computational
overhead. An incomplete list of such works includes ridge regression [Hoerl, 1962], the
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Lasso [Tibshirani, 1996], the elastic net [Zou and Hastie, 2005] and other frequentist
regularization methods [Zou, 2006; Yuan and Lin, 2006; Candes and Tao, 2007] as well
as Bayesian Lasso [Park and Casella, 2008] and other Bayesian methods [Liang et al.,
2008; Bottolo and Richardson, 2010]. See [Valdés-Sosa et al., 2005; Hsu et al., 2008;
Song and Bickel, 2011; Davis et al., 2015] for examples of applications in multivariate
time series analysis.
Classical methods for dimension reduction via transformation include principal
component analysis [Pearson, 1901], factor analysis [Thurstone, 1931], canonical cor-
relation analysis [Hotelling, 1936], independent component analysis [Comon, 1994].
They assume that the samples are independently drawn from some unknown distri-
bution thus are not able to capture the dependence in the temporal dimension. In the
context of time series models, dimension reduction is also an important topic, such as
order selection of autoregressive models and moving average models, see [Brockwell
and Davis, 2009] for details. Filtering method are prevalent in multivariate time series
analysis [Box and Tiao, 1977; Molenaar, 1985; Back and Weigend, 1997; Rajagopalan
et al., 1998; Forni et al., 2000; Stock and Watson, 2002; Matteson and Tsay, 2011;
Wang et al., 2013; Chang et al., 2014; Forni et al., 2015]. In particular, the general-
ized dynamic factor model proposed by [Forni et al., 2000] decomposes the original
multivariate process into a moving average of orthonormal white noises of a lower di-
mension. However, the model was not intended to provide a structural interpretation.
The singular spectrum analysis [Ghil et al., 2002] decomposes the higher-dimensional
series into additive components which are usually representing trend, seasonal com-
ponent and noise respectively. It creates the “trajectory” matrix by stacking lagged
segments of original series and perform the singular value decomposition on the tra-
jectory matrix. Nonlinear Laplacian spectral analysis [Giannakis and Majda, 2013]
generalizes the singular spectrum analysis to nonlinear cases. [Matteson and Tsay,
2011] directly look for a contemporaneous linear transformation so that the trans-
formed variables, which they call dynamic orthogonal principal components, have
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no linear or quadratic cross-correlation over time. Such dynamic orthogonal prin-
cipal components are not guaranteed to exist. [Chang et al., 2014] also search for
a contemporaneous linear transformation so that the transformed multivariate time
series form a group structure where any pair of transformed series from different
groups will exhibit no cross-correlation. In other words, the autocorrelation matrix of
the transformed series has a block-diagonal structure. Neither [Matteson and Tsay,
2011] or [Chang et al., 2014] consider possible lags between original variables and
the latent factors. Furthermore, the targeted transformations are not guaranteed to
exist. None of these methods can discover interpretable spatially dependent evolving
dynamic components, as we will show using extensive simulations in Chapter 3.
Principal component analysis (PCA) [Pearson, 1901]1 is one of the most popular
tools for dimension reduction via transformation (see [Jolliffe, 2002] for examples). It
explores the covariance structure among the elements of a multivariate random vector
and performs a linear transformation such that the transformed variables, which are
called principal components, are linearly uncorrelated. In most applications, a small
number of leading components with the highest variance preserve a large portion of the
overall variability in the original multivariate random vector. Principal component
analysis assumes independent sampling and is developed for a static system, and
thus it does not include temporal dependence, also known as autocorrelation and
cross-correlation, for spatio-temporal data. Although the principal components are
contemporaneously uncorrelated, they still maintain the cross-correlation which leads
to the inefficiency of the method.
For the purpose of dimension reduction on spatio-temporal models, a popular ap-
proach is to project the underlying spatio-temporal process onto a lower-dimensional
manifold for further modeling. See [Cressie and Wikle, 2011] for a detailed discus-
1also known as Hotelling transform [Hotelling, 1933], discrete Karhunen-Loève transform
(KLT) [Karhunen, 1947] [Loève, 1948], empirical orthogonal functions (EOF) [Lorenz, 1956] in
other disciplines
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sion of dimension-reduced spatio-temporal modeling. In geostatistics it is sometimes
referred to as fix rank filtering [Cressie et al., 2010], low-rank approximation [Wikle,
2010] or reduce-rank kriging [Olives et al., 2014]. The space-time Kalman filters de-
veloped by [Wikle and Cressie, 1999] reduced the curse of dimensionality to some
extent. The filtering method proposed by [Johannesson et al., 2007] is a dynamic
multi-resolution spatial approach. [Lopes et al., 2008] reduced dimensionality by em-
ploying Bayesian spatial dynamic factor analysis. [Katzfuss and Cressie, 2012] pro-
jected the original process onto a low fix dimensional basis function space in the
framework of Bayesian hierarchical spatio-temporal random effects models. Similar
models were applied in [Brynjarsdóttir and Berliner, 2014] and in [Gladish and Wikle,
2014] the dynamic models are quadratic which is nonlinear approaches. [Allen et al.,
2014] tried to find the best low-rank approximation through a generalized least-square
matrix decomposition. To summarize, as stated in [Wikle, 2015], currently two per-
spectives to deal with the curse of dimensionality in dynamic spatio-temporal models
are: reducing the state dimension by modeling the latent lower dimensional process
through spatial basis expansions; reducing the parameter dimension by parameteriz-
ing the transition matrices and spatial dependence or by model selection approaches.





Modeling high-dimensional time series data is challenging. Take vector autoregressive
models for example. The number of parameters grows quadratically with the dimen-
sion of the series, and thus it quickly exceeds the number of observations when the
dimension of the data increases. Therefore, reducing the dimension is crucial. Exist-
ing methods to achieve dimension reduction largely fall into two categories. Variable
selection methods try to select the most “important” parameters, for example, via
imposing penalties on the parameter space [Valdés-Sosa et al., 2005; Hsu et al., 2008;
Song and Bickel, 2011] or via information-based criteria [Davis et al., 2015]. Filtering
or transformation methods seek for a latent space instead to which the projection
of the original process has a lower dimensional representation. After transformation,
the “new” variables, also known as features, are less dependent among each other and
of lower dimension, and thus the burden of high-dimensional modeling is relieved.
[Brillinger, 1981] gives elegant theory of dimension reduction via transformation
and spectral decomposition for second-order stationary time series with infinite time
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length. It leads to the most efficient dimension reduction for multivariate time series
in terms of minimum mean squared error. The theory requires that the process be
second order stationary and be observed in the entire time horizon from −∞ to
+∞. In most cases, non-stationary time series may be stationarized by some existing
techniques such as detrending, differencing, etc. The assumption of infinite time
horizon is never satisfied and the theory cannot be directly applied.
In this chapter, we propose a method – spectral filtering – based on Brillinger’s
spectral decomposition to reduce the dimension of high-dimensional spatio-temporal
data and produce predictions that incorporates spatial dependence, and apply the
methodology to multiple applications: air pressure level, house price and West Nile
virus data. We show the effectiveness of dimension reduction via our method and
also illustrate its power for prediction in both simulation and real data examples.
2.1 Zero-coherence Transformation
In this section, we introduce a linear transformation for a multivariate process based
on spectral analysis. After transformation, the transformed process has zero coher-
ence, that is, the spectral density of the transformed process is a diagonal matrix at
each frequency.
Consider a real-valued spatio-temporal process {Zs,t ∈ R : s ∈ Dm, t ∈ T } where
the discrete spatial domain Dm = {s1, ..., sm} ⊂ D contains a set of m locations and
T = {0,±1,±2, · · · }. Assume Zt = {Zs,t : s ∈ Dm} is a second-order stationary
m-dimensional vector-valued time series with mean µ and m × m autocovariance
function matrix
Γ(h) = E{(Zt+h − µ)(Zt − µ)>}.
Note that Γ(h) = Γ(−h)>. Without loss of generality, we let Zt have zero mean, that
is, µ = 0. Second-order stationarity requires the first moment and the autocovariance
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function do not vary in time, that is,
E(Zt) = E(Zt+h),
Cov(Zt,Zt′) = Cov(Zt+h,Zt′+h),
for h = 0,±1,±2, · · · .












2πiωhdω, h = 0,±1,±2, · · ·
that is the the inverse Fourier transform of an m×m matrix-valued spectral density
fzz(ω). Each element of fzz(ω) is the cross-spectral component at frequency ω. The






≤ ω ≤ 1
2
.




], the spectral density matrix fzz(ω) is a complex-valued positive-
semidefinite Hermitian matrix, that is, f>zz(ω) = fzz(ω) and a
>fzz(ω)a ≥ 0 for all
a ∈ Cm. Additionally, we have fzz(ω) = fzz(−ω) and fzz(ω) = fzz(ω + 1).
In what follows, we introduce a linear transformation of Zt so that the transformed
process has zero coherence. For each k = 1, ...,m, let λk(ω) be the k-th largest












B(ω) = (v1(ω), · · · ,vm(ω)) = C(ω)> (2.2)
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be the orthogonal matrices associated to the eigenvectors. Because fzz(ω) is Hermi-
tian, positive-semidefinite, it can be written B(ω)Λ(ω)B(ω)> where Λ(ω) = diag{λk(ω) :
k = 1, · · · ,m} and λk ≥ 0. Since
fzz(−ω) = fzz(ω) = B(ω)Λ(ω)B(ω)> = B(ω)Λ(ω)B(ω)>,
we have B(−ω) = B(ω), C(−ω) = C(ω) and Λ(ω) = Λ(−ω).









where both Cτ and Bτ are m ×m matrices. We now define a linear transformation










The vector process Xt = (X1,t, · · · , Xm,t)> is called the principal component series of
Zt. The sub-vector process
X
[r]
t = (X1,t, · · · , Xr,t)>
is called the first r principal component series.
We now describe several properties of the principle component series. The process
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where fζζ(ω) and fηη(ω) are the spectral densities of ζt and ηt respectively and fηζ(ω)
is the cross-spectral matrix, that is, the Fourier transform of the cross-covariance
function γηζ(h) = Cov(ηt+h, ζt). The coherence ρηζ ranges from 0 and 1 and measures
the strength of association between ζt and ηt which includes simultaneous, lagged,
and other possible relationships.
For 1 ≤ k 6= j ≤ m, the k-th principal component series Xk,t and the j-th
principal component series Xj,t have zero coherence at all frequencies, each of which
has a spectral density of λk(ω) or λj(ω) respectively.
Gaussian case. If Zt is a Gaussian process, then Xt is also a Gaussian process.
Let Zkt be the transformed m-dimensional series from the k-th principal component





where Bk,τ ∈ Rm×1 is the k-th column of Bτ for k = 1, · · · ,m. Since the spectral den-
sity of Xt is diagonal at each frequency, (X1,t, X2,t, · · · , Xm,t) are jointly independent.





Zt is decomposed into a sum of m independent Gaussian processes.
2.2 Dimension Reduction via Spectral Filtering
2.2.1 Minimizing Mean Squared Error
For the purpose of dimension reduction, our goal is to find an r ×m matrix-valued
filter {C[r]u : u ∈ T } and an m × r matrix-valued filter {B[r]u : u ∈ T } where r  m,



















the mean squared error (MSE)
E(Zt − Z̃t)>(Zt − Z̃t) (2.5)
is minimized.
Based on the results from [Brillinger, 1981, Chapter 9] the filter {C[r]u : u ∈ T }
















B[r](ω) = (v1(ω), · · · ,vr(ω)) = C[r](ω)>, (2.9)
and v1(ω), · · · ,vr(ω) are the first r eigenvectors of fzz(ω) corresponding to the first
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Furthermore, the cross-spectral matrix between εt and Xt and the cross-spectral
matrix between εt and Z̃t are both 0.
When Zt is a Gaussian process, the filtered series Z̃t is a sum of r independent
Gaussian processes.
Comparison with principle component analysis. With Zt treated as a m-
dimensional vector-valued random variable, principal component analysis finds an
r ×m matrix C and an m× r matrix B minimizing the trace of
E(Zt −BCZt)(Zt −BCZt)>,
and the resulted r-dimensional transformed series ξt = CZt does not have correlation
among each other. That is, if we write ξt = (ξ1,t, ξ2,t, · · · , ξr,t)>, then Cov(ξk,t, ξj,t) = 0
for 1 ≤ k 6= j ≤ r. However, the covariance between ξk,t and ξj,t+h is not necessarily
zero when h 6= 0.
The principal component series analysis can be viewed as the principal component
analysis at different frequencies.
2.2.2 Adaptation to Finite Horizon Time Series
The theory in the previous section is based on the assumption of infinite stationary
time series. It can not be used in practice. In the theory, the construction of the
filters requires the entire time series observed. How to apply the theory to observed
finite time horizon series remains unclear. Thus, adapting the theory to the finite






Let {zs,t ∈ R : s ∈ Dm, t ∈ Tn} denote the observed data where Tn = {1, · · · , n} ⊂
T . The task is to estimate the filters {Cu} and {Bu} based on the sample with finite
time length n. After applying the estimated filters on the high-dimensional finite
time horizon series, the transformed series has a lower dimension and furthermore
the filtered series based on the principal component series has good prediction power.
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A natural modification adapted to the finite series case is to cut off the summation
to the series length and to estimate the spectral density based on the observed series.
Assume that {zt ∈ Rm : t ∈ Tn} is a realization of a zero-mean second-order stationary
process {Zt ∈ Rm : t ∈ T } with spectral density fzz(ω). The principal component





and the filtered series based on the principal component series is calculated from the





where {Cτ : τ = 0,±1, · · · ,±(n − 1)} and {Bτ : τ = 0,±1, · · · ,±(n − 1)} are
obtained from (2.6) and (2.7) respectively, both of which are matrix-valued and have
a length of (2n− 1).
2.2.3 Spectral Density Estimation
To estimate the eigenvalues λi(ω)’s and the eigenvectors vi(ω)’s of the spectral density
fzz(ω) from finite observed series, an obvious way is to estimate the spectral density
first and then use the eigenvalues and eigenvectors of the estimated spectral density
f̂zz(ω) to be the estimates of λi(ω) and vi(ω).
Given the observed multivariate time series, there are many ways to estimate the
spectral density. Parametric approaches assume the underlying process has a struc-
ture which can be described by a number of parameters, for example, autoregressive
and moving average (ARMA) process. The spectral density is easily derived from the
model structure after the parameters estimated. Nonparametric approaches directly
estimate the covariance or the spectral density. Nonparametric approaches make few
assumptions so they are more robust to model misspecification. The periodogram is
widely used for estimating the spectral density as an nonparametric method.
CHAPTER 2. SPECTRAL FILTERING 20
Given data {zs,t ∈ R : s ∈ Dm, t ∈ Tn} with Dm = {s1, · · · , sm} and Tn =








for k = 1, · · · ,m and ωj = j/n for j = 0, 1, · · · , n − 1. Here, the normalization of
n−1/2 is to make the transform and the inverse transform unitary. If n is a highly
composite integer, the discrete Fourier transform could be computed by the fast
Fourier transform [Cooley and Tukey, 1965]. The periodogram is given by
P (ωj) = d(ωj)d(ωj)>. (2.11)
















































Thus, the periodogram is also equal to the Fourier transform of the sample autoco-
variance function.
The periodogram P (ωj) is an asymptotically unbiased but inconsistent estimator
of the spectral density fzz(ωj) since its variance does not go to zero as the sample size
goes to infinity. The raw periodogram is unstable because we have nearly the same
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number of parameters as the sample size. A natural way of improving the estimate








where hk is a smoothing kernel of bandwidth equal to (2q + 1) satisfying
(i) hk > 0,
(ii)
∑q
k=−q hk = 1,




k → 0 as n→∞.
Let f̂zz(ω) = [f̂ij(ω)]
m












flu(ω)fow(ω), ω = ν 6= 0, 12 ,




0, ω 6= ν.
Smoothing in the frequency domain reduces the variance while introduces bias.
Tapering technique, on the other hand, is often applied in the time domain to correct
the bias introduced by the finiteness of the data. For each s ∈ Dm, the observed
univariate series {zs,t : t ∈ Tn} with finite time horizon could be viewed as truncated






 1, t ∈ Tn,0, otherwise. (2.13)
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and thus the raw periodogram of {zs,t : t ∈ Tn} is
Ps(ωj) = |ds(ωj)|2.



















which naturally puts a window on the spectral density because of truncation. This is
known as Fejér’s kernel, which converges to a point mass at zero as n goes to infinity.
To address the bias issue introduced by finite samples, the original data is usually
tapered before the discrete Fourier transform is applied. The tapers generally have
a shape that enhances the center of the data relative to the boundaries, which are
adopted to reduce leakage, especially when the spectral density contains high peeks.













, 1 ≤ t ≤ pn











, n− pn+ 1 ≤ t ≤ n.
(2.14)
where p is the proportional of data tapered on each end, resulting in a total taper of
2p · 100 percent. Figure 2.1 shows the shape of this split cosine taper. This taper is
also used in our real data analysis in Chapter 2.5.
When time series has independent replicates, for example, multiple years in cli-
mate data and multiple subjects in fMRI data, assumed the replicates are realizations
from the same process, the spectral density fzz(ω) can be estimated in different ways.












Figure 2.1: Split cosine taper.
Denote {z(i)t = (z
(i)
s1,t, · · · , z
(i)
sm,t)
> ∈ Rm : t ∈ Tn}, the i-th realization from the
zero-mean second-order stationary process {Zt} where i ∈ Ic = {1, · · · , c}. In the
atmospheric pressure case, the geopotential height is observed at the same location
on the same date for multiple years. The time parameter t indicates the date in each
year. The observations at the same time of each year are considered as repeated
measurements. In this case, estimating the spectral density fzz has three choices:









• (“average”) combine all the replicates by averaging their periodogram out over













• (“leave-one-out”) combine all the other replicates’ periodogram by averaging
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where ωj = j/n for j = 0, 1, · · · , n − 1, hk is a smoothing kernel function satisfy-
ing conditions (i), (ii) and (iii), and P (l)(ωj) is the raw periodogram matrix of the
l-th replicate. The third way of spectral density estimation is for out-of-sample pur-
pose. If the estimate of the spectral density is consistent, then out-of-sample recovery
performance should be close to in-sample recovery performance.
2.2.4 Estimation of the Filters
Denote λ̂k(ω) and v̂k(ω) the k-th largest eigenvalue and the corresponding eigenvector
of f̂zz(ω) for k = 1, · · · ,m, where f̂zz(ω) is the estimate of the spectral density from























B̂(ω) = (v̂1(ω), · · · , v̂r(ω)) = Ĉ(ω)>. (2.19)
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The filters {Cτ} and {Bτ} in (2.6) and (2.7) can be estimated from estimates of













where ωj = j/n for j = 0, · · · , n− 1.
2.2.5 Dimension Reduction Procedure
In-sample dimension reduction and reconstruction. When the underlying
process has only one realization, that is, the data has only one replicate, the dimension
reduction and the reconstruction is achieved from the procedure summarized as below.
1) For each s ∈ Dm, apply the taper (2.14) with a chosen p to the series {zs,t}nt=1.
2) Calculate the discrete Fourier transform of the m-dimensional series {zt}nt=1
by (2.10).
3) Obtain the periodogram from the discrete Fourier transform by (2.11).
4) Estimate the spectral density by the raw or smoothed periodogram in (2.12).
5) Apply eigenvalue-eigenvector decomposition to the estimate of the spectral den-
sity f̂zz(ωj) for j = 0, · · · , n − 1, and get the r eigenvectors v̂1(ωj), · · · , v̂r(ωj)
corresponding to the first r largest eigenvalues.
6) Estimate the filters {Ĉτ} and {B̂τ} by (2.20) and (2.21).
CHAPTER 2. SPECTRAL FILTERING 26
7) Obtain the r-dimensional principal component series via truncated convolution





8) Transform back to the original space to obtain the m-dimensional filtered series





Out-of-sample dimension reduction and reconstruction. For out-of-sample
dimension reduction and reconstruction, the underlying process need more than one
realizations. When the data has multiple replicates, the filters used for the current
replicates’ dimension reduction and reconstruction are constructed from the other
replicates. The procedure is summarized as below, assuming {z(i)s,t : s ∈ Dm, t ∈ Tn}
is the current replicate and there are c replicates in total.
1) Apply the taper (2.14) with a chosen p to each series {z(l)s,t}nt=1 where l ∈ Ic\{i}
and s ∈ Dm.
2) Calculate the discrete Fourier transform, d(l)(ωj) = (d
(l)




the m-dimensional series {z(l)t }nt=1 for each l ∈ Ic\{i} where
d
(l)








for k = 1, · · · ,m and ωj = j/n for j = 0, 2, · · · , n− 1.
3) Obtain the periodogram of {z(l)t }nt=1 for each l ∈ Ic\{i} by
P (l)(ωj) = d
(l)(ωj)d(l)(ωj)>.
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where hk is a smoothing kernel satisfying the regularity conditions in Chap-
ter 2.2.3.
5) Apply eigenvalue-eigenvector decomposition on f̂zz(ωj) for j = 0, · · · , n−1, and
get the first r eigenvectors corresponding to the first r largest eigenvalues.
6) Estimate the filters {Ĉτ} and {B̂τ} by (2.20) and (2.21).
7) Apply {Ĉτ} to {z(i)t }nt=1 to obtain the r-dimensional principal component series









8) Transform back to the original space to obtain the m-dimensional filtered series









2.3 Forecast Improvement via Spectral Filtering
2.3.1 Mean Squared Prediction Error Reduced by Spectral
Filtering









where Cητ ∈ Rr×m and Bητ ∈ Rm×r for τ ∈ T . Assume the observed process {zt} is a
noisy version of ηt, that is,
zt = ηt + εt,
where
εt ∼ N (0, σ2εI).
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If the m-dimensional series {zt} has infinite time horizon, and the filters {Cτ ∈
Rr×m : τ ∈ T } and {Bτ ∈ Rm×r : τ ∈ T } constructed from {zt} are known. Note
that εt has a diagonal spectral density matrix with constant diagonal elements, that
is, σ2εI. Thus the filters constructed from {zt : t ∈ T } are the same with those from





















Cτ−uεu = ηt + ε̃t,
which leads to
E(zt − z̃t)>(zt − z̃t) = E(εt − ε̃t)>(εt − ε̃t) = (m− r)σ2ε .
If the observed series length n is finite, and the filters {Cτ} and {Bτ} are known,
we use some predictive model M to forecast zn+1 from {z1, · · · , zn}. Then the
forecast ẑn+1 should be a function of {z1, · · · , zn}, which is independent with εn+1.
Assume M could not be able to fully capture the low-dimensional structure in ηt.
We can write
zn+1 = ẑn+1 + en+1 + εn+1,
where en+1 is independent with εn+1 and represents the dependence structureM fails
to capture. Consequently,
E(zn+1 − ẑn+1)>(zn+1 − ẑn+1) = E(en+1 + εn+1)>(en+1 + εn+1) = trace(Σe) +mσ2ε .
Apply spectral filtering to ẑt, and then






E(zn+1 − ˜̂zn+1)>(zn+1 − ˜̂zn+1) ≤ E(zn+1 − ẑn+1)>(zn+1 − ẑn+1).
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Consequently, applying the spectral filtering to the forecasts from M should be able
to reduce the mean squared prediction error. Motivated by this, we propose a spectral
filtering approach for forecasting refinement in the following sections.




denote the observation at location sk and time t for the i-th replication,
where k = 1, · · · ,m, t = 1, · · · , n and i = 1, · · · , c. Assume that the prediction task












= {y(j)s,t : s ∈
{s1, s2, · · · , sm}, t ∈ {1, 2, · · · , n}, j ∈ {1, 2, · · · , c}, j 6= i} are the observations at




= {y(i)s,t : s ∈ {s1, · · · , sm}, t ∈ {1, · · · , t0}} with t0 being the time length
of the observations for the i-th replicate.








where s ∈ Dm = {s1, · · · , sm} ⊂ D, t ∈ Tn = {1 · · · , n} ⊂ T and i ∈ Ic =
{1, · · · , c} ⊂ I. {µ(i)s,t : i ∈ Ic, s ∈ Dm} represents the deterministic trend or mean
function, corresponding to the location-specific mean effect. {z(i)s,t : s ∈ Dm, t ∈ Tn, i ∈
Ic} is a Gaussian random field which captures the local space-time dependence within
each replicate, and assumed to have zero mean and be second-order stationary along
the time dimension.
2.3.3 Parameter Estimation
Estimation of µ. There are different approaches for both parametric and nonpara-
metric trend estimation, for example, spline regression, loess [Cleveland, 1979], kernel
smoothing, wavelet [Craigmile and Guttorp, 2011] [Andreas and Treviño, 1997] [Par-
tal and Küçük, 2006], et cetera. In the pressure level data application, we assume
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µ
(i)
s,t does not change over time. Thus we write µ
(i)











s,t , s ∈ Dm.








s,t , s ∈ Dm. (2.23)
Estimation of z. There are different ways for modeling the remaining spatio-
temporal process z
(i)
t . If we assume that {z
(i)










s,t ∼ N (0, σ2) (2.24)
then to forecast z
(i)
s1:sm,(t0+1):n
, we need to estimate βt in (2.24) from other (c−1) years’
of data. Before that, we need to estimate the z
(−i)
s1:sm,1:n
first. Given the estimate of
µ
(j)





s,t − µ̂(j)s , s ∈ Dm, j ∈ Ic\{i}.





for t = t0 + 1, · · · , n, where ẑ(j)t = (ẑ
(j)
s1,t, · · · , ẑ
(j)
sm,t)
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Furthermore, the zero-mean spatio-temporal process {z(i)s,t : s ∈ Dm, t = t0 +1, · · · , n}
could be estimated from (2.24) as below
ẑ
(i)
s,t = β̂t · ẑ
(i)
s,t−1
for s ∈ Dm and t = t0 + 1, · · · , n.
Since we believe the true zero-mean spatio-temporal process lies in a intrinsic lower
dimensional manifold, we apply the proposed spectral filtering from Chapter 2.2 on
{ẑ(i)s,t : s ∈ Dm, t ∈ Tn}, so that the reconstruction of the process is embedded with
this characteristic.
Estimation of the filters. The spectral density fzz(ω) can be estimated by aver-













where ωj = j/n for j = 0, 1, · · · , n − 1, hk is a smoothing kernel function satisfying
the regularity conditions in Chapter 2.2.3, and P (l)(ωj) is the periodogram matrix
for the l-th replicates. Denote λ̂k(ωj) and v̂k(ωj) the k-th largest eigenvalue and
corresponding eigenvector of f̂zz(ωj), k = 1, · · · ,m. The filters {Cτ} and {Bτ} in





















B̂(ωj) = (v̂1(ωj), · · · , v̂r(ωj)) = Ĉ(ωj)>. (2.29)
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s,t − µ̂(j)s , s ∈ Dm, t ∈ Tn, j ∈ Ic\{i},
we obtain the estimated filters {Ĉu} and {B̂u}.









are the predictions from some predictive model, we get the principal
component series x
(i)
1:r,1:n. Subsequently we apply the filter {B̂u} to the principal
component series x
(i)
1:r,1:n to obtain the filtered series z̃
(i)
s1:sm,(t0+1):n
. The final prediction







s , s ∈ Dm, t ∈ {t0 + 1, t0 + 2, · · · ,m}.
2.3.4 Forecast Improvement
The estimation (prediction) of y
(i)
s1:sm,(t0+1):n
includes estimating the mean function
µ
(i)




predictive model, and filtering the predictions afterwards. Algorithm 1 illustrates the
whole procedure with the predictive model chosen to be the linear model described
in Chapter 2.3.3 for example. Different predictive models could be alternatives in
the procedure. The main idea is to combine the predictive model with the proposed
spectral filtering so that the filtered predictions is embedded with the characteristics
of intrinsic low-dimensional structure and meanwhile has smaller mean squared pre-
diction error.
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for j 6= i do


















zz ← estimate of the spectral density of z(j)s1:sm,1:n;
for t=t0+1 to n do









Cu,Bu ← estimate by (2.20) and (2.21);













← y(i)sk,t − µ
(i)
sk ;




← βt · z(i)sk,t−1;
x
(i)







← apply the filter Bu to x(i)1:r,(t0+1):n;
for k=1 to m do




← z(i)sk,t + µ
(i)
sk ;
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2.4 Simulation Examples













Figure 2.2: Illustration of the simulated grid: the dashed gray circle is the circular
trajectory of the moving energy source; the gray square in the upright corner is the
grid block s17,18; color intensity indicates the values of z(j,k),8; the thick black contour
lines show the levels of noises added.
For this example, we construct a low-dimensional dynamic system in an area where
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observations of this system were taken on a grid of spatial locations. The observed
value at each grid location and a given time point is the total energy from a moving
energy source that is absorbed by the unit block area centered at this given grid
location.
We create a 20 × 20 grid covering D = [0, 20]2 ⊂ R2 with grid blocks {sj,k =
[j − 1, j]× [k − 1, k] ⊂ R2 : 1 ≤ j ≤ 20, 1 ≤ k ≤ 20, j ∈ N, k ∈ N} and grid locations
being the centers of the corresponding grid blocks. The energy source moves along a
circular trajectory that centers at cc = (10, 10), with a radius of rc = 5. It moves at
a angular velocity of vθ = 2π/100 per time unit counterclockwise. Each simulation
starts from a randomly selected point on the trajectory circle which can be denoted
by θ0, its angular distance from the horizontal axis. Then the energy source’s position
at t = 0 can be written as cc + (rc cos θ0, rc sin θ0) = (10 + 5 cos θ0, 10 + 5 sin θ0) with









rc cos(θ0 + vθt)




10 + 5 cos(θ0 + πt/50)
10 + 5 sin(θ0 + πt/50)
)
.
Assume that the energy absorbed from the energy source decays exponentially in
squared distance. For s ∈ D, t ∈ Tn = {1, 2, · · · , n}, we can explicitly write down the
energy at location s and time t absorbed from the energy source positioned at ct as






where E0 is the total emitted energy of the energy source during any unit time, which
is assumed to be a constant. Thus, the amount of energy the grid block sj,k absorbs











− (x1 − ct,1)




The total emitted energy E0 is set to be 1000 and the bandwidth parameter γ is set
to be 5. The final observed data is generated by
y(j,k),t = z(j,k),t + ε(j,k),t,










Figure 2.3: Level plots of the simulated gridded data at selected time.
where 1 ≤ j ≤ 20, 1 ≤ k ≤ 20. For vectorized notation, we define i = 20(j −
1) + k. εt = (ε1,t, ε2,t, · · · , ε400,t)> is then the ε(j,k),t vectorized. We assume that
εt ∼ N (0, σ2εIm) with σ2ε = 0.16 and m = 400.
Figure 2.2 illustrates the simulation using one example setup. The dashed gray
circle is the circular trajectory of the moving energy source. The initial position of the
energy source and the position at t = 8 are specified in the figure. The gray square in
the upright corner is the grid block s17,18. Color intensity is used to indicate the values
of z(j,k),t at t = 8. Darker blue indicates larger value of z(j,k),8. The contour lines are
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also drawn in the figure. The thick black contour lines show the levels of noises (εt)
we add to the observed values. The number of time points for this simulation is set
to n = 500. We show in Figure 2.3 a set of level plots of the simulated gridded data
yt at t = 1, 3, 5, 7, 9, 11, 13, 15 and 17.
The proposed spectral filtering method is applied to the generated yt. The kernel
for smoothing the periodogram is chosen to be the Daniell kernel with bandwidth
equal to 21:
hk =
 (11− k)/121, k = 0, 1, 2, · · · , 10(11 + k)/121, k = −1,−2, · · · ,−10
Let f̂yy be the estimated spectral density and λ̂j(ω) be the j-th largest eigenvalue of
f̂yy(ω). The sum of eigenvalues of f̂yy(ω) at frequency ω is displayed in Figure 2.4a.
The figure plots the sum of all eigenvalues, which is equal to the trace of f̂yy(ω),
against frequency. tr(f̂yy(ω)) is highest when ω = 0.05 and the second peak shows at
ω = 0.1 but carries much lower energy. tr(f̂yy(ω)) is quite low for frequencies higher
than 0.2. The eigenvalues of f̂yy(ω) are plotted in Figure 2.4b against frequency ω.
We only show the first two largest eigenvalues for frequencies less than 0.25 since the
rest eigenvalues are too small compared to the ones drawn in the figure. The black
line plots the largest eigenvalue of f̂yy(ω) against ω, which occupies almost all the
energy of the spectral density. The peak appears at ω = 0.05 which is equal to the
frequency of the energy source and the echo peaks show at the multiple of 0.05 with
fast energy decay. The red line corresponds to the second largest eigenvalue of f̂yy(ω)
against frequency ω which already quite small compared to the first largest eigenvalue
λ̂1(ω). The main power is carried by the first principal component series.
Figure 2.4b shows a spectral gap between the first eigenvalue λ̂1(ω) and the sec-
ond λ̂2(ω). Therefore, we determine the generated data is embedded with a one-
dimensional structure, which is much lower than the original dimension of 400 and
consistent with our design scheme.
Multiple replicates are generated by random sampling the starting location of
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(a)
∑m
i=1 λ̂i(ω) versus ω


















(b) λ̂j(ω) versus ω





















Figure 2.4: Eigenvalue spectrum of the estimated spectral density f̂yy.
the energy source on the circular trajectory, which is equivalent to random sampling
θ0 from the uniform distribution on [0, 2π]. We generate 20 replicates of data and
then apply the proposed spectral filtering on each replicate with r, the dimension
of the principal component series, chosen to be 1. Figure 2.5 shows a screen shot
of the filtered data ỹt along with the true signal zt at time t = 8 for comparison.
Each panel is the level plot of zt or ỹt. The cross of the gray solid vertical and
horizontal lines is the position of the energy source at t = 8. The contour lines are also
drawn for each panel. The top left panel (“signal”) is the generated zt which stands
for the true low-dimensional signal we aim to capture. The remaining three panels
are all filtered data with the filters constructed from the spectral density estimated
in three different ways, see (2.15), (2.16) and (2.17). The filters of the top right
panel (“self”) are constructed from the current replicate’s estimated spectral density.
The filters of the bottom left panel (“average”) are constructed from averaged all
20 replicates’ smoothed periodogram matrices. The filters of the bottom right panel





































Figure 2.5: Level plots of the true signal and filtered data under different spectral
density estimation.
(“leave-one-out”) are constructed by “leave-one-out” method, that is, the spectral
density used for constructing the filters are estimated from the average of other 19
replicates’ smoothed periodogram matrices. It can be seen that filtered series from
the “self” method is relatively noisy and the symmetric characteristics of the signal is
not well maintained. The latter two methods (“average” and “leave-one-out”) have
smoother filtered series compared to the first method (“self”). In terms of mean
squared error between the filtered series and the “true” signal, they also have better
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filtered results. The estimate of the spectral density is more stable and smooth from
these two methods. The “leave-one-out” method has relatively better results since the
filters constructed from other replicates are independent with the current replicate.
This is also can be explained by Figure 2.6. Figure 2.6 displays the first four largest
eigenvalues in log scale against frequency from the three methods. It is shown that
the estimates from the “self” method are more noisy than the “average” and “leave-
one-out” method. Since the error process has a constant spectral density through all
frequencies, the eigenvalues except the largest one should look flat along frequency.
(a) self





























































Figure 2.6: Eigenvalue spectrum of different estimates of the spectral density.
For comparison, we also apply the principal component analysis to the simulated
data. There is a spectral gap between the fourth and fifth eigenvalue of the sam-
ple variance matrix, and thus the dimension identified by the principal component
analysis is 4.
2.4.2 Low dimensional Structure Recovery and High dimen-
sional Forecast Improvement
We conduct a simulation study with the original dimension of the dat equal to m = 10
and the true dimension of the signal equal to r = 3. In other words, the generated
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data is 10-dimensional multivariate time series embedded with a three-dimensional
structure. The time length of the generated multivariate series is set to n = 1000.
We start with generating a multivariate series from vector autoregressive process
of order one with correlated error series, that is, generating 10-dimensional ηt for
t = 1, · · · , 1000 from
ηt = βηt−1 + εt,
where β = {βij}10×10 with




η1 ∼ N (0, I),
and
εt ∼ N (0, 0.1J + 0.9I).
I is the identity matrix, and J is the matrix with all elements equal to 1.
To get the low-dimensional structure, we apply the proposed spectral filtering in
Chapter 2.2 with r = 3 to ηt. Let η
?










Model assessment. We define pseudo-R2 as below to measure the similarity be-

















is the series mean at location sk. The closer the pseudo-R
2 is to 1, the similar z̃ to z,
the better the recovery of the data is. The pseudo-R2 also measures the proportion
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of the variability in the data that the principal component series used for recovery
are able to capture.









(ŷsk,t − ysk,t)2, (2.31)
where ŷsk,t is the predicted value from some predictive model before or after the
spectral filtering is applied. The smaller the estimated mean squared prediction error
is, the better quality the prediction has.
To assess the improvement performance of the spectral filtering for predictive
models, we use the reduced percentage of mean squared prediction error before and





In-sample recovery via spectral filtering. We generate 100 independent sam-
ples. For each sample, we use the current sample’s periodogram as the estimate of
the spectral density and then apply the spectral filtering for dimensionality reduction
and reconstruction. Figure 2.7a plots the pseudo-R2 against the number of principal
component series used for reconstruction. Each boxplot pools the pseudo-R2’s from
100 samples. Different colors correspond to different bandwidths of the kernel used
for periodogram smoothing. The spectral gap appears between r = 3 and r = 4,
which indicates a three-dimensional structure in the data. We use Daniell kernel with
different bandwidths to smooth the periodogram matrix to obtain the estimate of
the spectral density, and construct the filters based on them. The figure shows that
the estimate of the spectral density using different bandwidths leads to similar recov-
ery results. The spectral filtering is able to capture or recover the three-dimensional
structure embedded in the data.
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Figure 2.7: Pseudo-R2 for low-dimensional structure recovery via spectral filtering on
simulated data using in-sample or out-of-sample filters.
Out-of-sample recovery via spectral filtering. We generate one sample for con-
structing the low-dimensional filter and then apply this filter to another independent
sample for spectral filtering. Figure 2.7b plots the out-of-sample pseudo-R2’s from
100 simulations when different bandwidths are used for periodogram smoothing. By
out-of-sample, we mean the filter used for filtering is obtained from another inde-
pendent sample. The filtered series are constructed from three principal component
series. When the bandwidth is equal to 51, the estimate of the spectral density is not
consistent enough since the pseudo-R2 is around 86%. As the bandwidth increases,
the pseudo-R2 is climbing. The increasing rate slows down from the bandwidth equal
to 101 to the bandwidth equal to 201 since it is reaching the best out-of-sample re-
covery performance when the bandwidth equal to 201. The out-of-sample recovery
should be close to the in-sample recovery when the estimate of the spectral density
is consistent from sample to sample.
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Forecast improvement via spectral filtering. We generate one sample for con-
structing the filter and then generate another independent sample for forecast im-



















Figure 2.8: Forecast improvement via spectral filtering: reduced MSPE percentage
by spectral filtering on different predictive models, using in-sample filters or out-of-
sample filters.
– the observations and its forecasts together – and then use the filtered series as the
final predictions. We also apply the in-sample filter, which is generated by this sam-
ple, for forecast correction, and then compare with the out-of-sample filter’s forecast
improvement performance. Before the spectral filtering, we employ two predictive
models and forecast 10 steps ahead with t0 = 990. One is fitting an individual au-
toregressive model for each location. The other one is fitting a vector autoregressive
model to the whole data. The order of each model is selected by AIC. After obtaining
the predictions from the two models, we apply the spectral filtering to the predictions
at t = t0 + 1, · · · , n along with the observations at t = 1, · · · , t0. The filtered series at
t = t0 + 1, · · · , n are the final predictions. Figure 2.8 plots the reduced percentage of
mean squared prediction error by the spectral filtering defined in (2.32). Each boxplot
pools the reduced percentages from 100 simulations. The models for comparison are:
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(i) to fit an autoregressive model for each location and then apply out-of-sample
spectral filtering (labeled as “ar+out”);
(ii) to fit an autoregressive model for each location and then apply in-sample spectral
filtering (labeled as “ar+self”);
(iii) to fit an vector autoregressive model and then apply out-of-sample spectral
filtering (labeled as “var+out”);
(iv) to fit an vector autoregressive model and then apply in-sample spectral filtering
(labeled as “var+self”).
The bandwidth used for smoothing the periodogram is 201 because from the out-of-
sample recovery study the estimate of spectral density with kernel bandwidth equal to
201 is the most consistent from sample to sample. The figure shows that for fitting an
autoregressive model for each location, the spectral filtering is able to reduce the mean
squared prediction by 8% to 10%. And for fitting a vector autoregressive model for all
the data, the spectral filtering is still able to improve the forecasts by 3% to 5%. In
this simulation, the in-sample filtering has better forecast improvement performance.
One possible reason lies in the relatively small time length of the forecasts. Compared
to the generalization of the filter from sample to sample, the prediction error from
the model has less effect on the estimation of the filters.
Comparison with principal component analysis. We also apply the principal
component analysis to the simulated data for comparison.
Figure 2.9a plots the in-sample pseudo-R2 against the number of principal com-
ponents used for reconstruction. That is, applying principal component analysis to
the data and use different numbers of principal components to reconstruct the series.
Each boxplot is drawn from 100 simulations. The pseudo-R2 increases in a relatively
slow rate and there is no obvious gap. Thus, the principal component analysis is not
able to identify the embedded low-dimensional structure.




















































































Figure 2.9: Pseudo-R2 for low-dimensional structure recovery via principal component
analysis on simulated data using in-sample or out-of-sample filters.
Figure 2.9b plots the out-of-sample recovery of principal component analysis along
with the spectral filtering’s results. We apply principal component analysis to one
sample to obtain the m by r transformation matrix and then apply this transfor-
mation matrix to another independent sample to get the corresponding principal
components and the reconstruction from the components. The number of principal
components used for recovery is three for comparison. Each boxplot is drawn rom
100 simulations. It is another evidence that principal component analysis is not able
to capture the embedded three-dimensional structure and thus it reaches far worse
recovery performance than the spectral filtering.
We also apply the principal component analysis to the forecasts and compare the
improvement performance with the spectral filtering. Figure 2.10 plots the reduced
percentage of mean squared prediction error by principal component analysis along
with the spectral filtering for forecast improvement. Each boxplot pools the results
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Figure 2.10: Forecast improvement comparison: reduced MSPE percentage by PCA
on different predictive models compared with by spectral filtering, using in-sample
filters or out-of-sample filters.
from 100 simulations. The principal component analysis has no improvement on
the forecast from autoregressive model for each location, and jeopardizes the forecast
performance of vector autoregressive model. While in both cases, the spectral filtering
reduces the mean squared prediction error by an evident proportion.
Therefore, in this simulation example, the spectral filtering identifies the low-
dimensional structure the principal component analysis fails to catch, reduces the
dimension more efficiently and improves the forecast performance.
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2.5 Real Data Analysis
2.5.1 Pressure Level Data Analysis
The pressure level data used in this analysis is 500mb geopotential heights which
approximate the actual heights of 500 millibar surface above mean sea-level. The
unit is meter. A geopotential height observation represents the height of the pressure
surface on which the observation was taken. The geopotential heights are lower in
cold air masses and higher in warm air masses.
The 500mb geopotential heights dataset is from NCEP/NCAR Reanalysis [Kalnay
et al., 1996], and has a spatial resolution of 2.5◦ latitude× 2.5◦ longitude, gridded from
30◦N to 70◦N and on the whole longitudinal band. The data contains 25 consecutive
years and every year has 90 daily observations from December 1 to February 28. The
whole data spans from December 1, 1989 to February 28, 2014. Figure 2.11 shows
the 500mb geopotential heights on December 1, 1989, January 1, 2001 and February




the observed data point at time t on the grid sk in the i-th year, where
t = 1, · · · , n, k = 1, · · · ,m, i = 1, · · · , c. Here for the data, we have m = 144× 17 =









where s ∈ Dm, t ∈ Tn and i ∈ Ic. µ(i)s is a deterministic mean function, corresponding
to the location-specific mean effect, and may vary over years. {z(i)s,t : s ∈ Dm, t ∈
Tn, i ∈ Ic} is a Gaussian random field which captures the local space-time dependence
within each year, and assumed to have zero mean and be second-order stationary along
the time dimension.
Dimension reduction is applied to the demeaned data {z(i)s,t : s ∈ Dm, t ∈ Tn, i ∈
































































































































Figure 2.11: Contour plots of 500mb geopotential heights on selected dates.
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s,t , s ∈ Dm, t ∈ Tn, i ∈ Ic. (2.33)
We have tried to implement both principal component analysis and our spectral anal-
ysis individually for dimension reduction and reconstruction in the following sections.












































where ŷsk,t is the predicted value from some predictive model before or after the













to evaluate the forecast performance of the i-th year.
We use the reduced percentage of mean squared prediction error before and after
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Figure 2.12: Dimension reduction via PCA on pressure level data: pseudo-R2 against
the number of principal components used for reconstruction.
Principal component analysis on the pressure level data. The principal com-
ponent analysis is applied to the demeaned data {z(i)s,t : s ∈ Dm, t ∈ Tn, i ∈ Ic} ob-
tained from (2.33) to be compared with the spectral filtering results in the subsequent
analysis.
We use different number of principal components to reconstruct the data. Fig-
ure 2.12 shows the boxplots of pseudo-R2 when r = 1, 2, · · · , 20 respectively where r
represents the number of principal components used for reconstruction. Each boxplot
pools the 25 years’ pseudo-R2. The first component is only able to recover 21.6% of
the data. The covariance matrix is degenerated because of n < m, and thus the rank
of the covariance matrix is at most m = 90. Thus, the principal component analysis
uses at most 90 principal components for full recovery of the data. The pseudo-R2 is
slowly growing to 1.
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(b) cumulative proportion of eigenvalues


















Figure 2.13: Dimension reduction via spectral filtering on pressure level data: the
spectral density is estimated from raw periodogram from the current year, all 25
years, or the other 24 years.
Dimension reduction via spectral filtering on the pressure level data. The
spectral analysis is applied to the demeaned data {z(i)s,t : s ∈ Dm, t ∈ Tn, i ∈ Ic}
obtained from (2.33). We have tried to use different number of principal component
series for reconstruction. We also have used different ways to estimate the spectral
density for constructing the filters, including different bandwidths for the periodogram
smoothing, averaging the smoothed periodogram from current year, all 25 years or
the other 24 years as in (2.15), (2.16) and (2.17), taping the data with different
proportions.
Figure 2.13a shows the pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40 respectively
with the spectral density estimated from raw periodogram in different ways: 1) es-
timated by the current year’s raw periodogram; 2) estimated by averaging all the
25 years’ raw periodogram; 3) estimated by averaging the other 24 years’ raw pe-
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riodogram. Each boxplot pools the 25 years’ pseudo-R2. For the spectral density
estimated by the current year’s raw periodogram, the first eigenvalue is dominant
when all eigenvalues of fzz(ωj) are in descending order:
λ̂1(ωj)∑m
k=1 λ̂k(ωj)
is almost 1 for all
j = 1, · · · , n/2. This is caused by the degeneration of the raw periodogram. For each
frequency, the periodogram has a rank of 1. In this case, there are only one non-zero
eigenvalues.
For the spectral density estimated by all the 25 years’ raw periodogram, r = 25
principal component series are needed to reach the same accuracy as using its own




changes over r. Different lines
correspond to different frequency ωj where j = 1, · · · , n/2. It can be seen that
after r = 25, the proportion comes very close to 1 at all frequencies. Averaging the
periodogram matrices of 25 years is increasing the effective sample size. The rank of
the degenerated periodogram increases from 1 to 25. Thus, 25 principal component
series is able to fully recover the data.
For the spectral density estimated by the other 24 years’ raw periodogram, it
is equivalent to out-of-sample recovery. In this case, R2 indicates the prediction
power when using raw periodogram smoothed by a kernel with the bandwidth of 24.
Thus, the pseudo-R2 remains the same level after r = 24. The relatively small R2’s
compared with other two methods are caused by the inconsistent estimation of the
spectral density.
Figure 2.14a shows the boxplots of pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40
with the spectral density estimated from smoothed periodogram in different ways: 1)
estimated by its own smoothed periodogram – “self” in red; 2) estimated by averaging
all the 25 years’ smoothed periodogram – “avr” in green; 3) estimated by averaging
the other 24 years’ smoothed periodogram – “loo” in blue. The smoothing function
for estimating the spectral density is chosen to be the Daniell kernel with a bandwidth
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Figure 2.14: Dimension reduction via spectral filtering on pressure level data: pseudo-
R2 against different number of principal component series used with the spectral
density estimated from kernel smoothed periodogram of the current year, all 25 years,
or the other 24 years.




1/9, k = ±2,
2/9, k = ±1,
3/9 = 1/3, k = 0.
(2.34)
For the spectral density estimated by its own smoothed periodogram, the pseudo-R2





is close to 1 for all j = 1, · · · , n/2. The kernel is a weighted
moving average with a small bandwidth, so the results are similar to the case of using
its own raw periodogram as the estimate of spectral density. For the spectral density
estimated by all the 25 years’ smoothed periodogram, for r < 40, the reconstruction
accuracy can not reach the best result as using its own smoothed periodogram. When
r = 25, the pseudo-R2 is approximately 95%. For the spectral density estimated
by the other 24 years’ smoothed periodogram, the reconstruction is not as good
as the first two methods but it is uniformly better than using other 24 years’ raw
periodogram. Thus, the smoothed periodogram is more consistent through years.
Smoothing kernel functions with different bandwidths are also applied to the raw
periodogram for estimating the spectral density. Daniell kernels (2.35) and (2.36)
have a bandwidth of 9 and 13 respectively:
hk = (5− |k|)/25, k = 0,±1,±2,±3,±4; (2.35)
hk = (7− |k|)/49, k = 0,±1,±2,±3,±4,±5,±6. (2.36)
Figure 2.14b and figure 2.14c show the boxplots of pseudo-R2 when r = 5, 10, 15,
20, 25, 30, 35, 40 with the spectral density estimated from smoothed periodogram by
the two kernels respectively. The estimate of the spectral density are also obtained
from three ways: 1) estimated by its own smoothed periodogram – “self” in orchid;
2) estimated by averaging all the 25 years’ smoothed periodogram – “avr” in blue; 3)
estimated by averaging the other 24 years’ smoothed periodogram – “loo” in green.
The larger the bandwidth is, the better performance the “loo” method has, and the
worse the “self” and “avr” methods perform.
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Figure 2.15: Dimension reduction via spectral filtering on pressure level data: pseudo-
R2 against the number of principal component series used with the spectral density
estimated from smoothed periodogram (Daniell kernel (2.34)) of the current year, all
25 years, or the other 25 years with different tapering proportions.
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Figure 2.16: Dimension reduction via spectral filtering on pressure level data: pseudo-
R2 for different number of principal component series used with the spectral den-
sity estimated by the current year’s periodogram – raw, smoothed by Daniell ker-
nel (2.34), (2.35) and (2.36) without tapering, smoothed by Daniell kernel (2.34)
with taper=10%, 20%, 30%, 40%, 50% respectively.
We also tried to taper different proportions of the data by a cosine bell before ap-
plying the smoothing kernel (2.34): a split cosine bell taper (2.14) with p = 10%, 20%,
30%, 40% and 50% is applied to the data respectively. Figure 2.14d, 2.15a, 2.15b, 2.15c
and 2.15d show the pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40 respectively
with the spectral density estimated from smoothed periodogram with different tap-
ing proportion. While taper does reduce bias due to leakage, the price to pay is that
the effective sample size is reduced at the same time. When we also smooth across
frequencies, this reduction is translated into a loss of information in the form of an
increase in variance.
To illustrate the results from another point of view, we plot the pseudo-R2 for
“self”, “average”, “leave-one-out” methods in Figure 2.16, 2.17 and 2.18 respectively.
Figure 2.16 shows the pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40 respectively with
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Figure 2.17: Dimension reduction via spectral filtering on pressure level data: pseudo-
R2 for different number of principal component series used with the spectral density
estimated from averaging all 25 years’ periodogram – raw, smoothed by Daniell ker-
nel (2.34), (2.35) and (2.36) without tapering, smoothed by Daniell kernel (2.34) with
taper=10%, 20%, 30%, 40%, 50% respectively.
the spectral density estimated from the current year’s periodogram in different ways:
raw, smoothed by kernel (2.34), smoothed by kernel (2.35), smoothed by kernel (2.36),
taper (2.14) with p = 10%, 20%, 30%, 40% and 50% applied to the data before
smoothing kernel (2.34). Smoothing and tapering jeopardize the efficiency for the
current year’s dimension reduction. As we discussed earlier, one dimension of fully
recovery based on the current year’s raw periodogram is because of the inconsistency
of the spectral density estimation. It is similar to the principal component analysis
with sample size equal to 1.
Figure 2.17 shows the pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40 respectively
with the spectral density estimated from averaging all 25 years’ periodogram in dif-
ferent ways: raw, smoothed by kernel (2.34), smoothed by kernel (2.35), smoothed
by kernel (2.36), taper (2.14) with p = 10%, 20%, 30%, 40% and 50% applied to the
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Figure 2.18: Dimension reduction via spectral filtering on pressure level data: pseudo-
R2 for different number of principal component series used with the spectral density
estimated from averaging the other 24 years’ periodogram – raw, smoothed by Daniell
kernel (2.34), (2.35) and (2.36) without tapering, smoothed by Daniell kernel (2.34)
with taper=10%, 20%, 30%, 40%, 50% respectively.
data before smoothing kernel (2.34). Similar to the “self” method, the pseudo-R2
is decreasing as the bandwidth of the smoothing kernel increases or as the tapering
proportion increases.
Figure 2.18 shows the pseudo-R2 when r = 5, 10, 15, 20, 25, 30, 35, 40 respectively
with the spectral density estimated from averaging the other 24 years’ periodogram in
different ways: raw, smoothed by kernel (2.34), smoothed by kernel (2.35), smoothed
by kernel (2.36), taper (2.14) with p = 10%, 20%, 30%, 40% and 50% applied to the
data before smoothing kernel (2.34). The “leave-one-out” method is equivalent to out-
of-sample situation. The larger the bandwidth is, the better the dimension reduction
and reconstruction is. Tapering still worsens the performance since it reduces the
effective sample size which is already relative small compared to the dimension.
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Forecast improvement via spectral filtering on the pressure level data. We
use different models for forecasting z
(i)
s1:sm,(t0+1):n
before the spectral filtering:
• (model 0) Use the estimate of the mean process µ̂(i)s as the predictions: ŷ(i)s,(t0+1):n
= µ̂
(i)
s for s ∈ Dm.
• (model 1) Fit an autoregressive model for each location s, that is, for the i-th
year’s prediction, which is to forecast y
(i)
s1:sm,(t0+1):n




for s ∈ Dm: ys,t = β0,s +
∑p
j=1 βj,sys,t−j + εs,t. The choice of
order p is based on AIC.
• (model 2) Fixed effect model: zs,t = β0,t + β1,tzs,t−1 + εs,t.
• (model 3) Mixed effect model with random slope: zs,t = β0,t + βs1,tzs,t−1 + εs,t.
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Figure 2.19: Forecast improvement via spectral filtering on pressure level data: re-
duced percentage of mean squared prediction error for different models.
And then we apply the spectral filtering on the predictions for refinement. The filters
are constructed based on other 24 years. The spectral density is estimated from
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the other 24 years’ periodogram matrices which are smoothed by kernel (2.36). We
predict 5 steps forward with t0 being 85.
Figure 2.19 shows the reduced percentage of mean squared prediction error. Each
boxplot pools 25 year’s percentages. Table 2.1 lists the estimated mean squared
prediction error from different predictive models before and after the spectral filtering
is applied as well as the reduced percentage by the spectral filtering. It shows that
the mean squared prediction error is consistently reduced by the spectral filtering for
different models. Thus, the spectral filtering captures the low-dimensional structure
of the data and improves the forecasts.
Table 2.1: Spectral Filtering Correction on Pressure Level Data Forecasts
Model MSPEbefore MSPEafter perc
0 17066.06 16000.20 6.25%
1 12321.15 11858.43 3.76%
2 11715.44 11162.40 4.72%
3 11701.90 11165.60 4.58%
4 11716.81 11174.88 4.63%
2.5.2 House Price Data Analysis
The data from the US Federal Housing Finance Agency includes the quarterly house
price indexes of the 50 states and Washington D.C. from the first quarter of 1975 to
the second quarter of 2015. The indexes are normalized to 100 in the first quarter of
1980 for each state. There are two missing points in the data, the first quarter of 1976
in VT and the first quarter of 1982 in WV, which are filled by moving average of order
2. As a result, each state besides Washington D.C. has 162 quarterly observations.
Figure 2.20 shows the plots of the HPI against time (quarter) for the 50 states and
Washington D.C. Each line represents a HPI series for one state.






























































































Figure 2.20: Quarterly house price indexes for 50 states and Washington D.C.
The house price appreciation (HPA), also known as the growth rate of the HPI, is
usually the quantity of interest since the change of index rather than the index itself
directly corresponds to the price changes of residential housing. The house price
appreciation in this analysis is obtained by




where s ∈ Dm and t ∈ Tn. Dm represents all the m indexed states including Wash-
ington.D.C. Thus, we have m = 51 and n = 158. Figure 2.21 plots the year over year
growth rate of the HPI against time for the 50 states and Washington D.C. Each line
represents a HPA series for one state.
Dimension reduction on the house price data. We apply both the principal
component analysis and the spectral filtering on the demeaned HPA (zs,t) for dimen-
sion reduction and reconstruction, where the mean is estimated by the series mean,
that is,






































































































Figure 2.21: Quarterly house price appreciation (year over year growth rate of HPI)
for 50 states and Washington D.C.
where s ∈ Dm and t ∈ Tn. The pseudo-R2 in (2.30) is used to assess the reconstruction
performance. Figure 2.22a shows the results of the principal component analysis.
The figure plots the pseudo-R2 against the number of principal components used
for reconstruction. The pseudo-R2 is increasing fast at the beginning and then in a
relative slow rate. It is flatter and close to 1 after 30 principal components are used
for reconstruction.
Figure 2.22b shows the results of the spectral filtering. The figure plots the pseudo-
R2 against the number of principal component series used for reconstruction with
different bandwidths employed for periodogram smoothing. The spectral density is
estimated by the periodogram smoothed by the Daniell kernel function with band-
width equal to 5, 9, 13, 17, 21, 25 respectively. Each line corresponds to a specific
bandwidth for the kernel used for smoothing the raw periodogram. We only draw up
to 20 principal component series since after when r > 20, the pseudo-R2 is 1. The
dimension identified by the spectral filtering is 4 while principal component analysis
concludes a much higher dimension.
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Figure 2.22: Dimension reduction on house price appreciation: pseudo-R2 against the
number of principal components used for reconstruction.
Forecast improvement via spectral filtering on the house price data. We
apply the spectral filtering for autoregressive model forecast improvement. We predict
four years ahead which is 16 quarters (time points) in total. The mean squared
prediction error in (2.31) is used for assessing the prediction performance. Since the
sample size is not big enough to estimate a vector autoregressive model, we instead
fit an autoregressive model for each location (state) before the spectral filtering. The
order of each autoregressive model is selected based on AIC. In the estimation of the
spectral density, the bandwidth for periodogram smoothing is chosen to be 13 and
the dimension of the principal component series used for filtering is 4. The estimated
mean squared error is 1.116×10−3 before the spectral filtering, and 1.014×10−3 after
the spectral filtering. The spectral filtering reduces the mean squared prediction error
by 9.08%.
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2.5.3 West Nile Virus Prediction
We also use an online competition from Kaggle, a platform for predictive modeling
and analytics competitions, to validate our methodology and results. Given weather,
location, testing, and spraying data, this competition, dating from April 22, 2015 to
June 17, 2015, asks the competitors to predict when and where different species of















































































































































Figure 2.23: Map of 138 locations in the West Nile virus training data.
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West Nile virus, which is most commonly transmitted to human via various species
of mosquitoes, may cause symptoms ranging from a persistent fever, to serious neu-
rological illnesses that can result in death. By 2004 the City of Chicago and the
Chicago Department of Public Health had established a comprehensive surveillance
and control program. Every year from late spring to fall, the public health workers set
up traps, collect the mosquitoes and test whether West Nile virus is present or not.
The West Nile virus data is provided by the Chicago Department of Public Health.
The competition gives both training data with the presence of the virus and test
data without the presence of the virus. The presence of the virus for the test data
is never given. However, the competition provides public leader-board score and
the private leader-board score. The public leader-board score is calculated based on
30% of the test set. The private leader-board score is calculated based on the other
70% of the test set. Before the competition is closed, only the public leader-board
score can be seen by competitors. The private leader-board score is released after
the competition is closed. The leader-board scores are used to evaluate the model
performance.
The training data includes the records of year 2007, 2009, 2011 and 2013. The
data in each year covers from late May to early October. The data includes 10506
records in total and covers 20 weeks (from the 22nd week to the 41st week) for each
year and 138 locations as shown in Figure 2.23. Each record has the information of
the date and the location of the trap, the species and the number of the mosquitoes
in the trap, and whether the West Nile virus is present in that cohort.
The test set includes all combinations of possible predictions and only the observed
ones are scored. The given covariates are dates, locations and the species of the
mosquitoes in the trap. The competition requires the probability of the presence of
the virus given a date, location and mosquito species. The test data covers from late
May to early October of year 2008, 2010, 2012 and 2014. It includes 116293 records
in total which covers 19 weeks (from the 22nd week to the 40th week) for each year
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and 151 locations.
The competition also provides weather variables from two stations of Chicago,
including air temperature, Wet-bulb temperature, pressure, wind speed, precipitation
et cetera. We use them as other covariates in the models.
We apply five generalized additive models with different covariates sets for out-
of-sample predictions:
• (model 1) The covariates are time, latitude, longitude, species, temperature,
wet-bulb temperature, and total precipitation. No smoothing technique is ap-
plied to the covariates.
• (model 2) The covariates are time (week number), latitude, longitude, species,
temperature, wet-bulb temperature, and total precipitation. The time variable
is smoothed by splines with degrees of freedom equal to 4 and smoothing param-
eter of 1. The pair of latitude and longitude is smoothed by a loess fit [Cleveland,
1979] with the degree of local polynomial equal to 1 and smoothing parameter
of 0.5.
• (model 3) The covariates are time, latitude, longitude, species, temperature,
wet-bulb temperature, total precipitation, and interaction of species and time.
The time variable is smoothed by splines and the pair of latitude and longitude
is smoothed by a loess fit in the same way as model 2.
• (model 4) The covariates are time, latitude, longitude, species, temperature,
wet-bulb temperature, total precipitation, and interaction of species, time and
the pair of latitude and longitude. The time variable is smoothed by splines
and the pair of latitude and longitude is smoothed by a loess fit in the same
way as model 2.
• (model 5) The covariates are time, latitude, longitude, species and all the
weather variables provided in the weather data. The time variable is smoothed
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by splines and the pair of latitude and longitude is smoothed by a loess fit in
the same way as model 2.
The spectral filtering is applied after each model is fitted. To demonstrate the exis-
tence of the low-dimensional structure, we compare the scores before and after the
spectral filtering is applied. If the data is embedded with a lower-dimensional struc-
ture, the spectral filtering should be able to improve the forecast performance.
Model assessment. The predictions are evaluated on the area under the receiver
operating characteristic curve between the predicted probability of that West Nile
virus is present and the observed outcome labeled as positive or negative. This is the
leader-board score the competition refers to. For a given threshold p0, if the proba-
bility (of the positive class) is higher than p0, the prediction is positive, and negative
otherwise. The receiver operating characteristic curve is generated by plotting true
positive rate (TPR) against false positive rate (FPR), where true positive rate and
false positive rate are defined as
TPR =
true positive
true positive + false negative
FPR =
false positive
false positive + true negative
The word “true” refers to the situation when the prediction generated from the model
matches the actual class label in the binary classification problem. True positive refers
to the instances whose labels are positive and are predicted to be positive, while false
negative refers to those whose predictions are incorrectly negative. True negative
and false positive refer to the instances whose labels are negative, but predicted to
be correctly negative and incorrectly positive respectively. Table 2.2 illustrates the
2 × 2 confusion matrix used to calculate the true positive rate and false positive
rate. The true positive rate is also known as sensitivity. The false positive rate is
also known as the fall-out and can be calculated as one minus specificity. The area
under the receiver operating characteristic curve is a summary statistic that indicates
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positive true positive false positive
negative false negative true negative
better performance of the classifier with higher value. Note that the area under the
curve is equal to the probability that a randomly sampled positive observation has a
predicted probability (of being positive) greater than a randomly sampled negative
observation. Thus, we enumerate all the pairwise combination of positive and negative
observations, and then use the averaged times of the prediction for positive greater
than the prediction for negative as the estimate of the area under the curve.
We calculate the scores, which is estimate of the area under the receiver operating
characteristic curve described above, for the training set where the true labels are
known, or submit the predictions to the competition to obtain the scores for the
test set where the true labels are unknown. The scores before and after the spectral
filtering is applied are compared to evaluate the performance of the spectral filtering
for forecast refinement.
We perform cross validation on the training set. Each time we leave one year out
for validation, and use the remaining three years for training. The cross validation
score is the average of the four validation scores. Table 2.3 shows the cross validation
results. The first row lists the cross validation scores for the predictions directly
from the five models described above. The remaining rows are the scores after the
spectral filtering is applied with r set to 138, 100, 50, 20, 10, 5 respectively where r is
the dimension of the principal component series used for spectral filtering procedure.
When r = 138, the dimension is not reduced. The function of the spectral filtering
is borrowing information of spatio-temporal dependence from other years. The five
models are not able to fully capture the dependence, and thus the scores are increased
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Table 2.3: Leave One Out Cross Validation on West Nile Virus Training Data
LOO Score model1 model2 model3 model4 model5
raw 0.69527 0.79084 0.78381 0.77869 0.74756
r=138 0.69912 0.79355 0.78615 0.78086 0.75397
r=100 0.69803 0.78615 0.77876 0.77266 0.74290
r=50 0.72347 0.77741 0.76951 0.76371 0.73893
r=20 0.73050 0.77396 0.76786 0.76089 0.74509
r=10 0.73778 0.77274 0.76784 0.76309 0.75536
r=5 0.72941 0.75765 0.75579 0.74995 0.73797
for each model after filtering procedure.
In the first model, the covariates do not go through any smoothing procedure,
and thus the model has too many degrees of freedom. The out-of-sample prediction
performance of this model is worst among all five models. The forecast improvement
by the spectral filtering is the most substantial. When r = 20, the spectral filtering
has the best performance improvement. This is one of the evidences of the existence
of the low-dimensional structure and the spectral filtering’s capability of capturing
the spatio-temporal dependence with low-dimensional characteristics. The second
model has both space and time covariates smoothed. The spectral filtering improves
the forecast only when r = 138, which demonstrates this model is embedded with
the low-dimensional structure characteristics but does not fully capture the spatio-
temporal dependence. The third and fourth models have the interaction terms added
in. And thus, they are tend to be more over-fitting and has worse generalization
performance. The spectral filtering is still be able to improve the forecast when the
filters are of full dimensions. The fifth model includes more covariates. The forecast
performance is worse than the second, third and fourth models which indicates over-
fitting. The model could not fully capture the low-dimensional structure since the
best improvement by the spectral filtering appears when r = 20.
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Table 2.4: Public Leaderboard Score on West Nile Virus (30%) Test Data
Public Score model1 model2 model3 model4 model5
raw 0.70832 0.72981 0.73578 0.73464 0.72817
r=138 0.71012 0.72989 0.73608 0.73431 0.72844
r=100 0.70668 0.71696 0.72265 0.72067 0.71192
r=50 0.70457 0.71468 0.71964 0.71581 0.70801
r=20 0.69528 0.71439 0.71755 0.71908 0.71449
r=10 0.69148 0.72095 0.72172 0.72510 0.71868
r=5 0.69077 0.71499 0.71643 0.71817 0.71426
The cross validation results on the training dataset provides some evidence that
the training data is embedded with a low-dimensional structure. It is also shown from
the cross validation study that year 2007 diverges from the other three years 2009,
2011 and 2012. We conjecture that this is mainly caused by the efforts of spraying to
kill mosquitoes by the city of Chicago.
Table 2.5: Private Leaderboard Score on West Nile Virus (70%) Test Data
Private Score model1 model2 model3 model4 model5
raw 0.69918 0.71447 0.71883 0.71680 0.70938
r=138 0.69970 0.71427 0.71901 0.71710 0.71079
r=100 0.69473 0.70094 0.70464 0.70064 0.69344
r=50 0.68333 0.68819 0.69141 0.68906 0.68299
r=20 0.68078 0.69383 0.69707 0.69592 0.69142
r=10 0.68235 0.70068 0.70402 0.70564 0.70142
r=5 0.68247 0.69036 0.69393 0.69470 0.69070
We use the five models to do predictions on the test data and apply the spectral
filtering afterwards. Since the test data has fewer time points for each year and more
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locations than the training data, we only corrects the forecasts for the weeks and loca-
tions that are shared between training and test data. We submit the prediction results
before or after the spectral filtering correction is applied. The competition feeds back
the public leader board scores before closure and releases the private leader board
scores after the competition ends. Table 2.4 and 2.5 list the public and private leader
board scores for different models respectively. The test results are not consistent with
the cross validation results. None of them has improved by the spectral filtering when
r = 20. It is highly possible that there is a big difference between the training set
and the test set and thus the estimates of the filters are not well extended to the test
set. When r = 138, there is a minor improvement by the spectral filtering, which
also indicates the dependence in training set is not very helpful for the dependence
modeling in the test set.
2.6 Conclusion and Discussion
We proposed a methodology, spectral filtering, based on Brillinger’s spectral decom-
position to achieve dimension reduction for high-dimensional time series, and applied
the methodology to three areas’ applications: pressure level data, house price data
and West Nile virus data. We use different methods to estimate the filters used to
obtain the principal component series and reconstruct the data. When the filter is
estimated by the raw periodogram, one principal component series can fully recover
the data because of the inconsistency of the periodogram as an estimator of the spec-
tral density. When the periodogram is smoothed, the estimate of the spectral density
becomes more consistent, which improves the out-of-sample recovery performance.
Tapering reduces the effect sample size, and thus when the sample size is small rel-
ative to the dimension, tapering technique would jeopardize the performance. The
method we proposed is able to capture both space and time dependence, which leads
to higher efficiency than principal component analysis.
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In the atmospheric pressure level data analysis, the filter constructed from other
year’s smoothed periodogram shows a good out-of-sample recovery performance. It
indicates the consistency of the spectral density from year to year and provides some
evidence that every year’s dataset is from the same underlying process, which gives
the insights for multivariate time series forecast improvement. Thus, besides the
dimension reduction and the identification of the low-dimensional structure, we pro-
posed the spectral filtering as a correction method for high-dimensional time series
forecast. We use both simulation and real applications include pressure level data,
house price data and West Nile virus data to demonstrate the performance of the
improvement via spectral filtering. In the situation where multivariate modeling is
difficult because of the small sample size, the spectral filtering is quite useful since
we can firstly apply univariate modeling for each series and then employ the spectral
filtering for refinement to obtain much stable predictions.
However, it is not clear how one should use eigenvectors at different frequencies
to assemble an interpretable principal component series. Using the eigenvector cor-
responding to the k-th highest eigenvalue at every frequency is not well motivated
and the resulting principal component series could be hard to interpret. In the next
chapter, we propose a phase-based clustering method for eigenvectors in the frequency
domain to create principal component series with interpretable dynamics in the time
domain.
The zero coherence property of the principal component series is the key to
achieve efficient dimensionality reduction, which also motivated our predictive model-
ing Chapter 4. In Chapter 4, we build a predictive model that combines the spectral
decomposition, hidden Markovian model and variable selection techniques, which does
not reduce the multivariate modeling task into multiple univariate modeling only, but
also obtains more stable estimates through regularization.




The spectral approach we adopted in the previous chapter leads to the most efficient
dimension reduction for multivariate time series data in terms of minimum mean
squared error. It applies eigenvalue-eigenvector decomposition to the spectral density
matrices in the frequency domain. By assembling linear filters based on eigenvectors
from different frequencies, we can derive principal component series that have zero
coherence at all frequencies. This is a desirable properties for further predictive mod-
eling using such series. To maintain the maximal information in the original series
while reducing dimensions, eigenvectors corresponding to top eigenvalues are selected
from each frequency. Applying a second set of filters constructed using the conjugate
transpose of these selected eigenvectors at different frequencies, the principal compo-
nent series can be filtered back into lower-rank dynamic components of the original
data. In the previous chapter, we use the k-th eigenvector from each frequency to
assemble the filters for the k-th principal component series. However, this is not
well motivated nor required for obtaining zero coherence among principal component
series, and the resultant principal component series can be hard to interpret.
In this chapter, we identify a link between phase-correlation in frequency domain
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and a number of low-rank smooth spatio-temporal dynamics. Taking advantage of
this, we propose a phase-aligned spectral filtering method for constructing principal
component series that correspond to interpretable spatially structured dynamics in
the time domain. Eigenvectors from different frequencies in the frequency domain
are clustered based on their phases. The dynamic components in the time domain
obtained from our algorithm has correlated phase in the frequency domain. From
our simulations and empirical results, our phase-aligned spectral filtering yields clean
and interpretable lower rank spatially smooth dynamic components that explain a
substantial proportion of the observed data.
3.1 Further Dimensionality Reduction












= fz̃z̃(ω) + fεε(ω).
where fεε(ω) and fεε(ω) are the spectral density of the filtered series Z̃t and the
error series εt = Zt − Z̃t respectively, and λ(j)(ω) and v(j)(ω) are the j-th largest
eigenvalue and its corresponding eigenvector of fzz(ω). In many cases, the spectral
power concentrates in a relatively small area along the frequency axis, that is, if we
pool the first r largest eigenvalues at all frequencies, there remains a large proportion
of the eigenvalues being relatively small, or even close to zero. If we select a threshold
∆ and further define
rω = max{j : λ(j)(ω) ≥ ∆},
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= fz̃?z̃?(ω) + fε?ε?(ω).
If rω is empty, then fz̃?z̃?(ω) = 0. Compared to the previous filtered series Z̃t, the new
filtered series Z̃?t is less noisy and more robust. This shrinkage step is also important
and necessary in the next phase-aligned reassembling step.
3.2 Reassembling Principal Component Series
The spectral density of the r-dimensional principal component series Xt obtained







However, the k-th assembled principal component series Xk,t which uses the eigen-
vector corresponding to the k-th largest eigenvalue at every frequency is lack of in-






where (v1(ω),v2(ω), · · · ,vm(ω)) can be any permutation of the eigenvectors of fzz(ω)
and the zero coherence property of the resultant principal component series still holds.
The problem we are interested in is that given (v(1)(ω), v(2)(ω), · · · , v(r)(ω)), how do
we find an order which leads to an interpretable decomposition?
The coordinates of the modulus |vj(ω)| ∈ Rm, represent the proportion of the
spectral power of the j-th principal component at frequency ω distributed at the
corresponding locations, and thus may help indicating which locations result from
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the underlying dynamic system. For example, we observe data collected from various
locations in the brain via functional magnetic resonance imaging, while a stimulus
with a frequency of ω∗ is applied during the experiment. If only one stimulus is
involved, then the first component occupies a major proportion of the total power.
In this case, the modulus of v1(ω) at the stimulus frequency ω
∗ can give insight
into which part of the brain is responding to the stimulus. Therefore, the modulus,
also known as the amplitude, of the loading vectors vj(ω), characterizes the energy
distribution of the underlying dynamic system from a spectral power point of view.
The phase, also known as the argument, of loading vectors, denoted by Arg(vj(ω)),
characterizes the underlying dynamic systems from another aspect. A shift in time
domain is translated into a phase change in the frequency domain and this change is a
linear function of frequency. For example, if a signal is propagating, the observations
would take form as decayed and delayed versions of the original signal. Furthermore,
if the rate of energy decay and the amount of time delay only depend on the location
of the observation and the original location of the signal, that is, do not depend
on time, the corresponding phase of the Fourier transform of such signals would
be perfectly correlated in the frequency domain. When there are multiple signals
propagating, the phases resulted from the same signal should be more correlated
than the phases from different signals. If we group the eigenvectors with correlated
phases into several clusters, the filters constructed from each cluster should be able
to recover the corresponding signal. In more general cases, the reassembled principal
component series can be interpreted as dynamics that results in correlated phases
across frequencies. We will show in what follows that simple dynamics result in
correlated phase in the frequency domain.
Signal propagation. Assume that there are r independent real-valued signal pro-
cesses {X1,t, · · · , Xr,t} propagating and the observed processZt = (Zs1,t, · · · , Zsm,t)> ∈
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a21e
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... · · · ...
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 = [ajke
−2πiωtjk ]1≤j≤m,1≤k≤r,
then fzz(ω) = A(ω)fxx(ω)A(ω)>. The phase of A(ω) is [−2πωtjk]1≤j≤m,1≤k≤r which
is a linear function of ω.
Rotating energy source. Consider a mobile energy source defined by (ct, Et)
where ct ∈ R2 is the moving trajectory and Et ∈ R is the energy it carries at time t.
Assume that ct orbits around a center c0 with uniform angular speed vθ. That is,
ct = c0 +
(
r cos(θ0 + vθt)
r sin(θ0 + vθt)
)
.
where θ0 is the initial angle and r is the distance between c0 and ct.
Now consider the observation zs,t being the absorbed energy from the signal at
location s and time t where s ∈ R2 can be written as
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Assume that zs,t is in the form of
zs,t = Et · κ(‖s− ct‖2),
where κ(·) is a non-negative real-valued monotone decreasing function satisfying
κ(0) ≤ 1, and ‖s− ct‖ is the Euclidean distance between s and ct, that is,
‖s− ct‖2 = r2 + r2s − 2rrs cos(θ0 + vθt− θs)








We assume Et = E0 for the purpose of stationarity, that is, Et does not change over
time. Let
fs,t = E0 · κ(r2 + r2s − 2rrs cos(vθt))
and Fs be the Fourier Transform of fs,t. Then the Fourier Transform of zs,t is
Fzs(ω) = Fs(ω) exp
(
− 2πiωθs − θ0
vθ
)
Since fs,t is a symmetric function of t, Fs is real. Therefore the modulus of Fzs is
|Fs(ω)| and the phase
Arg(Fs(ω)) =
 −2πω θs−θ0vθ if Fs(ω) ≥ 0−2πω θs−θ0
vθ
+ π if Fs(ω) < 0
is a linear function of ω.
Note that for the series to remain stationary, Et is either constant or periodic. If
Et is periodic, the dynamic system is not simple any more but much more complex.
Our goal in this work is to decompose the original high-dimensional series into a
sum of simple low-dimensional dynamic systems. Therefore, we assume in the mobile
energy source case that the total energy of the source does not gain or lose.
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3.3 Phase-aligned Spectral Filtering
3.3.1 Parameter Estimation
In practice, we only have observations on a finite time horizon. Let {zs,t ∈ R :
s ∈ Dm, t ∈ Tn} denote the observed data where Tn = {1, · · · , n} ⊂ T . In order
to assemble the desired principal component series corresponding to phase-aligned
dynamic components as described above, we need to estimate the paired filters {Cτ =
(C>1,τ , · · · ,C>r,τ )> ∈ Rr×m} and {Bτ = (B1,τ , · · · ,Br,τ ) ∈ Rm×r} from this finite















has correlated phases across frequencies where 1 ≤ k ≤ r, Ck,τ is the k-th row vector
of Cτ and Bk,τ is the k-th column vector of Bτ .
The paired filters are constructed from the eigenvectors of the spectral density
fzz(ω). We estimate the eigenvectors vj(ω) by the eigenvectors of estimated spectral
density f̂zz(ω). The spectral density at Fourier frequencies ωj = j/n for j = 0, · · · , n−








where P (ωj) is the raw periodogram and hk is a smoothing kernel of bandwidth equal
to (2q + 1) satisfying: i) hk > 0; ii)
∑q
k=−q hk = 1; iii) q → ∞ and q/n → 0,∑q
k=−q h
2
k → 0 as n→∞.
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3.3.2 Unwrapped Phase Clustering
Phase unwrapping. We obtain the raw phase of the k-th estimated eigenvector at
frequency ωj, Arg(v̂k(ωj)), by taking logarithm of the estimated eigenvector v̂k(ωj)
and extract the imaginary part. However, the phase obtained is given modulo 2π that
is between −π and π, and thus has discontinuities near the boundaries −π and π.
Even when the phase vectors of two eigenvectors are completely correlated, such a loss
of information will render them much less correlated. In order to carry out our phase-
aligned reassembling of eigenvectors, we need to recover the true phases up to a linear
transformation. We assume that the true phase of the loading vectors for the spatial
locations is continuous in space. Based on this assumption, we can then unwrap the
raw phase values, in other words, resolve the jumps of phase values in a two dimen-
sional space to derive continuous phase values. Over the spatial locations sk ∈ R2,
we apply the two-dimensional phase unwrapping algorithm proposed in [Herráez et
al., 2002] to each Arg(v̂k(ωj)) for k = 1, · · · , r. The algorithm changes the values of
Arg(v̂k(ωj)) by adding 2cπ with c ∈ Z so that the unwrapped phase values, denoted
by Ãrg(v̂k(ωj)), attain a maximum level of continuity over spatial locations. Since
the eigenvectors whose corresponding eigenvalues are near zero are more noisy and
less important, we actually apply the unwrapping procedure to the selected eigen-
vectors by setting the threshold for the eigenvalues equal to a pre-determined value
∆. In other words, we first select the eigenvectors whose corresponding eigenvalues
are greater than or equal to ∆ and then apply the unwrapping to each of selected
eigenvectors.
Phase clustering. On the unwrapped phases Ãrg(v̂k(ωj)) of selected eigenvectors
whose eigenvalues λ̂k(ωj) are greater than or equal to ∆, we deploy hierarchical clus-
tering as the clustering algorithm with one minus correlation as the distance measure
and Ward’s clustering criterion [Ward Jr, 1963] as the linkage agglomeration method.
We then construct filters from each cluster to reassemble such principal component
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series that results in dynamics with correlated phases in spectral domain. To con-
struct the desired filters from each cluster, we label each of the selected eigenvector
by its group number from the unwrapped phase clustering results. And then the
paired filters for the k-th principal component series and its corresponding dynamic













where v̂k(ωj) is the eigenvector with a group label equal to k when its eigenvalue
λ̂k(ωj) is greater than or equal to ∆.
3.3.3 Phase-aligned Spectral Filtering for Dynamic Decom-
position
The complete phase-aligned spectral filtering decomposition procedure is summarized
in Algorithm 2. The proposed framework follow a sequence of steps as shown in Fig-
ure 3.2. The step numbers in Algorithm 2 and Figure 3.2 are the same. First of
all, the spectral density is estimated by the smoothed periodogram. And then the
eigenvalue-eigenvector decomposition, also known as spectral decomposition, is ap-
plied to the spectral density at each frequency and outputs the eigenvectors whose
corresponding eigenvalues are larger than some predetermined threshold ∆. After
that, we unwrap the phase values of each selected eigenvector and cluster them based
on their correlation. Finally, we construct pairs of filters from each identified cluster’s
eigenvectors. We apply each pair of filters to the originally observed spatio-temporal
data and derive the corresponding lower-rank spatially structured dynamic compo-
nents.
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Algorithm 2: Phase-aligned Spectral Filtering for Dynamic Decomposition
Input: Data {zs,t : s ∈ Dm, t ∈ Tn} and threshold ∆
Output: r dynamic components {z̃(k)s,t : s ∈ Dm, t ∈ Tn, k = 1, · · · , r}
1 Estimate the spectral density fzz(ωj) for ωj = j/n with j = 0, · · · , n− 1;
2 Calculate the eigenvalues and eigenvectors for each fzz(ωj);
3 Shrink the eigenvalues by the threshold ∆ and obtain the eigenvectors whose
corresponding eigenvalue is above ∆;
4 Unwrap the phases of selected eigenvectors assuming spatial continuity;
5 Cluster the selected eigenvectors with the dissimilarity defined as one minus
the correlation of their unwrapped phases;
6 Construct pairs of filters from each identified cluster’s eigenvectors;
7 Apply each of the C filters to the data zs1:sm,1:n and obtain the reassembled
principal component series;
8 Apply each of the B filters to its corresponding principal component series and
get the phase-aligned dynamic component.
3.4 Simulation Examples
In the following simulation examples, we construct multiple low-dimensional dynamic
systems in an area where observations of the entire system were taken on a grid of
spatial locations. We create a 20×20 grid covering D = [0, 20]2 ⊂ R2 with grid blocks
{sj,k = [j − 1, j] × [k − 1, k] ⊂ R2 : 1 ≤ j ≤ 20, 1 ≤ k ≤ 20, j ∈ N, k ∈ N} and grid
locations being the centers of the corresponding grid blocks.
3.4.1 Multiple Rotating Energy Sources
In this example, we create a scenario where the observed value at a given grid location
and a given time point is the total energy absorbed by the unit block area centered
at this given grid location, from all rotating energy sources.
On the 20 × 20 grid, there are two energy sources affecting the area, each of
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Figure 3.1: Outline of the phase-aligned spectral filtering (PASF) decomposition of
spatio-temporal dynamics. From vectorized spatial observations over time, we first
apply (1) discrete Fourier transform (DFT) to derive spectral density matrices. Ap-
plying (2) spectral decomposition (SD), a.k.a. eigenvalue-eigenvector decomposition,
at each frequency, we select eigenvectors corresponding to the largest r eigenvalues.
We further impose (3) shrinkage on the selected eigenvectors to remove those corre-
sponding to eigenvalues below a predetermined threshold. Raw phase-values of the
selected eigenvectors are (4) unwrapped spatially and then (5) clustered. A pair of
linear filters based on eigenvectors in a cluster are (6) constructed. Filtering the orig-
inally observed spatio-temporal data via two consecutive steps (7) and (8), we derive
separated low-rank spatially smooth dynamic components of the observed system.
which moves along a circular trajectory. The trajectories of the two energy sources
are centered at c
(1)
c = (15, 15) and c
(2)










θ = 2π/5 per time unit counterclockwise respectively. The initial positions of






















































































































































































Figure 3.2: Phase-aligned spectral filtering (PASF) discovers individual dynamic com-
ponents from spatio-temporal data that consist of lower-rank smooth dynamic signals
and high-dimensional noises.





the angular distance from the horizontal axis. They are randomly assigned in each
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, i = 1, 2.
Assume that the energy absorbed from the energy source decays exponentially in
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squared distance. For s ∈ D, t ∈ Tn = {1, 2, · · · , n}, we can explicitly write down the

















0 is the total emitted energy of the i-th energy source during any unit time.
E
(i)
0 is assumed to be a constant for simplicity. The total amount of the energy



































































The total emitted energy E
(i)
0 is set to be 1000 and the bandwidth parameter γ
(i)




t to be the underlying
dynamic systems that affect the grid area. The final observed measurements are the
energy distributed by these two rotating sources overlaid and superimposed on each
other with high dimensional white noises added, that is,
y(j,k),t = z(j,k),t + ε(j,k),t,
where 1 ≤ j ≤ 20, 1 ≤ k ≤ 20. Using vectorized notation for ε(j,k),t, we define εt =
(ε1,t, ε2,t, · · · , ε400,t)> by putting l = 20(j − 1) + k. We assume that εt ∼ N (0, σ2εIm)
where m = 400. We set three noise levels in this simulated scenario: low-noise
level with σ2ε = 0.16, mid-noise level with σ
2
ε = 4 and high-noise level with σ
2
ε = 16.
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Figure 3.3: Level plots of the two rotating energy sources and observed data at
selected time under three noise levels.
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with the observed data yt from t = 1 to t = 8 under the three noise-level settings. As
one can see, when σ2ε increases to 16, the two dynamic systems are barely discernible
in the superimposed observed data.
(a) Low-noise: σ2ε = 0.16 (b) Mid-noise: σ
2
ε = 4 (c) High-noise: σ
2
ε = 16
Figure 3.4: Clustering results of the unwrapped phases in the two-rotating-energy-
source simulation under the low-, mid- and high-noise level settings.
The performance of our algorithm is evaluated on the simulated data under these
three noise level settings. Figure 3.2 illustrates the simulation in the high noise level
setting where our method discovers the spatially structured dynamic components.
The bandwidth of the Daniell kernel used for smoothing the raw periodogram is
chosen to be 21. The threshold ∆ is decided by the spectral gap in the pooled
eigenvalues throughout all frequencies. The total number of selected eigenvectors
is 80 for the low- and mid-noise cases and 38 for the high-noise case. Figure 3.4
shows the clustering results of the unwrapped phases of the selected eigenvectors.
Each figure plots the correlation of the unwrapped phases using heat map colors.
Red color indicates low values and yellow represents high. The dendrogram from the
hierarchical clustering is drawn next to the heat map. Each figure exhibits two groups
and thus we extract two dynamic components from the data. Figure 3.5 displays the
decomposition results by our method from t = 1 to t = 5 in the low-, mid- and
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Figure 3.5: Phase-aligned dynamic decomposition in the two-rotating-energy-source
simulation from t = 1 to t = 5 in the low-, mid- and high-noise level settings.
high-noise level settings respectively. The first two row in each panel are level plots
of the true two underlying dynamics systems. Since the total energy of the source is
set to be the same, their variance should have no difference. The estimated variance
of the two signals are 1.63 and 1.62 respectively. The fourth and fifth row are the
identified dynamic components using our proposed method. They are ordered by the
estimated variances of the components. Under the low-noise level setting (σ2ε = 0.16),
the first and second component explain a total of 48% and 47% of the variability in
the observed data respectively. When σ2ε = 4 (mid-noise level), each of the two
dynamic components accounts for 23% of the data’s variability. When σ2ε increases to
16 (an overwhelmingly high-noise level), variability carried by each of the two filtered
dynamic components drops to 8%. It can be seen clearly from Figure 3.5c that our
approach is still able to capture and separate the underlying dynamic systems even
when the signal to noise ratio drops below 0.1. The third and last row of each panel
displays the data and residuals after we subtract the filtered dynamic components
corresponding to the phase-aligned principal component series respectively.
For comparison, we also apply the principal component analysis (PCA), indepen-









































































































































































































































































































































































































































































Figure 3.6: Decomposition results from different methods in the two-rotating-energy-
source simulation example under the low-noise level setting with σ2ε = 0.16.









































































































































































































































































































































































































































































Figure 3.7: Decomposition results from different methods in the two-rotating-energy-
source simulation example under the mid-noise level setting with σ2ε = 4.









































































































































































































































































































































































































































































Figure 3.8: Decomposition results from different methods in the two-rotating-energy-
source simulation example under the high-noise level setting with σ2ε = 16.
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dent component analysis (ICA), singular spectrum analysis (SSA) [Ghil et al., 2002]
and principal component analysis for time series (PCA4TS) [Chang et al., 2014] to the
simulated data from the rotating energy source example. For the principal component
analysis and independent component analysis, we extract the first two components
with highest energy, that is, the two components corresponding to the first two largest
eigenvalues. For the singular spectrum analysis, the first 10 largest singular values
are dominant under in the low- and mid-noise level settings. In the high-noise level
case, the gap appears between the eighth and ninth largest singular values. We di-
vide the corresponding components into two groups by clustering them based on their
weighted correlation and reconstruct the final two components from each group. The
weighted correlation ρw(·, ·) is a measure of the degree of separability between two





where ‖ ·‖w =
√
(·, ·)w, (ζt, ηt)w =
∑n
k=1wkζkηk, wk = min(k, n/2, n−k), and both of
the two series ζt and ηt have a time length equal to n. For the principal component
analysis for time series method, we extract the two groups whose corresponding com-
ponents in the original space have largest variance. Figure 3.6 provides a side-by-side
comparison of the decomposition results obtained from our phase-aligned spectral
filtering method and these alternative methods found in the literature at t = 1, 2,
3, 4, and 5 under the low-noise level setting with σ2ε = 0.16. The top left panel




t that generate the
observed data, along with the data yt. The top right panel is the two components as
well as the residuals from our method. The remaining panels are the resultant dy-
namic components and corresponding residuals computed by the literature methods.
The decomposition results in the mid- and high-noise level settings can be found in
Figure 3.7 and Figure 3.8 respectively.
None of the compared methods is able to recover the two underlying dynamic
systems as our method does. The dynamics yielded from the principal component
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analysis and independent component analysis are distant from the true dynamics since
they can only capture linear features with no time dependence. The singular spectrum
analysis is able to extract the smooth dynamics from the noisy data but failed to
separate them. The performance of the principal component analysis for time series
method is better than the principal component analysis and independent component
analysis but poorer than the singular spectrum analysis in the low-noise level setting,
and behaves more like the principal component analysis in the mid- and high-noise
level settings. The more explicable animated level plots of these decompositions can
be found at http://goo.gl/LePZNs (low-noise level), http://goo.gl/tGld5F (mid-
noise level) and http://goo.gl/YB9HcW (high-noise level).
3.4.2 Multiple Propagating Signals with Static Positions
The second spatio-temporal system of dynamics considered in our simulation study
involves a scenario where multiple signal processes propagate on a grid. Different
from the previous rotating energy sources scenario, here the positions of the signal
generators do not change. From their origins, the signals propagate outwards in all
directions. The observed value at any spatial location and a given time t is then the
sum of all propagated signals at this location and time. We further assumes that the
magnitude of the signal decays as it propagates.
Specifically, we assume that four independent univariate autoregressive processes,
denoted as Xk for k = 1, 2, 3, 4, sit at the four corners of the grid. Using vectorized
notations, the observed value at grid block sj for j = 1, · · · , 400 at time t can be





where Xk,t is an autoregressive process of order 2
Xk,t = βk,1Xk,t−1 + βk,2Xk,t−1 + εk,t, εk,t ∼ N (0, 1)






































































































































































































Figure 3.9: Level plots of the four propagating signals and observed data at selected
time.
and βk,1 = 0.9, 0.9, −0.9, −0.9, βk,2 = −0.5, −0.8, −0.5, −0.8 for k = 1, 2, 3, 4
respectively. Denote the coordinates of the location of Xk,t by ck, then ck = (0, 0),
(20, 0), (0, 20), (20, 20) for k = 1, 2, 3, 4. The coefficients ajk and tjk are decided by
the distance between the grid block sj and the location of the process Xk,t as
ajk = exp(−‖sj − ck‖2/γ), (3.3)
tjk = ‖sj − ck‖1, (3.4)
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for g = (g1, g2) and γ controls the decay rate when the process is propagating and is












sj ,t = e
−‖sj−ck‖2/γXk,t−‖sj−ck‖1 ,



















t as well as the observed data Yt at t = 1, 4, 7, 10, 13, 16, 19, and 22 respectively.
Figure 3.10: Clustering results of the unwrapped phases in the four-signal-propagating
simulation.
The bandwidth of the Daniell kernel for smoothing the raw periodogram is chosen
to be 21. The total number of selected eigenvectors is 1000 and the dendrogram
displays four clean clusters. The resulting components obtained from our algorithm
show evident dynamics of four processes propagating on the grid area which perfectly
correspond to the generated signals. The top-right panel of Figure 3.11 displays the
dynamic components obtained from our method and the residuals after our phase-
aligned spectral filtering. The top-left panel of Figure 3.11 are the true propagating

























































































































































































































































































































































































































































































































































































































































































































Figure 3.11: Decomposition results from different methods in the four-signal-
propagating simulation example.
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components along with the observed data. The estimated variances of the four signals
are 2.55, 2.02, 1.14, and 1.09. The corresponding components resulted from our
method account for 36%, 31%, 16% and 14% of the whole data variability respectively.
Although the data do not show any evident patterns or dynamics as shown in the last
row of Figure 3.9, our approach is still able to capture the four propagating signals
from the very noise-like data.
We compare our approach with the same four referenced methods as those used
in the previous moving energy source example. We extract the first four components
from the principal component analysis and independent component analysis respec-
tively. In the singular spectrum analysis, we divide the first 50 components into four
groups by clustering them based on their weighted correlation and reconstruct one
new component from each group. For the principal component analysis for time series
method, we choose the four groups whose corresponding components in the original
space have largest variance. Figure 3.11 shows the decomposition results from our
method and the compared methods at t = 1, 4, 7, 10 and 13. The animated level
plots can be found at http://goo.gl/JCpAjB. The principal component analysis
identifies the direction orthogonal to the signal propagating direction but is not able
to capture the dynamics. Other alternative methods have even poorer performance
than the principal component analysis. In this example, only our phase-aligned spec-
tral filtering method can almost fully recover the dynamic components corresponding
to the four propagating signals.
3.5 Real Data Analysis
The climate data analyzed in this paper is daily sea level pressure from NCEP/NCAR
Reanalysis [Kalnay et al., 1996]. The data has a spatial resolution of 2.5◦ latitude ×
2.5◦ longitude. The grid covers a part of the pacific ocean from 30◦N to 60◦N and
from 150◦E to 230◦E, which makes the number of spatial locations equal to 429. The
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time horizon of the data ranges from April 6th, 2012 to December 31, 2014, which
counts in 1000 time points.
Figure 3.12: Clustering results of the unwrapped phases in the sea level pressure
analysis.
The data is demeaned for each location before analysis. The bandwidth of the
Daniell kernel for smoothing the periodogram is chosen to be 21. The total number of
selected eigenvectors is 2000 and the resultant number of clusters is 2. The dynamic
component obtained from each cluster accounts for 63% and 32% of the total variabil-
ity respectively. Figure 3.13 shows the two dynamic components obtained from our
algorithm as well as the observed data and the residuals after the spectral filtering
for five days from May 21, 2012 to May 25, 2012. During the time range displayed in
Figure 3.13, the first component captures a high level pressure dynamic moving from
west to east and the second component captures a low level pressure dynamic moving
from east to west. The animated level plots can be found at http://goo.gl/wiKEVt
and they show similar trends throughout the entire time range. It can be seen from
our decomposition results that the first component describes processes generate from
the west side and propagate to the east while the second component captures pro-
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cesses generate from the east side and propagate to the west. These two dynamic
components obtained from our approach explain a total of 95% of the information
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Figure 3.13: Phase-aligned dynamic decomposition on sea level pressure data.
We also apply the principal component analysis, independent component analysis,
singular spectrum analysis and principal component analysis for time series on this
real dataset. As in the simulation examples, we extract the first two components
from the principal component analysis and independent analysis. The resultant com-
ponents from the two methods explain a total of 48% and 48% of the whole data
respectively. We cluster the components from singular spectrum analysis into two
groups to obtain the final two additive components. They account for 48% of the
data. In the principal component series for time series, we select the first two com-
ponents with largest variance. Figure 3.14 shows the decomposition results as well as
the residuals from the compared methods from May 21, 2012 to May 25, 2012. There
are no evident dynamic patterns in the components extracted from these methods.
Furthermore, the residuals still carry visible information and dynamics.





















































































































































































































































































































Figure 3.14: Decomposition results from different referenced methods on sea level
pressure data.
3.6 Conclusion and Discussion
In this chapter, as a continuation of Chapter 2, we propose a phase-based cluster-
ing method for eigenvectors in the frequency domain to create principal component
series with interpretable dynamics in the time domain. The reassembled principal
component series results in low-rank spatio-temporal dynamics with correlated phase
across frequencies. In the two simulated scenarios of multiple signal propagating and
grid sensing from spatially rotating energy sources, our method demonstrates excel-
lent capabilities of capturing and separating the underlying low-dimensional dynamic
systems from noisy spatio-temporal data. We also obtain interesting patterns from
the components extracted by our algorithm in the analysis of sea level pressure data.
The class of dynamic components with correlated phase in the frequency domain
could be very rich. Our work shows that this class of dynamics include signal propaga-
tion and energy resource rotating on periodic curves. Although we have not fully un-
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derstood its full geometric structure, our algorithm obtained clean and interpretable
lower rank spatio-temporal dynamics that explains a substantial proportion of the
observed data in both our simulation study and analysis of climate data. Especially,
our approach outperforms other methods found in the literature, in terms of both
information retrieval and signal separation. We are currently working on speeding up
the proposed algorithm so that it can be applied to massive datasets such as func-
tional magnetic resonance imaging datasets and video streams. We also conjecture a
combined metric on both phase and modulus can be proposed to refine the clustering
results since as described in Chapter 3.2, modulus of the loading vectors carries the
information on how the spectral power is distributed over space.




In previous chapters, the zero coherence property of the principal component series is
the key to achieve efficient dimensionality reduction. Since the principal component
series has zero coherence among each other, each of them can be modeled indepen-
dently. In this chapter, we build predictive models for forecasting future observations,
taking advantage of the zero coherence resulted from the spectral decomposition. We
apply univariate time series model to each series, predict for future observations, and
then transform back to the original space. Our modeling approach reduces multi-
variate modeling task into multiple univariate modeling and is able to capture the
underlying low-dimensional structure. It can also be integrated with variable selection
techniques to obtain more stable estimates and desired sparsity.
Different from Chapter 2, we truncate the convolution into a symmetric form to
reduce the boundary effect for the purpose of prediction. Under this formulation, we
make prediction via a hidden Markov model and derive the conditional distribution
via dynamic programming procedure. We propose and apply two methods to esti-
mate model parameters: regularized spectral filtering which combines the spectral
filtering approach proposed in Chapter 2 and variable selection/regularization tech-
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niques; expectation-maximization via coordinate decent algorithm. Both simulation
and empirical results show that our model achieves better forecast performance than
the compared autoregressive models.
4.1 Prediction via Spectral Decomposition
For simplicity, we assume that Zt ∈ Rm is a Gaussian vector process. That is,
any finite dimensional distribution of Zt is a multivariate Gaussian. Recall that










With infinite time, the equations in (4.1) and (4.2) are exact. With data on a finite
time horizon Tn = {1, · · · , n}, however, our proposed prediction method is then con-
sisted of three steps as shown in Figure 4.1. We first pass ZTn through the filter (4.1)
to obtain XTn ; secondly, based on model constructed on XTn from observed ZTn ,
forecast XTn+∆ ; lastly, the forecasts X̂Tn+∆ , combined with XTn , will then pass back
through (4.2) to give ZTn+∆ . With the transformation accurately performed, different
components of the X process are jointly independent. Thus, to predict future ob-
servations of X, one can model individual components separately. Model selection,
estimation and prediction for univariate time series present a much easier task. Es-
pecially, the prediction is often more robust than that of multivariate processes. This
is the main advantage of the proposed method over the conventional predictions by
the means of modeling the Z process directly. In other words, Brillinger’s spectral
decomposition suggests a potential approach that reduces the multivariate time series
modeling to the modeling of multiple univariate series.
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t
Model
1 n n+ ∆
ZTn ZTn+∆
XT̃n XT̃n+∆
1−N n+N n+N + ∆
Cτ (4.1) Bτ (4.2)
Figure 4.1: Forecast Z via X.
Implementation of this approach in practice, however, is not straightforward. In
the following, we will discuss a number of practical issues and propose solutions to
each of them.
First, we consider prediction of future Z observations when the transformation
coefficients Cτ and Bτ are known. Recall that the Z process is only observed on
t ∈ Tn a finite time horizon. However, the transformation in theory (4.1) and (4.2)
requires that the entire process observed. Note that in order to have the infinite
convolution well defined, the coefficients Cτ and Bτ have to be absolutely summable.






It is reasonable for us to assume that Cτ and Bτ are zero when |τ | is large, that is,
Cτ = Bτ = 0 for τ > N or τ < −N . (4.3)
We will discuss the selection and estimation of N in Chapter 4.3. We now discuss the
prediction assuming that (4.3) is in place and N is known. Thus, the transformation
CHAPTER 4. REGULARIZED SPECTRAL FILTERING 106








With the representation above we are able to perform the transformation exactly.
4.2 Prediction via a Hidden Markov Model





B∗t−τXτ + εt. (4.5)
There are several reasons for using a different set of B-coefficients and for including
an error term. First, for the purpose of dimension reduction, we sometimes do not
use all the principal component series, that is, some columns of B∗τ are zero which
leads to Xt ∈ Rr with r < m for example. In addition, one may further sparsify the
coefficients Bτ and Cτ in those nonzero columns, for which we will provide motivations
in Chapter 4.3. Furthermore, the finite time horizon truncation from (4.1) and (4.2)
to (4.4) also leads to inaccuracy. Therefore, one may consider that B∗τ is some kind
of estimate after certain regularization.
From now on, we consider the prediction under the setting of (4.5). Given that
both Xt and Zt are linear vector processes, we will use conditional mean as the
predictions. Let Ft = σ(Z1, ...,Zt) and Ht = σ(X1, ...,Xt). The prediction of Zn+1
is
Ẑn+1 = E(Zn+1|Fn).
We further write the conditional expectation above as
Ẑn+1 = E(Zn+1|Fn) = E{E(Zn+1|Hn+1+N ,Fn)|Fn}.
We simplify the analysis by assuming that εt are uncorrelated across time. Then, the
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The above prediction formula requires E(Xt|Fn) for t = n + 1 − N, ..., n + 1 + N .
As both Xt and Zt are linear processes, the computation of E(Xt|Fn) can be carried
out via dynamic programming. The details are as follows. Without loss of too much




βjXt−j + δt. (4.7)
Given that different component ofXt are (approximately) independent, βj is a m×m
diagonal matrix. For lower dimensional Xt ∈ Rr, βj is a r × r diagonal matrix.
This substantially reduces the modeling task as we basically estimate the underlying
distribution of r univariate time series independently. A graphical representation of
the processes Z and X with N = 1 and p = 1 is given in Figure 4.2. Both the
coefficients βj and the lag p are to be estimated Chapter 4.3. If we consider the
autoregressive model as a p-depth Markov chain, this approach can be seen as a
hidden Markov model where Xt serves as the hidden states.
Suppose that Xt starts with its stationary distribution without observing any
Zt. In fact the starting distribution is not essential for the prediction. Dynamic
programming performs the following steps iteratively. Assume Xt ∈ Rr with r ≤ m.
















Figure 4.2: Representation of Z and X for N = 1 and p = 1.
given the sigma field Ft is multivariate normal with mean µ(t)|t and covari-




> given Ft is multivariate normal with mean (µ>(t)|t, (βµ(t)|t)>)>




where β = (0r×(2N+1−p)r βp · · · β1) is a r × r(2N + 1) matrix.
2. Based on the previous step, we obtain the condition distribution of
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where B = (BN BN−1 · · · B−N+1 B−N) is a m× r(2N + 1) matrix.
By repeatedly performing the above two steps, we will obtain the conditional dis-




>. Thus, we make prediction via (4.6) based on the conditional dis-
tribution given Fn. Dynamic programming is a very efficient computational methods
for closed form update of hidden Markov models. The total computational complexity
and memory requirement is O(nN).
Summary. We briefly summarize our prediction model and the underlying prob-
ability. The hidden process Xt is a m-dimensional autoregressive process following
(4.7) and different dimensions are independent of each other. Conditional on Xt, Zt
depends on Xt linearly through (4.5). We use the conditional expectation of Zn+1
given Fn for the prediction. In particular, the conditional distribution of Xt given Fn
is obtained via dynamic programming and Zn+1 is predicted based on Xt via (4.5).
4.3 Parameter Estimation and Regularization via
Spectral Filtering
We now proceed to the description of the estimation of all the necessary parame-
ters used previously. In the prediction via the hidden Markov model, we will need
to estimate the inverse transformation matrices B∗τ and the coefficients of the au-
toregressive model for Xt. The matrices Cτ seemingly do not enter the prediction
procedure. Nevertheless, it plays a crucial role in the entire procedure. We start the
discussion with some challenges and necessity of dimension reduction.
4.3.1 Motivation of Dimension Reduction
There are several reasons why we perform dimension reduction both technically and
practically. Consider the original transformation (4.1) and (4.2). Generally speaking
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it contains infinitely many parameters. Therefore, from the practical point of view, we
need to first truncate infinite convolution to a finite sum just as in (4.4). Furthermore,
in order to have the infinite convolution well defined, the coefficients Cτ and Bτ have
to be absolutely summable. This is another reason why we naturally truncate the
finite sum.
Under the context of space and time, we may consider that the processes from two
locations that are very distant from each other may be independent. Consider the
very extreme case that the data contains two areas that are geographically distant
from each other. Thus, one may consider observations located in different areas to
be independent. In this case, the resulted principal component series is naturally
separated into two groups with one for each area. The principal component series for
area one is irrelevant to area two and vice versa. This feature in terms of spectral
transformation as in (4.4) is represented by the fact that some of the components in Cτ
and reversely in Bτ are zero. Therefore, in addition to the truncation of the infinite
convolution, we further restrict some of the coefficients to zero via regularization
techniques.
One of the important technique employed in this analysis is close to the idea of
sparse principle component analysis [Zou et al., 2006]. The sparse principal compo-
nent analysis uses the lasso to produce modified principal components with sparse
loadings in the framework of regression. It treats the principal components from or-
dinary principal component analysis as response variables and the original data as
covariates. Since the loadings from ordinary principal component analysis are the
coefficients in this (ridge) regression problem, imposing lasso or elastic net constraint
on the regression coefficients is equivalent to sparsifying the loadings.
4.3.2 Selecting the Lag N
As we mentioned previously, we consider truncating the infinite sum to finite. From
the estimation point of view, it is known that the coefficients converges to zero as τ







To stabilize the estimates under finite sample size, we force the coefficients Cτ and
Bτ to be strictly zero beyond some point N . The maximum lag N is selected by
means of a regression framework with Xt being the response variables and Zt being
the covariates. In particular, let B̂τ and Ĉτ be estimated based on the spectral
density. We estimate the spectral density by the smoothed periodogram. Refer to
Chapter 2.2.3 for details.





In the definition above, we formally define Zt = 0 if t > n or t ≤ 0. We first select
an priori N0 that is suppose to be larger than the finally selected N . We consider
{X̂t : t = N0 + 1, ..., n−N0 − 1, n−N0}
as the response vectors and
{Zt : t = 1, 2, · · · , n}




C∗t−τZτ + εt. (4.11)
If the sample size n is much larger than the dimension of Zt, then we select N by the
Bayesian information criterion (BIC), that is, we find N minimizing
N∗ = arg min{−2l(Ĉ∗) + (2N + 1)m · log(n)} (4.12)
where Ĉ∗ is the maximum likelihood estimate and m is the dimension of Zt. There
are many other information criterion such as AIC, DIC, GIC and their derivatives.
One may certainly adopt their own choice depending on the specific analysis. But
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we found that BIC has the best empirical performance among all in our datasets. In
the case that the sample size is smaller than the dimension of Zt, there is not enough
information to estimate C∗τ for each τ and some special handling is needed such as
imposing an L2 penalty.
Each component series may have different lag selected. Assume N∗ is the largest
one among the r selected N ’s.
4.3.3 Further Regularization on the Coefficients
Typically, the “optimal” N selected by BIC tends to be large. There are several
reasons. First, the regression response variables X̂t is truly a linear transformation
of Zt without error. Given enough sample size and the consistency results of BIC, we
would eventually have N0, though we are hardly in that situation; in other words, we
are never fortunate to have such a large and stationary sample and variable selection
would be necessary. Furthermore, the selection of lag N0 imposes quite a strong
constraint in the sense of the variable. In particular, for each τ , the entire matrix Cτ
are either all zero or estimated without any constraint. Thus, for each−N∗ ≤ τ ≤ N∗,
if there are some zero coefficients in Cτ (or small enough that should be practically
set to zero), simply selecting the lag N∗ is would not help. Nevertheless, with N∗
fixed, the dimension is typically substantially reduced so that other variable selection
techniques can be robustly applied.
We now proceeding to the discussion of a second stage variable selection that is
built on N∗. Consider the regression model in (4.11) with N = N∗. We regulate the
coefficients via L1 penalty
Ĉλ = arg min
C
{−2l(C) + λ‖C‖1}, (4.13)
where ‖C‖1 is the sum of absolute values of all elements of C across all {τ : −N∗ ≤
τ ≤ N∗}. In case that there are more parameters in the regression model, we consider
a similar approach as the sparse principal component analysis and further include an
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L2 penalty
Ĉλ1,λ2 = arg min
C
{−2l(C) + λ1‖C‖1 + λ2‖C‖22}. (4.14)
In this work, we consider that Zt has a moderate dimension and thus we apply (4.13).
There are several ways to choose regularization parameter λ, such as AIC, BIC, cross
validation, et cetera. Estimating the degrees of freedom for the lasso is by no means
straightforward. Therefore, we employ the cross validation for the choice of λ. Denote
the final estimate of C by C∗.
After the two-step procedure in (4.12) and (4.13), we obtain an estimate C∗.






4.3.4 Estimation of the Inverse Transformation Bτ
Notice that the coefficients C∗τ does not play a role in the prediction. The purpose of
obtaining C∗τ is to form a robust estimate of the principal component series Xt. We
now proceed to the estimation of Bτ that plays the key role in the prediction of the
hidden Markov model. The basic approach is to considering X̃t obtained previously




Bt−τX̃τ + εt, εt ∼ N (0,Σε).
Note that the N∗ is the same as the one for C∗τ . One may simply use ordinary
least squares estimate. Alternatively, we may also regularize the estimate of Bτ by
imposing an L1 penalty
B̂λ = arg min
B
{−2l(B) + λ‖B‖1}, (4.15)
where ‖B‖1 is the sum of absolute values of all elements of B across all {τ : −N∗ ≤
τ ≤ N∗}. We also employ the cross validation for the choice of λ. Denote the final
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estimate of B by B∗ and the residuals by et where




And then we estimate the covariance matrix of εt from the residuals by
Σ̂ε =
1






4.3.5 Estimation of the Dynamics of Xt
The last set of parameter to be estimated is the coefficients of the autoregressive
models in (4.7). There are several ways to this. First, we may estimate βj by
maximizing the marginal likelihood of the hidden Markov model specified in (4.7)
and (4.5) and the computation can be done by dynamic programming similar to the
previous description. Alternatively, we may treat X̃t as the observed X process and
model it directly. Both are valid approach. We adopt the latter because it allows us to
model each component of Xt separately and perform model selection. In particular,
let
Xt = (X1,t, · · · , Xr,t)>.




βk,jXk,t−j + δk,t, δk,t ∼ N (0, σ2k)
and use the Akaike information criterion (AIC) to select the order pk
p̂k = arg min
pk
{−2l(β̂k) + 2pk}, (4.16)
which is a very standard method in time series analysis. See [Brockwell and Davis,
2009, Chapter 9.3] for details. The coefficients βk’s and the variance σ
2
k’s can be
estimated by maximizing the likelihood function or by Yule-Walker equations. The
Yule-Walker method is employed because it only needs sample autocorrelation co-
efficients calculated from the data. Let γk(τ) be the autocovariance function of
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{Xk,t} and ρk(τ) = γk(τ)/γk(0) be the autocorrelation function of {Xk,t}. The Yule-
Walker equations are ρk = Rkβk, where ρk = (ρk(1), ρk(2), · · · , ρk(pk))>, βk =
(βk,1, βk,2, · · · , βk,pk)> and
R =

1 ρk(1) ρk(2) · · · ρk(pk − 2) ρk(pk − 1)






ρk(pk − 1) ρk(pk − 2) ρk(pk − 3) · · · ρk(1) 1
 .
Then βk = R
−1
k ρk is estimated by replacing the autocorrelation function ρk(τ) with
















where β̂k,j(j) denotes the sample j-th order partial autocorrelation coefficient and is
calculated from the sample autocorrelation coefficients.
4.4 Parameter Estimation and Regularization via
Expectation-maximization
4.4.1 Parameter Estimation via Expectation-maximization
Define the set of parameters Θ = (B,β,Σε,Σδ). To obtain the maximum likelihood
estimator
Θ̂ = arg max
Θ
l(Θ; z),
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we proceed to the computation of the estimators via the expectation-maximization
algorithm [Dempster et al., 1977], which iteratively applies the following two steps:
1. E-step: Calculate the expectation of the log-likelihood function with respect to
the conditional distribution of X given Z = z under the current estimate of
the parameter Θ(k)
Q(Θ|Θ(k)) = EX|Z=z,Θ(k){logP(Z = z,X|Θ)};
2. M-step: Find the parameter maximizing this conditional expectation
Θ(k+1) = arg max
Θ
Q(Θ|Θ(k)).
The two steps are repeated alternately until convergence.
Calculate the log-likelihood function. The complete log-likelihood is
logP(Z = z,X|Θ) = logP(Z = z|X,Θ) + logP(X|Θ)
= logP(Z = z|X,B,Σε) + logP(X|β,Σδ).
Recall that X(t) = (X
>
t−N , · · · ,X>t+N)>, and then we have
logP(Z = z|X,B,Σε) =
n∑
t=1
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and


































For simplicity, we write















































The two log-likelihood functions contain only linear or quadratic terms of X, and
thus it suffices to calculate the conditional expectation and covariance of X given
Z = z and Θ(k).
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Calculate the conditional distribution. The conditional distribution of X(t)
given Z = z and Θ(k) can be calculated iteratively via backward dynamic program-
ming as the following steps, starting with the conditional distribution of X(n) given
Fn under Θ(k) which is calculated by the forward dynamic programming in Chap-
ter 4.2. Note that from the forward dynamic programming we have obtained that
the conditional distribution of X(t) given Ft under Θ(k) is multivariate normal with
mean µ(t)|t and covariance Σ(t)|t.
1. At each step t, suppose that the conditional distribution of X(t) given the sigma
field Fn is a multivariate normal with mean µ(t)|n and covariance Σ(t)|n. Since


































E(Xt−1−N |X(t),Ft−1) = µt−1−N |t−1 + Σt−1−N,(t)|t−1Σ−1(t)|t−1(X(t) − µ(t)|t−1),
Cov(Xt−1−N |X(t),Ft−1) = Σt−1−N |t−1 − Σt−1−N,(t)|t−1Σ−1(t)|t−1Σ
>
t−1−N,(t)|t−1.
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Therefore, the conditional distribution of (X>t−1−N ,X
>
(t))
> given Fn is multi-
variate normal with meanµt−1−N |t−1 +D(µ(t)|n − µ(t)|t−1)
µ(t)|n





where D = Σt−1−N,(t)|t−1Σ
−1
(t)|t−1 and F = Cov(Xt−1−N |X(t),Ft−1).






 Σ(t−1)|n Σ(t−1),t+N |n
Σ>(t−1),t+N |n Σt+N |n
 . (4.18)
Thus we immediately get the conditional distribution of X(t−1) given Fn being
a multivariate normal with mean µ(t−1)|n and covariance Σ(t−1)|n.
Repeat the two steps above until t = 1.
Calculate and maximize the conditional expectation. Now we have the con-







− 2z>t Σ−1ε Bµ(t)|n + µ>(t)|nB>Σ−1ε Bµ(t)|n + tr(B>Σ−1ε BΣ(t)|n)
)
.
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Let B̃ = Σ
−1/2











































































































which does not depend on Σε.
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(β̃ − Σ−1/2δ Ã
> ˜̃Σ−1) ˜̃Σ(β̃ − Σ−1/2δ Ã










































































































































Summary. We briefly describe the expectation-maximization algorithm for esti-
mating B, β, Σε and Σδ simultaneously. For the k-th step, calculate the conditional
distribution of X(t) given Fn, B(k), β(k), Σ(k)ε and Σ(k)δ via dynamic programming.
Record the expectation µ(t)|n and the covariance Σ(t)|n. Also record the conditional





δ . Based on (4.20), (4.21), (4.22) and (4.23), update the parameters



























































− 2β(k+1)(Σ(t),t+N+1|n + µ(t)|nµ>t+N+1|n)
)
. (4.27)
4.4.2 Parameter Estimation via Expectation-maximization
with Regularization
As we mentioned earlier, because of the characteristics of the space-time dependency,
one may put the constraint that B is sparse. We regulate B via L1 penalty
Θ̂λ = arg max
Θ
{l(Θ; z)− λ‖B‖1}, (4.28)
where the regularization parameter λ controls sparsity and ‖B‖1 is the sum of absolute




j=1 |bjk|. We have maximum
likelihood estimator by choosing λ = 0. The larger λ is, the more sparse B̂λ is,
meaning the smaller ‖B‖0 is, where ‖B‖0 is the number of non-zero elements of B,




j=1 1{bjk 6= 0}.
Choice of regularization parameter λ. We apply cross validation to choose the
regularization parameter λ. Since time series data is ordered in the time dimension,
the cross validation can not be implemented in the usual way. We adopt a technique
which has similar concept to cross validation to choose λ. We fix the time length
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of the multivariate series data used to fit the model and estimate the parameters.
Slide the time window. In each slide use the data in the window to train the model
and then do h-step-forward prediction. Take h = 1 for example. Assume the length
of the window is n. Denote the data in the i-th slide window by z(i) = {z(i)t : t =
ti+1, · · · , ti+n}, and the one-step-forward prediction by ẑ(i)ti+n+1. The out-of-sample













where c is the number of the sliding windows. We choose the regularization parameter
λ that leads to the smallest mean squared prediction error.
The regularization parameter λ is chosen as follows. For each λ, we have c sliding




where i = 1, · · · , c. Next, we calculate the mean squared
prediction error for each λ. The regularization parameter λ is chosen to be the one
admitting the smallest mean squared prediction error, that is,
λ∗ = arg min
λ
MSPEλ. (4.29)
Computation via coordinate descent. For a given sparsity parameter λ, we
apply the expectation-maximization algorithm to obtain the estimates. The com-
putation in the E-step is the same as the E-step in the expectation-maximization
algorithm in Chapter 4.4.1
Q(Θ|Θ(k)) = EX|Z=z,Θ(k){logP(Z = z,X|Θ)}.
The M-step becomes
Θ(k+1) = arg max
Θ
{Q(Θ|Θ(k))− λ‖B‖1}. (4.30)
The expectation-maximization algorithm with a chosen regularization parameter λ
iterates the two steps until convergence, which is monitored by certain criterion.
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We adopt the coordinate descent algorithm [Friedman et al., 2010] to solve the
optimization (4.30) since the optimization in each dimension is in a closed form.























Denote Σ−1ε = (aij : 1 ≤ i, j ≤ m), B = (bij : 1 ≤ i ≤ m, 1 ≤ j ≤ r(2N + 1)),




















u6=i or l 6=j aiubulclj
aiicjj
.















where S(x, γ) is the soft-thresholding operator [Donoho and Johnstone, 1995]
S(x, γ) = sign(x)(|x| − γ)+ =

x− γ, if x > 0 and |x| > γ,
x+ γ, if x < 0 and |x| > γ,
0, if |x| ≤ γ,
and b∗ul takes the most up-to-date value of bul. ∂bijQ(Θ|Θ(k)) and ∂2bijQ(Θ|Θ
(k)) de-
note the first and second derivatives of Q(Θ|Θ(k)) with respect to bij respectively.
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Therefore, the B matrix is updated one element at a time, and during the update of
bij by (4.31), the other elements of B are fixed and take the most up-to-date value.
For the other parameters β, Σε and Σδ, there is no L1 constraint and thus after
B is updated from B(k) to B(k+1) by coordinate descent as described above, they are








































− 2β(k+1)(Σ(t),t+N+1|n + µ(t)|nµ>t+N+1|n)
)
.
where the conditional expectations and covariance functions in the updating formula
are calculated based on Θ(k).
4.5 Simulation Study
We conduct simulations to illustrate the performance of the proposed model and
estimation methods under various settings.
4.5.1 No Constraint on B




Bt−τXτ + εt, εt ∼ N (0, Im), (4.32)
Xt = βXt−1 + δt, δt ∼ N (0, Ir), (4.33)




 , (B0)ij ∼ N (2, 1), 1 ≤ i ≤ m, 1 ≤ j ≤ r,
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and B1 = B−1 = 0.5B0. We chose diagonal β to build X with coherence of 0 across
dimensions. The absolute values of the diagonal elements of β are less than 1 so that
X process is stationary. The sample size n is set to be 2000.
The data generation process is as follows. We first generate X by sampling two
independent series from AR(1) model, with the coefficient equal to 0.8 and 0.5 re-
spectively. Secondly, we draw the elements of B0 from normal distribution of mean
2 and variance 1, and then obtain B1 and B−1 via dividing B0 by 2. Finally, we get
the Z process by convolving B with X via (4.32). To generate multiple samples, we
fix the B-coefficients and generate X and Z for multiple times.
Model assessment. We use the estimated mean squared prediction error as below














where c is the number of simulations or samples, z(i) is the i-th sample and ẑ(i) is the





the reduced percentage of the mean squared prediction error of our model 1 to a
reference model 0.
Let f̂zz(ω) be the estimate of the spectral density of Zt and λ̂j(ω) be the eigen-
values of f̂zz(ω) by where j = 1, 2, · · · ,m. Figure 4.3a plots the eigenvalues λ̂j(ω)
against frequency ω for j = 1, 2, 3. The black, red and green lines represent the first,
second and third largest eigenvalue of f̂zz(ω) respectively. Figure 4.3b plots the ratio
λ̂j(ω)/
∑m
i=1 λ̂i(ω) against the order j. The j-th boxplot is the pooled ratio across
all frequencies. We only draw for 1 ≤ j ≤ 6 and frequencies less than 0.35 since
rest eigenvalues are relatively quite small. There is a very obvious spectral gap be-
tween the second and third largest eigenvalue. Thus, the dimension of the principal
component series X is chosen to be 2.
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(a) λ̂j(ω) versus ω
























i=1 λ̂i versus j
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Figure 4.3: Eigenvalue spectrum of the estimated spectral density f̂zz.
Table 4.1 shows the prediction performance of our model estimated via expectation-
maximization algorithm denoted by SFem, our model estimated via spectral filtering
procedure denoted by SFsp, as well as other two models denoted by AR and VAR
respectively for comparison. The first row records the estimated mean and standard
deviation (in subscripted bracket) of the mean squared prediction error of one-step-
forward forecast. The second and third rows are the improvement of the forecast
performance with respect to the reference models. The AR model is to apply au-
toregressive model with the order selected by AIC to each time series and do one-
step-forward prediction individually. The VAR model is to fit a vector autoregressive
model to the whole multivariate time series with the order selected by AIC . The
SFsp model is our model with the coefficients B estimated from the spectral den-
sity and β estimated by modeling each univariate series of the principal component
series Xt. The SFem model is our model with B and β are jointly estimated by
maximizing the likelihood function via the expectation-maximization algorithm from
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Chapter 4.4.1. To speed up, we use the estimates from the spectral filtering approach
to be the starting point of the expectation-maximization algorithm. The algorithm
stops until ‖Θ(k+1)−Θ(k)‖∞ ≤ 5× 10−4 where ‖ · ‖∞ is the maximum norm, that, is,
the maximum absolute element. It can be seen that the two estimation approaches
for our model have similar performance. In this case, the spectral filtering approach
is preferred since it reduces the multivariate modeling task to univariate modeling
but achieves similar performance. Furthermore, the estimation procedure does not
have to go through the relatively slow iterative steps. Both the two approaches for
our model have better and more accurate prediction performance than the univariate
autoregressive model for each series and the vector autoregressive model. Compared
to the reference models, the two approaches have not only a smaller mean squared
prediction error but also a smaller standard error of the mean squared prediction
error. The mean squared prediction error of our model estimated by the spectral
approach is reduced by 30.72% compared to the AR model, and reduced by 85.39%
compared to the VAR model. The mean squared prediction error of our model es-
timated via expectation-maximization algorithm is reduced by 32.81% compared to
the AR model, and reduced by 85.83% compared to the VAR model.
Table 4.1: One-step-forward Mean Squared Prediction Error for Different Models on
Simulated Data with Non-sparse B
SFem SFsp AR VAR
MSPE 7.507(8.840) 7.742(9.175) 11.174(10.485) 52.991(61.310)
percar 32.81% 30.72% - -
percvar 85.83% 85.39% - -
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4.5.2 Sparse Constraint on B
In this example, we generate Z processes from (4.32) with sparse B-coefficients. To













 , B1 = B−1 = 0.5B0.
And then we sparsify B by putting those bij’s smaller than 2 to 0 for 1 ≤ i ≤ m
and 1 ≤ j ≤ r(2N + 1). We create B-matrices this way so that Z has similar
variance across dimensions. Furthermore, there is no single row of B with all elements
equal to 0. As to the data generation process, we first generate X processes by
sampling two independent series from AR(1) model with coefficients equal to 0.8 and
0.5 respectively, and then get the Z process by convolving B with X process. The
sample size is 2000.
We use the mean squared prediction error as in (4.34) and the reduced percentage
of the mean squared prediction error as in (4.35) to evaluate one-step-forward forecast
performance. Table 4.2 shows the prediction performance of our model estimated via
expectation-maximization algorithm in Chapter 4.4.2 – denoted by SFλem with λ ob-
tained from (4.29), our model estimated via spectral filtering procedure in Chapter 4.3
– denoted by SFλsp with coefficients estimated from (4.13), (4.15), (4.16) and (4.17),
as well as other two alternative models denoted by AR and VAR respectively for
comparison. The AR model is fitting an univariate autoregressive model for each di-
mension of the series respectively, the order being selected by AIC. The VAR model is
fitting a vector autoregressive model to the whole m-dimensional multivariate series.
The first row of Table 4.2 records the estimated mean and standard deviations (in
subscripted bracket) of the mean squared prediction error from 100 simulation results.
Our model with parameter estimated from the expectation-maximization procedure
(SFλem) has smaller mean squared prediction error and standard deviation than the
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spectral filtering procedure (SFλsp). Both of them have superior forecast performance
compared to the AR model and the VAR model, and reduce a large proportion of
the mean squared prediction error. We stop the expectation-maximization procedure
when ‖Θ(k+1) −Θ(k)‖∞ ≤ 2× 10−3.
Table 4.2: One-step-forward Mean Squared Prediction Error for Different Models on




MSPE 4.912(3.864) 6.293(5.250) 14.064(10.304) 59.370(59.414)
percar 65.07% 55.26% - -
percvar 91.73% 89.40% - -
4.6 Real Data Analysis
To demonstrate the prediction power of our model, we use the Irish wind speed data
as a real data example. The dataset contains daily average wind speeds from 1961 to
1978 at 12 synoptic meteorological stations in the Republic of Ireland [Haslett and
Raftery, 1989]. The unit for measuring wind speed is knot (1 knot = 1.852 kilometers
per hour). We forecast one step ahead for all locations from the 12-dimensional
multivariate time series data with a sample size equal to n = 1000. Square root
transformation is applied to stationarize the data as a preprocessing step.
The spectral gap is between the second and third largest eigenvalue. Thus, we
determine the dimensional of the principal component series to be 2. The lag N
chosen by BIC is 1. We use the estimated mean squared prediction error for evalu-
ating one-step-forward forecast performance. Given the fact that the data does not
have multiple replicates, we use a sliding window of length n to do one-step-ahead
prediction for c times and estimate the mean squared prediction error by (4.34). The
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performance improvement of model 1 to model 0 is quantified by (4.35). We esti-
mate the parameter in our model via two approaches: spectral filtering procedure
in Chapter 4.3; expectation-maximization algorithm in Chapter 4.4. And then the
one step ahead forecasting is achieved by the dynamic programming in Chapter 4.2.
We use ordinary least squares in our spectral filtering procedure since the dimen-
sion of the data is relatively small compared to the sample size. We initialize the
expectation-maximization algorithm by the estimates resulted from the spectral fil-
tering procedure to speed up the second iterative approach. The algorithm stops until
‖Θ(k+1) −Θ(k)‖∞ ≤ 5× 10−4.
We compare the prediction results of our model with two current models: the
autoregressive model for each individual location and the vector autoregressive model.
The orders of the compared models are selected by AIC.
Table 4.3: One-step-forward Mean Squared Prediction Error for Different Models on
Wind Speed Data
SFem SFsp AR VAR
MSPE 0.418(0.395) 0.405(0.388) 0.468(0.438) 0.420(0.448)
percar 10.80% 13.48% - -
percvar 0.49% 3.48% - -
Table 4.3 lists the one-step-forward mean squared prediction error of our models
as well as the alternative models from the results of 100 sliding windows. Our model
with spectral filtering estimation procedure (denoted by SFsp) has a mean squared
prediction error of 0.405 and reduces the mean squared prediction error by 13.48%
compared to fitting an univariate autoregressive model for each location (denoted
by AR) whose mean squared prediction error is 0.468, and reduces by 3.48% com-
pared to the vector autoregressive model (denoted by VAR) whose mean squared
prediction error is 0.420. For our model, the spectral filtering estimation procedure
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has better forecast performance and lower standard deviation than the expectation-
maximization procedure. Both of them have lower mean squared prediction error and
standard deviation than the other two alternative models. In this real data example,
Our model reduces the 12-dimensional multivariate modeling task to two individ-
ual univariate modeling and achieves superior forecast performance compared to the
alternative models.
4.7 Conclusion and Discussion
We develop a predictive dynamic models for spatio-temporal data to capture low-
dimensional dynamics. Since the principal component series has zero coherence
among each other, each of them can be modeled independently. We apply univariate
time series model to each series, predict for future observations, and then transform
back to the original spatio-temporal space. We develop a spectral filtering approach
based on previous chapters and expectation-maximization algorithm to estimate pa-
rameters. Our modeling approach reduces multivariate modeling task to multiple
univariate modeling and can combine with regularization techniques to obtain more
stable estimates and improve interpretability. The simulation results and real data
analysis show that our model achieves superior forecast performance compared to
autoregressive models with the order selected by AIC.
From the modeling point of view, this method reduces the modeling tasks of
multivariate time series to the modeling of approximately (due to variable selection)
independent/uncorrelated time series. The latter is certainly much easier and appeal-
ing in practice as univariate time series is much easier to handle. Our results show
that we achieved even better prediction results than multivariate time series modeling
by univariate models.
The out-of-sample prediction beats vector autoregressive processes with the order
selected by AIC on the wind speed data whose dimension is much lower than the
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sample size. This is impressive because the vector autoregressive class is a dense class
and AIC is asymptotically efficient in terms of prediction. Vector autoregressive with
order selected by AIC is the default predictive model for stationary time series and
can not be beaten in many occasions.
Another remark is that this predictive method is similar to our previous discussion
in Chapter 2, but the handling of the principle component series is different at the
boundary where predictions are made.
Our future work includes a combination of the phase-aligned method from Chap-
ter 3 and the predictive model in this chapter. By doing this, each principal compo-
nent series is interpretable and could be a better fit to the univariate autoregressive
model which would make the overall prediction performance even better.
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Chapter 5
Conclusion
In this dissertation, we propose a spectral filtering approach for dimension reduction
and forecast improvement and apply it to multiple applications. We show the ef-
fectiveness of dimension reduction from our proposed method and also illustrate its
power for prediction in both simulation and real data examples. We further propose
a phase-based clustering method for eigenvectors in the frequency domain to create
principal component series with interpretable dynamics in the time domain. In both
simulation and empirical results, our algorithm yields clean and interpretable lower-
rank spatio-temporal dynamics that explain a substantial proportion of the data.
Benefiting from the zero-coherence property of the principal component series, we
subsequently develop a predictive model to capture the low-dimensional dynamics.
Our modeling approach reduces multivariate modeling task to multiple univariate
modeling and can combine with regularization techniques to obtain more stable es-
timates and improve interpretability. The simulation results and real data analysis
show that our model achieves better forecasting performance than autoregressive
models with the order selected by AIC.
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