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Abstract
Video stabilization algorithms are of greater importance
nowadays with the prevalence of hand-held devices which
unavoidably produce videos with undesirable shaky mo-
tions. In this paper we propose a data-driven online video
stabilization method along with a paired dataset for deep
learning. The network processes each unsteady frame pro-
gressively in a multi-scale manner, from low resolution to
high resolution, and then outputs an affine transformation
to stabilize the frame. Different from conventional meth-
ods which require explicit feature tracking or optical flow
estimation, the underlying stabilization process is learned
implicitly from the training data, and the stabilization pro-
cess can be done online. Since there are limited public
video stabilization datasets available, we synthesized unsta-
ble videos with different extent of shake that simulate real-
life camera movement. Experiments show that our method
is able to outperform other stabilization methods in several
unstable samples while remaining comparable in general.
Also, our method is tested on complex contents and found
robust enough to dampen these samples to some extent even
it was not explicitly trained in the contents.
1. Introduction
Videos captured by hand-held cameras and mobile
phones usually contain undesirable shaky motions, which
may lead to hardship of perceiving the contents. Digital
video stabilization is a post-process on a given shaky video
that eliminates the high frequency jitters and retains a sta-
ble and visually acceptable result. An efficient and effec-
tive video stabilization algorithm would be beneficial due
to the prevailing possession of smart phones that serve as
video recording devices and are prone to shaky hand mo-
tions. With a successful hardware-independent video stabi-
lization system, users could produce preferable videos with-
†Equal contribution.
Figure 1. Overview of Multi-Scale StableNet. The input is a stack
of historical stable frames with an unstable frame. We resize the
input into 3 levels and process them in sequence. The final output
is an affine transform that stabilizes the unstable frame. Please
see our supplemental materials which include all input and output
videos.
out purchasing expensive physical stabilizers.
Most prior video stabilization algorithms followed the
steps of “camera path estimation”→ “camera path smooth-
ing” → “stabilized frame synthesis based on smoothed
path”, which require offline path estimations that are based
on feature detection or optical flow estimations and may in-
troduce errors. Different from previous works, we achieve
video stabilization by a data-driven and end-to-end ap-
proach, without intermediate camera path estimation and
explicit feature detection. Also, it is possible for our method
to conduct online processing on the video, which is a valu-
able feature for real-time filming devices.
With the rapid growth of computational power and avail-
ability of large-scale data, data-driven deep learning algo-
rithms such as ConvNet (Convolution Neural Networks)
have achieved outstanding performance on other video pro-
cessing tasks such as video generation [24], deblurring [23],
and stylization [29]. In comparison to conventional ap-
proaches on video stabilization, data-driven approach re-
quires few explicit manipulations to the optimization pro-
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cess, and is more result-oriented where the loss function can
be viewed as the resulting performance. However, to apply
deep learning to video stabilization, there exist two main
challenges. First, since we are not explicitly estimating and
optimizing the camera path, which is a more intuitive ap-
proach of stabilization, the stabilization process definition
need to be accommodated to be suitable for ConvNet so-
lutions. Second, different from extant algorithms, which
were mostly independent from input data, deep learning ap-
proaches demands a large amount of training data. The data
are not only required to be sufficiently large but also to con-
tain adequate variance.
To resolve the lack of training data, we synthesized the
data based on an intuitive physical method. With proper
parameter setting, we are able to generate realistic shaky
videos with different extents of jitter. The advantages of us-
ing synthesized data include: accurate ground truth output
for learning and extensible data contents. As a result, we
generated about 420 shaky videos based on about 140 sta-
ble video clips, containing over 170000 frames for training.
For the problem definition, we adopt an online stabiliza-
tion approach along with multi-scale refinement, as shown
in Figure 1. The input to the network are 3 stacks of frames
in different resolutions. Each stack contains one unstable
frame that is to be stabilized, together with stable histori-
cal frames. The historical stable frames are sampled with
different time intervals according to the resolution level.
Generally, a higher resolution stack is formed by a smaller
sampling interval. This setting is used to incorporate dif-
ferent range of temporal information into the network. The
network will eventually output an affine transformation to
stabilize the unstable frame. In addition to the original on-
line stabilization problem setting, we also proposed a semi-
online stabilization method, which first stabilizes part of the
video (i.e., a video chunk), then merges the newly stabilized
chunk back to the video. This method mitigates the error
propagation during online stabilization and enables the net-
work to tackle low-frequency tilts.
We evaluate our method on two major aspects quanti-
tatively: fidelity and stability. Results show that our sys-
tem can perform quantitatively better than other online sta-
bilization methods, and even offline stabilization methods
in some samples. We also evaluated the robustness of our
model on complex contents such as zooming camera and
parallax scenes and found our method can still handle these
samples to some extent. Our contributions can be summa-
rized as follows: (1) We propose a novel video stabiliza-
tion algorithm based on deep neural networks and multi-
scaling techniques. (2) We propose a synthetic paired train-
ing dataset for future video stabilization works.
2. Related Work
Conventional video stabilization is performed in three
steps as estimating the camera motion trajectory, smoothing
the original path and synthesizing the stabilized video se-
quence with the smooth path to remove undesired motions.
The approaches are applied mostly in 2D or 3D perspec-
tives in terms of path estimation, while Jin et al. [7] pro-
posed 2.5D inter-frame motion model and dealt with affine
transformation achieving real-time stabilization.
In 2D camera perspectives, Hu et al. [6] extracted scale
invariant features and removed the shaky motions by Gaus-
sian kernel filtering. The affine model was also used
in [12] to describe interframe transformation, and recur-
sive Kalman filtering was applied to stabilize the trajec-
tory. Particle filtering improved the estimation in [27] and
showed increasing robustness. Grundmann et al. [5] pre-
sented the algorithm applying L1-optimization with several
constraints, and the synthesized smooth path is composed of
either constant, linear or parabolic motions. Subspace con-
straints were implemented in [14] and applicable to long
videos, and generated visually plausible videos. Specifi-
cally for the estimation of camera motion, many approaches
have been developed. Matsushita et al. [18] divided the tra-
jectory into global and local motions, and employed motion
inpainting to improve video quality. Another method for es-
timating interframe camera motions is dynamic time warp-
ing technique developed by Bosco et al. [1] intended for
moving-object videos. Liu et al. [17] proposed SteadyFlow
model dealing with spatially-variant motions. Camera mo-
tions were mitigated under the turbulent conditions by par-
ticle advection framework [20]. Instead of focusing on the
camera motion path, Lee et al. [10] optimized the feature
trajectories of the unstable videos, and produced less unde-
fined space in the stabilized videos.
As for 3D perspectives which include the focal length
variation, Liu et al. [13] reconstructed dynamic scenes in
3D camera motion for perceptually plausible results. Gold-
stein and Fattal [4] adopted epipolar point transfer for mov-
ing camera and object videos matching the capabilities of
3D methods without scene reconstruction. Zhang et al. [28]
solved the problem by tackling a sparse linear system of
equations. Additionally, Liu et al. [16] handled camera mo-
tions with a bundle of camera paths, and succeeded in deal-
ing with parallax and rolling shutter effects.
Besides the previous offline approaches, several online
methods are also proposed, which are favored by real-
time applications. Ratakonda [21] proposed a primitive on-
line stabilization algorithm of integrating cumulative mo-
tion curve in two dimensions separately. Optical flows were
calculated between successive frames in [3], and the camera
path was optimized with regularization. Liu et al. [15] pre-
sented MeshFlow using only the past motions. Karpenko et
al. [8] demonstrated real-time stabilization with gyroscopes
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Figure 2. Network Architecture. The Multi-scale StableNet is based on Siamese architecture. Two consecutive unstable frames will be
selected and form two input stacks respectively. The frame stacks will then be resized into 3 levels. Two genre of losses are computed
separately and back propagated through the network.
for automatic calibration on a mobile phone. Integrating
ConvNet, Wang et al. [25] recently proposed StabNet to
perform online stabilization by loading historical frames
into the network and directly producing the homography
matrix entries. However, this method may lead to serious
error propagation in that the former lapses cause latter ab-
normality in terms of the visual performance.
Our proposed system employs ConvNet to extract the in-
terframe transformation, which does not explicitly estimate
the camera motion path or feature trajectory but leave them
for the network to learn implicitly. In order to achieve mul-
tiple levels of refinement on the stabilization process, we
referred to the pyramidal implementation in [2], which im-
proved the performance of optical flow detection, and con-
structed three levels of different resolutions to do iterative
adjustment in stabilization. To our knowledge, our method
StableNet is the first which uses deep ConvNet in a multi-
scale setting for video stablization and produces competi-
tive results compared with state-of-the-art methods.
3. Methodology
We approached our task in an online stabilization setting,
where the input contains only historical but no future infor-
mation. The model processes one frame at a time, given
stacks (S, u) of historical stabilized frames (S) and the cur-
rent unstable frame (u). After the network has captured the
latent camera dynamic from the frame stacks, it outputs the
corresponding affine transformation to stabilize the current
frame. We simplify the affine transformation into 3 param-
eters (θ, dx, dy) that are more physically meaningful, cor-
responding to rotation angle, x-axis translation and y-axis
Figure 3. Implementation Details. All padding are in VALID
mode. Note that there is no fully connected layer to better pre-
served the spacial information.
translation. Scaling is excluded since it is considered not
to be the major source of instability. For the input of the
model, stacks of frames in 3 different resolutions are pre-
sented, which leads to a 3-level multi-scale refinement (Sec-
tion 3.1). To better incorporate long term and short term
interframe dynamics, we set different sampling interval for
stacks with different resolutions (Section 3.2). The model is
then trained on the dataset with both supervised and unsu-
pervised loss functions (Section 3.3). During testing time,
the network stabilizes the video frame by frame. To fur-
ther mitigate the error propagation caused by the frame by
frame stabilization, we propose a chunk-by-chunk stabiliza-
tion method, which can be considered as a semi-online ap-
proach (Section 3.4).
3.1. Multi-Scale StableNet Architecture
We adopt a siamese network architecture as the back-
bone, followed by a 3-scale setting. All of the layers are
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convolution layers for better preservation of spacial infor-
mation. Figure 2 shows the detail of our model. Siamese
architecture is chosen since it is proven to excel at capturing
interframe dynamics [11] which is the critical information
for video stabilization. During the training time, (Si, ui)
and (Si+1, ui+1) are passed into the two branches of the
network respectively, each containing 3 different resolu-
tions. The different resolution stacks are resized from the
original frames. We denote i ∈ [1, N ] as the frame index
and r ∈ [1, 3] as the resolution index, where N is the total
number of frames. The network processes the lower reso-
lution stack (Si, ui)r and generates an intermediate affine
transformation Air , which will be applied to the next reso-
lution’s unstable frame uir . The network then processes the
stack of next resolution level (Si, Air (ui))r+1. The output
of each subsequent level serves as a refinement for the pre-
vious level.
3.2. Variant Temporal Sampling
The input stack contains a stack of historical stable
frames S and one current unstable frame u. The histor-
ical frames stack S is constructed by 23 stable frames,
sampled with a constant time interval t. Thus Si =
(si−23t, si−22t, · · · , si−t), and the first frame is used if the
subscript is less than 1. Given a single t, a few problems
need to be resolved. If the sampling interval is too large,
it will result in incoherent transformation since the input is
lacking the dynamics from nearby frames. For sampling in-
terval that is insufficient, long term tilting throughout the
video will occur.
Thus we select different sampling rates for stacks that
have different resolutions to better capture temporal infor-
mation. Larger time interval t is selected for lower res-
olution stack so the lower resolution input contains long
term temporal information. Based on the long term dy-
namic captured from the low resolution input, the network
then outputs the raw affine transformation which will be
further refined in next resolution. Since higher resolution
stacks serve as small range refinements, the sampling inter-
vals should be smaller, which better provides the informa-
tion of nearby frames and leads to smooth transformations
between frames.
3.3. Loss Function
The loss function consists of two terms, similarity and
smoothness:
L =
∑
k∈i,i+1
Lsimilarity(Ak, Aˆk, uk, sk)+
λLsmoothness(Ai, Ai+1, uk, uk+1) (1)
where ui and si denote the ith unstable frame and stable
frame respectively. Ai is the predicted affine transformation
for ui and Aˆi is the ground truth affine transformation. For
simplicity, Ai only contains rotation and translation, thus
can be represented as (θi, dxi, dyi). λ is the factor for bal-
ancing the two terms.
Similarity Loss
The similarity loss is a supervised loss, which evaluates the
model’s predictions against the ground truths. The ground
truth affine transformations can be retrieved from the syn-
thetic processes of training data. There are two components
which form the similarity loss, one is parameter-wise
comparison and the other is image-wise comparison.
The parameter-wise term serves as a stronger guidance
for the model output and lead to a faster convergence in the
training process. The image-wise term provides a visual
quality guidance to the model, which compares the stabi-
lized frame with the ground truth stable frame. The loss can
be expressed as
Lsimilarity(Ak, Aˆk, uk, sk) = MSE(Ak, Aˆk)+
α
H ∗W ∗DMSE(Ak(uk), sk) (2)
where H , W , D are the spacial dimension of the image and
α is the factor for balancing the terms.
Smoothness Loss
The smoothness loss is an unsupervised loss, which evalu-
ate the smoothness between consecutive frames. To mea-
sure the smoothness, we first calculate the transform Ti
between the two stable frames (si, si+1). Ti is estimated
based on optical flow calculated from the LucasKanade
method [2] and Good Features to Track [22]. Note that
this estimation is only needed for calculating training loss,
which is not required during testing time. We then measure
the difference between Ti(Ai(ui)) and Ai+1(ui+1), which
should be close to zero if both frame are stabilized. The
term can be represented as
Lsmoothness(Ai, Ai+1, uk, uk+1) =
MSE(Ti(Ai(ui)), Ai+1(ui+1)) (3)
The losses for the 3 resolution levels are accumulated and
back propagated after the last resolution is processed. Note
that except for the lowest resolution, the affine transform
used in loss calculation is the transform after refinement.
3.4. Semi-online video stabilization
Ground truth stable frames are stacked as the input dur-
ing training time. There will be no ground truth stable
4
Figure 4. Frames from our dataset. The dataset consists of about 420 pairs of steady and synthesized shaky videos with three extents of
camera motions from 140 stable video clips. Black border is persistent in training data to better simulate the input in testing time.
frames during testing time, so the stack is formed by pre-
viously stabilized frames. However, this is prone to error
propagation during testing time. For example, the stabi-
lized scene may be incorrectly tilted as the length of the
video increased, though the video can still be considered
stable. In addition to adopting variant temporal sampling,
we also propose a semi-online stabilization method to re-
solve the error propagation. First, the whole video is di-
vided into small chunks, (c1, c2, · · · , ck), where each chunk
contains a relatively small number (32) of frames, thus
ci = (u32(i−1)+1, u32(i−1)+2, · · · , u32i). The model then
stabilizes each chunk individually, assuming the first frame
of each chunk to be stable, and results in a series of stabi-
lized chunks (c′1, c
′
2, · · · , c′k). As for the chunk merging,
each chunk will be applied another chunk-wise affine trans-
form which is based on previously merged chunks and the
first frame of the current chunk. This step serves as a chunk-
wise stabilization. This method can be interpreted as semi-
online since it processes a small batch of frames at a time
but not one frame at a time. Nevertheless, it still leverages
the advantage of online stabilization due to the small num-
ber of frames within each chunk. Furthermore, this method-
ology successfully reduces the effect of error propagation
caused by standard online video stabilization.
3.5. Implementation Details
The detailed implementation of our network can be
viewed in Figure 2. We trained our network using Adam
Solver [9] with learning rate of 0.001, an exponential decay
of γ = 0.98 for every 5 epochs, and a batch size of 96. It
took about 60 hours to converge on about 170000 samples
when trained on 4 Nvidia GTX 1080Ti graphic cards.
We also normalized both the input and the output do-
main. Observing that the model output was too large in
the initial stage of training which resulted in translation that
falls out of the borders, we scaled up the target value by
1000 to avoid decimal errors. So each of (θ, dx, dy) falls
within [−1000, 1000], and will be scaled back when con-
structing the affine matrix. The parameter setting in our ex-
periments is: λ = α = 10000. And we resized the original
frame with inter area interpolation to the three resolutions:
30 × 30, 125 × 125, and 256 × 256, which respectively
correspond to sampling interval of 6, 3, 1 (frames).
The stable frames in the input stack are generated by
applying ground truth affine transform to unstable frames.
This will result in frames with some black borders, which
better simulate the input during testing time. Also we have
added stable stacks to the training data, thus the correct
output should be an identical affine transform. This is to
dampen the model from invariably performing transforma-
tion, even when there is no such demand. The ratio of
stable over unstable training samples is 0.2 in our experi-
ments, which added adequate amount of regularization to
the model.
4. Training Data
Data collection is one of the challenges we are faced with
when dealing with neural network training process. Since
there exist few resources for the appropriate datasets includ-
ing pairs of stable and unstable videos, we constructed our
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own dataset by applying artificial noise jitters. We have con-
sidered the parallel hardware method of collecting training
data proposed by Wang et al. [25], however, errors in the es-
timation from stable frame to unstable frame may inevitably
occur with optical flow detection due to inappropriate fea-
ture point selection and other factors, which can cause in-
consistency when calculating loss. Therefore, we instead
develop a shake synthesis algorithm that includes rotation
and translation. Since our proposed method focuses on the
stabilization in 2D spaces, we do not include depth changes
in video synthesis. In this way, we only need to gather the
stable videos as the basis for synthesis, and not only can
we achieve synchronization between pairs of videos, but it
also manifests efficiency because we are able to extend the
ground truth videos to different extent of artificial move-
ment and vibration by adopting various sets of parameters.
As for stable videos, we selected such one-take videos
which do not contain scene transition and subtitles which
can affect the content of frame stacks used for training. In
order to prevent the network from overfitting, we need to
guarantee variety in terms of the camera motion type as well
as the video contents. Therefore, the collected videos con-
tain movie clips, music videos, live concerts, sports record-
ings and so on, and the camera motions generally involve
static, panning and locomotive types.
After the accumulation of about 140 stable videos, each
of which is around 15 seconds long at 24 FPS in gen-
eral, we added the artificial noise on the stable frames by
affine transformation matrix derived from rotation angle and
translation vector. The matrix Mt is calculated as:
Mt =
[
cos θ sin θ x¯(1− cos θ)− y¯ sin θ + dx
− sin θ cos θ x¯ sin θ + y¯(1− cos θ) + dy
]
where θ is the rotation angle, dx, dy are the horizontal and
vertical translation, x¯ = rx − dx, y¯ = ry − dy with rx, ry
as the rotation center (set as 640, 360 in our synthesis since
it is the center of the original stable frame).
We developed three sets of parameters corresponding to
small, medium and large extent of shake, and the param-
eters vary in the range of θ, dx, dy as well as the time in-
terval between two random assigned parameter. To elabo-
rate the latter, we ensure the synthesized videos to resem-
ble the authentic shaky videos from hand-held devices by
exploiting linear interpolation. We generate two random
numbers for each parameter within a certain interval (e.g. 4,
6 frames), and assign the interpolated value to each of the
interim frames according to the index of the frame in the
current interval, and in this way the synthesized video will
not suffer from sudden and slack changes between adjacent
frames. The extent of shake embodies in the initialization
of the random number generation, where the standard devi-
ation varies.
Furthermore, since the stabilized frames are utilized as
part of the frame stack in the stabilization process, black
borders generated from affine transformation cannot be
avoided. We must therefore include the undefined areas
into the ground truth videos instead of directly regarding the
original as the standard. In order to add plausible borders,
we produced a stable video for each synthesize shaky one
by transforming the unstable frames with the inverse matrix,
which can also be derived from the artificial parameters. In
total, we finally have 420 pairs of videos, and they are sepa-
rated into 390 training pairs and 30 validation pairs, and the
validation pairs are carefully selected based on the camera
motion types so that it is representative of various stabiliza-
tion effect. Figure 4 presents some exemplar frames of the
dataset.
5. Experiments and Results
In this section, we compared our method against several
out-standing video stabilization algorithms [16, 4, 5] and
stabilizer of iMovie. The evaluation was done in two ma-
jor aspects, in terms of the fidelity and stability of the re-
sults (Section 5.1). The result of the evaluation then will be
shown and discussed in Section 5.2. We have also tested
on samples that cannot be stabilized perfectly with affine
transform only, and found that our model still can some-
how stabilize these samples (Section 5.3). Finally, current
limitations of our method will be examined in Section 5.4.
5.1. Metrics
Fidelity
As suggested by Morimoto et al. [19], the fidelity of video
stabilization system can be evaluated using the peak signal-
to-noise ratio (PSNR).
PSNR(I0, I1) = 10 log
2552
MSE (I0, I1)
Intuitively, a fully stabilized image sequence will have no
residual motion in ideal case. Thus there will be no dif-
ference between pixels of two consecutive frames. Thus
the larger the PSNR between two consecutive frames, the
more stable is the sequence. While the objects in the scene
usually move between the transition of frames, which will
cause difference in pixel values even the video is stabilized,
this intuitive evaluation metric still provides an insight of
the performance of the stabilization system. In our experi-
ment, we measured the average PSNR across the entire sta-
bilized video as the fidelity of the method.
Stability
Following the criteria proposed by [16], we measured the
stability of result videos by a frequency domain analysis
on 2D motions of the estimated camera path. The camera
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Figure 5. Fidelity experiments results. The fidelity is measured by calculating the average interframe PSNR (in dB): (a) shows the eval-
uation against general state of the art methods and commercial software, (b) shows the comparison against online stabilization methods
specifically. Results show that our method is comparable to state of the art methods and slightly outperforms other online methods.
Figure 6. Stability experiments results. Stability is measured based on the minimum energy percentage in rotation, horizontal translation and
vertical translation by frequency analysis. The comparison is made among previous stabilization algorithms, representative of commercial
product, iMovie, and our proposed model StableNet.
path is estimated as accumulative Homography transforma-
tions between frames: P t = H0H1..Ht, where the inter-
frame homography is calculated from feature-based opti-
cal flow detection. A larger power proportion of low fre-
quency motions represents a more stable path. In ideal case
of stabilization, the proportion should close to 1. In our ex-
periment, we calculated the ratio of the power sum of the
2nd to the 7th lowest frequency components against the to-
tal power of all frequency components. We evaluated the
energy percentages of rotation, horizontal translation and
vertical translation components and selected the minimum
values among these three values as the stability metric of
the video.
5.2. Results and Evaluation
The experiments were conducted on video clips pre-
sented in [16]. We compared works from [16, 4, 5], and
also the stabilizer of iMovie. In terms of the video fidelity,
it is shown in Figure 5 (a) that our method can sometimes
outperform other offline, path optimization based methods
and being comparable to commercial software. As for the
stability measurement, it performs similarly to the fidelity
where our approach sometimes rivaling other offline algo-
rithms according to Figure 6. The result that it cannot con-
stantly outperform other offline methods was expected since
our method is an online method. The lacking of future in-
formation and the error propagation during stabilization will
penalize the performance.
Figure 5 (b) shows the comparison against other online
methods on fidelity. The comparison is done on the data
published in [26]. The result shows that our method outper-
form [26] and have comparable results to [15] in the fidelity
metrics. As for the stability compared with online methods,
Figure 6 shows comparable result between our method and
Liu et al. [15].
5.3. Robustness
Notice that though our model targets in solving regular
jitters which are caused by walking and unintended hand
movements, our method is robust enough to stabilize more
complex contents to some extent, such as zooming camera
and indoor scenes with parallax. The evaluation is shown
in Figure 7, which is done on the Zooming and Parallax
category of videos from [16]. The result shows that our
model is quantitatively comparable to [16] on this type of
contents even the settings did not explicitly handle them.
This could be a merit of using a synthetic dataset that
contains these type of contents implicitly. Though our
dataset is synthesized with simple transformation only, the
scalibility on both the contents and jitter patterns of syn-
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Figure 7. Fidelity and stability for (a) zooming and (b) parallax videos. Although there is no scaling or grid warping in the output affine
transformation for our model, our model is shown to be robust enough to handle zooming and parallax scenes. This could be attributed to
the using of dataset with large variance, which contains these more complex scenes.
thetic dataset is an advantage that can offer additional vari-
ance. Our large dataset works well with deep neural net-
works and leads to robustness.
5.4. Limitation
While our method is able to handle regular shaky videos
that contain simple 2D motions, it is restricted from han-
dling other more complex problems such as handling roller
shutter effects by nature due to the relatively simple out-
put. This could be a future work of modifying the model
output to better handle more complex interframe motions.
Another limitation of our method is that it handles high
frequency jitters better than low frequency jitters, as well
as small motions against large motions, which may lead to
some results that seem to have low visual stability in these
cases. This may be a result of the limited underlying pat-
terns in our training data, which did not contain drastic mo-
tions. Adding more shaking patterns in the training data
should be able to solve this issue.
6. Conclusion
We have presented StableNet, our semi-online multi-
scale stabilization approach with deep learning techniques.
The proposed model can stabilize unstable frames by ex-
tracting and analyzing latent patterns in historical frames.
Our method is free from motion estimation and can be ap-
plied to online stabilization. We have also proposed a paired
dataset for future data-driven video stabilization works,
which contains about 420 synthesized videos of three jit-
ter types based on public videos. Quantitative evaluations
showed that our model is not only able to perform stabiliza-
tion comparably with previous state of the arts and commer-
cial software on regular shaky videos but have also attained
robustness from the using of our large synthetic dataset.
References
[1] A. Bosco, A. Bruno, S. Battiato, G. Bella, and G. Puglisi.
Digital video stabilization through curve warping tech-
niques. IEEE Transactions on Consumer Electronics,
54(2):220–224, 2008. 2
[2] J.-Y. Bouguet. Pyramidal implementation of the affine lu-
cas kanade feature tracker description of the algorithm. Intel
Corporation, 5(1-10):4, 2001. 3, 4
[3] H.-C. Chang, S.-H. Lai, and K.-R. Lu. A robust and effi-
cient video stabilization algorithm. In Multimedia and Expo,
2004. ICME’04. 2004 IEEE International Conference on,
volume 1, pages 29–32. IEEE, 2004. 2
[4] A. Goldstein and R. Fattal. Video stabilization using epipo-
lar geometry. ACM Transactions on Graphics (TOG),
8
31(5):126, 2012. 2, 6, 7
[5] M. Grundmann, V. Kwatra, and I. Essa. Auto-directed video
stabilization with robust l1 optimal camera paths. In The
IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR), pages 225–232. IEEE, 2011. 2, 6, 7
[6] R. Hu, R. Shi, I.-f. Shen, and W. Chen. Video stabilization
using scale-invariant features. In Information Visualization,
2007. IV’07. 11th International Conference, pages 871–877.
IEEE, 2007. 2
[7] J. S. Jin, Z. Zhu, and G. Xu. Digital video sequence stabi-
lization based on 2.5 d motion estimation and inertial motion
filtering. Real-Time Imaging, 7(4):357–365, 2001. 2
[8] A. Karpenko, D. Jacobs, J. Baek, and M. Levoy. Digital
video stabilization and rolling shutter correction using gyro-
scopes. CSTR, 1:2, 2011. 2
[9] D. P. Kingma and J. Ba. Adam: A method for stochastic
optimization. CoRR, abs/1412.6980, 2014. 5
[10] K.-Y. Lee, Y.-Y. Chuang, B.-Y. Chen, and M. Ouhyoung.
Video stabilization using robust feature trajectories. In Com-
puter Vision, 2009 IEEE 12th International Conference on,
pages 1397–1404. IEEE, 2009. 2
[11] P. Lei, F. Li, and S. Todorovic. Boundary flow: A siamese
network that predicts boundary motion without training on
motion. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), June 2018. 4
[12] A. Litvin, J. Konrad, and W. C. Karl. Probabilistic video sta-
bilization using kalman filtering and mosaicing. In Image
and Video Communications and Processing 2003, volume
5022, pages 663–675. International Society for Optics and
Photonics, 2003. 2
[13] F. Liu, M. Gleicher, H. Jin, and A. Agarwala. Content-
preserving warps for 3d video stabilization. In ACM Trans-
actions on Graphics (TOG), volume 28, page 44. ACM,
2009. 2
[14] F. Liu, M. Gleicher, J. Wang, H. Jin, and A. Agarwala. Sub-
space video stabilization. ACM Transactions on Graphics
(TOG), 30(1):4, 2011. 2
[15] S. Liu, P. Tan, L. Yuan, J. Sun, and B. Zeng. Meshflow:
Minimum latency online video stabilization. In European
Conference on Computer Vision, pages 800–815. Springer,
2016. 2, 7
[16] S. Liu, L. Yuan, P. Tan, and J. Sun. Bundled camera paths for
video stabilization. ACM Transactions on Graphics (TOG),
32(4):78, 2013. 2, 6, 7
[17] S. Liu, L. Yuan, P. Tan, and J. Sun. Steadyflow: Spatially
smooth optical flow for video stabilization. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 4209–4216, 2014. 2
[18] Y. Matsushita, E. Ofek, W. Ge, X. Tang, and H.-Y. Shum.
Full-frame video stabilization with motion inpainting. IEEE
Transactions on pattern analysis and Machine Intelligence,
28(7):1150–1163, 2006. 2
[19] C. Morimoto and R. Chellappa. Evaluation of image stabi-
lization algorithms. In 1998 IEEE International Conference
on Acoustics, Speech and Signal Processing, ICASSP ’98
(Cat. No.98CH36181), volume 5, pages 2789–2792 vol.5,
May 1998. 6
[20] O. Oreifej, X. Li, and M. Shah. Simultaneous video stabi-
lization and moving object detection in turbulence. IEEE
transactions on pattern analysis and machine intelligence,
35(2):450–462, 2013. 2
[21] K. Ratakonda. Real-time digital video stabilization for multi-
media applications. In Circuits and Systems, 1998. IS-
CAS’98. Proceedings of the 1998 IEEE International Sym-
posium on, volume 4, pages 69–72. IEEE, 1998. 2
[22] J. Shi and Tomasi. Good features to track. In 1994 Proceed-
ings of IEEE Conference on Computer Vision and Pattern
Recognition, pages 593–600, June 1994. 4
[23] S. Su, M. Delbracio, J. Wang, G. Sapiro, W. Heidrich, and
O. Wang. Deep video deblurring for hand-held cameras.
In The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), volume 2, page 6, 2017. 1
[24] S. Tulyakov, M.-Y. Liu, X. Yang, and J. Kautz. Moco-
gan: Decomposing motion and content for video generation.
arXiv preprint arXiv:1707.04993, 2017. 1
[25] M. Wang, G.-Y. Yang, J.-K. Lin, A. Shamir, S.-H. Zhang, S.-
P. Lu, and S.-M. Hu. Deep online video stabilization. arXiv
preprint arXiv:1802.08091, 2018. 3, 6
[26] J. Yang, D. Schonfeld, C. Chen, and M. Mohamed. Online
video stabilization based on particle filters. In 2006 Interna-
tional Conference on Image Processing, pages 1545–1548,
Oct 2006. 7
[27] J. Yang, D. Schonfeld, and M. Mohamed. Robust video sta-
bilization based on particle filter tracking of projected cam-
era motion. IEEE Transactions on Circuits and Systems for
Video Technology, 19(7):945–954, 2009. 2
[28] G. Zhang, W. Hua, X. Qin, Y. Shao, and H. Bao. Video
stabilization based on a 3d perspective camera model. The
Visual Computer, 25(11):997, 2009. 2
[29] F. Zhu, Z. Yan, J. Bu, and Y. Yu. Exemplar-based image and
video stylization using fully convolutional semantic features.
IEEE Transactions on Image Processing, 26(7):3542–3555,
2017. 1
9
