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SUMMARY
Due to its ability to take into account discontinuities, the discontinuous Galerkin (DG) method presents some
advantages for modeling crack initiations and propagations. This concept has been recently applied to 3D
simulations and to elastic thin bodies. In this last case, the assumption of small elastic deformations before
crack initiations or propagations reduces drastically the applicability of the framework to a reduced number
of materials.
To remove this limitation, a full-DG formulation of non-linear Kirchhoff-Love shells is presented and is
used in combination with an elasto-plastic finite deformations model. The results obtained by this new
formulation are in agreement with other continuum elasto-plastic shell formulations.
Then this full-DG formulation of Kirchhoff-Love shells is coupled with the cohesive zone model to
perform thin body fracture simulations. As this method allows considering elasto-plastic constitutive laws in
combination with the cohesive model, accurate results compared to the experiments are found. In particular,
the crack path and propagation rate of a blasted cylinder are shown to match experimental results. One of
the main advantages of this framework is its ability to run in parallel with a high speed-up factor, allowing
the simulation of ultra fine meshes. Copyright c© 2011 John Wiley & Sons, Ltd.
Received . . .
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Cohesive Law
1. INTRODUCTION
The tearing prediction of thin structures is a challenging task which can be numerically investigated
using cohesive models. Such a cohesive model was pioneered by A. Hillerborg et al. [1] who
presented a numerical implementation of the work of D. Dugdale [2] and G. Barenblatt [3]. These
works suggested to model the fracture process by defining a cohesive zone located ahead from the
crack tip where the traction surface at the lips is related to the opening by a “Traction Separation
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2 G. BECKER & L. NOELS
Law” (TSL), whose shape depends on the fracture nature. In order to study the debonding of a
(a) Polynomial [4]. (b) Exponential [5]. (c) Trapezoidal [6, 7].
Figure 1. Different (intrinsic) cohesive laws.
spherical inclusion in a ductile matrix, A. Needleman [4] suggested to have recourse to a polynomial
potential law, as depicted on Figure 1(a). Even if this shape is not based on experimental evidences,
it allows obtaining a path independent law which models only a normal opening. This limitation was
removed by an extension of the polynomial potential cohesive model supplied by V. Tvergaard [8].
In fact the initial model of A. Needleman was inefficient in case of a mixed mode with a high normal
compression as it leads to a negative normal opening. Therefore, V. Tvergaard suggested considering
a uni-dimensional effective opening to model the mixed mode fracture. Then as the experiments
show a universal exponential shape between the binding energy and the atomistic separation, A.
Needleman [5, 9] adapted his model and suggested using the exponential cohesive law depicted
on Figure 1(b). Nevertheless, this exponential potential law is suitable for brittle materials only
and cannot model the dependency of fracture toughness with the plasticity. Toward this end, V.
Tvergaard et al. developed a trapezoidal cohesive law, first restricted to mode I [6], see Figure
1(c), and then extended to the mixed mode fracture [10]. The dwell region introduced in this law
is supposed to model the plastic work of the fracture process. In their study they varied the length
of the plateau and demonstrated the little effect of the shape of the cohesive law on the results,
except for the initial slope, which influence is discussed below. I. Scheider et al. [7] modified this
law by inserting quadratic and cubic functions in place of linear branches to remove the slope
discontinuity at the extremities of the dwell region, see Figure 1(c). With this modified model they
successfully simulated the cup cone fracture of a uni-axial tension test in a 2-D axisymmetric setting.
However, the nature of ductile fracture cannot be modeled by this cohesive law. Indeed, ductile
fracture involves nucleation, growth and coalescence of micro-cavities which cannot be resolved by
a cohesive law with constant fracture parameters. To solve this issue V. Tvergaard et al. modified
their model and consider a σc depending on the plastic strain rate [11].
The different cohesive laws presented above are intrinsic cohesive laws as they model the
continuum part of the deformation thanks to an initial slope. This allows inserting cohesive
elements, to integrate the TSL, between bulk elements at the very beginning of the simulation,
as it was proposed by A. Hillerborg et al. [1]. Nevertheless, this slope has to be infinite to obtain a
mathematically consistent method [12]. As in practice the slope is finite, the recourse to an intrinsic
cohesive law leads to numerical issues as mesh dependency, lift-off and artificial compliance
(see [13] for a complete discussion about these issues). To avoid these issues, the development
of extrinsic cohesive laws, which can be seen as intrinsic TSLs with an initial infinite slope,
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was pioneered by M. Ortiz et al. [14, 15, 16]. When relying on extrinsic TSL, the simulation is
initialized with a continuum mesh, and, at onset of fracture, a cohesive element has to be inserted
in between two bulk elements. The main drawback of the extrinsic cohesive approach is it complex
implementation (especially in a parallel algorithm) as the topology of the mesh has to be modified
on the fly during the computation in order to insert the cohesive elements.
The specific case of using a TSL with thin structures was first addressed in the literature by
F. Cirak et al. [17, 18]. Although they performed the simulations with a shell formulation, they
conserved the 3D TSL approach. Therefore to propagate the crack through the thickness they
suggested using the Simpson points of the thickness integration.
Among the strategies suggested in the literature to avoid the difficulties inherent to extrinsic and
intrinsic approaches, the recourse to a discontinuous Galerkin (DG) formulation seems promising,
see [19] for a review. Discontinuous Galerkin methods are now commonly used to solve hyperbolic
equations (see [20, 21] for a review) as well as elliptic problems ([22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32, 33, 34, 35] among others). The main feature of these methods is their ability to take into
account discontinuities of the unknown field in the interior domain of studied problems. In such
weak formulations the integration by parts is realized on the elements, leading to boundary integral
terms ensuring the continuity and compatibility of the solution in a stable and consistent manner.
Furthermore the method can be advantageously applied to thin body equations, which require C1
continuity, to obtain a one-field (displacement) formulation. In this C0/DG formulation, the C0
continuity is ensured as usual by considering continuous shape functions and the C1 continuity is
weakly ensured, by DG interface terms, in a stable and consistent way [23, 29, 33, 34, 36, 37, 38].
Recently, with a view toward the combination of DG methods and ECL for thin bodies, the authors
[19, 39] have suggested a full-DG formulation of linear beams and shells. In this formulation, the
shape functions are discontinuous, and both C0 and C1 continuities are weakly ensured by having
recourse to the interface terms.
One of the advantages of considering an initially discontinuous mesh when solving mechanical
problems, lies in the easiness and efficiency of combining the method with extrinsic cohesive laws.
Indeed, as interfaces elements are inserted since the very beginning of the simulation to integrate
the interface terms inherent to the DG formulation, an extrinsic cohesive law can be integrated at
the onset of fracture by the same interface elements without requiring mesh topology modifications.
This technique was pioneered with success for 2D problems by J. Mergheim [40] et al. and by
Prechtel et al. [41], and for 3D problems by R. Radovitzky et al. [13, 42]. In particular, in these
last references it was demonstrated that this DG/ECL combination has two main advantages. On the
one hand the method remains consistent and stress waves are accurately propagated in the structures
before a fracture happens, and on the other hand, the parallel implementation of a scalable DG/ECL
framework requires little additional efforts compared to the parallel implementation of a traditional
continuous FE code. This last advantage results from the absence of dynamic mesh modifications
during the simulation process.
As the recourse to 3D elements to model a thin structure leads to a huge number of degrees of
freedom, the authors have extended this DG/ECL framework to thin body formulations, first to linear
beams [39] and then to linear shells [19]. Toward this end, full-DG formulations of linear beams and
shells were developed, where both C0 and C1 continuities were ensured by having recourse to the
interface terms. However, when considering thin bodies, the implicit representation of the thickness
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implies that the stress field is represented by membrane and bending resultant stresses. Therefore,
the ECL has to be redefined for thin bodies, to become based on these resultant stresses. These
developments were written under the linear small strain assumption, limiting the applicability of
the method to a reduced number of materials exhibiting no plasticity before the crack initiation or
propagation.
To remove this limitation, the authors present herein the extension of their full-DG formulation
of shells to large deformations. This formulation is able to account for non linear elasto-plastic
material behaviors. Thereafter, this formulation is coupled with an ECL to perform the fracture
analysis. As for fracture applications very thin meshes are required to model crack propagations,
in order to perform simulations in a reasonable computational time, the algorithm is developed in
parallel. Note that as the new full-DG method considers more dofs than the initial one-field C0/DG
formulation of shells, it is not efficient for continuum mechanics except to model discontinuities
(e.g. fracture) or for parallel computations. Indeed, in this last case, a continuous formulation can
be used on each processor and the continuity between the mesh partitions can be ensured by having
recourse to DG terms.
Beside the validation of the full-DG formulation for finite plasticity with respect to the literature,
the combined DG/ECL framework for non-linear shell is validated considering two different
applications: the blast of a pressurized cylinder and the crack propagation in a notched tube under
internal pressure wave. In particular, the first benchmark was presented by Larsson et al. [43], where
they compared the crack speed obtained numerically by their XFEMmethod to experimental results.
Larsson et al. consider an elastic material behavior and therefore find a numerical crack speed
quicker than experiments even if they adapt the fracture parameters to minimize the difference. As
they suggest in their paper, an elasto-plastic model allows obtaining results closer to experimental
data, as it is proved herein. Indeed, when introducing an elasto-plastic behavior in the combined
DG/ECL method, and using literature fracture energy for aluminum alloy, the crack propagation
rate found is close to the experimental one. In the elastic case, although the ECL was modified for
the fracture energy to account for plastic dissipation [43], results were not in good agreement with
experiments [19].
After a brief summary of continuum mechanics of thin bodies in Section 2, the new full-DG
formulation of non-linear Kirchhoff-Love shells is derived in Section 3. In this formulation, an
hyperelastic-based elasto-plastic constitutive law based on J2-flow is considered. The aim of Section
4 is to combine this full-DG formulation to the ECL in order to simulate fracture problems.
The implementation of this framework in parallel is detailed in Section 5 where the speed-up is
illustrated on two examples. The speed-up is a measure of the efficiency of a parallel scheme as
it compares the time of simulations performed with different processors numbers. In theory when
the number of processors is multiplied by two, the time of the simulation is divided by two. It is
shown that the speed-up is just lower than this theoretical value, which proves the efficiency in
parallel computations. Finally the Section 6 presents some applications validating the technique.
First the full-DG formulation of elasto-plastic shells is validated against benchmarks coming from
the literature. Then it is shown that as the hybrid DG/ECL framework allows considering an elasto-
plastic constitutive law in combination with the cohesive model, accurate results compared to the
experiments are found for fracture dynamics.
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2. CONTINUUMMECHANICS OF KIRCHHOFF-LOVE SHELLS
Continuum mechanics of thin bodies is summarized in this section. More details can be found in
several references, [19, 33, 34, 44, 45, 46, 47, 48, 49, 50] among others. In particular [19, 34] use
exactly the same notations as this paper.
2.1. Notations
Hereinafter, a subscript will be used to refer to values expressed in the convected basis, while a
superscript will be used to refer to values expressed in the conjugate basis. Roman letters as a
subscript or superscript substitute for integers between one and three, while Greek letters substitute
for integers one or two.
2.2. Kinematics of shells
The kinematics of a thin body, represented on Figure 2, can be described by considering its mid-
surface section as a Cosserat plane A and a third coordinate, representing the thickness, belonging
to the constant interval [hmin; hmax]. In the reference frame EI , this representation is written




: A → R3 the mapping of the mid-surface
and t : A → S2 = {t ∈ R3|‖t‖=1} the director of the mid-surface, with S2 the unit sphere manifold,
a configuration S of the shell is represented by the manifold of positions x, which is obtained by





= ϕ (ξα) + ξ3λht (ξα) , (1)
where λh is the thickness stretch of the shell. By convention, S refers to the current configuration
of the shell, while the reference configuration S0 is obtained by the mapping Φ0.
Figure 2. Description of the different configurations of the shell.
Copyright c© 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2011)
Prepared using nmeauth.cls DOI: 10.1002/nme
6 G. BECKER & L. NOELS
Finally, the two-point deformation gradient tensor between these two configurations can be
written





= ϕ,α + ξ3λht,α + ξ3tλh,α and g3 =
∂Φ
∂ξ3
= λht . (3)
Practically, the gradient λh,α of the thickness stretch will be neglected in the computation of the
deformation gradient.
2.3. Governing equations of shells
The governing equations of a thin body are obtained by integrating on the thickness the equations
of force and moment equilibrium, leading to
ρϕ¨− 1
j¯
(j¯nα),α = 0 on A, and (4)
1
j¯
(j¯m˜α),α − l+ λt = 0 on A , (5)
where λ is an undefined pressure, ρ = hρ is the density by unit of surface with h the thickness,
where j¯ = det (∇Φ)ξ3=0 is the mapping Jacobian at mid plane, and where the inertia of the director
rotation is neglected. Furthermore, the integration on the thickness of the Cauchy stress tensor σ



















τg3det (∇Φ0) dξ3 , (8)
respectively the resultant stress vector, the resultant torque vector and the resultant across-the-
thickness stress vector written in terms of the Kirchhoff stress tensor τ = Jσ (J = det (F) is the
deformation gradient Jacobian) for more convenience when expressing the material law. Note that
in equations (4) and (5), the external forces are omitted.
In order to define the stress components, the resultant stress vectors are decomposed in the
convected basis, as










l = lαϕ,α + l3λht , and (10)
m˜α = m˜αβϕ,β + λhm˜3αt . (11)
Copyright c© 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2011)
Prepared using nmeauth.cls DOI: 10.1002/nme
A FULL-DG FORMULATION OF NON-LINEAR KIRCHHOFF-LOVE SHELLS 7
In these expressions, n˜αβ is the resultant membrane stress, m˜αβ is the resultant stress couple,
lα is the resultant out-of-plane stress, m˜α3 is the out-of-plane stress couple and λβµ = λht,µ ·ϕ,β
characterizes the curvature of the shell.
Under Kirchhoff-Love shell assumption, lα can be neglected for isotropic materials, but it is kept
temporarily in the equations in order to develop the full-DG formulation. Furthermore, with the
same assumption, the normal to the shell can be computed by,
t =
ϕ,1 ∧ϕ,2
||ϕ,1 ∧ϕ,2|| , (12)
and one directly has j¯ = λh ‖ϕ,1 ∧ϕ,2‖. This particular way of introducing the Kirchhoff-Love
assumption in the kinematics of shells was previously suggested by F. Cirak et al. [49, 50].
This set of governing equations is accompanied by conventional boundary conditions applied on
the boundary ∂A of the mid-surface A (see [34] for details).
2.4. Constitutive laws
The resolution of the set of equations (4 - 5) requires a constitutive law linking the deformations
to the stresses. Herein, depending on the application, an extended compressible neo-Hookean or a
J2-flow elasto-plastic constitutive behavior is considered.
2.4.1. Extended compressible neo-Hookean constitutive law The extended compressible neo-








log2 J −G0 log J + G02 (trC− 3) , (13)
whereK0 and G0 are respectively the bulk and the shear Moduli of the material and where C is the
right-Cauchy strain tensor computed from
C = FTF = gi · gjgi0 ⊗ gj0 , (14)
as suggested by F. Cirak et al. [50].
2.4.2. J2-flow elasto-plastic constitutive law In the J2-flow elasto-plastic model, the plastic
behavior is taken into account by the J2-flow theory with an isotropic linear hardening. The model is
based on hyperelastic formulation, which implies the assumption of a multiplicative decomposition
of the deformation gradient F into an elastic part Fe and a plastic part Fp. The stress tensor derives







[logCe]dev : [logCe]dev (15)
with K0 and G0 respectively the bulk and the shear Moduli of the material. As W should only
depends on the elastic deformation, the elastic right-Cauchy strain tensor, defined by Ce = FeTFe,
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is considered in (15). Using these definitions the first Piola-Kirchhoff stress tensor can be written








Then, the incremental theory can be used to determine the stresses at stage n+ 1 from the known
values at stage n as it is described in [51, 52].
2.4.3. Thickness integration Finally, the determination of thickness stretch (λh) has to be specified.
The thickness is discretized with 11 integration points following a Simpson integration rule. Then,
the local λph stretch is determined at each point using Newton-Raphson iterations satisfying locally
the plane stress requirement τ33 = 0. Toward this end, the Kirchhoff stress tensor τ = PFT is
formulated in the convected basis by
τ ij = τijgi ⊗ gj . (17)
The global thickness stretch λh is then determined by the Simpson integration on the 11 local values
λph.
3. FULL-DISCONTINUOUS GALERKIN FORMULATION
In this section, a framework defining a numerical approximation of the shell equations described
above, and based on a discontinuous polynomial approximation of the unknown field ϕ, is
suggested. In this formulation, the resulting discontinuities in the surface mapping ϕ and in
the surface director t are taken into account by a new full-discontinuous Galerkin formulation.
Note that, as in the previous section, the boundary conditions are intentionally omitted in the
developments as it just follows [34]. Furthermore, in order to present the developments in a way




b · c da . (18)
3.1. Weak formulation
At this point, the mid-surface A is approximated by a discretization Ah into finite-elements Ae and
instead of seeking the exact solution ϕ, a polynomial approximation ϕh constitutes the solution to
the finite element problem. In this work, a discontinuous polynomial approximation is considered,
leading to a discretization with discontinuous elements. Therefore the continuity of the solution has
to be weakly ensured.
The purpose of this section is to establish a weak form of the problem stated by the set of equations
(4-5) for an approximation ϕh. Multiplying equation (4) by a test function δϕ and equation (5) by
the corresponding variation of unit vector λhδt = λht (δϕ) states the problem as finding ϕh such
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Integrating by parts these integrals and applying the Gauss theorem lead to∑
e


























with the outward unit normal of an element ν, and with the following forms,
aed(ϕh, δϕ) = (ρ¯ϕ¨h, δϕ)Ae , (21)
aen(ϕh, δϕ) = (j¯n
α (ϕh) , δϕ,α)Ae , (22)
aem(ϕh, δϕ) =
(














In these equations, test functions are chosen as λhδt, while the variations of tδλh have been
omitted. Indeed, although this variation could lead to a missing equation, in this paper, this equation
is substituted by the enforcement of the plane-stress assumption while solving the constitutive
model, see Section 2.4. The variation δλh will therefore be omitted in the remaining parts of this
work. Notice the unusual integration by parts on the resultant out-of plane stresses performed on
δtλh in place of (j¯l),α to weakly ensure the out-of plane continuity at the interfaces.
As continuity is not ensured across the internal boundary, the jump J•K and mean 〈•〉 operators
are defined, as J•K = •+ − •− , and 〈•〉 = 1
2
(•+ + •−) . (25)
In these relations the bullets represent generic vector fields with
•± = lim
ε→0+
• (ξ1 ± εν1, ξ2 ± εν2) . (26)
If definition (25) of the jump operator is not independent of the choice of the + and − sides of an
element edge, when this jump is used in combination with the outward unit normal of the− element
ν−, the formulation becomes consistent and independent on this choice.
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From these definitions, the boundary terms of equation (20) read∑
e





















































At this stage, the main idea of DG methods, which consists in the substitution of the jumps by




(j¯nα)+ , (j¯nα)− , ν−α
)
= 〈j¯nα〉 ν−α , (30)
h
(
(j¯m˜α)+ , (j¯m˜α)− , ν−α
)
= 〈j¯m˜α〉 ν−α , and (31)
h
(
(j¯l)+ , (j¯l)− , ν−α
)
= 〈j¯l〉 ν−α . (32)
These ones can be injected in equations (27 - 29) and the weak form (20) becomes,∑
e
aed(ϕh, δϕ) = −
∑
e
(aen(ϕh, δϕ) + a
e
m(ϕh, δϕ)− aes(ϕh, δϕ))−∑
s
(asnI1(ϕh, δϕ) + a
s
mI1(ϕh, δϕ)− assI1(ϕh, δϕ)) , (33)
with,
asnI1(ϕh, δϕ) =
(〈j¯nα〉 , JδϕK ν−α )s , (34)
asmI1(ϕh, δϕ) =












= 0 . (36)
The last identity results from the assumption of isotropic plane stress state assumed herein leading
to l ≈ 0.
Equation (33) describes a consistent solution of the problem but as a discontinuous polynomial
approximation is considered, the continuity is not ensured, and solution is not unique. The weak
continuities (C0 and C1) enforcement can be achieved with the same argumentation,
0 =









In this last expression, δ (j¯nα), δ (j¯λhm˜α) and δ (j¯l) have to be defined. As it has been
demonstrated in previous works for non-linear solid mechanics [32, 34], these expressions would
actually depend on the elastic part of the tangent modulus of the constitutive models. But, since the
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purpose of these terms is to ensure that equation (37) is energetically consistent with (33), other
forms of the fluxes can be chosen, as long as the consistency condition remains satisfied. Ideally
these terms should, when linearized, lead to a symmetric formulation and to the same expressions
as the ones suggested for linear elasticity [19, 33]. This argumentation leads to consider the value
given for non-linear elasticity in [34] for δ (j¯λhm˜α),
δ (j¯λhm˜α) = j¯0Hαβγδm (δϕ,γ · t,δ +ϕh,γ · δt,δ)ϕh,β + j¯λhm˜αϕ,βh δϕ,β , (38)
with the linearized bending stiffness,
Hαβγδm =
E (hmax − hmin)3
12 (1− ν2)
[
νϕ,α0 ·ϕ,β0 ϕ,γ0 ·ϕ,δ0 +
1
2
(1− ν)ϕ,α0 ·ϕ,γ0 ϕ,δ0 ·ϕ,β0 +
1
2
(1− ν)ϕ,α0 ·ϕ,δ0 ϕ,γ0 ·ϕ,β0
]
. (39)

















with m˜αµ = m˜α ·ϕ,µh , with λβµ = λht,µ ·ϕ,βh , and with the linearized membrane stiffness,
Hαβγδn =
E (hmax − hmin)
1− ν2
[
νϕ,α0 ·ϕ,β0 ϕ,γ0 ·ϕ,δ0 +
1
2
(1− ν)ϕ,α0 ·ϕ,γ0 ϕ,δ0 ·ϕ,β0 +
1
2
(1− ν)ϕ,α0 ·ϕ,δ0 ϕ,γ0 ·ϕ,β0
]
. (41)
Finally, remembering the assumption l ≈ 0, we can take δ (j¯l) = 0.
Introducing equations (38) and (40) into equation (33) leads to∑
e
aed(ϕh, δϕ) = −
∑
e
(aen(ϕh, δϕ) + a
e
m(ϕh, δϕ)− aes(ϕh, δϕ))−∑
s
(asnI1(ϕh, δϕ) + a
s
mI1(ϕh, δϕ)− assI1(ϕh, δϕ)+
asnI2(ϕh, δϕ) + a
s
mI2(ϕh, δϕ)− assI2(ϕh, δϕ)) , (42)
with the forms,
asnI2(ϕh, δϕ) =
(JϕhK , 〈δ (j¯nα)〉 ν−α )s , (43)
asmI2(ϕh, δϕ) =
(Jt (ϕh)K , 〈δ (j¯m˜α)〉 ν−α )s , and (44)
assI2(ϕh, δϕ) = 0 . (45)
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Although this formulation is consistent - consistency results from the introduction of consistent
fluxes -, the stability is not ensured. Indeed, linearization of formulation (42) leads to an expression
similar to the one obtained for linear elasticity in [19] but for quadratic terms, which should then be
added
asnI3(ϕh, δϕ) =
(JϕhK ·ϕh,γν−δ 〈β2Hαβγδn j¯0hs
〉
ϕh,β , JδϕK ν−α)
s
+(JϕhK ·ϕh,γν−δ 〈λβµ β2Hαµγδm j¯0hs
〉
ϕh,β , JδtK ν−α)
s
+(JtK ·ϕh,γν−δ 〈λβµ β2Hαµγδm j¯0hs
〉




(Jt (ϕh)K ·ϕh,γν−δ 〈β1Hαβγδm j¯0hs
〉




(JϕhK · t (ϕh) ν−β 〈β3Hαβs j¯0hs
〉
t (ϕh) , JδϕK ν−α)
s
, (48)
with the shearing stiffness,
Hαβs = G (hmax − hmin)
A′
A
ϕ,α0 ·ϕ,β0 . (49)
In this last expression A′/A characterizes the reduced shear area.
The expressions of two first terms (46), (47) result from (38), (40), see [39] for details. The
third one is obtained by considering a quadratic form coming from expression of assI1(ϕh, δϕ) and



























The presence of a primitive
∫
µ
in this expression leads to an implementation issue. As discussed in
[19], this one is avoided by having recourse to a planar assumption, leading to equation (48). Note
that under this hypothesis the two last terms of asnI3(ϕh, δϕ) (46) can also be neglected.
These three quadratic terms depend on dimensionless stabilization parameters βi that have to be
chosen large enough to stabilize the weak statement of the problem. They are independent of the
geometry and material properties.




(aed(ϕh, δϕ) + a
e




(asnI(ϕh, δϕ) + a
s
mI(ϕh, δϕ)− assI(ϕh, δϕ)) = 0 , (51)
with,
asnI(ϕh, δϕ) = a
s
nI1(ϕh, δϕ) + a
s
nI2(ϕh, δϕ) + a
s
nI3(ϕh, δϕ) , (52)
asmI(ϕh, δϕ) = a
s
mI1(ϕh, δϕ) + a
s
mI2(ϕh, δϕ) + a
s
mI3(ϕh, δϕ) and, (53)
assI(ϕh, δϕ) = a
s
sI3(ϕh, δϕ) . (54)
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Furthermore, if continuous test and trial functions are used, JϕhK = JδϕK = 0 and for a quasi-










asmI(ϕh, δϕ) = 0 , (55)
which is identical to the non-linear C0/DG formulation presented in [34].
The final resulting form a(ϕh, δϕ) (51) of the problem contains the classical terms of shell theory
aen(ϕh, δϕ) and aem(ϕh, δϕ), while the third term is a collection of boundary integrals resulting from
the inter-element discontinuities. They enforce respectively
(i) the consistency of the formulation for asnI1(ϕh, δϕ) and a
s
mI1(ϕh, δϕ),
(ii) the symmetric nature of the Jacobian for asnI2(ϕh, δϕ) and a
s
mI2(ϕh, δϕ), and
(iii) the stability for asnI3(ϕh, δϕ), a
s




This section studies the fundamental numerical properties of a numerical methods: consistency,
stability and convergence. The first one is obvious since equation (51) is based on consistent
numerical fluxes.
Furthermore, as it is lengthy discussed in [34], the stability and convergence can only be
demonstrated after linearization of the equations. Therefore, as the linearization of equation (51)
leads to the linear full-DG formulation presented in [19], the method inherits in the linear range from
its properties. Thus, stability is ensured if the parameters β1 and β2 are large enough, if β3 is non-
zero, and with the use of the approximation (48). As it is lengthy discussed in [39] for linear beams,





, where h is
the thickness of shell and Lc is a characteristic length depending on the problem. Furthermore, the
numerical study on the sensitivity of results to the stability parameters was previously presented in
the linear range by the authors [19] who concluded, on the one hand that the method is unstable if β1
and β2 are lower than 10, and on the other hand, that numerical locking occurs if these parameters
are equal or larger than 10 000. But, in a wide range of values [10 ; 1000] the solution is rather
insensitive to the stabilization parameters.
The convergence rate of the method in the energy norm with respect to the mesh size is proved to
be equal to k − 1, with k the degree of the polynomial approximation. Finally, the method presents
an optimal-convergence rate k + 1 in the L2-norm, which can be demonstrated for at least cubic
elements.
4. FRACTURE MECHANICS
The main advantage of a discontinuous Galerkin formulation is obviously its use in fracture
mechanic applications. Indeed the presented framework can be coupled with an extrinsic cohesive
law in a suitable way as it does not require a topological mesh modification to propagate a crack.
The recourse to a cohesive law for a thin bodies formulation leads to an extra issue compared to a
3D model. Indeed, modeling the through-the-thickness crack propagation is complexified as, on the
Copyright c© 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2011)
Prepared using nmeauth.cls DOI: 10.1002/nme
14 G. BECKER & L. NOELS
one hand, by the implicit model of the thickness, and on the other hand, by the different behaviors in
traction and compression for a crack propagation. Different solutions are suggested in the literature.
The simplest one, used by several authors [43, 53, 54, 55], is to consider a constant normal opening
over the thickness, which leads to assume that the influence of the modes II and III is negligible,
which is the case in many practical situations. A more elaborated model, accounting for the opening
in rotation and a mixed mode fracture was introduced by F. Cirak et al. [18, 17]. In these references,
the authors suggested to use a Simpson integration rule on the thickness to integrate the equations.
The recourse to a Simpson integration rule allows evaluating the fracture criterion at different points
over the thickness. Therefore F. Cirak et al. used the cohesive law only on the Simpson points that
met this fracture criterion, allowing propagating the crack through-the-thickness with a distinction
between the behaviors in traction and compression. Nevertheless, such an approach requires to move
the neutral axis during the crack propagation (otherwise, for a pure bending loading, the crack can
only propagate until the initial position of the neutral axis). As moving the neutral axis leads to a
very complex implementation (especially to guarantee the continuity of the neutral axis between
the adjacent Gauss points) P. Zavattieri [56, 57] suggested to have recourse to an effective opening
determined from the different openings in displacements and rotations computed at neutral axis.
In the cohesive model developed herein, we have recourse to the computation of effective
openings following the suggestion of P. Zavattieri. Nevertheless, we define the effective openings to
release the correct energy during the crack propagation, whatever the loading conditions. Compared
to the cohesive model presented by P. Zavattieri, the proposed method avoids the need of extra
material parameters to combine openings in displacements and rotations.
This idea of combining a full-DG method with an extrinsic cohesive law was pioneered by J.
Mergheim et al. [40] and by R. Radovitzky et al. [13, 42] in order to avoid the difficulties inherent to
the classical cohesive approaches. The main idea of this method can be summarized by substituting





[(1− αs) asinter(ϕh, δϕ) + αsascohesive(JϕhK , JδϕK)] = 0 , (56)
with,
aebulk(ϕh, δϕ) = a
e
d(ϕh, δϕ) + a
e
n(ϕh, δϕ) + a
e
m(ϕh, δϕ) , (57)
asinter(ϕh, δϕ) = a
s
nI1(ϕh, δϕ) + a
s
nI2(ϕh, δϕ) + a
s
nI3(ϕh, δϕ) +
asmI1(ϕh, δϕ) + a
s
mI2(ϕh, δϕ) + a
s
mI3(ϕh, δϕ)−
assI3(ϕh, δϕ) , and (58)
ascohesive(JϕhK , JδϕK) the bi-non-linear form of the cohesive terms that has to be defined.
Furthermore, αs is a Boolean value, switching from ”false” to ”true” when a fracture criterion is
met. Indeed, before onset of fracture, (56) corresponds to the weak form of the shell problem (51),
and thus inherits from its numerical properties of consistency and stability. Upon onset of fracture,
the interface terms related to the DG framework are replaced by an extrinsic cohesive law, which
has still to be defined. Note that in practice the Boolean αs is evaluated at each Gauss points of
interface elements and therefore all Gauss points of an element are not necessarily fractured.
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As discussed above, when considering the theory of thin structures, it is very difficult to
separate the thickness part under tension from the part under compression, during a through-the-
thickness crack propagation. So we suggested, with success for Euler-Bernoulli beams [39] or linear
Kirchhoff-Love shells [19], to apply the cohesive principle to the resultant stresses nα and m˜α,
which appear in thin bodies equations. In order to extend this concept to the non-linear range,
an effective opening is defined herein for each fracture mode I and II and the combination of
both modes is performed by following the idea suggested by G. Camacho et al. [14]. Note that
in Kirchhoff-Love theory the out-of-plane shearing is neglected, which implies the impossibility to






Figure 3. Local basis vectors on the interface element tangential to the shell surface. The interface is drawn
with dotted line. By convention, ϕ,1 is parallel and ϕ,2 is normal to the interface.
Before developing the cohesive law, we assume that the convected basis, tangential to the shell,
at the interface element obeys the following rules: vector ϕ,1 is parallel to the interface element and
ϕ,2 is perpendicular to the interface element, as it is illustrated on Figure 3. The computation of the
openings in the current basis in place of the reference basis is one of the two main differences with
the cohesive model previously presented by the authors for linear Kirchhoff-Love shells [19]. The
other one concerns the definition of the effective opening ensuring the appropriate release of energy
during crack propagations.
4.1. Mode I
Let us first discuss the case of the mode I opening, illustrated on Figure 4. Considering the convected
basis of the interface element shown on Figure 3, the resulting efforts are related to an effective
opening whose aim is to consider the two parts (tension and bending) of the normal opening
represented on Figure 4.
A normal effective opening, corresponding to the mode I, can be deduced from the tension and
bending openings







In this expression JϕK? and JtK? are respectively the effective openings, resulting from the use of
a DG method before fracture activation. Indeed at fracture initialization the opening in displacementJϕK and JtK are not exactly equal to zero due to the weak enforcement of compatibility. In order to
have null openings at fracture initialization these initial values JϕK0 and JtK0 are subtracted from
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Figure 4. The two components of the normal opening ∆?n, view perpendicular to the shell. The neutral axis


















































(b) Resultant bending stress.
Figure 5. Linearly decreasing monotonic law.
JϕK and JtK, yielding
JϕK? = JϕK− JϕK0 , (60)JtK? = JtK− JtK0 . (61)
Moreover, the parameter ηI ensures that the coupling between the resulting tensile stress and the
resulting bending stress respects the energetic balance (i.e. that the fracture process releases the














where n220 and m˜220 are respectively the traction effort and the bending couple at fracture
initialization. The factor heqI in equations (59) and (62) ensures the respect of the energetic balance,
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as it is demonstrated here below for a pure bending case. Considering the linearly decreasing



















= hσc . (64)












































∆′c is the critical opening in rotation, for which the fracture process is
completed, where Gc and σc are respectively the fracture energy and a spall stress depending on
the material only, where ∆c = 2Gcσc is critical opening for a linear cohesive law (see Figure 5), and
where the ± sign depends on the direction of bending. Let us remark that in relation (59), sign + is
used if m˜220 < 0, while sign − is used otherwise.
Relation (64) provides a relation to compute the value of heqI . For a pure bending problem in linear





and thus, using (64) heqI =
h
6 , which corresponds to the value suggested by the authors in the linear
range [19].
Nevertheless, in the case of a tension/bending coupled problem, the equivalent thickness has to





= hσc − n220 . (67)













as presented for linear Kirchhoff-Love shells [19].
†The demonstration remains valid for another cohesive law.
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4.2. Mode II
Figure 6. The two components of the tangential opening∆?t . Before opening, the element axes are the same
and the two crack lips are in the same plane.
Following exactly the same lines in mode II, the tangential effective opening drawn on Figure 6
reads,







In this expression, the parameter ηII ensures that the coupling between the resultant shear stress and











where n210 and m˜210 are respectively the shearing effort and the torsion torque at fracture initialization





= hτc − n210 = hβσc − n210 , (71)
where τc = βσc is the shearing critical strength and where β = KIIcKIc is the fracture mode coupling
parameter. Finally, the sign + is used in equation (69) when m˜210 < 0, and otherwise the sign − is
used, following the same convention given for m˜220 in mode I.
4.3. Modes Combination
Now the combination between modes I and II is performed in a similar way as presented by several
authors [58, 59, 60, 61, 62, 56, 63] when considering Cauchy stress tensors for 3D TSL. This
method, which was first suggested by G. Camacho et al. [14], and extended a few years later by M.
Ortiz et al. [16], considers an effective stress σeff to detect fracture initialization, with the criterion:
σeff > σc, and allows fracture in compression happening if the shearing stress is sufficiently large,
σeff =
{ √
σ2 + β−2τ2 if σ ≥ 0
1
β  |τ | − µc |σ|  if σ < 0
. (72)
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In this criterion, σ and τ are respectively the normal and tangential Cauchy stress at the integration
point where fracture is evaluated and µc is the friction parameter, depending on the material only.
The operator  •  is equal to • if • ≥ 0, and 0 otherwise. The initiation criterion (72) can still
be considered in the present work. Indeed, from the resultant stresses of the shell formulation, the
Cauchy stress tensor can be directly evaluated through-the-thickness at each Simpson points.
Furthermore, in the coupled case, the equivalent thickness of modes I and II are determined
respectively with the values of σ = σI and τ = τII reached in equation (72) at fracture onset













However, in this new formulation of thin structures, the cohesive law should be written in terms
of resultant values instead of the Cauchy stress, and some quantities and notations have to be first
introduced:
• The effective opening∆? is a combination of the two effective openings∆?n (59) and∆?t (69).
So ∆? allows taking into account a coupling between the two fracture modes. Its value is an




 ∆?n 2 +β2∆?t 2 . (75)
The use of the operator •  is mandatory. Indeed if the rupture occurs in compression, the
normal opening has to be equal to zero, as in compression the normal opening is negative,
which means that there is a penetration between elements. Obviously this latter case has no
physical meaning and forces have to be introduced between elements. In place of contact
forces, the DG terms asnI2(ϕh, δϕ) and a
s
nI3(ϕh, δϕ) (see equations (43) and (46)) can also
be used to weakly enforce a zero penetration.
• The critical opening ∆c is the opening for which the fracture process is completed, meaning
no remaining forces exist between the fractured sides. Therefore, for this value, the energy
released has to be equal toGc, and, for linear decreasing monotonic cohesive laws,∆c = 2Gcσc .
• The maximal effective opening reached during the simulation ∆?max is an internal variable
tracking the maximum opening history. This one is used to account for an unloading as
previously suggested by G. Camacho et al. [14].
Now the cohesive law can be formulated in terms of these new definitions. As it is well known
that, for brittle materials or materials under the small scale yielding assumption, the shape of the
cohesive law has little influence on numerical results, as long as the law is monotonically decreasing,
a simple linear decreasing law is considered in this work. In case of unloading the effort decreases
linearly to zero (see Figure 5). By application of the cohesive principle on the resultant stress vectors,
the new cohesive model reads,
1. Tensile case (σ ≥ 0 at mid-surface),
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2. Compression case (σ < 0 at mid-surface),



























































β (cf. equation (75)) is taken into account.
The use of n220 , m˜220 , n210 , m˜210 allows guarantying the continuity of stresses at fracture
initialization. If this continuity is not ensured, K. Papoulia et al. [62] have demonstrated that there






are undetermined, their initial values are chosen respectively equal to 1 and 1β in order to ensure
the stresses continuity at the fracture initiation (i.e. the values of reduced stresses and torques have
the same values at fracture initiation, no matter they are computed from the bulk material law or
cohesive law).
It has to be noticed that the choice of tensile or compressive case is performed at fracture
initialization. Therefore, although unloading can be accounted for during the fracture process, as
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shown on Figure 5, this model is not able to shift from a fracture process in tension to a fracture
process in compression (e.g. start the fracture in compression and end up the fracture in tension).
Finally, with these definitions, the cohesive terms ascohesive(JϕhK , JδϕK) of equation (56) can be
written
ascohesive(JϕhK , JδϕK) = (j¯ 〈nα〉coh , JδϕK ν−α )s + (j¯ 〈m˜α〉coh , JδtλhK ν−α )s , (88)
where the components of 〈nα〉coh and 〈m˜α〉coh are computed thanks to the set of equations (76 - 87),
with other components of the resultant stresses equal to zero. Note that all these definitions depend
on the choice of the manifold used on the interface. As mentioned earlier, this paper follows this
convention:ϕ,1 is parallel to the interface andϕ,2 is perpendicular to the interface, as it is illustrated
on Figure 3.
5. PARALLEL IMPLEMENTATION
The full-DG formulation developed in section 3 is implemented in our own finite element code
based on Gmsh [64]. Details about the code can be found in [19] and the development of forms (21
- 24, 34 - 35, 43-44, 46-48) are implemented by an extension of the C0/DG case [34]. To show the
versatility of the formulation, quasi-static and dynamic examples are considered and simulations are
performed with different kinds of elements:
(i) 6-node quadratic triangles with 3 Gauss points for bulk integration and 3 Gauss points on each
edge for interface integration;
(ii) 9-node quadratic quadrilaterals with 4 Gauss points for bulk integration and 3 Gauss points
on each edge for interface integration;
(iii) 10-node cubic triangles with 6 Gauss points for bulk integration and 4 Gauss points on each
edge for interface integration;
(iv) 16-node quadratic quadrilaterals with 16 Gauss points for bulk integration and 4 Gauss points
on each edge for interface integration.
The full-DG framework developed above is pointless when solving continuum mechanics
problems as it considers more dofs as the C0/DG method [34] and therefore leads to an
extra computational time. Nevertheless, this formulation can be advantageously used in different
situations:
(i) To solve problems which strongly suffer from plasticity-induced locking for low order
elements as brought to light by the pinched hemisphere benchmark (see section 6.3).
(ii) To solve fracture mechanic problems, which was discussed in the previous section. However
due to the large amount of degrees of freedom involved, a parallel implementation is
mandatory.
(iii) To perform parallel computations. In this case, several processors are used in the same time to
solve the problem and the mesh is divided between the processors into partitions. Therefore,
each processor treats a part of the mesh and the partitions can be linked themselves by having
recourse to full-DG method. In this case, the C0/DG approach is used on each partition and
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the full-DG method is used only at interfaces between partitions to ensure the continuity.
As the extra dofs are only inserted between mesh partitions, the extra computational cost is
negligible and the method is very scalable.
This section focuses on points (ii) and (iii) and presents the parallel implementation of a method
involving either a C0/DG or a full-DG discretization in each processor and the use of the full-
DG framework at processor interfaces. The method is presented for the explicit Hulbert-Chung time
integration algorithm [65] and for 1D interfaces (lines) but can easily be generalized to 2D interfaces
for 3D elements. Numerical benchmarks will be performed to prove the scalability of the suggested
method (see section 6).
The mesh is divided into partitions by METIS [66], which is used through Gmsh, see Figure
7(a). So each processor owns a partition of the mesh, see Figure 7(b), but also the ghost boundary
elements, which are elements of the other processors having a common interface, see Figure 7(c).
Thus, using the ghost elements, each processor can create the interface elements in its own partition









mI3(ϕh, δϕ), and a
s
sI3(ϕh, δϕ) are integrated on all the interface
elements‡. As partitions are discontinuous, they do not share common degrees of freedom (dofs),
1 2
3 4
(a) Square plate divided into 4
partitions
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
3 3 3 3
3 3 3 3
3 3 3 3
3 3 3 3
2 2 2 2
2 2 2 2
2 2 2 2
2 2 2 2
4 4 4 4
4 4 4 4
4 4 4 4
4 4 4 4
(b) Meshed plate with partition
number for each element
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1





(c) Mesh partition of processor #1.
The ghost elements are in dashed
line
Figure 7. Simple mesh partitioning between 4 processors.
and the Gmsh dof manager creates new dofs on each partition, independently on the node numbering
(in Gmsh the dof is not directly linked to the node). However, this statement is not true for the
ghost elements, which nodal values have to be communicated through the network via MPI when
evaluating the interface terms. Also, as interface terms including the ghost elements, are actually
computed on two partitions, only the part related to the degrees of freedom really belonging to
the partition is assembled in order to avoid duplication. This suggested implementation is more
efficient than previously suggested parallel DG formulations [32], as it avoids the communication
of values computed from the material law (stress tensors, Hooke tensors ... ) when integrating the
forces for the interface elements between partitions, and therefore, it leads to a reduced number of
communications (only one per time step, communicating the nodal values of ghost elements).
‡On interfaces internal to the partition, if the C0/DG method is used instead of the full-DG method, only asmI1(ϕh, δϕ),
asmI2(ϕh, δϕ) and a
s
mI3(ϕh, δϕ) are integrated as the displacement field is continuous from one element to another
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(a) Geometry
Property Value
Internal Radius Ri = 6 m
External Radius Re = 10 m
Thickness t = 0.03 m
Young modulus E = 2.1×1010 N·m−2
Poisson ratio ν = 0
Applied force q = 12000 N·m−1
(b) Properties
Figure 8. Elastic non-linear plate ring benchmark.
Note that the parallel approach can be generalized to implicit schemes. Indeed to store the
structural vectors and matrices, and to perform the associated operations, we rely on the PETSc
[67, 68] libraries and on the ghost elements-based approach. For an explicit resolution with the
developed ghost elements-based approach, each processor fills the structural vectors as in sequential
and the time integration can proceed. For an implicit resolution Ax = b, during the assembly
process of the elementary terms, each processor has to fill the rows of the structural matrix A, and
the terms of the structural vectors b, corresponding to the bulk degrees of freedom in this processor.
The ghost rows of the elementary interface matrices, although computed, are not accounted for
during the structural assembly loop. PETSc can then do the reduce and resolution operations in a
parallel way. The only limitation is the use of an iterative solver instead of a direct solver.
6. NUMERICAL APPLICATIONS
This section presents some benchmarks to validate the developed full-DG method for non-linear
elasto-plastic shells, and to show its ability to solve fracture mechanic problems. Also, results of the
C0/DG formulation (55) and of the full-DG formulation (51) are compared on several examples.
Both formulations are one-field formulations based on the displacement field and they have 3 dofs
per node. Obviously, the full-DG method has more dofs but it can be advantageously used to solve
fracture mechanic problems by combination with a cohesive law, see section 4, or to perform parallel






with h the initial shell thickness and Lc, the greatest length of the problem. This choice of a low
value for β1 is motivated by the considerations given in [19, 32, 33, 39], where it is explained
that for thin meshes, stable results are obtained for this low value of βi, and that for explicit time






6.1. Elastic plate ring
This benchmark was first performed in [69] and consists into a thin plate ring, with an inner radius
Ri, an outer radiusRe and a thickness t, with the geometry depicted in Figure 8(a) and the properties
reported in Figure 8(b). This ring is cut along a radius AB, and, on one side of this cutting, the plate
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is clamped, while a uniform vertical loading q is applied on the other side, see Figure 8(a). This test
has widely been used in the literature, see e.g. [70, 71, 72, 73] to compare shell formulations when
large deformations and rotations arise.
(a) Nodes A & B force vs. displacement (b) Final configuration
Figure 9. Elastic non linear plate ring results for C0/DG and full-DG (fdg) methods.
This simulation is computed using the suggested discontinuous Galerkin formulations (C0/DG
and full-DG) with 8-nodes bi-quadratic elements and an extended compressible neo-Hookean
model, see Section 2.4. The final deformed configuration is illustrated in Figure 9(b), and the
displacement evolutions of nodes A and B located at the cutting are shown in Figure 9(a). Although
the mesh experiences large distortion during the deformation process, the solutions are in good
agreement with the ones obtained in the literature, and in particular with:
• The hybrid stress formulation proposed by Sansour and Kollmann [72], from whom results are
displayed for q <3000 N·m−1 (which is the maximum loading considered in this reference).
• The mixed formulation based on mid-side rotations proposed by Areias et al. [73], which
converges for an applied linear force reaching 12000 N·m−1.
This proves that the use of the full-DG framework gives results similar to the existing formulations.
6.2. Simply supported perfectly plastic square plate subjected to uniform loading
This example studies the central deflection history of the plate depicted on Figure 10(a), which
is submitted to a uniform pressure p0 = 20.7 [bars]. Properties of the the elasto-plastic plate are
reported in Figure 10(b). This benchmark has first been presented by Belytschko et al. [74]
and performed again some years later by Swaddiwudhipong et al. [75]. The central deflection is
computed by the explicit algorithms of Hulbert-Chung [65] without numerical dissipation, for both
C0/DG and full-DG formulations and for successively 8 × 8 quadratic and cubic quadrilaterals.
Results are reported on Figure 11 showing the good correlation with the literature for all the studied
elements.
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Length (L) [mm] 254
Thickness (h) [mm] 12.7
Material
Density (ρ) [kg/m3] 2768
Young modulus (E) [MPa] 69000
Poisson ratio (ν) [-] 0.3
Yield stress (σ0y) [MPa] 207
Hardening modulus (h) [MPa] 0
(b) Properties
Figure 10. Simply supported elasto-plastic plate subjected to a uniform loading benchmark.
(a) C0/DG quadratic (b) Full DG quadratic
(c) C0/DG cubic (d) Full DG cubic
Figure 11. Simply supported elasto-plastic plate subjected to a uniform loading results.
6.3. Pinched elasto-plastic hemisphere
The second elasto-plastic benchmark studies the force vs. displacement relation of the pinched
hemisphere depicted on Figure 12(a), whose material values are reported in Figure 12(b). The
hemisphere is loaded on two opposite diameters (one in tension, the other one in compression)
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(a) Geometry
Geometry
Radius (R) [m] 10
Thickness (h) [m] 0.5
Material
Young modulus (E) [Pa] 10
Poisson ratio (ν) [-] 0.2
Yield stress (σ0y) [Pa] 0.2
Hardening modulus (h) [Pa] 9
(b) Properties
Figure 12. Pinched elasto-plastic hemisphere benchmark.
in a quasi static way. Once again this example coming from the literature was presented by Simo et
al. [48] and is performed with the presented methods for quadratic and cubic triangles as well as for
quadratic and cubic quadrilaterals. The structured quadrangular mesh is formed by 27 elements
(6 elements along each edge) and the unstructured triangular mesh contains approximately 70
elements. The results are reported on Figure 13 and compared to Simo et al. [48] and to Betsch et
al. [76] results. This picture gives rise to the avoidance by the full-DG formulation of the membrane
and bending locking, but also of the locking resulting from the incompressible plastic behavior
presents for C0/DG triangular quadratic elements. Furthermore, except for quadratic triangles used
with the C0/DG formulation, which strongly suffer from locking, the other simulations give results
in agreement with the Betsch et al. shell formulation. In their paper, Betsch et al. explained the
difference with Simo formulation [48], by the difference of constitutive model. Indeed, the stress-
resultant plasticity model used in [48] leads to less hardening than the J2-flow theory used in [76]
and in this work.
6.4. Perfectly plastic cylindrical panel
The last benchmark, presented by Belytschko et al. [74, 77], focuses on a cylindrical panel loaded
impulsively as depicted on Figure 14(a). Perfectly plastic material properties are reported in Figure
14(b). As for the square plate example, this example is simulated using the explicit Hulbert-Chung
time-integration algorithm without numerical dissipation, and using both the C0/DG and the full-
DG formulations. The results obtained with a 4× 11 cubic quadrilaterals are displayed on Figure
15 and are compared to the experimental data of Belytschko et al. [74, 77]. This Figure shows that
the presented frameworks fit well the experimental data.
6.5. MPI benchmarks
The efficiency of the parallel implementation is demonstrated on two examples. The efficiency of
a parallel computation can be evaluated from the speed-up measurement. This number compares
the time t1 needed to perform the simulation on one processor to the time tn needed to solve the
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(a) C0/DG quadratic-triangle (b) Full-DG quadratic-triangle
(c) C0/DG cubic-triangle (d) Full-DG cubic-triangle
(e) C0/DG quadratic-quadrilateral (f) Full-DG quadratic-quadrilateral
(g) C0/DG cubic-quadrilateral (h) Full-DG cubic-quadrilateral
Figure 13. Pinched elasto-plastic hemisphere benchmark results. Bending, membrane and plastic locking are
always avoided with the full-DG method.
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(a) Geometry (dimension in [mm])
Material properties
Density (ρ) [kg/m3] 2675
Young modulus (E) [MPa] 72400
Poisson ratio (ν) [-] 0.33
Yield stress (σ0y) [MPa] 303
Hardening modulus (h) [MPa] 0
(b) Properties
Figure 14. Perfectly plastic cylindrical panel benchmark. The Grey part on picture (a) is the zone where a
normal initial velocity of 143.51[m/s] is prescribed.
(a) C0/DG (b) Full-DG
(c) Final symmetry plane outline for C0/DG (d) Final radial section passing by point A
for the full-DG
Figure 15. Perfectly plastic cylindrical panel results for C0/DG and full-DG formulation compared to
Belytschko experiments [74].
Nevertheless in practice, some data have to be exchanged during parallel computations and these
MPI communications require time leading to a lower speed-up. However if the scheme is well
implemented and if the cost of MPI communications is negligible, a value near the theoretical value
is expected.
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(a) Square plate (b) Cylindrical panel
Figure 16. Speed-up measured.
If the number of interface elements introduced between the mesh partitions is low compared to
the number of elements of each partition, then the MPI communications are negligible. In practice
a finite element mesh includes thousands of elements and is performed on tens of processors and
therefore an acceptable speed-up can be obtained. To illustrate this, the two explicit benchmarks
presented here-above are computed with thinner meshes. For the square plate example a 60 × 60
and a 120 × 120 elements meshes are considered, and for the cylinder, a 24 × 76 as well as a 48 ×
152 elements meshes are used. As these meshes represent a large computational cost on 1 processor
and as we are interested only by the speed-up measure, only 1 % of simulations are computed from
1 to 16 processors with coarser mesh and the thinner meshes are used to perform simulation from 16
to 96 processors. The speed-up ratios obtained in all cases are reported on Figure 16. For the plate
example, a very good speed-up is obtained until 8 processors with the coarser mesh. After, the cost
of MPI communications is not negligible and therefore the speed-up is lower than the theoretical
one but it remains acceptable until 16 processors. For the cylinder example, an excellent speed-up
is founded until 8 processors. Then for 16 processors the reduced number of elements by partition
(around one hundred) compared to the number of interface elements (around thirty) explains the lack
of efficiency. This point is highlighted by the simulation with the thinner meshes showing a speed-up
near the theoretical value until 96 processors as the number of elements by partition remains large
compared to the number of ghost elements. This condition is generally met for classical problems
where the speed-up of the suggested method will be near the theoretical value.
6.6. Fracture application: Blast of a notched cylinder
In this application, as well as in the next one, the crack propagation of an axially notched cylindrical
specimen subjected to an overpressure is studied. In particular it is shown that even if the material
respects the small scale yielding assumption, i.e. if the plasticity remains confined around the crack
tip, the recourse to an elasto-plastic model is mandatory to capture the crack speed in an accurate
way.
This first example dealing with fracture was suggested by Larsson et al. [43] and was previously
studied by the authors to validate their model of fracture for linear elastic shells [19]. The obtained
results with an elastic material law were not in correlation with experiments, as mentioned by
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Larsson et al. , who suggested to introduce an elasto-plastic finite deformation model to study




Diameter (D) [m] 1.2
Length (L) [m] 1
Thickness (h) [mm] 1
Initial crack length (l) [mm ] 56
Material
Young modulus (E) [GPa] 73.1
Poisson ratio (ν) [-] 0.33
Density (ρ) [kg/m3] 2780
Yield stress (σ0y) [MPa] 350
Hardening modulus (h) [MPa] 800
Fracture energy (Gc) [kJ/m2] 19
Fracture strength (σc)§ [MPa] 650± 65
Coupling parameter (β) [-] 1
Frictional coefficient (µc) [-] 0
(b) Properties
Figure 17. Model of the blasted notched cylinder.
(a) Material effect (b) Mesh effect
Figure 18. Comparison of crack speed with experimental data obtained by Larsson [43]. (a) The
consideration of elasto-plastic finite deformations improve the accuracy of the simulation. (b) Although
coarse meshes show a larger amplitude of oscillations the results remains in agreement with the experimental
data.
The cylinder has the geometrical dimensions reported in Table 17(b). It is made of an Al2024-
T3 aluminum alloy which properties are reported in Table 17(b). Note that, on the one hand the
variation of fracture parameters due to surface changes is neglected here, and that on the other hand,
contrarily to the elastic cases were the fracture energy is artificially increased to 67 [kJ/m2], see
[19, 43], to take into account the plastic work, the elasto-plastic formulation developed in this paper
allows to use the real material values. Nevertheless, in order to avoid unphysical blow up of elements
during crack propagation, the idea suggested by Zhou et al. [78], who used statistical distributions
for the fracture strength σc, is considered. This strength can vary in a range around its nominal value
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(a) Time 0 (b) Time 227 [µs]
(c) Time 414 [µs] (d) Time 592 [µs]
(e) Time 771 [µs] (f) Time 949 [µs]
(g) Time 1130 [µs] (h) Time 1300 [µs]
Figure 19. The crack path remains straight for the thinnest quadrilateral mesh.
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(a) Time 0 (b) Time 227 [µs]
(c) Time 414 [µs] (d) Time 592 [µs]
(e) Time 771 [µs] (f) Time 949 [µs]
(g) Time 1130 [µs] (h) Time 1300 [µs]
Figure 20. Crack propagation with the thinnest triangular mesh.
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(a) Time 1300 [µs] (b) Time 1300 [µs]
Figure 21. The crack paths obtained with the coarse meshes (in this figure) are in agreement with the ones
obtained with the thin meshes reported on Figures 19 and 20.
(a) Crack speed (b) Time 1300 [µs]
Figure 22. The values of the stability parameters have an influence on the initial crack speed. Furthermore,
larger values of stability parameters delay the crack bifurcation at the end of the simulation.
(10% for the presented application) at each Gauss point of the interface elements and is physically
justified by the material imperfections.
This notched cylinder is loaded by a blast wave, which is simulated using the internal pressure
evolution depicted on Figure 17(a). The cylinder is initially pressurized at p0 =2 [bars]. This initial
pressure is applied in a quasi-static way. As the use of an implicit scheme is prohibitive due to the
very thin mesh used to capture the crack speed, the dynamic relaxation presented by Papadrakakis
[79], which allows performing a quasi-static analysis with an explicit dynamic scheme, is used to
initiate the pressure in the cylinder, see Appendix B for a description of the method.
Taking advantage of the problem symmetry, only the top side of the cylinder is modeled by 4
different meshes: 2 bi-cubic quadrilateral meshes of respectively 3100 and 5500 elements and 2
unstructured meshes of respectively 1271 and 18536 cubic triangles. The coarse triangular mesh
is refined only around the crack while the thin one is homogeneous. These meshes ensure a mesh
size smaller than the cohesive size [80], which is equal to 6 [mm] in this case. The simulations are
performed on 8 processors using the explicit Hulbert-Chung scheme [65] including a low numerical
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The crack propagation rate measured experimentally by Larsson et al. [43] is compared to the
one obtained with the presented DG/ECL framework for linear small strain and for elasto-plastic
finite deformations (with the thinner meshes) in Figure 18(a). As predicted by Larsson et al. the
introduction of plasticity leads to results in agreement with experiments even if the speed at the
beginning of the crack propagation seems faster in our model. Figure 18(b) compares the crack
propagation speeds obtained for the coarse and thin meshes. Although the amplitude of oscillations
are reduced with the thinnest meshes, the coarsest meshes gives results in agreement with the
experiments of Larsson [43], showing that the suggested framework is quite insensitive to the mesh
size to capture the crack speed.
The crack paths predicted by the simulations are shown on Figures 19 and 20, respectively for
quadrilateral and triangular elements. A straight propagation is observed with quadrilateral elements
as expected. With the unstructured triangular mesh, due to the heterogeneity of the mesh, the crack
can locally deviate, but the direction remains straight until bifurcating when reaching the clamped
parts, as observed by the experimental data. As expected, an unstructured mesh converges toward
the physical solution. Furthermore, the final configuration obtained with the coarser quadrilateral
and triangular meshes are depicted on Figure 21. These final configurations are in agreement with
the ones obtained with the thinner meshes, which confirms that the suggested approach is more
insensitive to the mesh size than what is usually reported in the literature.
Finally, the effect of the stability parameters is also studied on the coarse triangular mesh.




β3 = 100) decreases the crack speed at the beginning of the simulation, but these values
delay the crack bifurcation, as depicted on Figure 22(b). A thinner mesh would reduce this effect.
6.7. Fracture application: Crack propagation in a notched detonation tube
The second example focuses on the crack propagation due to an internal detonation pressure in an
axially notched tube whose geometrical and material properties (Al6061-T6) are depicted on Figure
23. This application was studied in the literature by J.-H. Song et al. [55] using the XFEM method,
and by T. Chao [81], who performed experiments. We report herein the results obtained using the








vcj t > xvcj
(90)
where, pcj = 6.2 [MPa] and vcj = 2390 [m/s] are respectively the Chapmand-Jouguet pressure
and the detonation wave propagation velocity. The spatial coordinate x is the distance between
the detonation source and the material point where the pressure is computed¶. In the experiments
reported by J.-H. Song et al. [55] the notch is only 0.58 [mm] deep, but we consider in our model
a notch going all through the thickness, as it seems having a few influence on the results. Finally
¶In our simulations we do not model, neither the detonation process, nor the flanges that support the tube. Therefore the
coordinate x = 0 is taken at the left extremity of the tube as depicted on Figure 23 and not at the flange origin as in [55].
The time reported should then be translated by t0 = 20.92 [µs] when comparing our results with [55].
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(a) Geometry (dimension in [mm])
Al6061-T6
Density (ρ) [kg/m3] 2780
Young modulus (E) [MPa] 69000
Poisson ratio (ν) [-] 0.3
Yield stress (σ0y) [MPa] 275
Hardening modulus (h) [MPa] 640
Fracture energy (Gc) [kJ/m2] 19
Fracture strength (σc) [MPa] 495± 25
Coupling parameter (β) [-] 1
Frictional coefficient (µc) [-] 0
(b) Properties
Figure 23. Setup for the study of crack propagation in a notched detonation tube, sketch following [55].
(a) Time 165 [µs], quadrangular mesh (b) Time 165 [µs], triangular mesh
(c) Time 200 [µs], quadrangular mesh (d) Time 200 [µs], triangular mesh
Figure 24. A stress wave, induced by the pressure wave, propagates from the left to the right extremities of
the tube.
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(a) Time 230 [µs] (b) Time 230 [µs]
(c) Time 270 [µs] (d) Time 270 [µs]
(e) Time 300 [µs] (f) Time 300 [µs]
(g) 330 [µs] (h) 330 [µs]
(i) Time 400 [µs] (j) Time 400 [µs]
Figure 25. The crack starts to propagate straightly in both directions and then bifurcates to propagate
radially for the quadrangular mesh (left) and for triangular mesh (right). The quadrangular mesh captures
the experimentally observed backward straight crack propagation which continues after the backward crack
bifurcation.
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the last difference with the numerical model of J.-H. Song et al. [55] is the recourse in this paper to
a local fracture criterion based on an effective stress in place of a non local criterion based on the
equivalent plastic strain in [55]. As we use a local model, we consider a higher fracture strength.
To determine our fracture strength we follow the work of P. Zavattieri [57] and choose σc = 1.8σ0y .
To introduce inhomogeneities in the simulation this parameter belongs in a 5% range, following a
normal distribution as suggested by J.-H. Song et al. [55].
In this paper this benchmark is performed with 2 different meshes. The first one has 4670
third-order quadrangular elements and the second one is formed by 34888 second-order triangular
elements.
(a) Backward crack (b) Forward crack
Figure 26. The crack speed observed with the quadrangular meshes is in agreement with the one computed
by J.-H. Song et al. [55]. Dot lines are used when the crack bifurcates in two branches.
The pressure wave induces a stress wave propagating from the left to the right of the tube with
an amplitude lower than the fracture strength. When the stress wave reaches the notch, a stress
concentration occurs at the crack tips as illustrated on Figure 24. This stress concentration is large
enough to induce the straight propagation of the crack at both extremities of the notch as shown on
Figure 25. Then the backward and the forward cracks bifurcate (approximately at the same time)
and propagate radially. As the backward crack is firstly hit by the stress wave its propagates straight
during a longer time and therefore on a longer distance, in agreement to what was experimentally
observed. When the bifurcation occurs the forward crack bifurcates and the two branches propagate
radially. This phenomenon is also observed for the backward crack but the crack keeps also a straight
propagation for the quadrangular mesh. This straight propagation is also observed experimentally
(see [81, 55]). Therefore in this case the use of quadrangular elements seems better to capture
the crack path. After bifurcation the cracks continue to propagate radially until the simulation is
stopped. The speed of the crack propagation during the whole process, is illustrated on Figure 26
for the quadrangular mesh. This speed is in agreement with the one obtained by J.-H. Song [55] until
300 [µs]. At that time, the crack bifurcates and experimental results are lacking. On this picture we
represent in a dotted line the second radial crack which appears after the bifurcation.
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7. CONCLUSIONS
This paper focuses on the extension to elasto-plasticity and finite deformations of a framework
combining the full-discontinuous Galerkin formulation of shells with the extrinsic cohesive law.
The obvious interest of the framework is its ability to simulate crack propagation as the recourse
to a discontinuous formulation allows inserting cohesive elements on the fly during the simulation
without any modification of the mesh topology.
This method was implemented in parallel to be able to perform fracture applications with very fine
meshes. Furthermore, the full-discontinuous Galerkin method can also be used to perform parallel
computations. Indeed, such a formulation can be used to weakly guarantee the continuity between
two partitions of two different processors with an excellent speed-up.
Finally, the presented full-DG formulation for elasto-plastic finite deformations of shells
was applied on usual thin body benchmarks, and has been shown to give accurate results.
When combined to the extrinsic cohesive law, this formulation has been shown to predict the
crack propagation with a good agreement with experimental data on two different applications.
Furthermore the observed crack speed, which is limited by the plasticity, is well capture when
having recourse to elasto-plastic material law. The developed framework allows accounting for the
plasticity even at interfaces between elements which is a suitable advantage compare to the recourse
to an intrinsic cohesive law leading to an elastic response at interfaces. Furthermore, contrarily
to linear elastic fracture models, no modification of the material parameters of the cohesive law
inherent to the elastic assumption was required. However the presented framework is suitable only
for small scale yielding and other improvements are necessary to simulate crack propagation in
ductile materials.
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A. LINEARIZATION OF MEMBRANE COMPATIBILITY TERM
This appendix describes the establishment of δ (j¯nα) which appears in the compatibility membrane








λβµ = λht,µ ·ϕ,β . (92)
The virtual form can therefore be computed as,



































with the introduction of the identity ϕ,γ ·ϕ,γ = 1 in the last term. Then, the values of δn˜αβ and

















λβµHαµγδm (δϕ,γ · t,δ +ϕ,γ · δt,δ)ϕ,β + j¯m˜αµδλβµϕ,β . (96)
Moreover using equation (92),
δλβµ = λh
(
δt,µ ·ϕ,β + t,µ · δϕ,β
)
. (97)
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The second member of this equation can be rewritten (to remove δϕ,β) using successively
δ (ϕ,α ·ϕ,β) = 0 , (98)
δϕ,α ·ϕ,β = −ϕ,α · δϕ,β , (99)



































with m˜αµ = m˜α ·ϕ,µ. This expression can be used for the implementation of asnI2(ϕh, δϕ) (43).
B. DYNAMIC RELAXATION
The principle of dynamic relaxation, introduced by Papadrakakis [79], is to annihilate the dynamic
effect by the introduction of damping on the velocity field in such a way that the static solution is
reached for a minimum of time steps‖. One interest of this method in this paper is to prescribe
an initial load without dynamic effect and without the inversion of a stiffness matrix. Indeed,
as for fracture very thin meshes are needed to capture crack phenomena, it leads to very large
systems for which the inversion of stiffness matrix can be prohibitive. Furthermore, it allows an
easy implementation to switch to a dynamic explicit analysis compared to an implicit initialization.
From developments of several authors [79, 82, 83], the dynamic relaxation can be generalized
to the Hulbert-Chung algorithm [65] by introducing a damping factor c in the velocity equation.
This modification is the only one in the algorithm, which allows an easy implementation and
facilitates the switch between the two schemes. The computation of the damping factor is based
on works of Zhang et al. [83] except that we compute a global damping factor and not a local
damping factor by nodes as suggested in [83]. The reason of using a global damping factor is
related to our implementation. Indeed as we used a dof manager to create dofs independently of
nodes, it is very complex (and time consuming) to identify the three displacements related to a
node. Nevertheless, the idea of Zhang et al. is used as it avoids to compute the stiffness matrix.
‖In fact, the static solution is reached after a bit longer than one fundamental period of the problem.
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xn · F nint
xn ·M · xn , (103)
where xn and F nint are respectively the nodal positions and internal forces at time n, and whereM is
the diagonalized mass matrix. In this work ∆t is equal to the value of time step determined for the
explicit Hulbert-Chung scheme. Indeed, for the application of an external force, the convergence
depends on the fundamental period of the problem. Therefore an increase of density has no
influence on the convergence as an augmentation of the time step involves the same increase of
the fundamental period (i.e. the number of time steps needed to achieve convergence is the same no
matter the time step value). The external force is applied at the beginning of simulation and is kept
constant until convergence, which is based on the criterion (at iteration n+ 1),
‖Fext − F n+1int ‖
‖Fext + F n+1int ‖
≤ etol , (104)
where Fext is the vector of external forces prescribed and where etol is a convergence parameter. A
value of 10−3 seems to give accurate results with a minimal computational effort. Notice that this
scheme can be easily used for parallel computation by calculating the scalar vector product on each
processor before summing the different values.
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