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Chapitre 10
Estimation et contrôle des performances en
généralisation des réseaux de neurones
Mots-clefs : consistance du processus d’apprentissage, vitesse de convergence du
risque empirique, mesures de capacité, résultats asymptotiques.
10.1. Introduction
Le domaine de l’apprentissage automatique en général, et celui des réseaux de
neurones en particulier, présente une forte dualité entre théorie et pratique. Le lien
unissant ces deux aspects, pourtant parfaitement complémentaires, demeure souvent
difficile à cerner. Ainsi, pendant plusieurs décennies, la théorie des bornes, représen-
tée en premier lieu par les travaux de Vapnik [VAP 98], n’a pas eu d’influence notable
sur la spécification des algorithmes d’apprentissage des méthodes connexionnistes.
Cette situation a considérablement évolué avec l’introduction du principe inductif de
minimisation structurelle du risque (MSR) [VAP 82] et sa mise en œuvre dans les
machines à vecteurs support (SVM) [BOS 92, COR 95]. Ce progrès installe en ef-
fet les bornes sur le risque ou les risques garantis au cœur même du dispositif de
l’apprentissage. De plus, il est possible de réévaluer a posteriori les algorithmes d’ap-
prentissage standard à la lumière du principe MSR. Une bonne illustration en est don-
née dans [BOT 97]. L’auteur souligne le paradoxe que présente l’algorithme de rétro-
propagation du gradient, le plus utilisé pour entraîner les perceptrons multi-couches
(PMC) [BIS 96, ANT 99]. Les bonnes performances qu’il obtient sur les problèmes
du monde réel résultent directement de l’inefficacité de la descente en gradient pour
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optimiser un dispositif “grossièrement sur-paramétré”. En pratique, celle-ci crée une
structure implicite sur l’ensemble des fonctions représentables par le réseau, structure
qui est parcourue des classes les plus simples vers les classes les plus riches lorsque
les poids sont initialisés avec des valeurs faibles. Le principe inductif MSR vient ainsi
au secours de la rétro-propagation du gradient. De nos jours, l’utilité des bornes va
donc bien au delà du calcul de la complexité en échantillon ou de l’évaluation des
performances en généralisation (qui peut aussi se faire par validation croisée ou "hold-
out", comme on l’aura vu au chapitre précédent). Celles-ci apparaissent comme l’outil
central en sélection de fonction et sélection de modèle [BAR 99a]. Dans ce chapitre,
nous abordons la question des performances en généralisation des réseaux de neu-
rones dans cette perspective large. Le plan est le suivant. La section 10.2 introduit
le problème de l’inférence empirique, à travers ses trois composantes que sont l’ana-
lyse discriminante, la régression et l’estimation de densité. Les théories statistiques
sur lesquelles s’appuient les bornes sont ensuite présentées dans la section 10.3. Les
différents paradigmes inférentiels font l’objet de la section 10.4. La section 10.5 pré-
sente des avancées récentes. Enfin, la section 10.6, tirant les conclusions de ce qui a été
exposé précédemment, évoque les axes de recherche susceptibles de faire progresser
significativement le domaine dans les années à venir.
Dans tous le chapitre, dans l’unique but de simplifier l’exposé, on supposera que
tout ce qui a besoin d’être mesurable l’est ; on s’abstiendra en particulier de raison-
ner en "outer expectations" (en toute généralité, une supremum d’une quantité non-
dénombrable de variables aléatoires n’est pas nécessairement mesurable). On fera
aussi parfois l’abus de parler de l’argument minimum d’une fonction(nelle) même
si l’existence et l’unicité ne sont pas systématiques (les résultats sont vrais pour tous
les minima lorsqu’il y en a plusieurs, et en cas de non-existence - cas rare - ils sont
vrais à ǫ près sur la fonction de coût lorsque l’on considère un argument minimum à ǫ
près).
10.2. Position du problème
Dans son acception la plus générale, le problème de l’apprentissage (supervisé) à
partir de données consiste à trouver un moyen d’associer à un objet “son” étiquette,
ceci en s’appuyant uniquement sur l’information contenue dans un ensemble fini de
couples objet-étiquette fourni initialement. Pour que ce problème ait un sens, il faut
naturellement qu’il existe un lien entre les objets et les étiquettes. Ce lien est supposé
être de nature probabiliste. En pratique, on fait l’hypothèse que les objets, ou plus
précisément leurs descriptions x et les étiquettes y appartiennent respectivement à des
espaces probabilisés X et Y , et que l’espace produit, X × Y , est muni d’une mesure
de probabilité P , fixe mais inconnue. L’apprentissage s’appuie alors sur un échan-
tillon de m paires aléatoires (Xi, Yi) indépendamment et identiquement distribuées
(i.i.d.) suivantP . Il consiste à rechercher, dans une familleH de fonctions donnée, une
fonction h∗ associant descriptions et étiquettes “avec la plus faible erreur possible”.
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Cette reformulation du problème de l’apprentissage comme un problème de sélection
de fonction, ou de manière équivalente un problème d’optimisation (précisément, un
problème de M-estimation [GEE 00]), appelle naturellement des précisions quant à la
nature du critère utilisé, la fonction objectif. La notion d’erreur, ou risque, n’est pas
absolue. Il s’agit d’un critère que l’on se fixe a priori, en fonction du problème traité,
et de la nature du co-domaine des fonctions de la classe H, qui n’est pas nécessai-
rement Y . Pour le définir de manière générale, avant de spécifier les choses par type
de problème dans les sous-sections suivantes, nous adoptons les conventions utilisées
dans [BOU 02]. Celles-ci consistent à définir en premier lieu une fonction de coût et
une fonction de perte. Pour des raisons de simplicité, nous considérons ces fonctions
dans le cas particulier où le co-domaine des fonctions de H est Y . La fonction de coût
est une fonction c de Y×Y dans R+ mesurant, pour une fonction h et une paire (x, y)
données, le coût c(h(x), y) associé au fait de prévoir h(x) alors que la véritable sortie
est y. La fonction de perte correspondante, notée ℓ, associe h et la paire (x, y) au coût
c(h(x), y). c et ℓ sont donc liées par l’équation :
ℓ(h, (x, y)) = c(h(x), y).
Ces définitions étant posées, le risque R se définit comme l’espérance de la fonction
de perte :
R(h) = E [ℓ(h, (X,Y ))] ,
l’espérance étant calculée par rapport à la distribution de probabilité P de la paire
aléatoire (X,Y ). Pour aller plus avant, en spécifiant en particulier les fonctions c
et ℓ, nous devons à présent distinguer les trois grands types de problèmes que traite
l’apprentissage à partir de données :
– la discrimination (à partir d’exemples x1, . . . , xm et de leurs étiquettes discrètes
y1,. . .,ym, on cherche à étiqueter de nouveaux exemples x′1, x′2,. . .,x′p) ;
– la régression (à partir d’exemples x1, . . . , xm et de leurs sorties réeelles




– l’estimation de densité (à partir d’exemples x1,. . .,xm on cherche à déterminer
la probabilité (ou la densité de probabilité) de nouveaux exemples x′1,. . .,x′p).
10.2.1. Discrimination
En discrimination, l’ensemble Y est un ensemble fini de Q catégories. Le cas des
dichotomies (Q = 2) est ordinairement traité à part, afin d’exploiter au mieux son
caractère dégénéré. Deux situations doivent être distinguées, suivant que les fonctions
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de H prennent leurs valeurs dans Y ou dans RQ. Le premier cas est le plus simple. La
fonction de perte s’exprime alors généralement comme :
ℓ (h, (X,Y )) = 1lh(X) 6=Y . [10.1]





1lh(x) 6=y(x, y)dP (x, y).
Le séparateur optimal au sens de ce critère est le classifieur de Bayes [DUD 73]. C’est
ce classifieur que l’on calculerait si P était connue. La seconde situation, pour la-
quelle les fonctions de H s’écrivent h = (hk)1≤k≤Q, les fonctions composantes hk
étant à valeurs réelles, est très commune. Elle correspond par exemple au cas où le
classifieur considéré estime les probabilités a posteriori des classes. Ceci se produit en
particulier avec le perceptron multi-couche, lorsque la fonction d’activation des uni-
tés de sortie et la fonction objectif sont convenablement choisies (voir par exemple
[RIC 91, BIS 96]). Ce cas se ramène au précédant par application de la règle de dé-
cision de Bayes estimée, consistant à affecter à chaque description x la catégorie cor-
respondant à la fonction composante dont la valeur en x est la plus élevée (voir la







Figure 10.1. Discrimination multi-classe par perceptron multi-couche.
Notons que cette règle de décision est ordinairement employée même lorsque les
sorties ne sont pas des estimations des probabilités a posteriori des classes. Un bon
exemple est fourni par les SVM à catégories multiples, qui seront évoquées dans la
suite. En se plaçant du simple point de vue de la polychotomie calculée, et du risque
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associé, il n’y a donc pas de différence fondamentale entre les classes de fonctions
prenant leurs valeurs dans Y et celles prenant leurs valeurs dans R#Y . Nous avons ce-
pendant dès à présent introduit cette distinction afin de préparer les sections suivantes
(portant sur les mesures de capacité, le principe inductif MER, les bornes. . .), qui met-
tront en évidence le fait que les résultats sur les performances en généralisation sont
quant à eux spécifiques.
10.2.2. Régression
En régression, l’ensemble Y est égal à R, qui est également le co-domaine des
fonctions de H. La fonction de perte la plus utilisée est le coût quadratique :
ℓ (h, (X,Y )) = (h(X)− Y )2 .
Dans ce cas, la fonction optimale est la fonction de régression η définie par :
∀x ∈ X , η(x) = E [Y |X = x] .
De nouveau, il n’est pas possible d’obtenir cette fonction, puisque le calcul de l’es-
pérance s’effectue par rapport à P (qui est inconnue). Il existe un lien direct entre
discrimination et régression (multivariée, i.e. à plusieurs variables réelles de sortie)
lorsqu’un classifieur estime les probabilités a posteriori des classes. Ce lien peut être
mis en évidence lorsque les catégories sont représentées par leur codage binaire cano-
nique, i.e. Y = {yk; 1 ≤ k ≤ Q}, avec yk = (δk,l)1≤l≤Q. Dans ce cas,
E







Chaque terme du membre de droite peut être minimisé indépendamment des autres.
Cela revient à prendre pour fonctions composantes hk les fonctions de régression ηk
calculant les espérances conditionnelles i.e. ηk(x) = E [Yk|X = x], ou de manière
équivalente ηk(x) = P [Yk = 1|X = x]. On observe donc que, pour ce codage des
catégories, le classifieur minimisant le coût quadratique est également celui dont le
taux d’erreur (par application de la règle de Bayes) est minimal, c’est-à-dire le clas-
sifieur de Bayes. Naturellement, le critère des moindres carrés peut être utilisé pour
entraîner un système discriminant même lorsque celui-ci ne contient pas le classifieur
de Bayes associé au problème considéré. Cela se fera cependant alors au prix d’une
erreur d’approximation (i.e. quelle que soit la fonction choisie dans la famille donnée,
l’erreur ne sera jamais celle de Bayes).
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On notera, comme bémol aux liens que l’on vient de citer entre la régression et
la classification, le fait que la classification est un problème plus simple que celui de
l’estimation de probabilités conditionnelles. Ce dernier, comme la régression, conduit
en général (sauf cas très dégénérés) à des vitesses de convergence en 1/√m ; la classi-
fication, elle, selon les cas, conduit à des vitesses en 1/
√
m ou 1/m. La détermination
précise de la séparation entre ces deux catégories de classifications est centrale dans
les avancées récentes. Si le cas d’une erreur optimale nulle est depuis longtemps connu
comme entraînant une vitesse en 1/m, des résultats plus récents placent de nombreux
autres cas dans la même catégorie. Nous les évoquerons brièvement de manière syn-
thétique en section 10.5.2. Nous allons maintenant nous intéresser à plus difficile en-
core, l’estimation de densité.
10.2.3. Estimation de densité
L’estimation de densité est certainement le plus difficile et le moins étudié des
trois problèmes considérés par la théorie statistique de l’apprentissage. Il correspond
au cas d’une dépendance fonctionnelle entre les x et les y donnée par y = p(x) avec∫
X p(x)dx = 1. Il est ordinairement traité, par exemple par Vapnik, dans le cadre
restreint où la famille de fonctions considérée est une classe de densités p(., α), α
étant un paramètre formel prenant ses valeurs dans un ensemble Λ, par application du
principe de maximum de vraisemblance. Dans ce cas, le risque associé à la densité
p(., α) est donné par :
R (p(., α)) = −
∫
X




Il “contient” les autres problèmes au sens où la connaissance de la densité de
(x, y) détermine exactement la prévision p optimisant la moyenne Ec(x, p, Y )|X = x,
conditionnelle à un x donné, de la fonction de coût.
D’autres méthodes ont été proposées. L’estimation de densité peut ainsi se faire :
– en approchant p par la convoluée de la distribution empirique (typique-




i=1 exp(−||x − xi||2/σ2) où les xi sont un échantillon de m points aléatoire
simple de distribution p. On montre alors des propriétés de consistance pour peu que
l’écart-type σ décroisse de manière appropriée en fonction du nombre d’exemples ;
– par des méthodes adaptées de l’algorithme des plus proches voisins (consistant
à approcher la densité par le ratio k/v où v est le volume d’une boule incluant les k
plus proches voisins) ou de la méthode des histogrammes ;
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– par des méthodes de clustering (classification non-supervisée), segmentant le
domaine, et proposer ainsi une partition du domaine en E1,. . .,Ed et des estimations
des P (X ∈ Ei) (voir par exemple les cartes somatotopiques de Kohonen [KOH 89],
présentées au chapitre intitulé "Cartes auto-organisatrices de Kohonen").
– en utilisant des hypothèses a priori, comme c’est le cas avec la méthode bayé-
sienne naïve, consistant à remplacer P (X = x) par le produit P (X1 = x1) × . . . ×
P (Xd = xd), c’est-à-dire à considérer les différents attributs comme indépendants
conditionnellement à la classe. D’autres façons de faire consistent à considérer des
indépendances conditionnelles plus restreintes ; on aborde ainsi le très riche domaine
des réseaux bayésiens [NAI 04].
On pourra consulter [DEV 87] pour plus d’informations sur ce domaine.
10.3. Les théories statistiques
Cette section comporte :
– une rubrique 10.3.1 "outils statistiques de base" présentant divers outils utiles
pour la suite ;
– une rubrique 10.3.2 "mesures de capacité", présentant les critères classiques de
mesure de la complexité d’une famille de fonctions ;
– une rubrique 10.3.3 expliquant comment évaluer ces mesures de capacité ;
– une rubrique 10.3.4 enfin exposant les résultats asymptotiques les plus classiques
(classes de Glivenko-Cantelli et de Donsker, bootstrap).
10.3.1. Les outils statistiques de base
Nous verrons dans les sections qui suivent :
– les différentes formes de convergences statistiques ;
– quelques outils destinés à quantifier l’écart entre une moyenne et une espérance ;
– quelques éléments sur les processus gaussiens ;
– enfin quelques outils complémentaires.
10.3.1.1. Convergences statistiques
La notion de limite d’une suite est usuelle, la limite d’une suite de variables aléa-
toires est plus complexe. Nous définissons ici les types de convergences de telles suites
dont nous aurons besoin plus tard.
DÉFINITION 1 (Convergence en probabilité) Une suite de variables aléatoires
réelles (Xn)n∈N définies sur (Ω,B, P ) converge en probabilité, ou en mesure ou sto-





P {|Xn −X | ≥ ǫ} = 0.
On le note Xn
P
→X .
DÉFINITION 2 (Convergence presque sûre) Une suite de variables aléatoires
réelles (Xn)n∈N définies sur (Ω,B, P ) converge presque sûrement (p.s.) ou en proba-
bilité 1 vers la variable aléatoire réelle X , définie sur (Ω,B, P ), si
P
{





On le note Xn
p.s.
→ X .
La convergence presque sûre implique la convergence en probabilité. Pour s’en
convaincre, il suffit de reformuler la convergence presque sûre sous la forme équiva-
lente suivante :






|Xn −X | ≥ ǫ
}
= 0.
Une convergence plus faible et très utile est la convergence faible.
DÉFINITION 3 (Convergence en loi) Une suite de variables aléatoires réelles
(Xn)n∈N définies sur (Ω,B, P ) converge en loi ou faiblement ou en distribution vers









La section V.4.1. de [BAR 98a] liste plusieurs conditions équivalentes permettant
de caractériser la convergence en loi. Parmi celles-ci, la suivante revêt une importance
particulière.
PROPOSITION 1 (Caractérisation de la convergence en loi) Une condition néces-







pour toute fonction continue bornée φ : R −→ R.
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La convergence en loi est le plus faible des trois types de convergence que nous avons
définis ici. Elle est en effet impliquée par la convergence en probabilité (voir par
exemple le chapitre V de [BAR 98a] pour une démonstration). La littérature considère
encore le cas de la convergence dans Lp, c’est-à-dire la convergence topologique de
l’espace Lp (Ω,B, P ) muni de la norme ‖.‖p. Cette convergence joue un rôle central
dans le cas des variables aléatoires à valeurs dans des espaces de Banach [LED 91].
Elle implique la convergence en probabilité qui peut alors être considérée comme une
convergence dans L0.
10.3.1.2. Ecart entre une moyenne et une espérance
Quantifier l’écart entre une moyenne et une espérance est un problème très impor-
tant de statistique comme on peut s’en douter si l’on voit l’apprentissage comme la
minimisation (en h) de la moyenne Eˆℓ(h, (X,Y )) avec pour objectif la minimisation
de l’espérance Eℓ(h, (X,Y )), et nous commencerons donc par fournir une liste de ré-
sultats de ce type régulièrement utiles pour la théorie de l’apprentissage. Pour ce faire,
nous nous appuyons en particulier sur [BAR 98a, LUG 04].
Tout d’abord, quelques inégalités classiques valables pour toute variable aléatoire
réelle X (admettant les moments appropriés), qui permettent de dériver les inégali-
tés suivantes, et sont de manière générale utiles en statistique. A partir de l’équation




P (X ≥ t)dt
on déduit immédiatement l’inégalité de Markov, soit, pour toute variable aléatoire à
valeurs positives et t supérieur à 0,
P (X ≥ t) ≤ EX
t
. [10.2]
En remplaçant dans l’inégalité de Markov X par |X −EX |2, on obtient l’inégalité de
Bienaymé-Tchebytchev :
P (|X − EX | ≥ t) ≤ V ar(X)
t2
.
Cette inégalité se généralise, pour q > 0, en





Les inégalités qui suivent concernent, sauf mention explicite du contraire, une suite
de variables aléatoires X1, . . . , Xn indépendantes et d’espérance nulle. On s’intéresse
au fait que X¯ = 1n
∑n
i=1Xi soit proche de son espérance. L’inégalité de Bienaymé-
Tchebytchev donnée ci-dessous, conséquence directe de l’inégalité de Bienaymé (voir
par exemple [BAR 98a]) et de 10.3, est bien connue et s’applique sans que les données
soient identiquement distribuées.
THÉORÈME 1 (Inégalité de Bienaymé-Tchebytchev) Si X1, . . . , Xn sont deux-à-













Cette simple inégalité est à la base de la loi faible des grands nombres, due à Bernoulli :
THÉORÈME 2 (Loi faible des grands nombres) SoitX une variable aléatoire à va-
leurs réelles vérifiant E |X | <∞. Soit µ son espérance. SoitX1, . . . , Xn un ensemble








Le même résultat est vrai pour la convergence dans L1. Il est à noter que l’inégalité de
Bienaymé-Tchebytchev 10.3 n’entraîne rapidement la loi faible des grands nombres
que dans le cas où X possède une variance finie. Nous avons présenté ici une version
plus générale, dont le lecteur pourra trouver une démonstration dans [TOU 99].
Après Laplace et Poisson [POI 35], Kolmogorov et Khintchine [KHI 28] ont ob-
tenu une version plus forte de la loi des grands nombres.
THÉORÈME 3 (Loi forte des grands nombres) Soit X une variable aléatoire à va-





Xi converge p.s. ⇐⇒ E |X | <∞.
Lorsqu’il y a convergence, la limite est EX .
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Cette convergence est donnée sans indication de vitesse. Pour en obtenir une, nous
faisons appel au célèbre théorème de la limite centrale, établi ou raffiné sous diffé-
rentes formes par De Moivre, Stirling, Gauss, Laplace, Tchebytchev, Markov et Lya-
punov.
THÉORÈME 4 (Théorème de la limite centrale multivarié [VAA 98]) Soit X un
vecteur aléatoire à valeurs dans Rd admettant des moments d’ordre 1 et 2. Notons
µ son espérance et Σ = E
{
(X − µ)(X − µ)T} sa matrice de variance-covariance.









où N (0,Σ) est la loi normale centrée de matrice de variance-covariance Σ.
En se restreignant au cas des variables aléatoires à valeurs réelles, la vitesse de conver-




























pour n → ∞. L’inégalité de droite (borne supérieure sur la "fonction Q") s’obtient
facilement par intégration par parties. La loi du logarithme itéré (voir par exemple
[GIR 01]) vient compléter cette borne.
THÉORÈME 5 (Loi du logarithme itéré) Soit X une variable aléatoire à valeurs
réelles de carré intégrable et σ2 sa variance. Soit (Xi)i∈N une suite de copies in-































On verra avec le théorème 12 une version uniforme directement applicable en ap-
prentissage de la loi du logarithme itéré.
En ayant à l’esprit 10.4, on peut rapidement se convaincre que le taux de conver-
gence donné par l’inégalité de Bienaymé-Tchebytchev (théorème 1) n’est pas satisfai-
sant. Ce taux s’exprime en effet comme P ( 1n |
∑n
i=1 (Xi − EXi)| > t) = O(1/t2),
alors que 10.4 promet une décroissance exponentielle. Afin d’obtenir des bornes de
meilleure qualité, on peut s’appuyer sur la méthode de Chernoff, reposant sur l’inéga-
lité suivante.
THÉORÈME 6 (Inégalité de Chernoff) Soit X une variable aléatoire à valeurs
réelles et s et t deux réels strictement positifs. Alors,
P {X ≥ t} = P {esX ≥ est} ≤ EesX
est
. [10.7]
L’inégalité de Chernoff permet en particulier de dériver l’inégalité de Hoeffding (voir
par exemple [POL 84, LUG 04]).
THÉORÈME 7 (Inégalité de Hoeffding [HOE 63]) Soit X1, . . . , Xn un ensemble
de n variables aléatoires à valeurs réelles, indépendantes et centrées, prenant leurs














Lorsque l’on dispose d’une information sur les variances des variables aléatoires
considérées, il est possible d’utiliser d’autres résultats, en particulier les inégalités
de Bennett et de Bernstein.
THÉORÈME 8 (Inégalité de Bennett [BEN 62]) Soit X1, . . . , Xn un ensemble de n
variables aléatoires à valeurs réelles, indépendantes et centrées. On fait l’hypothèse
que |Xi| ≤ c avec une probabilité 1 et l’on note σ2 = 1n
∑n
i=1 V ar(Xi). Alors, pour


















où la fonction h est donnée par h(u) = (1 + u) log(1 + u)− u pour u positif ou nul.
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THÉORÈME 9 (Inégalité de Bernstein [BER 46]) Sous les hypothèses de l’inéga-
















Il convient de noter que, si nous avons donné de l’inégalité de Bernstein la réfé-
rence standard, Pollard suggère dans l’annexe B de [POL 84] que ce résultat pourrait
en fait être bien antérieur. Les inégalités de Bennett et de Bernstein permettent no-
tamment de dériver des inégalités beaucoup plus rapides (erreur en O(1/m)) lorsque
l’erreur minimale est nulle (alors que l’on obtient des bornes de l’ordre O(1/√m)
dans le cas général). Ces résultats d’accélération (convergence de l’erreur en 1/m au
lieu de 1/
√
m), que l’on pourra trouver en particulier dans [DEV 96, Problem 12.9]
sont meilleurs que ceux obtenus directement (voir par exemple [VAP 98, section 4.2]).
L’inégalité de concentration jouant actuellement le rôle le plus important dans la
dérivation des bornes est sans doute l’inégalité des différences bornées.
THÉORÈME 10 (Inégalité des différences bornées [MCD 89] ) Soit g une fonction




|g (x1, . . . , xn)− g (x1, . . . , xi−1, x′i, xi+1, . . . , xn)| ≤ ci,[10.11]
pour 1 ≤ i ≤ n. Alors, si X1, . . . , Xn sont des variables aléatoires à valeurs dans X
indépendantes, la variable aléatoire Z = g (X1, . . . , Xn) satisfait :












Dans cette sous-section et la précédente, afin de simplifier l’exposé, nous avons
principalement considéré le cas de variables aléatoires à valeurs réelles. Cependant,
l’essentiel du contenu s’étend à des cas plus généraux, en particulier celui des variables
à valeurs dans des espaces de Banach, traité en profondeur dans [LED 91].
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10.3.1.3. Processus gaussiens
DÉFINITION 4 (Processus gaussien (voir par exemple [VAA 96])) Un processus
gaussien est l’extension naturelle d’une gaussienne en dimension infinie. Précisément,
un processus stochastique X à valeurs dans RT pour un certain ensemble T est dit
gaussien si chacune de ses lois marginales de dimension finie, (Xt1 , . . . , Xtk), suit
une loi normale multivariée sur un espace euclidien.
L’étude des processus gaussiens est fondamentale car le vecteur (infini) (Eˆf −
Ef)f∈H tend faiblement vers un processus gaussien dans un grand nombre de cas. Le
résultat suivant quant au supremum en t ∈ T d’un processus gaussien a été prouvé
initialement par Borell et indépendamment par Cirelson, Ibragimov, Sudakov ; voir
[ADL 90].
PROPOSITION 2 (Inégalité de Borell) Soit (Yt)t∈T un processus gaussien borné
presque sûrement et σ(Y )2 = supt∈T V ar(Yt), alors
lim
s→∞
logP (supt Yt > s)
s2
= −1/(2σ(Y )2)
et pour tout ǫ > 0, pour s suffisamment grand, on a
P (sup
t







Interprétation : asymptotiquement, la plus grande déviation par rapport à 0 dans un
processus gaussien a lieu essentiellement pour le t conduisant à la variance marginale
la plus forte, et la déviation maximale est du même ordre que la déviation que l’on ob-
tient avec juste Yt pour t maximisant la variance de Yt. Ce point est très surprenant, et
ne doit pas cacher la réalité des faits : cela n’est vrai que de manière asymptotique (on
regarde la probabilité de dépasser une déviation donnée, à la limite d’une très grande
déviation). Cette impression selon laquelle l’essentiel est la variance maximale du
processus gaussien est en fait clairement fausse pour des critères plus réalistes. En
particulier, en anticipant un peu sur la suite de ce chapitre, il est clair que la déviation
maximale obtenue sur une famille de fonctions est nettement plus grande dans l’im-
mense majorité des cas que la déviation maximale obtenue pour une fonction, quelle
que soit cette fonction.
10.3.1.4. Divers
Un outil important en théorie de l’apprentissage est le lemme de Borel-Cantelli,
qui fournit des conditions sous lesquelles la convergence en probabilité implique la
convergence presque sûre.
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LEMME 1 (Lemme de Borel-Cantelli) Soit (Xn)n∈N une suite de variables aléa-
toires réelles définies sur (Ω,B, P ).
1) Si pour tout ǫ > 0,∑n∈N P {|Xn −X | ≥ ǫ} <∞, alors Xn p.s.→ X .
2) Si les (Xn)n∈N sont mutuellement indépendantes, alors Xn
p.s.
→ 0 si et seule-
ment si
∑
n∈N P {|Xn| ≥ ǫ} <∞ pour tout ǫ > 0.
Interprétation : si une convergence en probabilité est "suffisamment" rapide,
alors elle est en fait presque sûre.
Différentes lois du logarithme itéré trouveront une utilité dans la suite.
Soit L la fonction définie par L(t) = max(1, log(t)), pour t réel positif ou nul,
et LL, la fonction du logarithme itéré, définie, toujours pour t ≥ 0, par LL(t) =
L(L(t)).
THÉORÈME 11 (Loi du logarithme itéré de Kolmogorov [LED 91]) Soit (Xi)i∈N
une suite de variables aléatoires réelles indépendantes et d’espérance nulle, telle





. On fait l’hypothèse que la suite (sn)n∈N croît vers l’infini et qu’il

















Cette loi s’étend au cas uniforme sur un espace de fonctions, comme les classes
de Glivenko-Cantelli généralisent la loi des grands nombres et comme les classes de
Donsker généralisent le théorème de la limite centrale.
THÉORÈME 12 (Loi du logarithme itéré [CHU 49]) Soit x1, . . . , xm i.i.d. de loi






= 1 p.s. [10.13]
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où lim supun = limn→∞ supm≥n um et où D∗m est la discrépance de l’ensemble de
points x1, . . . , xm, définie par
D∗m = sup
r∈[0,1]d
| |{i/xi < r}| /m− r1 × r2 × . . .× rd | .
Une version non-asymptotique existe aussi, que l’on trouvera dans [KIE 61] :
THÉORÈME 13 (Borne non-asymptotique sur la discrépance) Soit x1, . . . , xm
i.i.d. de loi uniforme dans [0, 1]d. Alors pour tout ǫ > 0, il existe une constante c > 0
dépendant de ǫ et de d seulement telle que :
u ≥ 0⇒ P (√mD∗m ≤ u) ≥ 1− c exp(−(2− ǫ)u2).
Interprétation : la proportion de points dans chaque hyper-rectangle tend, assez
vite (à une précision O(1/√m) près), vers la surface associée. Il s’agit donc là d’un
théorème similaire aux résultats sur les classes de Donsker, à ceci près que l’on tra-
vaille en limsup plutôt qu’en convergence faible. Examinons le cas de l’apprentis-
sage de relation déterministe : supposons x de loi P uniforme sur [0, 1], y = g(x)
avec g déterministe et redéfinissons par léger abus de notation Lh(x) = Lh(x, g(x)),
LH = {Lh;h ∈ H}. On peut alors raisonner comme suit :
– la loi du logarithme itéré permet de majorerD∗m (asymptotiquement) en fonction
de m ;
– l’inégalité de Koksma-Hlawka (voir le chapitre 2 de [NIE 92]) permet de borner
l’écart entre l’espérance et la moyenne de Lh en fonction du produit de D∗m et de
V (Lh) la variation totale au sens de Hardy et Krause1 de Lh :
|EˆLh − ELh| ≤ V (Lh)D∗m
(pour tout Lh et dans tous les cas ; il n’y a pas ici de probabilité !) cf e.g. [NIE 92]
pour plus d’informations.
Ce résultat est un résultat en soi ; il permet de borner l’erreur en généralisation,
à partir d’hypothèses sur la variation de Hardy et Krause ; et même sans chiffrer la
variation de Hardy et Krause, ce résultat fournit une vitesse de convergence. Il permet
1. La définition de la variation totale est longue et complexe ; elle généralise le cas de la di-
mension 1 V (h) = supp∈N supx1≤x2≤...≤xp
Pp−1
i=1 |h(xi+1) − h(xi)| ; faire l’hypothèse de
la finitude de cette variation n’est ni irréaliste ni anodin.
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aussi de quantifier la qualité d’un jeu de point, la discrépance apparaissant comme
un critère naturel de qualité d’un ensemble de points. Autre chose, plus étonnant, est
possible. Si l’on positionne les points de manière non-aléatoire (i.e. les xi sont mainte-
nant déterministes), alors D∗m peut être meilleur qu’avec une suite i.i.d. En particulier,
on peut utiliser comme xi une suite à faible discrépance, garantissant D∗m majoré
par c(d) log(m)d/m où c(d) dépend de la dimension seulement. Ces techniques sont
une version formalisée des techniques consistant à bien choisir le positionnement des
points : plan d’expérience, apprentissage actif. Cette méthode présente la limitation
d’être restreinte au cas hors-ligne ; réduire la discrépance est indépendant des valeurs
de la fonction en les points déjà considérés.
On passe ainsi de l’équation suivante dans le cas de points xi aléatoires simples :
|EˆLh − ELh| ≤ V (Lh)D∗m(x1, . . . , xm)





à l’équation suivante pour des xi placés adéquatement (suite à faible discrépance) :
|EˆLh − ELh| ≤ V (Lh)D∗m(x1, . . . , xm)
qui est majorée, via un meilleur majorant de D∗m, par
V (Lh)c(d) log(m)
d/m
où c(d) dépend de la dimension seulement. Le lecteur intéressé est renvoyé à [NIE 92,
CER 04].
Interprétation : On voit ici la vitesse accrue consécutive au remplacement d’un
ensemble aléatoire de points par un ensemble déterministe lorsque la relation est dé-
terministe. On peut être déçu par le caractère exponentiel en la dimension de la discré-
pance des suites classiques précédemment citées (i.e., le terme log(m)d). Les résultats
existants sont tout à fait étonnants : des preuves d’existence de suites sans le terme ex-
ponentiel existent, et il ne reste plus que le terme en 1/mα. Malheureusement, là où
les suites aléatoires atteignent α = 12 , ces suites n’atteignent que α de l’ordre de
0.4 ; des résultats existent avec α de l’ordre de 0.7 mais malheureusement ils sont
non-constructifs et la suite réalisant cette performance n’est pas connue ([WAS 97]).
10.3.2. Mesures de capacité
Nous verrons dans les sections suivantes que la théorie de l’apprentissage définit
trois critères pour caractériser le succès de la mise en œuvre d’un principe inductif :
les convergences faible et forte, ainsi que la propriété de consistance non triviale. Sous
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les hypothèses standard concernant la nature du problème traité, l’existence de ces
convergences repose entièrement sur la finitude de certaines mesures de capacité de la
classe de fonctions utilisée. La notion de mesure de capacité des familles de fonctions
joue donc en apprentissage un rôle central. Non seulement la finitude d’une mesure
de capacité apparaît comme une condition suffisante (et bien souvent nécessaire) pour
pouvoir apprendre, mais la valeur de cette mesure établit également la vitesse (au sens
de la complexité en échantillon) avec laquelle l’apprentissage se fera. Cette section est
consacrée aux principales mesures de capacité proposées dans la littérature et possé-
dant un intérêt pratique (pouvant être majorées). Nous commençons avec celles ayant
joué historiquement le rôle le plus important, en apparaissant au cœur du premier ré-
sultat de convergence uniforme du risque empirique vers le vrai risque [VAP 71], les
mesures de capacité globales. Nous citons en partie 10.5 des travaux récents tirant
plus parti de l’échantillon pour borner l’erreur en généralisation.
Les mesures de capacité globales sont des mesures faisant intervenir l’ensemble
des fonctions de la classe considérée, ceci sans tenir compte du processus d’appren-
tissage. Parmi ces mesures, celle sur laquelle s’appuient les résultats les plus fonda-
mentaux est la dimension de Vapnik-Chervonenkis. Afin de la définir, nous devons
introduire au préalable la notion de fonction de croissance.
DÉFINITION 5 (Fonction de croissance [VAP 71]) Soit H une famille de fonctions
à valeurs binaires. Soit H|Xm sa restriction à un sous-ensemble Xm de X de cardi-
nalité m. Soit ΠH(Xm) le cardinal de H|Xm . La fonction de croissance de H est la
fonction de N∗ dans N définie par :
∀m ∈ N∗, ΠH(m) = maxXm∈XmΠH(Xm). [10.14]
Nous donnons cette définition, avec son abus de notation, comme étant la plus com-
munément employée. Il convient de remarquer que dans ses écrits les plus récents,
Vapnik définit la fonction de croissance comme étant le logarithme de la fonction ΠH.
DÉFINITION 6 (Dimension de Vapnik-Chervonenkis [VAP 71]) Soit H une fa-
mille de fonctions à valeurs binaires. La dimension de Vapnik-Chervonenkis de H,
VC-dim(H), est la taille du plus grand sous-ensemble de X pulvérisé par H, c’est-
à-dire sur lequel H calcule toutes les dichotomies possibles, si cette taille est finie,
l’infini dans le cas contraire. Lorsque la dimension VC est finie, on a donc, en posant
d = VC-dim(H) :
ΠH (d) = 2d, ΠH (d+ 1) < 2d+1. [10.15]
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Si la fonction de croissance apparaît dans les bornes de manière plus directe que la
dimension VC, cette dernière peut généralement être plus aisément bornée. C’est la
raison pour laquelle on fait souvent usage d’un lien simple entre les deux mesures,
lien connu sous le nom de “lemme de Sauer”.
LEMME 2 (Lemme de Sauer [VAP 71, SAU 72, SHE 72]) Soit H une famille de
fonctions à valeurs binaires de dimension VC finie d ≥ 1. Alors, pour tout entier













Interprétation : si la dimension VC est finie, alors au-delà de cette valeur, la
fonction de croissance cesse de croître exponentiellement avec le nombre de points,
pour ne plus croître que polynomialement.
La littérature propose deux types d’extensions de cette mesure de capacité. Les
unes concernent les classes de fonctions à valeurs réelles, les autres les classes de
fonctions à valeurs dans un ensemble fini. Nous les introduisons à présent en respec-
tant une progression dans l’adéquation au calcul de bornes.
DÉFINITION 7 (Dimension de Vapnik [VAP 89]) Soit H une famille de fonctions
d’un domaine X dans R. Un sous-ensemble Xm = {xi}, (1 ≤ i ≤ m) de X est dit
être V -pulvérisé par H s’il existe un scalaire b tel que, pour tout vecteur binaire
vy = (yi) ∈ {−1, 1}m, il existe une fonction hy ∈ H satisfaisant
∀i ∈ {1, . . . ,m} ,
{
hy(xi)− b ≥ 0 si yi = 1
hy(xi)− b < 0 si yi = −1
La dimension de Vapnik de H, V-dim(H), est le cardinal du plus grand des sous-
ensembles de X V -pulvérisé par H, si ce cardinal est fini, l’infini sinon.
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La dimension de Vapnik est une version uniforme de la pseudo-dimension de Pollard.
DÉFINITION 8 (Pseudo-dimension de Pollard [POL 90, HAU 92]) Soit H une fa-
mille de fonctions d’un domaine X dans R. Un sous-ensemble Xm = {xi},
(1 ≤ i ≤ m) deX est dit être P -pulvérisé parH s’il existe un vecteur vb = (bi) ∈ Rm
tel que, pour tout vecteur binaire vy = (yi) ∈ {−1, 1}m, il existe une fonction hy ∈ H
satisfaisant
∀i ∈ {1, . . . ,m} ,
{
hy(xi)− bi ≥ 0 si yi = 1
hy(xi)− bi < 0 si yi = −1
La pseudo-dimension de H, P-dim(H), est le cardinal du plus grand des sous-
ensembles de X P -pulvérisé par H, si ce cardinal est fini, l’infini sinon.
La dimension Vγ est une variante à marge de la dimension de Vapnik.
DÉFINITION 9 (Dimension Vγ [ALO 97, GUR 01]) SoitH une famille de fonctions
d’un domaine X dans R. Pour γ > 0, un sous-ensemble Xm = {xi}, (1 ≤ i ≤ m) de
X est dit être Vγ-pulvérisé par H s’il existe un scalaire b tel que, pour tout vecteur
binaire vy = (yi) ∈ {−1, 1}m, il existe une fonction hy ∈ H satisfaisant
(hy(xi)− b) yi ≥ γ, (1 ≤ i ≤ m). [10.18]
La dimension Vγ de H, Vγ-dim(H), est le cardinal du plus grand des sous-ensembles
de X Vγ-pulvérisé par H, si ce cardinal est fini, l’infini sinon.
De même que la dimension de Vapnik peut être considérée comme une variante uni-
forme de la pseudo-dimension, la dimension Vγ peut être vue comme une variante
uniforme de la dimension “fat-shattering”.
DÉFINITION 10 (Dimension fat-shattering [KEA 90, KEA 94]) Soit H une fa-
mille de fonctions d’un domaine X dans R. Pour γ > 0, un sous-ensemble Xm =
{xi}, (1 ≤ i ≤ m) de X est dit être γ-pulvérisé par H s’il existe un vecteur vb =
(bi) ∈ Rm tel que, pour tout vecteur binaire vy = (yi) ∈ {−1, 1}m, il existe une
fonction hy ∈ H satisfaisant
(hy(xi)− bi) yi ≥ γ, (1 ≤ i ≤ m). [10.19]
La dimension fat-shattering à marge γ deH, Pγ-dim(H), est le cardinal du plus grand
des sous-ensembles de X γ-pulvérisé par H, si ce cardinal est fini, l’infini sinon.
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On trouvera dans [ALO 97] un lemme de Sauer étendu faisant intervenir la dimen-
sion fat-shattering. Si les différentes notions de dimension VC dédiées aux classes
de fonctions à valeurs dans des ensembles finis, et par extension à la discrimination
multi-classe, ont été introduites progressivement dans la littérature, une théorie unifi-
catrice en est proposée dans [BEN 95]. Celle-ci repose sur la notion de Ψ-dimension,
que nous définissons donc en premier lieu.
DÉFINITION 11 (Ψ-dimensions [BEN 95]) SoitH une famille de fonctions d’un do-
maine X dans un ensemble de cardinalité finie {1, . . . , Q}. Soit Ψ un ensemble d’ap-
plications ψ de {1, . . . , Q} dans {−1, 1, ∗}, où ∗ représente l’élément par défaut. Un
sous-ensemble Xm = {xi}, (1 ≤ i ≤ m) de X est dit être Ψ-pulvérisé par H s’il
existe une application ψm =
(
ψ(1), . . . , ψ(i), ψ(m)
)
dans Ψm telle que, pour tout
vecteur vy dans {−1, 1}m, il existe une fonction hy ∈ H satisfaisant
(
ψ(1) ◦ fy(x1), . . . , ψ(i) ◦ fy(xi), . . . , ψ(m) ◦ fy(xm)
)
= vy. [10.20]
La Ψ-dimension de H, Ψ-dim(H), est le cardinal du plus grand des sous-ensembles
de X Ψ-pulvérisé par H, si ce cardinal est fini, l’infini sinon.
Deux Ψ-dimensions sont à distinguer, dans la mesure où elles ont fait l’objet d’études
spécifiques, la dimension graphique et la dimension de Natarajan.
DÉFINITION 12 (Dimension graphique [DUD 87, NAT 89]) Soit H une famille de
fonctions d’un domaine X dans un ensemble dénombrable Y . Pour toute fonction h
de H, le graphe de h est la fonction G(h) de X × Y dans {0, 1} définie par :
∀(x, y) ∈ X × Y, G(h)(x, y) = 1⇐⇒ h(x) = y. [10.21]
L’espace des graphes de H est G(H) = {G(h) / h ∈ H}. Ces définitions étant don-
nées, la dimension graphique deH, G-dim(H), est la dimension VC de l’espace G(H).
Lorsque les fonctions de H prennent leurs valeurs dans un ensemble fini, la reformu-
lation de cette définition comme étant celle d’une Ψ-dimension est la suivante.
DÉFINITION 13 (Dimension graphique) Soit H une famille de fonctions d’un do-
maine X dans {1, . . . , Q}. La dimension graphique de H est la Ψ-dimension de H
lorsque l’ensemble Ψ est constitué des applications ψk, (1 ≤ k ≤ Q), telles que ψk
prend la valeur 1 si son argument est égal à k et la valeur −1 dans le cas contraire.
Reformulé dans le contexte de la discrimination multi-classe, les fonctions ψk sont les
indicatrices des catégories.
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DÉFINITION 14 (Dimension de Natarajan [NAT 89]) Soit H une famille de fonc-
tions d’un domaine X dans {1, . . . , Q}. La dimension de Natarajan de H, N-dim(H)
est la Ψ-dimension deH lorsque l’ensemble Ψ est constitué des C2Q applicationsψk,l,
(1 ≤ k < l ≤ Q), telles que ψk,l prend la valeur 1 si son argument est égal à k, la
valeur −1 si son argument est égal à l et la valeur ∗ dans tous les autres cas.
De même qu’il existe un lemme de Sauer généralisé faisant intervenir la dimension
fat-shattering, il en existe qui sont dédiés aux Ψ-dimensions. La principale référence
dans le domaine est [HAU 95b]. En résumé, en discrimination, la dimension VC
est utilisée pour les modèles bi-classes à valeurs binaires. Ses extensions à marge
sont utilisées pour les systèmes à valeurs réelles calculant des dichotomies, tandis
que le cas de la discrimination multi-classe par des modèles prenant leurs valeurs
dans l’ensemble des catégories est traité au moyen des Ψ-dimensions. La théorie
n’a pas encore abordé en profondeur le cas le plus général, celui des classifieurs
à marge multi-classe. Ce manque est significatif, dans la mesure où il laisse sans
solution satisfaisante un cas aussi classique que celui du PMC utilisant des unités
de sortie munies des fonctions d’activation standard, sigmoïde ou softmax (voir la
section 10.3.3). On ne sait actuellement le traiter qu’en appliquant des méthodes
de décomposition. A notre connaissance, les seuls travaux proposant une extension
à marge des Ψ-dimensions sont décrits dans [GUE 04]. Cette référence établit en
particulier un lemme de Sauer pour l’extension à marge de la dimension de Natarajan.
Avec les dimensions VC, les autres mesures de capacité apparaissant dans les
bornes “à la Vapnik” sont principalement des nombres de couverture. Ces nombres
sont des outils de l’analyse fonctionnelle qui trouvent de nombreuses applications,
par exemple pour l’étude de la compacité des opérateurs [CAR 90]. Ils reposent sur la
notion d’ǫ-couverture et d’ǫ-réseau.
DÉFINITION 15 (pseudo-métrique) On appelle pseudo-métrique sur un ensemble
E une application ρ de E × E dans R+ vérifiant les propriétés d’une métrique à
l’exception de la séparation. On a dans ce cas x = x′ =⇒ ρ(x, x′) = 0. A l’inverse,
ρ(x, x′) = 0 6=⇒ x = x′. Un espace pseudo-métrique est un espace muni d’une
pseudo-métrique.
DÉFINITION 16 (ǫ-couverture et ǫ-réseau) Soit (E, ρ) un espace (pseudo-
)métrique et E′ un sous-ensemble de E. Une ǫ-couverture de E′ est un recouvrement
de E′ par des boules de rayon ǫ dont les centres appartiennent à E. Ces centres
forment un ǫ-réseau de E′. On parle parfois aussi d’ǫ-squelette.
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DÉFINITION 17 (Nombres de couverture) Soit (E, ρ) un espace (pseudo-
)métrique. Si E′ ⊂ E possède un ǫ-réseau de cardinalité finie, alors son nombre de
couverture N (ǫ, E′, ρ) est la plus petite cardinalité de ses ǫ-réseaux. S’il n’existe pas
de tel ǫ-réseau, alors N (ǫ, E′, ρ) =∞.
Dans le cas des classes de fonctions à valeurs binaires, il existe un lien simple
entre ces nombres et la fonction de croissance. Soit en effet F une telle classe de
fonctions, définie sur X , et Xm = (xi)1≤i≤m un élément de Xm. En munissant F de
la pseudo-métrique suivante :
∀ (f, f ′) ∈ F2, dm (f, f ′) = maxXm∈Xm maxxi∈Xm |f (xi)− f
′ (xi)|
on obtient immédiatement
N (ǫ,F , dm) = ΠF (m)
dès lors que ǫ ∈]0, 1/2[.
DÉFINITION 18 (Nombres de couverture avec crochets) SoitF un espace de fonc-
tions inclus dans RX . Alors, un ǫ-réseau avec crochets de F (on parle parfois aussi
d’ǫ-squelette avec crochets) est un ensemble (f1, g1), . . . , (fN , gN ) de couples d’élé-
ments de RX tel que
∀i ∈ [[1, N ]], ||gi − fi|| ≤ ǫ
et ∀f ∈ F , ∃i ∈ [[1, N ]] / fi ≤ f ≤ gi.
L’ǫ-nombre de couverture avec crochets de F , noté N[ ](ǫ,F , ||.||), dépendant de la
norme, est le cardinal minimal d’un ǫ-réseau avec crochets de F , quand un tel réseau
existe, et ∞ sinon.
10.3.3. Bornes sur les mesures de capacité
Le calcul de la dimension VC, première mesure de capacité apparaissant dans les
bornes, a fait l’objet de nombreux travaux. Dans le domaine du connexionnisme, la
littérature la plus abondante porte sur le cas des PMC. Nous en proposons ici les
résultats principaux, en nous appuyant en particulier sur des exposés de synthèse,
comme [ANT 97, SON 98, ANT 99]. Le premier cas considéré, le plus simple et le
plus classique, est celui du perceptron.
PROPOSITION 3 La dimension VC d’un séparateur affine opérant dans Rd est égale
à d+ 1.
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La preuve est très simple. La résolution d’un système linéaire nous donne
VC-dim(H) ≥ d + 1, tandis que le théorème de Radon [GRü 67] permet de conclure
que VC-dim(H) ≤ d + 1. Le cas suivant est celui des PMC à unités à seuil utilisés
pour le calcul des dichotomies (réseaux ne possédant qu’une unité de sortie). Nous
considérons ici des architectures à propagation avant, ou "feedforward", c’est-à-dire
sans cycle. La référence de base sur le sujet est [BAU 89]. Le résultat fondamental
qu’elle contient s’appuie sur le lemme suivant.
LEMME 3 (Composition des fonctions de croissance) SoitH la classe de fonctions
calculées par un réseau à propagation avant constitué de N unités de calcul (unités
autres que les unités d’entrée). Soit Hi la classe de fonctions calculée par sa i-ième
unité (de calcul). Alors pour tout entier positif m
ΠH(m) < ΠNi=1ΠHi(m). [10.22]
En combinant ce lemme et le lemme de Sauer, on obtient immédiatement le théorème
suivant.
THÉORÈME 14 (Corollaire 3 dans [BAU 89]) Soit H la classe de fonctions calcu-
lée par un réseau à propagation avant constitué de N unités de calcul à seuil, dont
une unique unité de sortie, et W connexions. Alors
VC-dim(H) ≤ 2W log2 (eN) . [10.23]
Ce théorème a été étendu par Shawe-Taylor et Anthony au cas des réseaux à unités à
seuil à sorties multiples (permettant le calcul de polychotomies).
THÉORÈME 15 (Corollaire 4.2 dans [SHA 91]) Soit H la classe de fonctions cal-
culée par un réseau à propagation avant constitué de N unités de calcul à seuil et W
connexions. Alors
G-dim(H) ≤ 2W log2 (eN) . [10.24]
Il convient de remarquer que ce résultat est contre-intuitif, dans la mesure où il ne
fait pas intervenir le nombre d’unités de sortie et par conséquent ne fait pas intervenir
le nombre de catégories. Sous des hypothèses plus fortes concernant l’architecture du
réseau, des améliorations au résultat de Baum et Haussler furent apportées par Sakurai.
Les deux théorèmes qui suivent concernent des réseaux à propagation avant entiè-
rement connectés, i.e. pour lesquels chaque unité d’une couche est connectée à chaque
unité de la couche suivante. Les fonctions d’activation sont des fonctions à seuil.
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THÉORÈME 16 (Théorème 3.3 dans [SAK 93]) Soit H la classe de fonctions cal-
culée par un réseau à propagation avant constitué d’une couche d’entrée de n unités,
d’une couche cachée de h unités et une couche de sortie d’une seule unité, la fonction
d’activation étant une fonction à seuil. Alors, pour n ≥ 32 et h ≥ 256







[SAK 93] montre aussi la borne inférieure suivante :
THÉORÈME 17 (Borne inférieure) SoitH la classe de fonctions calculée par un ré-
seau à propagation avant constitué d’une couche d’entrée de n unités, d’une couche
cachée de h unités et une couche de sortie d’une seule unité, la fonction d’activation
étant une fonction à seuil. Alors, pour n ≥ 3 et h ≤ 2n/2−2,
VC-dim(H) ≥ nh log2(h/4)/8 ≥W log2(h/4)/32
où W = nh+ 2h+ 1 est le nombre total de paramètres (poids et seuils).
La situation devient nettement plus compliquée lorsque l’étude ne se restreint plus
au cas des unités à seuil. La classe des fonctions d’activation la plus utilisée est celle
des sigmoïdes.
DÉFINITION 19 (Fonction sigmoïde) Une fonction f , de R dans R, sera appelée
sigmoïde si elle vérifie les deux propriétés suivantes :
1) les limites de f en −∞ et +∞ existent en sont distinctes ;
2) il existe un réel t0 tel que f est différentiable en t0 et f ′ (t0) 6= 0.
Nous qualifierons de standard la fonction sigmoïde suivante :
f(t) = (1 + exp(−t))−1 .
Il existe de nombreuses autres fonctions d’activation, parmi lesquelles on peut encore
citer les fonctions à base radiale (r.b.f.) ou les exponentielles normalisées (fonctions
softmax). Celles-ci sont introduites ailleurs dans ce livre (voir en particulier le cha-
pitre intitulé "Fonctions de base radiales"). Des neurones nettement plus différents,
plus proches du biologique, existent aussi ; il s’agit des réseaux à trains d’excitations
("spiking neurons") [GER 02]. Dans ce qui suit, nous restreignons l’étude au cas des
sigmoïdes (avec une unité de sortie pouvant être à seuil). Le résultat de base est que
dans ce cas, la dimension VC d’un PMC peut être infinie. Il est illustré en particulier
par des travaux de Sontag.
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THÉORÈME 18 (Lemme 8.2 dans [SON 92]) SoitH la classe de fonctions calculée
par un réseau à propagation avant constitué d’une couche d’entrée de 2 unités (x ∈
R










où α est un réel supérieur à 2π et d’une unité de sortie à seuil.
VC-dim(H) = +∞. [10.26]
Ce résultat négatif est tempéré par un résultat positif, dans le cas particulier où la
fonction d’activation est la fonction sigmoïde standard (on pourra consulter [ANT 99]
pour le cas de fonctions d’activation polynomiales par morceau).
THÉORÈME 19 (Théorème 1 dans [MAC 93]) Soit H la classe de fonctions calcu-
lée par un réseau à propagation avant dont les unités ont une fonction d’activation
sigmoïdale standard. Alors
VC-dim(H) < +∞. [10.27]
Deux remarques doivent être faites concernant ce travail. Tout d’abord, les auteurs
établissent en fait le théorème 19 pour une famille de fonctions d’activation incluant la
sigmoïde standard, la famille des fonctions exp-RA définissables. De plus, si ce résultat
ne fournit pas explicitement de borne supérieure, la preuve proposée est constructive.
Elle peut donc être utilisée pour en dériver une. Des bornes inférieures et supérieures
sur la dimension VC, ou la dimension de Vapnik dans le cas d’unités de sortie à valeurs
dans R, sont fournies par un ensemble de références. Nous commençons par une borne
inférieure établie dans [KOI 97] (voir aussi [GOL 95]).
THÉORÈME 20 (Théorème 4 dans [KOI 97]) Pour une certaine constante univer-
selle c, pour tout entier W , il existe une classe H de fonctions calculée par un réseau
à propagation avant dont les unités de calcul ont une fonction d’activation sigmoïdale
(au sens de la définition 19), dont le nombre des connexions est ≤ cW , telle que H
peut V -pulvériser un sous-ensemble de R de cardinalité W 2.
La dimension de Vapnik de certains réseaux à unités sigmoïdales est donc au moins
quadratique en le nombre de connexions. Une borne supérieure est proposée dans
[KAR 95].
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THÉORÈME 21 (Section 3 dans [KAR 95]) Soit H la classe de fonctions calculée
par un réseau à propagation avant dont les unités de calcul ont une fonction d’acti-
vation sigmoïdale. Alors, avec les mêmes notations que précédemment
VC-dim(H) = O(N2W 2). [10.28]
Le théorème 8.13 de [ANT 99], utilisant une technique développée par les auteurs du
théorème 21 dans [KAR 97], fournit une constante en 1 + o(1) dans ce O(.) :
VC-dim(H) ≤ N2W 2 + 11WN log2(18WN2).
Le théorème suivant, améliorant un résultat de [BAR 96], précise les choses dans le
cas où le "fan-in", c’est-à-dire le nombre maximal de neurones fournissant une entrée
à un neurone donné, est borné, et lorsque le domaine est discret.
THÉORÈME 22 (D’après les théorèmes 8.11 et 8.12 dans [ANT 99]) Soit D,n ∈
N. Considérons des neurones ayant pour fonction d’activation la sigmoïde standard.
Soit un réseau feedforward à n entrées, k neurones connectés exclusivement aux en-
trées, et une sortie connectée exclusivement à ces k neurones, avec un fan-in des neu-
rones de la couche cachée majoré par N , sur le domaine {−D,−D + 1, . . . , D}n.
Soit H l’ensemble des fonctions que peut calculer ce réseau sur ce domaine. Alors
VC-dim(H) ≤ 2W log2(60ND)
où W est le nombre de paramètres. Si le domaine est réduit à {0, 1}n, alors
VC-dim(H) ≤ 2W log2(60N)
et pour une certaine constante universelle c > 0 un réseau feedforward ainsi structuré
atteint une VC-dimension≥ cW avec W paramètres.
Jusqu’à présent, nous avons principalement considéré des réseaux à valeurs bi-
naires (sorties appartenant à {0, 1} ou {0, 1}Q), dont les unités de sortie étaient à
seuil. Cependant, comme nous l’avons vu dans la section 10.2, ou plus récemment
avec le théorème 20, il est également possible d’utiliser en discrimination des mo-
dèles à valeurs réelles (appartenant à R ou RQ). Dans ce cas, la mesure de capacité
à borner n’est plus la dimension VC, mais une de ses extensions ou un nombre de
couverture.
Nous présentons tout d’abord le résultat suivant, utilisant la pseudo-dimension.
Il s’agit du théorème 14.2 dans [ANT 99], lui-même découlant de résultats de
[KAR 97] ; il découle en fait de bornes sur la VC-dimension citées plus haut et de liens
entre la VC-dimension et la pseudo-dimension qui ont leur origine dans [VID 97].
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THÉORÈME 23 Soit H la famille de fonctions calculée par un réseau de neurones
à W paramètres, n neurones de calcul, et ayant la fonction d’activation sigmoïde
standard sur toutes ses unités (même la sortie). Alors
P-dim(H) ≤ ((W + 2)n)2 + 11(W + 2)n log2(18(W + 2)n2).
Toutefois, la référence de base concernant les performances en généralisation des
MLP à valeurs réelles utilisés pour le calcul des dichotomies est [BAR 98b]. Ce travail
s’appuie sur la fat-shattering dimension. Pour l’introduire, nous commençons, comme
dans le cas de la dimension VC, par considérer le cas d’un simple séparateur linéaire.
THÉORÈME 24 (Théorème 4.6 dans [BAR 99b]) Soit H la classe des fonctions re-
présentables par un séparateur linéaire calculant sur X les fonctions hw paramétrées
par le vecteur w et définies par
hw(x) = 〈w, x〉. [10.29]
Alors, sous les hypothèses que les éléments de X sont inclus dans la boule de rayon







Une autre référence sur le même sujet est [GUR 01]. La transition vers le cas des PMC
à unités sigmoïdales est fournie par [GUR 95, GUR 97]. Bartlett formule le résultat
central de ces articles sous la forme suivante.
THÉORÈME 25 (Proposition 16 dans [BAR 98b]) Soit n un entier strictement po-
sitif et F la famille de fonctions fw, de Rn dans {−1, 1}, telles que fw associe à
x sgn (〈w, x〉). Soit H la famille de fonctions calculée par un PMC possédant une
couche cachée de taille arbitraire N dont les unités (à seuil) calculent une fonction
de F . Sous l’hypothèse supplémentaire que les valeurs des poids de la couche haute
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En s’appuyant sur ce résultat, il établit le théorème suivant, relatif cette fois aux ré-
seaux dont les unités cachées sont à valeurs réelles.
THÉORÈME 26 (Théorème 17 dans [BAR 98b]) Soit F une famille non vide de
fonctions de X dans [−M/2,M/2]. Pour A ≥ 0, définissons la classe H des ré-












Sous l’hypothèse que γ > 0 satisfait d = P γ
32A











où c est une constante universelle.
Un résultat équivalent, indépendant du nombre de neurones et du nombre de poids,
existe pour des réseaux à grands nombres de couches :
THÉORÈME 27 (Théorème 14.19 dans [ANT 99]) Soit un PMC sans cycle 2 dont
toutes les unités ont la même fonction d’activation, croissante, L-lipschitzienne, à
valeurs dans [−b, b]. On fait l’hypothèse que la somme des valeurs absolues des para-
mètres des neurones situés sur une couche donnée est majorée par V . En notantH la
famille de fonctions calculée par ce PMC avec cette restriction sur les poids, si b ≥ 1,
si V ≥ 1/(2L), si ǫ < 16V bL, si le nombre de couches est l et si X ⊂ Rn, alors
Pγ-dim(H) ≤ 4(32b/ǫ)2l(2V L)l(l+1) log(2n+ 2).
Ce résultat revêt une importance particulière car il est indépendant du nombre de
neurones. On peut donc avoir des fonctions très complexes, pourvu qu’elles n’aient
pas des poids trop grands ; cela n’est pas sans évoquer les résultats basés sur les co-
efficients de Lipschitz ou les normes Hölderiennes (voir théorème 30). En particulier,
2. Mais éventuellement doté de connexions qui "sautent" des couches.
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ce résultat illustre beaucoup mieux que ceux basés sur le nombre de connexions le fait
que des réseaux immenses soient efficaces (e.g., réseaux biologiques).
On sait que, lorsque c’est possible, il convient de travailler directement avec la
fonction de croissance plutôt qu’avec la dimension VC. De la même façon, lorsque
l’intervalle de confiance de la borne fait apparaître un nombre de couverture, il est
plus intéressant de tenter de le borner directement plutôt que de passer par un lemme
de Sauer étendu et une dimension VC généralisée.
On peut ainsi utiliser la borne suivante sur les nombres de couverture pour la norme
L∞. Ces nombres de couverture peuvent être utilisés en classification (voir section
10.4.2.3) mais aussi en régression directement (voir [VID 97] ou [ANT 99]) ; voir
aussi le théorème 44.
THÉORÈME 28 (Théorèmes 14.5 et 14.9 dans [ANT 99]) Soit un réseau de neu-
rones à l couches, avec des connexions exclusivement entre couches adjacentes et W
paramètres ; supposons que toutes les fonctions d’activation sont identiques, à valeurs
dans [−b, b], L-Lipschitzienne et croissantes ; supposons en outre que pour V > 0 et
L > 1/V , dans toutes les couches sauf la première, le vecteur w de poids associé
à une unité donnée est de norme L1 majorée par V . Alors, si ǫ < 2b, et si H est la















Dans [WIL 00, WIL 01], les auteurs proposent une méthode pour borner direc-
tement les nombres de couverture des machines à noyau [SCH 02]. Cette méthode
relie le calcul de cette borne à celui d’une borne sur les nombres d’entropie d’un
opérateur linéaire. Les résultats principaux sur lesquels se fonde cette démarche sont
résumés ci-dessous. Dans un but de simplification, l’exposé se limite au cas des SVM.
L’algorithme d’apprentissage de ces machines étant présenté dans le chapitre intitulé
"Fonctions de base radiales", nous nous bornons à rappeler ce qui nous sera utile ici,
c’est-à-dire l’architecture sur laquelle elles s’appuient.
DÉFINITION 20 (Pseudo-métrique) Soit H une classe de fonctions sur X à valeurs
réelles. Pour un ensemble s d’éléments de X en nombre fini, on définit la pseudo-
métrique ds sur H comme :
∀(h, h′) ∈ H2, ds(h, h′) = max
x∈s
|h(x)− h′(x)| . [10.35]
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On note : N∞(ǫ,H,m) = supsm∈Xm N(ǫ,H, dsm).
DÉFINITION 21 (Nombres d’entropie) Soit E un espace de Banach et E˜ un sous-
ensemble de E. Pour n entier positif, le n-ième nombre d’entropie de E˜ est le plus
petit réel positif ǫ tel qu’il existe un ǫ-réseau de E˜ (inclus dans E) de cardinalité au
plus n. Soit E et F deux espaces de Banach et UE la boule unité fermée de E. Le
n-ième nombre d’entropie de S appartenant à L (E,F ) est donné par
ǫn(S) = ǫn (S(UE)) . [10.36]
Le n-ième nombre d’entropie diadique de S est défini par
en(S) = ǫ2n−1(S). [10.37]
DÉFINITION 22 (SVM) Soit κ un noyau défini positif sur X et EΦ(X ) un espace de
Hilbert à noyau reproduisant (RKHS [ARO 50, WAH 90, WAH 99]) correspondant, où
la fonction Φ vérifie :
∀(x, x′) ∈ X 2, κ(x, x′) = 〈Φ(x),Φ(x′)〉. [10.38]
La classe de fonction H = {h} calculée par la SVM de noyau κ est l’ensemble des
applications affines
h(x) = 〈w,Φ(x)〉 + b, [10.39]
où w est un vecteur de EΦ(X ) et b un scalaire.
DÉFINITION 23 (Opérateur d’évaluation) Soit sm un élément quelconque de Xm.
Ssm est l’opérateur linéaire défini par :
Ssm : EΦ(X ) −→ ℓm∞
w 7→ Ssm(w) = (〈w,Φ(xi)〉)1≤i≤m
Ces définitions posées, le lien entre les nombres de couverture d’une SVM linéaire
(i.e. sans biais), et les nombres d’entropie de l’opérateur d’évaluation défini ci-dessus
est donné par la proposition suivante.
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PROPOSITION 4 ([WIL 01], page 2523) Si pour tout sm ∈ Xm, ǫn(Ssm) ≤ ǫ,
alors N∞(ǫ,U ,m) ≤ n, où U est la famille des SVM satisfaisant les contraintes
‖w‖EΦ(X) ≤ 1 et b = 0.
Un résultat similaire, de portée plus générale, est fourni par le Lemme 11 de [WIL 00].
L’intérêt d’introduire des nombres d’entropie d’opérateurs réside naturellement dans
le fait qu’il existe des résultats permettant de les borner. Nous citons ici les deux
principaux.
PROPOSITION 5 (Proposition 1.3.1 dans [CAR 90]) SoientE et F deux espaces de
Banach et S un opérateur de E dans F (S ∈ L (E,F )) de rang r. Alors pour tont
entier strictement positif n,
ǫn(S) ≤ 4‖S‖n−1/r. [10.40]
THÉORÈME 29 (Théorème de Maurey-Carl, lemme 6.4.1 dans [CAR 90]) Soit
H un espace de Hilbert, m un entier strictement positif et S ∈ L (H, ℓm∞) ou












où c est une constante universelle.
Si la proposition 5 apparaît d’un usage plus simple que le théorème 29, dans la mesure
en particulier où elle ne fait pas intervenir de constante universelle, son domaine d’ap-
plication est aussi plus limité. On se convaincra en effet facilement du fait que seul le
théorème 29 s’avère utile lorsque l’espace de représentation est de dimension infinie.
On trouvera dans [GUE 05a] une extension de ces travaux au cas des SVM multi-
classes. Cette extension s’appuie en particulier sur une généralisation du théorème de
Maurey-Carl démontrée dans [GUE 05b]. Des bornes plus fines sur les nombres de
couverture des SVM sont décrites dans [GUO 02].
On considère ci-dessous des espaces de fonctions régulières au sens de Hölder
([KOL 61, LOR 66, BIR 67, DUD 84, VAA 96]), pour leur généralité (en particulier,
les réseaux de neurones avec activation sigmoïde ou les SVM sont des séparateurs
hölderiens) :
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THÉORÈME 30 (Nombres de couverture pour des espaces de fonctions régulières)
Considérons FB,α,d, où α > 0, la famille des applications f de [0, 1]d−1 dans [0, 1]
telles que |||f |||α est bien défini et borné par B, avec







































où ⌊α⌋ est ici le plus grand entier strictement inférieur à α (égal à α − 1 si α est
entier). Cet espace de fonctions est appelé un espace de Hölder.
Notons CB,α,d l’ensemble des ensembles de la forme {(x, t)/f(x) < t} avec f ∈
FB,α,d.
Alors










pour certaines applications K et K ′.
On peut noter que cette famille de fonctions a une VC-dimension infinie. On peut
voir [DEV 96, chapitre 28] pour plus d’informations sur les nombres de couverture
pour la norme L∞ au lieu de la norme L1. Le résultat suivant provient de [BIR 67,
DUD 66].
THÉORÈME 31 (Nombres de couverture pour des espaces d’ensembles convexes)
Considérons F l’ensemble des ensembles convexes de [0, 1]d, où d ≥ 2, alors






Ce résultat ne conduit à une classe de Donsker que pour d = 2. Toutefois, même
en dimension 2, la VC-dimension est infinie - ainsi on a un avantage ici à utiliser les
classes de Donsker au lieu des classes VC. On verra en outre que même des nombres
de couverture exponentiels au-delà de la limite Donsker peuvent conduire à des vi-
tesses de convergence (e.g. section 10.4.2.3 ; on perd par contre la vitesse 1/√m).
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REMARQUE 1 (Fonctions de coût et nombres de couverture) Enfin, il convient de
souligner que les nombres de couverture (comme la dimension VC) de H sont très
liés à ceux de LH. En effet, si c(y, y′) est lipschitzien (ce qui est le cas de c(y, y′) =
(y − y′)2 si Y ⊂ [−1, 1]), alors les nombres de couverture (respectivement avec
crochets) de LH sont majorés par ceux de H.
10.3.4. Résultats asymptotiques
Les résultats classiques comme la loi forte des grands nombres et le théo-
rème central limite s’étendent aux classes de fonctions : la loi des grands nombres
( 1m
∑m
i=1 Lh(zi) → E Lh), dans sa version uniforme en h ∈ H, est vraie lorsque




i=1 Lh(zi) asymptotiquement gaussien) est vrai dans sa version uniforme en
h ∈ H lorsque LH est une classe de Donsker (section 10.3.4.2). Le bootstrap est
une application très riche des classes de Donsker, permettant d’évaluer de manière
asymptotiquement consistante différentes quantités dont le supremum sur h ∈ H des
|EˆLh − ELh|.
10.3.4.1. Classes de Glivenko-Cantelli
DÉFINITION 24 (Classes de Glivenko-Cantelli [DEH 71] ; voir aussi [DUD 91])
SoitLH une famille de fonctions de X dans R 3 et P une mesure de probabilité. Alors,
on dit que LH est une P -classe de Glivenko-Cantelli si pour toute suite i.i.d. de va-
riables aléatoires de même loi P on a supLh∈LH |EˆLh − ELh|
d
→ 0, et on dit que LH
est une P -classe de Glivenko-Cantelli pour la convergence presque sûre si pour toute
suite i.i.d. de variables aléatoires de même loi P on a supLh∈LH |EˆLh − ELh|
p.s.
→ 0.
Si P est une famille de distributions de probabilité, on dit que H est une P-classe
de Glivenko-Cantelli (respectivement pour la convergence presque sûre) si H est une
P -classe de Glivenko-Cantelli (respectivement pour la convergence presque sûre)
pour tout P ∈ P .
Le nom de "classes de Glivenko-Cantelli" fait référence au théorème de Glivenko-
Cantelli (voir par exemple [DEV 96, VAP 98]), première loi (forte) des grands
nombres uniforme démontrée. Ce théorème établit, pour une variable aléatoire à va-
leurs réelles, la convergence presque sûre de la fonction de répartition empirique vers
la vraie fonction de répartition, ceci uniformément sur R. Il peut donc également être
vu comme un résultat de convergence d’un processus empirique indexé par une fa-
mille de fonctions, ces fonctions étant très simples, puisqu’il s’agit de raies (t 7→ 1
3. Il est à noter que LH peut tout à fait être une famille de fonctions autre qu’une famille de
fonctions de coût, même si nous adoptons cette notation dans un souci de cohérence avec le
reste de ce chapitre.
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si t > a, 0 sinon). Les classes de Glivenko-Cantelli sont donc des familles de fonc-
tions pour lesquelles on dispose d’un théorème de Glivenko-Cantelli étendu. Un ou-
til efficace pour prouver le caractère Glivenko-Cantelli d’une classe est le suivant
([BLU 55, DEH 71, DUD 84]) :
THÉORÈME 32 (Couverture avec crochets et classes de Glivenko-Cantelli) Si
LH est une classe de fonctions telle que N[ ](ǫ, LH, L1(P )) < ∞ pour tout ǫ > 0,
alors LH est P -Glivenko-Cantelli pour la convergence presque sûre.
Les nombres de couverture en jeu sont donc "avec crochets" et concernent la dis-
tance L1 associée à la distribution P . On trouvera une démonstration (simple) de ce
théorème dans [VAA 96, chap. 2.4]. Un second théorème, d’énoncé et de démonstra-
tion plus complexes, trouvera un grand nombre d’applications notamment en raison
de son lien avec la VC-théorie ; on va ici considérer les nombres de couverture pour
la distance L1(Pˆn).
THÉORÈME 33 (Couverture et classes de Glivenko-Cantelli ) Si LH est borné 4 et
si logN(ǫ, LH, L1(Pˆn)) = oP (n) pour tout ǫ > 0, alors LH est P -Glivenko-Cantelli
pour la convergence presque sûre.
Very related results can be found as early as [VAP 71, VAP 81].
Ce théorème permet donc de traiter des nombres de couvertures super-
polynomiaux en 1/ǫ, donc très au délà de la VC-dimension finie. En effet, les nombres
de couverture pour L1(Pˆn) sont polynomiaux quand la VC-dimension est finie ; ils le
sont même pour la distance L1(Q) pour toute distribution de probabilité discrète finie
Q.
THÉORÈME 34 (Couverture et VC-dimension) Soit r ≥ 1. Si LH est une famille
de fonctions à valeurs dans {0, 1}, alors
N(ǫ, LH, Lr(Q)) ≤ K(V + 1)(4e)V+1(1/ǫ)rV
pour toute distribution de probabilité discrète et finieQ, en notant V la VC-dimension
de LH et K est une constante universelle. Si LH est une famille de fonctions à valeurs
dans [0, 1], alors
N(ǫ, LH, Lr(Q)) ≤ K ′(V + 1)(16e)V+1(1/ǫ)rV
pour toute distribution de probabilité discrète et finie Q, V désignant de nouveau la
VC-dimension de LH et K ′ une constante universelle.
4. Il est en fait suffisant, sous certaines conditions, que LH soit d’enveloppe L1 pour P .
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On pourra trouver une preuve de ces résultats dans [VAA 96, théorèmes 2.6.4 et
2.6.7] qui crédite [HAU 95a, DUD 78] de la preuve originale de 2.6.4 ; le passage à
2.6.7 (extension aux fonctions réelles) provient de [POL 84]. Par conséquent, toute fa-
mille de fonctions de VC-dimension finie ou de P-dimension finie est universellement
Glivenko-Cantelli.
On verra en section 10.4.1 des applications des classes de Glivenko-Cantelli.
10.3.4.2. Classes de Donsker
Nous commencerons par définir l’intégrale d’entropie et la condition d’entropie.
DÉFINITION 25 L’intégrale d’entropie est définie comme suit pour F un ensemble







logN(ǫ,F , L2(Q))dǫ [10.44]
où le supremum porte sur l’ensemble des distributions de probabilité discrètes finies
Q. La condition d’entropie uniforme est Ieu <∞. L’entropie est de manière générale
le logarithme des nombres de couverture.
La condition d’entropie uniforme est en particulier vérifiée lorsque la VC-
dimension est finie (c.f. théorème 34).
Interprétation : D’une manière ou d’une autre on essaiera en général de se dé-
barasser du supremum sur Q, peu commode à manier. Il s’agira donc, pour que la
condition soit vérifiée, d’avoir des nombres de couverture qui ne croissent pas trop
vite (le problème dans la convergence de l’intégrale est en 0 et non en ∞).
Des versions raffinées où F n’est pas d’enveloppe bornée existent ; voir [VAA 96,
chapitre 2.5].
DÉFINITION 26 (Classes de Donsker, voir par exemple [VAA 96], page 81) On
considère une suite (x1, y1), . . ., (xm, ym) de variables aléatoires i.i.d. de loi P .
Une famille de fonctions LH est P -Donsker si √m(EˆLf − ELf )Lf∈LH converge
faiblement dans L∞(LH) vers un processus aléatoire tendu 5.
5. Un processus aléatoire est tendu si pour tout ǫ > 0 il existe un quasi-compact de mesure
≥ 1− ǫ.
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La définition est un peu abstraite, mais à bien la regarder elle nous stipule sim-
plement que l’on a bien convergence faible uniforme en 1/
√
m. Elle laisse ouverte
la définition de ce processus aléatoire limite, mais la proposition suivante comble ce
manque :
PROPOSITION 6 Si la condition de la définition ci-dessus est réalisée, alors le pro-
cessus aléatoire limite est un processus gaussien centré, entièrement défini par ses
variances/covariances qui sont les variances/covariances marginales ; i.e. avec G
le processus limite de
√
m(EˆLf − ELf ), l’espérance E(Gf) × (Gg) est égale à
E(fg)− (Ef)(Eg).
Cette proposition n’est pas immédiate ; après avoir montré qu’il s’agit bien d’un
processus gaussien et que ses covariances sont bien celles-ci, il faut établir qu’il est
uniquement déterminé par cela. Le lecteur intéressé est renvoyé à [VAA 96, sections
1.5 et 2.1].
Le théorème ci-dessous est central en théorie du processus empirique et généralise
le théorème central limite.
THÉORÈME 35 (Couverture et classes de Donsker [DUD 78, KOL 81, POL 82])
Si LH est d’enveloppe bornée et si la condition d’entropie uniforme est vérifiée, alors
LH est P -Donsker.
Interprétation : Si la condition d’entropie uniforme est vérifiée, alors les dévia-
tions, indexées par les fonctions, et multipliées par
√
m, tendent vers un processus
gaussien. En particulier, l’inégalité de Borell (proposition 2) s’applique ; on a par
ailleurs convergence faible en 1/
√
m du supremum des déviations, ce qui explique
donc les vitesses constatées.
Il est à noter que ces convergences en 1/
√
m ont donc lieu même à dimension VC
infinie, tant que les nombres de couverture ne croissent pas trop vite (c.f. condition
d’intégrale d’entropie uniforme plus haut : les nombres de couverture peuvent être
légèrement exponentiels). On verra plus bas qu’en outre le caractère Donsker permet
l’utilisation du boostrap.
Un théorème équivalent existe avec les nombres de couverture avec crochets
([DUD 78, DUD 84, OSS 87, AND 88]) :
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THÉORÈME 36 (Nombres de couverture avec crochets et classes de Donsker) Si
LH est à valeurs dans [0, 1] et si∫ ∞
0
√
logN[ ](ǫ, LH, L2(P ))dǫ <∞
alors LH est une classe de Donsker.
On pourra trouver une démonstration dans le chapitre 2.5 de [VAA 96].
Exemples
– pour toute distribution de probabilité P sur R, {]−∞, x];x ∈ R} est P -Donsker
(statistique de Kolmogorov-Smirnov);
– l’ensemble des fonctions α-hölderiennes dans un compact de Rd est Donsker
pour une loi de probabilité de densité bornée dès lors que α > 2(d− 1).
On verra en partie 10.4.1 des applications des classes de Donsker.
10.3.4.3. Le Bootstrap
Le Bootstrap a été initialement défini par Efron [EFR 79] et des versions uni-
formes sont apparues avec le travail de Giné et Zinn [GIN 90]. Ces travaux et beaucoup
d’autres sont résumés dans [VAA 96] (voir aussi [HAS 02]).
On appelle rééchantillonnage bootstrap d’un échantillon D de taille m un tirage
avec remise de m exemples parmi D. Le fait que le tirage soit avec remise fait que ces
rééchantillonnages ne retombent pas nécessairement sur D.
On note dans la suite Gf =
√
m(EˆLf −ELf ) ; G est une famille de réels indexée




ELf − EˆLf), où ˆˆELf
est la moyenne des Lf (Zik), où les ik, pour k ∈ [[1,m]], sont i.i.d. parmi [[1,m]] (i.e.,
ˆˆ
E est la distribution correspondant à un échantillon de m points tirés avec remise
dans l’échantillon conduisant à Eˆ). G′ dépend en fait à la fois du premier échantillon
z1, . . . , zm et du rééchantillonnage opéré.
THÉORÈME 37 (Classes de Donsker et bootstrap) SoitLH une classes de Donsker
de fonctions à valeurs dans R, telle que LH ait une fonction enveloppe de norme L2
finie. Alors, G′ tend vers G en convergence faible conditionnelle 6.
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En outre, le résultat demeure vrai si on remplace G′ par son estimateur empirique
défini comme la moyenne de B échantillons bootstrap indépendants pourvu que B →
∞ comme m→∞.
Interprétation : On peut approcher G (inconnu) par G′ (simulable) du point de
vue de leur supremum dans L∞(LH).
Le résultat se transmet à l’approximation de h(G) par h(G′) si h est suffisamment
régulière. En particulier, cela est vrai lorsque h(.) est Hadamard-différentiable en G
([VAA 96, chap. 3.9]).
Le bootstrap fournit donc des informations sur le processus limite, dans un cadre
très général. Il peut ainsi être utilisé de différentes manières, que ce soit la construction
d’intervalles de confiance ou la suppression de biais. Le lecteur est renvoyé à [VAA 96,
section 3] ou à des livres standard de statistique ([SAP 90]) ; on pourra consulter aussi
[DEV 96] pour les limites de la méthode.
Il est à noter que d’autres méthodes que le bootstrap permettent d’étudier le pro-
cessus limite, en évitant son caractère asymptotique. En première approximation, on
voit que le bootstrap permet d’approcher la loi de sup(ELf − EˆLf) :
– par une quantité que l’on peut évaluer par des rééchantillonnages ;
– à une quantité asympotiquement négligeable près ;
– d’une manière qui dépend des données (les rééchantillonnages dépendent de Pˆ ).
On verra en section 10.5.1 une méthode (méthode de Rademacher) permettant
d’approcher ce même supremum :
– par une quantité que l’on peut évaluer par des rééchantillonnages, plus simples
car il s’agit de rééchantillonner des variables binaires, mais coûtant l’évaluation d’un
supremum bien délicat à chaque fois,
– à une quantité asymptotiquement négligeable près là-aussi, qui est en outre bor-
née non-asymptotiquement;
– de manière dépendant des données (les rééchantillonnages sont binaires, mais le
calcul de sup qui en découle utilise les données).
Enfin, on peut citer des applications étonnantes des méthodes de rééchantillon-
nage. Les améliorations de précision précédemment citées (qui sont en fait valables
où BL(1) = {h ∈ [0, 1]L
∞(LH);h est 1 − lipschitzien} et bs est la mesure de probabilité
associée au rééchantillonnage bootstrap. Ceci est équivalent à la convergence faible, à ceci près
que G′ ne peut à proprement parler être défini en termes de convergence faible.
322 Apprentissage Connexionniste
dans un cadre très général d’où l’immense succès du bootstrap dans la réduction de
biais), ont encouragé les gens à tester les rééchantillonnages pour apprendre et pas
seulement pour valider, et cela a donné naissance au bagging [BRE 96], au boosting
[SCH 98], et de manière générale aux méthodes d’ensemble. L’idée est d’avoir un
grand nombre de rééchantillonnages des données, d’apprendre sur ces rééchantillon-
nages, et de combiner les fonctions obtenues.
10.4. Les paradigmes
La solution la plus naturelle pour choisir une fonction dans H consiste à choisir
celle qui a la plus faible erreur moyenne sur les exemples (section 10.4.1). Nous ver-
rons que cela fonctionne notamment en dimension VC finie ; notons cependant que si
l’on n’exige pas l’uniformité en la distribution cela fonctionne aussi avec des nombres
de couverture légèrement exponentiels, cf 10.3.4.1. Le cas de la dimension VC finie
représente toutefois un cadre restrictif 10.4.2.2, et la section 10.4.2 fournit donc un
paradigme plus élaboré, garantissant notamment la consistance universelle 10.4.2.1.
Nous verrons enfin en section 10.4.3 la minimisation structurelle du risque, qui justifie
notamment les techniques de régularisation.
10.4.1. Minimisation empirique du risque
On sait que toute la difficulté (statistique) de l’apprentissage provient du fait que
l’expression analytique de la probabilité jointe caractérisant le problème à traiter est
inconnue, et que l’on a accès à cette mesure qu’à travers un m-échantillon. Sur cet







ℓ (h, (xi, yi)) . [10.45]
Le principe inductif de minimisation empirique du risque (MER) [VAP 82] consiste
à utiliser le risque empirique comme critère de sélection de fonction. Pour que
la mise en œuvre de ce principe soit justifiée, il faut disposer d’un ensemble de
résultats que nous allons à présent évoquer. Pour ce faire, nous nous appuyons de
manière privilégiée sur le chapitre 3 de [VAP 98] et sur [GAS 97]. En premier lieu,
nous faisons l’hypothèse que, pour un m-échantillon donné, il existe une fonction
hm vérifiant Rm(hm) = infh∈HRm(h), fonction que nous nommons fonction
empirique. Si la théorie peut encore être développée sous des hypothèses plus légères
(voir par exemple [BOU 02]), cette hypothèse présente l’avantage de simplifier
l’exposé.
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Le risque empirique est l’estimateur de resubstitution du risque. Si l’on s’intéresse
plus particulièrement à son minimum, il s’agit naturellement d’un estimateur forte-
ment biaisé donnant une vue optimiste des performances réelles.
Il n’est donc pas évident, même si Rm(hm) est faible, que R(hm) soit faible. Une
solution simple et naturelle, pour le garantir, est d’utiliser une convergence uniforme.
REMARQUE 2 Si suph∈H |Rm(h)−R(h)| < ǫ et hm = argminRm(.), alors
R(hm) ≤ Rm(hm) + ǫ ≤ inf
h
Rm(h) + ǫ ≤ inf
h∈H
R(h) + 2ǫ.
Nous allons ici utiliser cette simple observation pour nous éloigner brièvement de
ce qui se fait usuellement en théorie statistique de l’apprentissage, et passer par les
classes de Glivenko-Cantelli et les classes de Donsker.
Si LH est Glivenko-Cantelli pour la convergence presque sûre, alors
R(argminRm) = ELargmin f 7→EˆLf → infLf∈LH ELf presque sûrement. On a ainsi
une forme de consistance de la minimisation empirique du risque dansH. Les classes
de VC-dimension finie étant universellement Glivenko-Cantelli (théorème 33), nous
avons ainsi un résultat de consistance indépendant de la distribution.
Par ailleurs, si LH est Donsker, alors suph∈H |Rm(h) − R(h)| converge faible-
ment vers 0 en 1/
√
m. Par conséquent,R(argminRm) = ELargmin f 7→EˆLf converge
faiblement vers inf R(.) = infLf∈LH ELf en 1/
√
m. Les classes de VC-dimension
finie étant universellement Donsker (voir section 10.3.4.2), cette propriété est vraie
pour toute distribution, pour toute classe de VC-dimension finie.
Nous venons donc de montrer que la finitude de la VC-dimension permet d’obtenir
des convergences saines, valables pour toute distribution, et que des hypothèses plus
faibles permettent des résultats dépendants de la distribution, soit avec soit sans vitesse
en 1/
√
m, même avec VC-dimension finie. L’approche ci-dessus est notamment dé-
veloppée dans [VAA 96]. Son inconvénient principal est de ne pas exhiber de bornes
non-asymptotiques ; on ne peut énoncer un résultat sous la forme « avec probabilité
au moins 1 − δ, R(hm) ≤ infh∈HR(h) + ǫ ». Nous allons maintenant suivre une
démarche plus classique en théorie statistique de l’apprentissage, qui nous permettra
d’expliciter les ǫ et les δ ci-dessus souhaités, en fonction de m.
Nous avons vu qu’il semble souhaitable, pour que l’application du principe induc-
tif MER ait un sens, qu’il y ait une convergence de Rm(hm) vers R(hm) ; ainsi, a
minima, on saura estimer le risque R(hm) à partir du risque constaté Rm(hm). Nous
nous intéressons ici à une convergence en probabilité. On souhaite donc établir :
lim
m−→∞
Pm {|R(hm)−Rm(hm)| ≥ ǫ} = 0, [10.46]
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où la probabilité produit Pm est relative au m-échantillon d’apprentissage (tiré sui-
vant la loi P ). Lorsque la propriété 10.46 est vérifiée, on parle de convergence faible
du processus d’apprentissage. On peut également caractériser l’erreur d’estimation,










caractérise la convergence forte du processus d’apprentissage. Remarquons qu’ici,
nous ne nous soucions pas de l’existence d’une fonction minimisant le risque sur
H. Le problème fondamental de la théorie du principe inductif MER réside dans la
démonstration de la consistance. Celle-ci est définie de la manière suivante.
DÉFINITION 27 (Consistance du principe inductif MER) Le principe inductif
MER est dit consistant pour la famille de fonctions LH, et pour le problème d’ap-
prentissage caractérisé par la loi jointe P , si l’on dispose des deux résultats de
convergence en probabilité :
{
limm−→∞ Pm {R(hm)− infh∈HR(h) ≥ ǫ} = 0
limm−→∞ Pm {|Rm(hm)− infh∈HR(h)| ≥ ǫ} = 0 .
On observe que la première condition correspond à la convergence forte du proces-
sus d’apprentissage, tandis que la seconde correspond à la convergence du risque
empirique minimal vers le plus petit des risques atteignable sur H. Olivier Gascuel
[GAS 97] donne une signification différente à la consistance, en la définissant comme
la convergence, toujours en probabilité, du risque de la fonction minimisant le risque
empirique vers le plus petit risque possible, c’est-à-dire le risque de Bayes. Cette vi-
sion ambitieuse des choses requiert de la part de la famille de fonctions H d’être un
approximateur universel (ou de supposer l’appartenance d’un classifieur de Bayes à
H). De fait, des résultats de ce type ont été établis pour les PMC (voir par exemple
[CYB 89], théorème 2 ou [HOR 89, BAR 93]) et les machines à noyau [STE 01]. Ce-
pendant, dans le cas des PMC, ils supposent que la taille de la couche cachée puisse
être choisie arbitrairement grande. Chercher à faire converger le risque de la fonc-
tion empirique vers le risque de Bayes n’a donc généralement pas beaucoup de sens
en pratique, sauf si l’on s’autorise à travailler sur des classes emboîtées de fonctions
de complexités croissantes. Ce cadre n’est cependant plus celui du principe inductif
MER, mais celui du principe inductif de minimisation structurelle du risque, traité plus
bas. Pour cette raison, nous retenons ici la définition plus limitée de Vapnik. La défini-
tion de la consistance étant donnée, se pose à présent la question de la caractérisation
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de conditions sous lesquelles elle est obtenue. On souhaite que ces conditions portent
sur la famille de fonctions H, ou plus précisément la famille de fonctions LH. Déter-
miner de telles conditions n’est possible qu’en considérant une notion de consistance
légèrement différente.
DÉFINITION 28 (Consistance stricte du principe inductif MER) Le principe in-
ductif MER est dit strictement consistant, ou consistant de manière non triviale pour
la famille de fonctions LH, et pour le problème d’apprentissage caractérisé par la loi




h ∈ H / R(h) =
∫
X×Y
ℓ (h, (x, y)) dP (x, y) ≥ c
}








Vapnik a démontré qu’une condition nécessaire et suffisante de consistance stricte
du principe inductif MER est la propriété de convergence uniforme sur H, "d’un seul
côté", des moyennes vers leurs espérances. La convergence uniforme se définit sous
deux formes.
DÉFINITION 29 (Convergence unifome) Pour un problème d’apprentissage et une
famille de fonctions donnés, on parle de convergence uniforme des moyennes vers











DÉFINITION 30 (Convergence unifome "d’un seul côté") Pour un problème d’ap-
prentissage et une famille de fonctions donnés, on parle de convergence uniforme des












THÉORÈME 38 (Conditions de consistance stricte du principe inductif MER)
Pour que l’on dispose de la consistance stricte du principe inductif MER, il est
nécessaire et suffisant que la convergence uniforme "d’un seul côté" ait lieu.
La raison pour laquelle la consistance stricte est caractérisée par une condition
dissymétrique, la convergence uniforme "d’un seul côté", résulte du fait que nous
nous intéressons seulement à la minimisation empirique du risque, et non à la
maximisation empirique du risque.
Il résulte du théorème 38 que le problème de la caractérisation de la consistance
stricte se réduit à celui de la caractérisation de la convergence uniforme. Dans le cha-
pitre 3 de [VAP 98], Vapnik fournit des conditions nécessaires et suffisantes de conver-
gence uniforme "des deux côtés" en fonction des propriétés de la famille de fonctions
LH (voir aussi [GIN 84]). Ces conditions s’expriment toutes comme la convergence
vers zéro du quotient de l’entropie (ou l’ǫ-entropie) de la famille des fonctionsLH par
la taille de l’échantillon d’apprentissage, lorsque cette taille tend vers l’infini. Afin de
conserver à cette exposé sa simplicté, nous ne donnons que la définition de l’entropie
utilisée lorsque ℓ est une fonction indicatrice, c’est-à-dire que le problème traité est
une tâche de discrimination.
DÉFINITION 31 (Entropie d’une famille de fonctions indicatrices) Soit H une fa-
mille de fonctions h de X dans Y et ℓ la fonction de perte indicatrice associée
(pour une fonction h et un couple (x, y) de X × Y donnés). Soit Zm un élément
de (X × Y)m. En nous inspirant des notations utilisées pour définir la fonction de
croissance, notons ΠLH(Zm) le cardinal de LH|Zm . Alors l’entropie aléatoire de la
famille de fonctions LH sur Zm est donnée par :
HLH(Zm) = ln (ΠLH(Zm)) . [10.51]
On définit également l’entropie de la famille des fonctions LH sur un échantillon de




HLH(Zm)dPm (Zm) = E (ln (ΠLH(Zm))) . [10.52]
Dans le cas où la fonction de perte est une indicatrice, une condition nécessaire et
suffisante de convergence uniforme "des deux côtés" est donc donnée par le théorème
suivant.
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THÉORÈME 39 Soit H une famille de fonctions h de X dans Y . Si ℓ est une fonc-
tion indicatrice, alors une condition nécessaire et suffisante de convergence "des deux






Notons Zm = ((xi, yi))1≤i≤m et Xm = (xi)1≤i≤m. Dans le cas où les fonctions de
la classe H sont à valeurs binaires, on établit simplement l’égalité
ΠLH(Zm) = ΠH(Xm)
dont on déduit immédiatement
HLH(m) ≤ ln (ΠH(m)) .
Nous avons donc ici une nouvelle illustration du lien fort existant entre les mesures
de capacité de la famille de fonctions représentables par un modèle et les mesures
de capacité des classes de fonctions de perte correspondantes. On remarquera que
les conditions nécessaires et suffisantes de convergence uniforme "des deux côtés"
permettent en fait d’obtenir un résultat plus fort que celui recherché, dans la mesure
où elles établissent une convergence presque sûre du processus empirique étudié, au
lieu d’une simple convergence en probabilité. La condition nécessaire et suffisante de
convergence uniforme "d’un seul côté" est donnée par le théorème suivant :
THÉORÈME 40 (Théorème 3.8 dans [VAP 98]) Soit H une famille de fonctions h
de X dans Y . Pour que la convergence uniforme "d’un seul côté" ait lieu sur une
famille de fonctions LH uniformément bornées, il est nécessaire et suffisant que





, avec h¯ ∈ H¯, telle que :
1) pour toute fonction ℓ (h, .) il existe une fonction ℓ∗ (h¯, .) satisfaisant les condi-
tions




ℓ (h, (x, y))− ℓ∗ (h¯, (x, y))) dP (x, y) < ζ ;









Dans cette section, nous n’avons jusqu’à présent étudié le principe inductif de mini-
misation empirique du risque que d’un point de vue qualitatif. Il s’agissait de savoir
quand la mise en œuvre de ce principe était pertinente, sans se soucier de considéra-
tions pratiques, comme la vitesse de convergence. Cependant, la seconde question est
naturellement aussi importante que la première. Pour l’aborder, il convient au préa-
lable d’introduire plusieurs notions supplémentaires. On considèrera que l’on dispose
d’un taux de convergence asymptotique rapide pour un problème donné (caractérisé
par la loi de probabilité P ), s’il existe deux constantes positives b et c telles que, pour









m, taille d’échantillon assurant une précision donnée ǫ, est à choisir en fonction de P
et H, qui spécifient le problème d’apprentissage, ainsi que ǫ. De la même manière, la
convergence rapide, non plus pour une unique mesure de probabilité P , mais pour une











m, taille d’échantillon assurant une précision donnée ǫ, n’étant plus cette fois à déter-
miner qu’en fonction de H et ǫ.
Notons que la queue de distribution obtenue pour suph∈H |R(h)−Rm(h)| est
d’ordre exp(−cǫ2m), et qu’elle est donc presque aussi faible que la queue d’une gaus-
sienne.









Cela montre donc que la condition 10.55 entraîne une convergence rapide de R(hm)
vers l’erreur minimale. On voit donc le caractère central de la condition 10.55. Le
résultat est en outre indépendant de la distribution, dès lors que la propriété 10.56 est
vérifiée. Déterminer des conditions nécessaires et suffisantes pour la propriété 10.56
est donc central.
DÉFINITION 32 (Entropie recuite) Soit H une famille de fonctions h de X dans
Y . Alors, en conservant les notations précédentes, l’entropie recuite de la famille de
fonctions LH est définie comme :
Hann,LH(m) = ln (E (ΠLH(Zm))) . [10.57]
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Comme dans le cas de l’entropie, cette notion s’étend au cas des fonctions de perte qui
ne sont pas des indicatrices ; on parle alors d’ǫ-entropie recuite. Ces définitions étant
posées, on dispose des résultats suivants.
THÉORÈME 41 Soit H une famille de fonctions h de X dans Y . Si ℓ est une fonction
indicatrice, alors une condition suffisante de consistance et de convergence rapide du






THÉORÈME 42 (Condition nécessaire et suffisante) Soit H une famille de fonc-
tions h de X dans Y . Si ℓ est une fonction indicatrice, alors une condition nécessaire
et suffisante de consistance et de convergence rapide du processus d’apprentissage au






Vapnik nomme les théorèmes 39, 41 et 42 les trois étapes importantes (milestones) de
la théorie statistique de l’apprentissage.
Pour conclure quant au célèbre lien entre apprenabilité et VC-dimension, on utilie
le lemme de Sauer qui assure que ΠLH(m) est polynomial enm pourm suffisamment
grand si et seulement si la VC-dimension est finie, et qu’en cas contraire ΠLH(m) =
2m pour tout m. On en déduit alors le résultat suivant de Vapnik et Chervonenkis
([VAP 71, VAP 81, VAP 98]) :
THÉORÈME 43 Dans le cadre d’une discrimination bi-classe, une condition néces-
saire et suffisante de consistance et de convergence rapide du processus d’apprentis-
sage au sens de 10.56, i.e. pour toute mesure de probabilité, est donnée par :
VC-dim(LH) <∞, ou de manière équivalente VC-dim(H) <∞.
REMARQUE 3 Il est à noter que la VC-dimension ne caractérise pas seulement le
fait que l’on ait convergence pour toute distribution au sens de 10.56. En outre, cette
condition est équivalente au fait qu’il existe une vitesse de convergence indépen-
dante de la distribution ; on n’obtiendrait pas, en VC-dimension infinie, une vitesse
de convergence indépendante de la distribution, quelle que soit l’algorithme retenu.
Ceci est établi par le théorème 47.
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Les résultats correspondant dans le cas de la régression sont beaucoup plus récents.
[ALO 97] montre que, pour la fonction de coût quadratique c(x, y, y′) = (y − y′)2
avecY borné, l’existence d’une convergence uniforme de Rm versR, indépendante de
la distribution, est équivalente à la finitude de la fat-shattering dimension Pγ-dim(H)
pour tout γ > 0.
On peut, tout comme en VC-dimension pour la classification, dériver des bornes
sur l’écart suph∈H |R(h) − Rm(h)| en régression à partir de la fat-shattering di-
mension. Pour cela, on peut borner par le théorème 28 les nombres de couverture
supE;#E≤mN(ǫ,H|E , L∞). On sait que
sup
E;#E≤m
N(ǫ,H|E , L∞) ≥ Nm(ǫ,H) [10.60]





N(ǫ,H, L1(Q)). Or ces nombres de couverture
sont fort utiles :




|Rm(h)−R(h)| ≤ ǫ [10.61]
avec probabilité au moins 1− 4N2m(ǫ/16,H) exp(−mǫ2/32).
On en déduit donc immédiatement, en combinant les équations 10.60 et 10.61 une
borne sur suph |Rm(h) − R(h)| en fonction de la dimension fat-shattering . Nous
avons vu précédemment (théorèmes 26 et 27) que la dimension fat-shattering pouvait
être finie même avec des réseaux arbitrairement grands ; ainsi, nous avons ici une
justification des performances en généralisation de réseaux de très grande taille.
On peut remarquer certaines différences avec le cas de la classification.
En classification, la caractérisation de la convergence uniforme indépendante de
la distribution reste la même si l’on se restreint aux distributions telle que l’erreur
minimale est nulle ; c’est-à-dire que si on est assuré de l’existence de h vérifiant
Rm(h) = 0, alors suph;Rm(h)=0 |R(h) − Rm(h)| → 0 avec une vitesse indépen-
dante de la distribution si et seulement si la VC-dimension est finie, de même que sans
cette hypothèse sur l’existence de tels h, on a suph |R(h)−Rm(h)| → 0.
Dans le cas de la régression des cas pathologiques apparaissent lorsque l’erreur
minimale est nulle (voir [ANT 99, exemple 19.6]) : lorsque les exemples sont sans
bruit, il peut arriver que pour toute distribution d’exemples, un exemple suffise à dé-
terminer exactement la fonction adéquate, bien que la fat-shattering dimension soit
infinie.
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10.4.2. Minimisation empirique du risque corrigée
La minimisation empirique du risque (MER) est connue efficace seulement dans
le cas de la dimension VC finie. Toutefois, le résultat suivant de [DEV 96, page 290],
basé sur un choix judicieux de la taille de la famille de fonctions, justifie la minimi-
sation empirique du risque sur une union dénombrable de familles de dimension VC
finie.
Nous présentons dans cette partie :
– ce principe d’induction sur une union dénombrable de familles de dimension VC
finie 10.4.2.1 ;
– un résultat montrant que les mêmes performances ne peuvent être obtenues à
partir d’une seule famille de fonctions de dimension VC finie 10.4.2.2 ;
– un résultat montrant que d’autres alternatives à la minimisation empirique du
risque existent 10.4.2.3.
10.4.2.1. Consistance universelle par minimisation incrémentale du risque empirique
THÉORÈME 45 (Risque empirique incrémental ; théorème 18.1 dans [DEV 96])
Soient H1, . . ., Hk des familles de fonctions dont les VC-dimensions V1, . . ., Vk , . . .
sont toutes finies. Soit H = ∪nHn. Supposons que chaque distribution conduise
à inf LH = L∗ (de telles classes de fonctions existent ; c.f. [DEV 96, ch.18] et les
références qui y sont citées). Soit km →∞ et Vkm log(m)/m→ 0 lorsque m→∞.
Alors, pour toute distribution d’exemples, l’algorithme consistant à minimiser
l’erreur empirique sur Hkm a une erreur asymptotique égale à L∗ avec probabilité 1.
Interprétation : Dimensionnez votre nombre de paramètres en fonction de votre
nombre d’exemples et tout devrait bien se passer.
REMARQUE 4 – Ce paradigme sera appelé, par la suite, MER "incrémentale"
- MERI en abrégé. Aucune vitesse de convergence n’est donnée, et aucune vitesse
de convergence ne peut être donnée uniformément en le classifieur Bayésien sous-
jacent ("le" est un raccourci impropre de vocabulaire - le classifieur de Bayes n’est
pas unique). Ceci peut être vérifié dans le théorème ci-dessous (dû à Benedek, Itai,
[BEN 94]), qui établit que les classes VC peuvent être de mauvais approximateurs :
– MERI est très aisément utilisé dans des cas pratiques, contrairement àMERIC
(présenté en section 10.4.2.3 et nécessitant l’utilisation d’ǫ-réseaux). Il conduit à
la consistance universelle, mais à des problèmes algorithmiques NP-complets dans
beaucoup de cas.
10.4.2.2. Mauvaise approximation en dimension VC finie
Nous allons maintenant signaler que l’on a besoin d’une famille incrémentale
comme précédemment définie, car une seule famille de VC-dimension finie ne peut
suffire.
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THÉORÈME 46 (Mauvaise approximation des classes VC [BEN 94, DEV 96])
Soit H1, . . ., Hk, . . . une suite de familles de fonctions à valeurs dans {0, 1} dont les
dimensions VC V1, . . . , Vk, . . . sont finies. Soit a1, a2, . . . une suite de nombres réels
décroissant vers zéro. Alors il existe une distribution de probabilité sur X × {0, 1}
telle que pour k suffisamment grand, inf LHk − L∗ > ak.
Ainsi, la convergence fournie par le théorème 45 (minimisation du risque empi-
rique sur des espaces de fonctions de complexité "adaptée" au nombre d’exemples)
peut être arbitrairement lente. On peut se demander s’il est possible de faire mieux, et
si oui comment. Un résultat négatif fondamental est le suivant (théorème 14.4. dans
[DEV 96]) :
THÉORÈME 47 (Borne inférieure de vitesse de convergence) Considérons un al-
gorithme qui à un échantillon associe un classifieur à valeurs dans {0, 1}. Consi-
dérons une suite 116 ≥ a0 ≥ a1 ≥ a2 ≥ a3 ≥ . . .. Alors, il existe une distribution
telle que L∗ = 0 et ∀n ∈ N, l’erreur en généralisation Ln a son espérance minorée
comme suit :
EPm Ln ≥ an
(où Pm est la mesure de probabilité associée à l’échantillon).
Interprétation : Sans hypothèse sur la distribution, on ne peut faire grand-chose
sans avoir du temps devant soi.
Nous verrons plus bas que des hypothèses efficaces sont :
– le fait que l’erreur minimale soit nulle (forte accélération de la vitesse de conver-
gence - voir section 10.4.1) ; on passe alors de vitesses du type O(1/√m) à des vi-
tesses du type O(1/m) ;
– le fait que L∗ soit atteint par une famille union dénombrable de familles de di-
mension VC finie (atteint, et pas seulement approché), via la minimisation structurelle
du risque ;
– des hypothèses sur la distribution, éventuellement marginalement (en X).
10.4.2.3. Améliorer les résultats en ajoutant des hypothèses sur la distribution
Considérons maintenant des résultats (non-uniformes sur l’ensemble de toutes les
distributions) à propos de convergences rapides. Premièrement, certains résultats po-
sitifs sont possibles, au-delà de la VC-dimension finie, supposant que la loi de X
est connue. Nous avons déjà vu en section 10.3.4 que des convergences étaient pos-
sibles en VC-dimension infinie, éventuellement pour toute distribution, mais avec des
vitesses distribution-dépendantes. Voyons maintenant qu’avec des hypothèses sur la
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distribution, on peut retrouver des vitesses (non-asymptotiques) en VC-dimension in-
finie. Considérons un espace totalement borné (i.e. de nombres de couverture finis
pour tout ǫ) de fonctions à valeurs dans [0, 1]. Alors avec Y à valeurs dans {0, 1} 7 :
THÉORÈME 48 (Minimisation incrémentale du risque empirique [KOL 61])
Considérons H une famille de fonctions à valeurs dans [0, 1], avec des nombres de
couverture pour L1 N(ǫ) (pour la distribution marginale en X !). ConsidéronsHǫ un
ǫ-réseau fini pour ǫ de taille N(ǫ). Considérons un algorithme minimisant le risque
empirique pour L2 parmi Hǫm :
η = argminf∈Hǫm Eˆ(f(X)− Y )2
gη(x) = 1 si η(x) >
1
2
et gη(x) = 0 sinon
Lm = Eχgη(X) 6=Y
pendant un apprentissage sur un ensemble de taille m, avec ǫm choisi minimal tel que
2m ≥ logN(ǫm)/ǫ2m. Alors, si P (Y = 1|X) appartient à H,
P (Lm − L∗ > δ) ≤ 2 exp(2mǫ2m −m(δ − 2ǫm)2/2)





Donc Lm → L∗ avec probabilité 1.
Ceci sera noté, par la suite, MERIC (minimisation du risque empirique incrémen-
tal avec couvertures). Ce résultat provient de [DEV 96, chap. 28], où on peut trou-
ver de nombreuses références sur des travaux liés, inspiré de [KOL 61]. Utiliser des
nombres de couverture pour L∞ au lieu de L1 amène à une borne uniforme en la
distribution sous-jacente.
Un point important est à noter. Nous parlons ici d’optimiser le risque empirique
parmi un ǫ-squelette, chose délicate. En régression, des résultats similaires sont pos-
sibles en optimisant directement le risque empirique parmi la famille de fonctions
complète. Le lecteur est renvoyé à [VID 97] pour le cas de la régression.
Examiner plus précisément la vitesse de convergence qui découle de ces lignes,
comme dans [DEV 96], montre que les vitesses typiques sont de
√
log(m)/m pour
des familles paramétriques (avec des nombres de couverture polynomiaux) et à
7. Notez que nous pouvons considérer les nombres de couverture et les réseaux dépendant seule-
ment de la distribution marginale en X, car l’on considère les nombres de couverture des fonc-
tions de prévision et non des fonctions de coût.
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1/mk/2 avec k < 1 pour des familles de fonctions régulières, selon le niveau de
régularité (voir théorème 30).
Ceci permet de travailler sur tout ensemble totalement borné (i.e. tout ensemble
dont les nombres de couverture sont finis pour tout ǫ > 0) de fonctions, pourvu que
l’on sache limiter la précision à laquelle on travaille sur H (i.e. on optimise le risque
empirique sur un ǫ-squelette). Le fait que le nombre de couverture augmente plus vite
que polynomialement (e.g. cadre VC) ou même plus vite que la "lente" exponentielle
permettant la finitude de l’intégrale d’entropie uniforme (e.g. cadre Donsker), conduit
à des bornes non-asymptotiques. En particulier, l’apprentissage pour des distributions
marginales en X uniformes permet donc de travailler sur des espaces de Hölder même
en grande dimension et sans forcer le coefficient α ; le cadre des modèles déformables
est en particulier couvert. La force de ce résultat montre l’importance d’une connais-
sance a priori sur la distribution marginale de (X,Y ) en X .
D’autres résultats, comme le suivant, extrait de [VID 97, page 188], peuvent être
démontrés de même, utilisant ce savoir a priori, pour établir de combien d’exemples
on a besoin pour garantir une précision donnée.
THÉORÈME 49 (Complexité en échantillon) On se donne ǫ > 0. Considérons H
une famille de fonctions à valeurs dans [0, 1], avec des nombres de couverture pour
L1 finis N(ǫ) (pour la distribution marginale sous-jacente en X , ou pour L∞ si la
distribution marginale est inconnue).
Considérons Hǫ un ǫ-réseau de taille N(ǫ). Considérons un algorithme minimi-
sant le risque empirique 8 parmi Hǫ, quand on apprend sur un ensemble d’apprentis-
sage de taille m, avec m choisi minimal tel que m ≥ 2ǫ2 ln(N(ǫ)δ ).
Alors, avec probabilité au moins 1− δ, Lm − inf LH ≤ 2ǫ.
REMARQUE 5 MERI est raisonnablement implanté dans des cas pratiques (quoi-
qu’il conduise à des problèmes NP-complets dans beaucoup de cas), contrairement
à MERIC (qui nécessite la construction plus ou moins explicite d’une ǫ-couverture).
MERIC présente l’avantage de modéliser le paramétrage de précision finie par un ǫ-
réseau, difficile (mais possible) à mettre en œuvre ; MERIC permet de modéliser des
convergences plus lentes que 1/
√
m dans des cadres non-Donsker et non-VC, là où
les résultats de type Glivenko-Cantelli ne fournissent que des convergences sans vi-
tesse ; en particulier, MERIC est adapté au cadre Hölderien même si la dimension est
grande devant le degré de la régularité, ainsi qu’aux espaces d’ensembles convexes.
8. Pour la fonction de coût usuelle L2.
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10.4.3. Minimisation structurelle du risque
Beaucoup de résultats existent sous le nom de "minimisation structurelle du
risque". Le théorème ci-dessous est extrait de [DEV 96, page 294] et a été initiale-
ment prouvé par Lugosi et Zeger [LUG 95, LUG 96].
THÉORÈME 50 (Minimisation structurelle du risque) SoientH1, . . .,Hk . . . ayant
des dimensions finies V1, . . ., Vk, . . . Soit H = ∪nHn. Supposons que toute dis-
tribution conduise à LH = L∗ (de telles classes de fonctions existent !). Considé-
rons l’algorithme consistant à choisir f ∈ H minimisant l’erreur empirique plus√
32
mV (f) log(e×m), où V (f) est Vk avec k minimal tel que f ∈ Hk. Alors :
– si une règle de Bayes (une fonction conduisant à une erreur L∗) appartient à
Hk, alors pour tous m et ǫ tels que
Vk log(e×m) ≤ mǫ2/512
l’erreur en généralisation est plus petite que ǫ avec risque plus petit que
∆exp(−mǫ2/128) + 8mVk × exp(−mǫ2/512)
avec ∆ =
∑∞
j=1 exp(−Vj) supposé fini.
– L’erreur en généralisation, pour toute distribution d’exemples, converge vers L∗
avec probabilité 1 (consistance universelle).
Interprétation : Le second résultat était déjà vrai pour la minimisation du risque
empirique "améliorée" comme dans le théorème 45. Le premier résultat garantit la
convergence rapide, sur une famille de VC-dimension infinie. Notez toutefois que la
rapidité est seulement garantie asymptotiquement, la constante ne dépendant que d’un
classifieur de Bayes. La vitesse de convergence est toutefois uniforme en la distri-
bution pour un classifieur de Bayes donné, et on assure convergence asymptotique
en O(1/
√
m) (les facteurs logarithmiques peuvent être supprimés grâce à un résultat
d’Alexander, voir [ALE 84]).
La première partie du résultat sonne comme un résultat de résistance au bruit au
sens où quelle que soit la distribution, tant que la fonction optimale n’est pas mo-
difiée, la vitesse de convergence est la même. La seconde partie est une consistance
universelle comme déjà fournie par MERI .
La minimisation structurelle du risque conduit, dans de nombreux cas intéressants
de familles de fonctions, à la formulation de problèmes NP-complets. Les machines à
vecteurs support sont souvent présentées comme des minimiseurs du risque structurel,
point discutable puisque pour des raisons algorithmiques on utilise dans la procédure
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d’optimisation une fonction objectif différente du risque garanti standard. Dans le cas
de la rétro-propagation avec régularisation, la fonction objectif utilisée dans la pro-
cédure d’optimisation est bien celle correspondant à la mise en œuvre du principe
inductif MSR (si les coefficients sont choisis pour cela), mais à l’inverse les algo-
rithmes utilisables en pratique ne garantissent pas la convergence vers un optimum
global (sauf à utiliser des méthodes dont la durée de convergence est totalement rédhi-
bitoire). Notez qu’une approximation est faite dans les SVM, de manière à transformer
le problème NP-complet de la minimisation structurelle du risque en un problème de
programmation quadratique sur un domaine convexe, donc un problème de program-
mation convexe. Les équivalents linéaires des SVM sont parfois présentés comme
plus efficaces que les SVM elles-mêmes. Il n’y a pas de raison théorique à cela dans
le cadre général, mais il est joli de pouvoir réduire le problème de l’apprentissage à
un problème d’optimisation linéaire, pour lequel beaucoup d’algorithmes classiques
existent (voir par exemple [FLE 87]).
10.5. Extensions
Nous présentons enfin dans cette section quelques compléments liés aux dévelop-
pements récents de la théorie de l’apprentissage. Nous présentons en 10.5.1 des appli-
cations récentes des variables de Rademacher. Nous présentons en 10.5.2 les condi-
tions de Massart et Tsybakov. D’autres directions de recherche concernent la définition
de bornes non-asymptotiques dans le cas de l’apprentissage bayésien (bornes dont la
justesse ne serait pas dépendante de la véracité de l’a priori de Bayes) ; ces bornes
sont d’autant plus importantes que l’apprentissage bayésien de réseaux neuronaux a
les avantages i) d’être optimal si l’a priori est vrai ii) d’être efficace en pratique.
Le lecteur intéressé est vivement encouragé à étudier [BOU 05] pour un "survey"
de ces différents sujets.
10.5.1. Les variables de Rademacher et leurs applications
Il est connu de longue date que les inégalités de type VC-dimension sont trop
conservatrices, au sens où elles sont certes bien vraies, mais d’un peu loin. Il est
d’ailleurs remarquable que par nature, elles sont forcément conservatrices ; il s’agit
d’inégalités dans le pire des cas sur la distribution. Elles peuvent même ne pas être
applicables (i.e. ne pas conduire à des inégalités non dégénérées), comme dans le cas
des ensembles de Glivenko-Cantelli de VC-dimension infinie, alors même que le su-
premum des déviations converge bel et bien. Ce paradoxe apparent mérite explication.
Tout d’abord, pour une famille F universellement Glivenko-Cantelli presque sûre-
ment et de VC-dimension infinie (et on sait que de telles familles de fonction existent),




|EˆLf − ELf | → 0
(où Q1−δ désigne l’opérateur "quantile à 1 − δ") mais on ne dit pas (et on ne peut






|EˆLf − ELf | → 0
si bien qu’une hypothèse sur la distribution est nécessaire pour obtenir une vitesse de
convergence sur une telle famille de fonctions F .
Malheureusement, il est bien peu commode de disposer d’hypothèses sur la distri-
bution. Pour prendre en compte la distribution, sans hypothèse sur celle-ci, une façon
est de prendre en compte l’échantillon (point d’ailleurs central dans le bootstrap).
Cela peut être fait comme suit (voir par exemle [VAA 96]) :
avec probabilité 1− δ et sous des conditions très générales, supf∈F |ELf − EˆLf |










où, dans le terme de gauche, les σi sont des variables aléatoires i.i.d. uniformes sur
{−1, 1}.
10.5.2. Les conditions de Massart et Tsybakov
Considérons η(x) = P (Y = 1|X) lors d’une tâche de discrimination bi-classe.
Alors il est clair que le cas problématique est η(x) = 12 . L’erreur bayésienne est même




− E|η(x) − 1
2
|.
Un fait moins clair mais bien réel est le fait que la vitesse de convergence vers ce
L∗ dépend de cette même quantité.
Précisément, la condition de Massart stipule que s’il existe s > 0 tel que |η(x) −
1
2 | > s alors, avec F famille de fonctions à valeurs binaires de VC-dimension finie V ,
avec probabilité 1− δ au moins,





Une extension, connue sous le nom de condition de Tsybakov [TSY 04], stipule
que si
P (|2η(x)− 1| ≤ s) = O(sα/(1−α))
pour un certain α ∈ [0, 1], alors




10.6. Conclusions et perspectives
Dans ce chapitre, nous avons étudié les performances en généralisation des ré-
seaux de neurones, en nous plaçant dans le cadre fourni par la théorie statistique de
l’apprentissage. Si nous avons plus particulièrement concentré notre attention sur l’ar-
chitecture la plus utilisée, le perceptron multi-couche, et la tâche d’apprentissage pour
laquelle la théorie est la plus avancée, la discrimination, les résultats que nous avons
relatés demeurent d’une portée très générale. Nous avons finalement :
1) présenté les problématiques de discrimination, régression et estimation de den-
sité ;
2) résumé les inégalités utiles montrant que les espérances ne sont pas trop loin
des moyennes dans un certain nombre de cas ;
3) introduit les outils les plus classiques pour caractériser la capacité d’une famille
de fonctions ;
4) présenté les résultats classiques combinant les points 2 et 3 pour établir que
dans des familles de fonctions complexes, on pouvait avoir comme dans des cas para-
métriques des convergences 10.3.4.1, 10.4.1, des vitesses de convergence 10.3.4.2, des
bornes 10.4.1, des approximations asynmptotiques 10.3.4.3 sur les différences entre
moyennes et espérance conduisant à des consistances 10.3.4.1, 10.3.4.2 ;
5) présenté des algorithmes plus complexes que la minimisation empirique du
risque (minimisation incrémentale du risque empirique 10.4.2.1, minimisation struc-
turelle du risque 10.4.3), justifiant le fait de dimensionner la régularisation en fonction
du nombre d’exemples disponibles pour obtenir de meilleures vitesses de convergence
ou des consistances universelles ;
6) présenté les directions de recherche courante (10.5).
Pour conclure, nous souhaitons mettre l’accent sur un dernier développement ré-
cent, particulièrement prometteur pour obtenir des bornes de meilleure qualité : l’uti-
lisation de mesures de capacité locales et empiriques (calculées sur l’échantillon d’ap-
prentissage). Cette approche a en particulier été développée par Bousquet et ses co-
auteur [BOU 02, BAR 05]. Ils la considèrent plus spécifiquement en conjonction avec
l’utilisation de moyennes de Rademacher.
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