Abstract-This paper develops fast algorithms for construction of a circulant modulated rate process to match with two primary traffic statistical functions: rate distribution f (x) and autocorrelation R( ): Using existing modeling techniques, f (x) has to be limited to certain forms such as Gaussian or binomial; R( ) can only consist of one or two exponential terms which are often real exponentials rather than complex. In reality, these two functions are collective from real traffic traces and generally expressed in a very complicated form. In this paper we only consider the traffic whose correlation function can be approximated by the sum of complex exponentials. Our emphasis here is placed on the algorithmic design for matching complicated R( ) in traffic modeling. The typical CPU time for traffic modeling with R( ) consisting of five or six complex exponential terms is found to be in the range of a few minutes by the proposed algorithms. Our study further shows an excellent agreement between original traffic traces and sequences generated by the matched analytical model. The selection of measurement-window in traffic statistical collection for queueing performance analysis is also discussed.
I. INTRODUCTION

M
ANY studies indicate the importance of high burstiness and the strong correlation nature of multimedia traffic to network control and resource management design (e.g., [20] ). Such traffic dynamics in statistical measurement are mainly captured by the collective rate distribution function and autocorrelation function Real traffic measurement shows that both and are generally expressed in complicated form. The central task of measurement-based traffic modeling is to develop algorithms for construction of random process models, whose statistics match with the collective and This is difficult especially if the models should fit into feasible analytical queueing solutions for network performance evaluation.
Most queueing analyses have used the two-state Markov chain modulated process as a basic element for the construction of multimedia traffic. Using this modeling technique, has to be in the form with real and real is limited to a convolved binomial function [12] . They are certainly insufficient to capture the diversed traffic correlation and burstiness behavior, especially the strong pseudoperiodic nature as found in MPEG video traces and feedback-controlled ABR traffic. In [13] and [14] , Li and Hwang proposed a structure of circulant modulated Poisson process (CMPP), whose has the form with real but complex and whose cumulative function is expressed as a piecewise step function. It is obvious that the sum of complex exponentials represents a much wider class of correlation functions than the sum of real exponentials. In this paper we focus on the traffic whose correlation function can be approximated by the sum of complex exponentials.
The measurement-based construction of CMPP consists of three steps [14] . The first step is the identification of 's and 's to match a collective correlation sequence, which is formulated as a standard nonlinear programming problem. Due to the constraint of real 's, however, most existing algorithms such as Prony, MUSIC, and ESPRIT [6] , [23] , [24] fail to apply. In this paper we develop a heuristic algorithm by taking the combination of the Prony algorithm with the nonnegative least squares (NNLS) method. The algorithm is found fast and robust by comprehensive numerical studies. The second step is the formation of a circulant transition rate matrix whose eigenvalues must contain all the 's of which is originally an inverse eigenvalue problem but transformed to an index search problem in [14] . The ad hoc approach used in [14] is based on a random search of entire index space, which is rather slow and practically unusable when contains more than three exponential terms (i.e., three 's). The major contribution of this paper is the development of a fast index search algorithm for increased number of 's. For instance, the average CPU time on a SPARC 5 Sun workstation for construction of circulant by this algorithm is about 30 seconds for five 's and 3 min for eight 's in By contrast, the random search algorithm could take days or months for the construction. The third step of the construction is the design of input rate vector for CMPP to optimally match a collective rate distribution which is formulated as a minimization problem and effectively solved by the Nelder-Meade simplex search method in [14] .
Finding fast and practically useful algorithms for measurement-based construction of a traffic model is of paramount importance to network performance evaluation. In most of our numerical examples, the total CPU time of the three steps is typically in the range of a few minutes, which makes this traffic modeling technique attractive to field traffic engineers. In practice, one can develop a source library from collected representative traces of multimedia sources, each 0733 -8716/98$10.00 © 1998 IEEE of which is described by its own and One can then build a matched CMPP for each individual source. For the modeling of aggregate traffic at a multiplexer, one can take the convolution of individual 's and 's to form the aggregate and and then build a single CMPP. Such CMPP's can be used either for network performance analysis, or as a traffic generator to load the real network for testing. Note that a traffic generator is a critical component for network testing. A few traffic generators available to date are not practically useful without measurement-based traffic modeling. This paper will provide numerical examples to show the great potential of our measurement-based traffic modeling technique to the real traffic engineering world.
Other than using the superposition of two-state Markov chains, a few studies are available for measurement-based traffic modeling to match with collective and In [2] , a multistate Markov chain is constructed to model an MPEG video, but its correlation function still contains a single real exponential as a two-state Markov chain. In [5] , Jagerman and Melamed proposed a measurement-based modeling technique called transform expand sample (TES). A TES process matches through an inverse transformation of a background process to the foreground process The matching of is achieved by a visual interactive tuning of the parameters which determines This technique has been applied to match the video traces [3] , [17] , [21] . Recent traffic measurement [11] also identifies the significance of long-range dependencies, which are described by the correlation behavior in large time scales (or, equivalently, by the dominant power spectrum in low-frequency band). In fact, [12] , [16] , and [7] indicate that a finite-buffer queueing system is noneffective for the transport of low-frequency traffic subject to negligible loss rate. That is, the link bandwidth should be at least equal to the peak rate of low-frequency traffic whose flow stays intact through the queueing system. We shall show that for a queueing system with a finite buffer, only the measured statistics in a finite time window will have significant impact on the queueing performance. In [4] , the mean queue length variation is examined when different arrival processes with the same mean and autocorrelation function are applied to a queue. One critical issue in measurement-based queueing analysis is to identify a proper measurement-window in traffic statistical collection for queueing analysis. We will investigate this issue through a case analysis and develop some engineering guidelines.
The paper is organized as follows. Section II provides the background knowledge of the algorithmic design for CMPP construction. Section III describes a heuristic fast algorithm for the identification of 's and 's to match with a given correlation sequence. Section IV, which is the major part of this paper, develops a fast index search algorithm for the construction of a circulant transition rate matrix whose eigenvalues contain all the 's. Section V provides modeling examples based on real traffic traces to show the potential of the algorithm. Section VI discusses the selection of measurement-window in traffic statistical collection for queueing performance analysis. The conclusion is given in Section VII.
II. BACKGROUND
Our objective here is the construction of a CMPP to statistically match with a stationary random point process Denote the correlation and cumulative rate distribution functions of by and and that of CMPP by and
The algorithmic design is to achieve
In reality, is either expressed analytically or described by a correlation sequence collective from real traffic trace. For CMPP, must be represented by (1) with real nonnegative and complex [14] . Define and where is the order of
• The first step of our design is the identification of and to match the original i.e.,
which will be addressed in Section III. The construction of from is therefore transformed into an index search problem, which is to find an -dimension index of within the -dimension index space of for solution in (3) to satisfy the nonnegative constraint Note that the unwanted eigenvalues in are arbitrarily assigned under the nonnegative constraint. Such index search has the space complexity of For any brute force search method will fail to apply, especially for large and Developing a fast index search algorithm therefore becomes crucial to the success of the proposed modeling technique. This is achieved in Section IV.
• (6) where represents the number of input rates in less than or equal to
For the distribution matching, we first need to discretize the original by partitioning its range of into a set of equal-probability rates. In order to match a distribution with long tail, the required could be large due to the equal probability partition among the rates. The rate at the partitioning point is denoted by in ascending order with Similarly for we sort out in ascending order as denoted by subject to for
The distribution matching can then be formulated into a minimization problem s.t.
which was effectively solved in [14] using the Nelder-Meade simplex search method. The total computation time in this step is typically in the range of a few seconds on a SPARC 5 SUN workstation. This paper focuses on the algorithmic design of the first two steps.
III. MATCHING CORRELATION FUNCTION
This section develops a heuristic fast algorithm for identification of and in correlation function matching. The traffic statistics in real measurement are often collective in the discrete time domain using computer and digital signal processing technologies. Without loss of generality, the original correlation function can be expressed in the discrete time domain by a correlation sequence Similarly, one can replace in (1) by for Define for (8) For the matching in the discrete domain, one can rewrite (2) as
where is the Euclidian norm. This is a nonlinear least square (NLS) problem with constraints, i.e., a nonlinear programming problem, which is generally difficult to solve since no efficient algorithms are available to date. The generic nonlinear programming techniques cannot be applied here due to its high time complexity and inability to locate the globe optimal solution.
Here we propose a heuristic algorithm which is composed of three steps. In the first step, we simply use the standard Prony method [18] to identify an intermediate solution int int without the real nonnegative constraint on int In the second step, the intermediate solution vector int is expanded to a much larger set exp with int exp The extra eigenvalues in exp are generated through interpolation of the eigenvalues in int It is based on the intuition that the eigenvalues of the constraint solution are likely to be in the neighborhood of the eigenvalues of the nonconstraint solution int The purpose of the expansion is to approximately achieve exp Various interpolation techniques can be used to expand int to exp The one used here is a simple linear interpolation in the complex domain among all the eigenvalues in int which is found sufficient for all our applications so far. The last step is to find exp of the given exp with the real nonnegative constraint exp which will minimize the difference between the original correlation sequence and the correlation function of exp exp This is achieved by the well-known nonnegative least squares (NNLS) method [18] . Note that most power elements in exp will be zero since the order of the correlation function should not be significantly greater than the order of the correlation function int int Finally, the power vector consists of the nonzero power elements of exp the eigenvalue vector consists of those eigenvalues in exp whose corresponding power element in exp must be nonzero.
Note that if the original solution int int by the Prony method already satisfies the real nonnegative constraint, both expansion and minimization processes in steps 2 and 3 will not change the solution.
Two examples are taken to demonstrate the effectiveness of the heuristic algorithm. Note that the correlation function in the time domain is equivalently characterized by the power spec- (1), the power spectrum is expressed by (10) where each eigenvalue contributes a bell component. Each bell is described by its central frequency and half power bandwidth with average power Every pair of complex conjugate eigenvalues then contributes two bells which are symmetric at the central frequency Since lower frequency power has more impact on the queueing performance than higher frequency power [13] , it is more convenient to use the power spectrum than the correlation function for the second-order input statistical measurement. This is true especially since we are interested in the power spectral matching in the low-frequency region.
For simplicity, we assume that the original correlation sequence can be described as a sum of exponential terms. In the first example, we describe the original power spectrum at by int int as shown in Fig. 1 (a). Here we have purposely chosen complex for the original function with six pairs of complex conjugate eigenvalues. To get int by the Prony's method, we do not assume any knowledge about the order of the original autocorrelation function. A sufficiently large order as, for our case, 20 is usually chosen for the Prony's to match with the original autocorrelation function. Those matched exponential terms with negligibly small values (less than 1% of the total energy) are then removed. Next, the resulting int are linearly interpolated to exp at Using the NNLS method for minimization, we then identify the following matched two vectors:
Notice that with respect to each pair of complex conjugate eigenvalues, the two real positive power elements are identical, and therefore only one of them is included in the definition of It is obvious that cannot exactly match with int because of the constraint. Yet, as one can see, the first three pairs of eigenvalues in are very close to the first three pairs of eigenvalues in int This explains why the constructed power spectral curve closely matches with the original one.
In the second example shown in Fig. 1(b) , we choose the following original power spectrum at :
Following the same procedure as in the previous case, an expansion set exp at is generated. The minimization process then identifies 19 nonzero pairs in exp many of which have very small values [representing negligible energy of the corresponding bell components in Based on exp five pairs of complex conjugate eigenvalues are then selected from exp each of which contributes more than 5% of the total energy, given by Again, the first three pairs of the eigenvalues in are virtually identical to the first three pairs in int The two power spectral functions, int int and are compared in Fig. 1 . The CPU time for the matching in both cases is about 3 seconds on a SPARC 5 SUN workstation. In Section V, we shall use this heuristic algorithm to match the power spectrum of various real traffic traces.
IV. INDEX SEARCH ALGORITHM
This section develops a fast index search algorithm (ISA) for construction of from based on in (3) and subject to Section IV-A formulates the problem. Section IV-B presents the ISA algorithm, which is further optimized in Sections IV-C and IV-D. Section IV-E provides comprehensive examples to show the efficiency of the algorithm. Section IV-F gives its empirical complexity analysis.
A. Index Search Problem
Since is real, a complex must be the conjugate of in In other words, the equation set by in is equivalent to the equation set by only one complex eigenvalue in each conjugate pair needs to be taken into account in Further, since all the unwanted eigenvalues, but are arbitrarily assigned, they shall be completely removed from for the derivation of As a consequence, one can rewrite as and (11) with and . is the set of the index vectors which are composed of the first indexes of The ISA algorithm is developed on the basis of the following relation: (12) which is proved by contradiction. Consider an whose first elements are denoted by the corresponding Suppose By definition, must be a feasible solution of (11) . Since represents the first elements of it must also be a feasible solution of (11) with its last two equations removed. Yet, removing the two last equations in (11) 
print: end
The design of a fast ISA algorithm is based on two principles: 1) to minimize the total number of searches and 2) to minimize the computation time of each search, as described in the next two subsections.
C. On Reduction of Number of Searches
In the tree search, tends to be small if is small, This is because for and That is, the construction of is the search of feasible indexes at each given As a consequence, the ISA algorithm can be much accelerated if the original sets for small are to be kept small.
Each time increases, a new eigenvalue will be selected from
The size of is also directly associated with the selection of the th eigenvalue in From [13] we know that the eigenvalues of an -state Markov chain must satisfy for In fact, the construction of an -state Markov chain for a given is more difficult when the value of is closer to the bound In one extreme, one can always construct a two-state Markov chain from any real eigenvalue (i.e.,
In the other extreme, no Markov chain contains Thus, all the eigenvalues in are presorted in the increasing order of the ratio among which the smaller one is always first selected in the tree search as the level increases. Our study shows a reduction of several orders of magnitude in the number of searches required by the tree algorithm to find a feasible solution, using the presorting as compared to random selection.
D. On Reduction of Computation Time Per Search
The computation time of each search on level is to solve for in (11) , which grows rapidly with Our design is based on the simplex algorithm, which can be divided into two phases. The objective of Phase I is to find a feasible solution; in Phase II the objective is to locate the optimal solution based on the feasible one. Since we are only interested in getting a feasible solution, Phase II and its associated objective function are eliminated. Such modification also removes a whole row in the tableau of the simplex algorithm, reducing the size of problem from to
The structure of the ISA is well suited for the so-called sensitivity analysis [1] . Recall that the search of in on level is performed at each given For each is applied at most times in the search of before the selection of the next Further, is equivalent to except for the addition of the last two equations which are associated with a newly selected eigenvalue. It implies that the output tableau of the simplex obtained for on level can be directly used by the simplex for on level which reduces the time complexity of each search by a factor proportional to
The following provides the detail formulation which is known as the sensitivity analysis in the linear programming field.
Suppose we want to find a feasible solution for the following constrained linear equations:
where is an matrix and with nonnegative elements. The standard simplex approach in Phase I for a feasible solution is to introduce artificial variables and change (13) into a linear programming problem maximize subject to (14) The objective function is the so-called auxiliary objective function. The reason for introduction of artificial variables is that the search for an optimal solution by simplex must start from a initial feasible solution. The above linear programming problem has an initial feasible solution simply by setting and where is a zero vector. Obviously, the auxiliary objective function will be maximized for nonnegative if all the 's are zero. To this end, the simplex has to swap all the left-hand 's to the right-hand of the equations while keeping the equations feasible at each swap. Once all the 's are swapped to the right-hand side of the equations, a feasible solution for is found and the maximum of is attained by letting all the right-hand side variables including all 's equal to zero. The number of swaps required grows rapidly with the increase of An empirical complexity for the simplex is
In the sensitivity analysis of (13), assume that we have already found a feasible solution for the first equations in (13) 
with some constant row vector and a constant Without loss of generality we assume Problem (13) is then equivalent to solving (15) and (16) (13) with constraint equations is now equivalent to solve for the following linear programming problem: maximize subject to (17) The above approach is generally known as the sensitivity analysis. Notice that only one artificial variable has been added to the problem, whereas the start-from-scratch simplex (14) requires that we add artificial variables, which is obviously undesirable. Further, the initial solution in (17) is very likely close to feasible in the sense that there is only one artificial variable to be swapped to the right hand side of the equations in (17) . The sensitivity analysis requires a much smaller number of swaps than that of the start-from-scratch approach. Given a feasible solution on level one can readily apply the above algorithm to (11) for feasible solution on level Note that two rows will be added in (11) if the th selected eigenvalue is complex. The first row consists of coefficients; the second row consists of coefficients. The first row is first added by the simplex with sensitivity analysis. If and only if its feasible solution exists, the second row will then be added by the simplex with sensitivity analysis. When no feasible solution is identified in either case, the search will go back to level
The simplex is modified to create a new output tableau each time when the simplex is called in such a way that it does not take extra running time while keeping the input tableau intact, so that the input tableau can be reused. Our comprehensive case study further indicates that the number of swaps required for and is, on average, less than 30, which grows very slowly with The sensitivity analysis therefore reduces the time complexity of ISA significantly. 
E. Blind Case Study
To carry out a comprehensive case study, we need to choose the range of eigenvalues large enough to cover diverse situations. Let us randomly generate and in the range of [0, 100] with uniform distribution. In each case, distinctive eigenvalues are randomly generated to form for To collect adequate statistics, 100 such cases are provided for Among the 100 cases, there are 53 cases with feasible solution, and 47 cases without feasible solution at Fig. 2(a) shows the histogram of 53 cases with respect to the CPU time required to find a feasible solution. It is interesting to know that all the CPU times are less than one-half minute. Fig. 2(b) plots the histogram of 47 cases with respect to the CPU time for complete search without finding a feasible solution. Note that the CPU time for complete search is, in most cases, within 1 minute, and in the worst case is less than 15 min.
To see the effect of increasing on solution availability, the same set of eigenvalues in the above 100 cases are used by the ISA algorithm at As increases from 100 to 157, the number of feasible cases is increased from 53 to 67, while the number of infeasible cases is reduced from 47 to 33. The histogram of their time statistics are displayed in Fig. 2(c) and (d). Comparatively, the average CPU time to find a feasible solution is increased from 0.5 to 2.7 min, while the worst CPU time for complete search is increased from 14 to 34 min.
As increases at each given not only does the time complexity of the simplex algorithm increase, but the availability of feasible solutions is much reduced. Taking a study similar to the above, except increasing from five to seven, we randomly generate 90 cases with uniform distribution of eigenvalues in the same range [0, 100]. The study shows the existence of only 19 feasible cases at Fig. 3(a)  and (b) shows the CPU time histogram for both feasible and infeasible cases. As one can see, the worst case CPU time to find a feasible solution is 8 min, while the worst case CPU time for complete search is 85 min at We may further allow some degree of error tolerance for selected eigenvalues in which will also increase the availability of feasible solutions. That is, providing that a case of given is originally infeasible, the same case can become feasible if is allowed to be adjusted within a certain range. Note that introducing eigenvalue error tolerance is equivalent to adding new constraints to the original problem in (11), which will not change its basic simplex structure. As discussed in Section IV-C, the smaller the ratio in the less the chance to find a feasible solution. In other words, there is less chance to find feasible solutions if the power spectrum in (10) contains bells with narrower bandwidth in higher frequency range (i.e., less and higher
We should therefore select those eigenvalues in with smaller which will be allowed to be adjusted within a certain range in the index search. Our numerical analysis indicates that the effect of such eigenvalue adjustment on the steady-state queueing solutions is negligible as long as their relative error tolerance is kept within 10%, especially when the adjusted bells are located in the highfrequency range [13] .
Let us now reconsider the 71 cases at which fail to find feasible solution at in Fig. 3(b) . In addition to increasing to 157, we further allow 10% error tolerance to two of the eigenvalues in with smallest ratio Among the 71 cases, eight cases have successfully found feasible solutions. Fig. 3(c) and (d) shows the CPU time histogram of the eight feasible cases and that of the remaining 63 infeasible cases. All eight feasible cases are found within 6 min as indicated in Fig. 3(c) . Comparing  Fig. 3(d) to Fig. 3(b) , it is interesting to know that all the feasible eight cases previously required the most CPU time at for complete search in Fig. 3(b) . After taking out these eight cases, the remaining infeasible 63 cases take less than 5 min each for complete search. That is, when an infeasible case takes longer for complete search, such a case is also more likely to become feasible upon constraint relaxation and dimension expansion.
Finally, let us consider 100 randomly generated cases at and with 0% error tolerance. Fig. 4 gives the histogram for the number of cases with feasible solutions as well as the histogram for the number of cases without feasible solutions. With this state space, 90 cases have found feasible solutions; 90% of these have found feasible solution within 5 min, and 70% of these within 1 minute. There are only two cases which found feasible solutions with CPU time greater than 20 min. The cases without feasible solution took about one hour on average to finish a complete search. The worst case took 790 min to do a complete search. From the histogram of the feasible cases, we observe that, even for state space we can set the maximum index search time at 10 min without missing many feasible cases.
F. Complexity Analysis
Time complexity analysis for the ISA is generally complicated. Here we provide some average empirical data for time complexity at
From the above study, we find that about 50% of the randomly generated cases are infeasible at which is increased to 80% at and further to 90% at In the ISA design, the search starts at and every time the level increases, a new eigenvalue is brought into the index search space, until reaches Obviously, as increases, more and more branches will be identified as infeasible (such as from 50% at to 90% at in the above example). This is so especially if the eigenvalues in are presorted as discussed in Section IV-C above.
Let us do an experimental study on the time complexity of the ISA as a function of at At each given we take 100 randomly generated cases and measure the average CPU time per case. For a feasible case, we measure the CPU time to find the first feasible solution; for an infeasible case, we measure the total CPU time for a complete search. The results are listed in Table I . As increases from three to eight, which is in the range of practical interest, the average CPU time grows from 0.02 min to 5.10 min. Note that the possibility to find a feasible solution for at becomes much reduced (less than 10%). For comparison purposes, the ratio of the CPU time at adjacent is also provided in Table I . After reaching the peak at the growth rate of the average CPU time declines significantly as further increases. The space complexity of the ISA is mainly measured by the memory requirement for the tableaus of the simplex. Each tableau takes units of data with double precision on level Approximately tableaus need to be stored in the memory, which amounts to less than 1 Mbytes for at The space complexity is therefore not a problem for the ISA design.
V. REAL TRAFFIC APPLICATION
The proposed algorithms are applied to match the statistics of a wide spectrum of real traffic traces, ranging from Ethernet data, JPEG video, MPEG video, to Internet TCP data. Here we focus on the comparison of sequences generated from the matched CMPP with the original traces.
Notice that each matched CMPP can be used as a traffic generator of a certain type to load a network for testing and performance evaluation. One can also match the statistics of aggregate traces by a single CMPP which can be used as a traffic generator of aggregate sources. In practice, various traffic generators can be built from a library, which consists of collective statistics of different traces. They are used not only for analytical modeling but, more importantly, for generation of massive traffic flows within a large high-speed network for testing and simulation study. Each traffic generator is simply represented by two vectors and Hence, at most elements need to be kept for each matched CMPP model. To create a CMPP sample path, Poisson arrivals with rate are generated in the current state with an exponential holding time determined by The transition to other states is probabilistically selected from In contrast, every real traffic trace can take a huge storage space to generate.
For all our applications, we have set for the purpose of allowing analytical queueing solutions using a reasonable amount of CPU time. Note that the time complexity for the queuing analysis by the folding algorithm [27] is where is buffer capacity. This has prevented us from matching the long-tail distributions for some applications. Yet, if the matching is solely used as a traffic generator for simulation studies, one can extend up to several thousand to precisely capture the long-tail portion of
The time complexity for generating CMPP based traffic trace is For instance, a 1-hour-long trace can be generated in a few seconds of CPU time on a SPARC 5 SUN workstation for as large as several thousand. Since low-frequency traffic behavior (or large time-varying scales) has a dominant impact on network performance as compared to high-frequency behavior [13] , our statistical matching in this study is confined to the low-frequency range radian, which corresponds to the range of time scales longer than 0.31 second. In other words, all the traces are prefiltered by moving average operation for getting important low-frequency statistics. The CPU time for the following trace matchings ranges from 1 to 5 min on a SPARC 5 SUN workstation, depending on the number of sampling points in each trace.
We first take a 6-minute Ethernet data trace from the ftp site: thumper.bellcore.com. The results are displayed in Fig. 5 . The dotted lines in Fig. 5(a) and (b) provide the collective power spectrum and rate cumulative distribution of the trace. The power spectrum, found by the proposed heuristic algorithm, consists of five distinctive complex eigenvalues But we cannot find a feasible CMPP for unless it is done with a certain degree of error tolerance as discussed in Section IV. Fig. 5 shows such a matched example by a CMPP at with 30% error tolerance. While the matching error in power spectrum is relatively significant, its distribution matching is excellent due to the selection of a large The dynamics of the two traces in Fig. 5 (c) and (d) are also found to be in good agreement.
In the second example, we take a 2-hour JPEG segment of the movie Star Wars from the same ftp site at Bellcore. As one can see, the power spectrum highly concentrates on a lowfrequency band, which is identified by four real eigenvalues plus one complex eigenvalue. A CMPP is matched at with 0% error tolerance. The corresponding results are plotted in Fig. 6 . Both power spectrum and distribution are matched very well except for a small tail portion of the distribution. This is why the peak rate of the CMPP sequence can only reach 9 Mbps whereas the peak rate of the real trace can reach more than 10 Mbps. Nevertheless, the CMPP sequence captures the overall feature of the real JPEG trace as found in Fig. 6(c) and (d) .
Next, we consider the MPEG video traffic whose behavior normally exhibits strong periodic nature due to its periodic IPB frame coding scheme. An MPEG video is composed of three types of frames, namely, I frames, P frames, and B frames. It takes a periodical pattern, with each period called a group of picture (GOP). The GOP pattern of the trace is IBBPBBPBBPBBPBB and there are 15 frames per GOP. Fig. 7 shows the power spectrum of an MPEG trace obtained from the ftp site: tenet.berkeley.edu in the public domain. The sharp peaks are generated at the harmonics of frequency where is the period of GOP. The trace is a 90-minute CNN news segment including commercials with the frame size 320 240 at the frame rate 30 fps. A socalled Futuretel hardware coder is used such that the picture quality is adaptively lowered during a high-action or colorful scene, in order to maintain its target coding rate. With the variable encoding scheme, the energies contributed by GOP harmonics become much more significant than the energies in the low-frequency region contributed by scene changes.
The proposed ISA algorithm is unable to capture the GOP peaks in video power spectrum. This is primarily due to the fundamental limit of Markov chains, whose eigenvalues cannot represent narrow-band (small high-frequency (large bells in power spectrum unless with a sufficiently large state space. The difficulty for the circulant to capture a narrowband high-frequency bell has been discussed in Section IV-C on the subject of eigenvalue presorting. An alternative approach is to decompose the raw data into deterministic periodic and nondeterministic components and then model each components separately as proposed in [17] . Another approach as proposed in [21] is to match each type of frames, namely, I, B, and P, separately, and then the three models are interleaved in the correct order.
The periodic burstiness nature of MPEG video has made its effective bandwidth allocation difficult in ATM networks. One possible solution, which is under intense study, is to smooth each MPEG video stream before entering to the network [9] , [8] . Hence, instead of matching the original data sequence by means of data decomposition approaches mentioned above, the CMPP is matched with the smoothed MPEG traces for network traffic analysis. For example, such a smoothed trace can be generated from the original one by uniformly redistributing the bits of each GOP over its all 15 frames, which yields a fixed smoothing delay of one-half second at the network entry point. The optimal design of video smoothing scheme is beyond the scope of the current paper. One may refer to [9] and [8] for further information. The matching results of the smoothed video trace by CMPP with five complex eigenvalues at are displayed in Fig. 8 . As one can see, all the peaks of GOP harmonics in Fig. 7 have now been removed upon smoothing; only the power spectrum of low-frequency scene changes remain in Fig. 8 .
Finally, since Internet traffic constitutes 80% of the existing data traffic worldwide, it would be interesting to model the Internet traffic. For a comprehensive account of the TCP traffic traces and its modeling, readers should refer to [20] and the references therein. The data stream we used was gathered at the Lawrence Berkeley Laboratory's wide-area Internet gateway. The trace was collected from 2 PM to 4 PM on Jan. 20, 1994 and there are 1.3M packets collected. A time stamp was recorded for each packet arrived. The data file is lbl-pkt-4.tcp. The first 50 000 packets of the trace are used for our matching, which corresponds to 231.9 second aggregate TCP traffic going through the gateway. We need to convert the time stamp sequence into the packet rate sequence by counting the number of packets arrived in each fixed time slot (0.31 second). The results are presented in Fig. 9 , where the traces are recorded by number of packets per second. There are four distinctive complex eigenvalues in the spectral matching. A feasible matched CMPP is found at with 0% error tolerance.
VI. MEASUREMENT-WINDOW FOR QUEUEING ANALYSIS
Let us now integrate the traffic measurement and CMPP modeling with queueing performance analysis. The validity of the measurement-based CMPP modeling for queueing analysis was investigated using real MPEG, JEPG, and Ethernet traces in [10] . The analytical queueing solution using matched CMPP's was found to be in good agreement with the simulation result of the original traces. Our emphasis here is placed on the proper selection of time (or frequency) measurement window in traffic statistical collection for queueing performance analysis.
We first discuss the requirement of a measurement window in statistical collection. Using digital signal processing (DSP) techniques, the original traffic trace of a point process is first converted into a discrete-time rate process by counting the number of points in each adjacent nonoverlapping fixed time interval The unit serves as a time window to filter out the high-frequency traffic dynamics within In other words, can be treated as the minimum timescale in the measurement.
The rate distribution function of is constructed from the collective rate histogram using a fine bin size. The secondorder statistics are measured using the following unbiased estimator of autocorrelation function:
where is the total number of data points and is the number of time correlation lags. For a finite trace, the estimator becomes less accurate as increases. A general rule of thumb is to set within 10-20% of [26] . Obviously, is the maximum timescale of the measurement. The time measurement window for trace is then defined by (18) Using the power spectral representation, the equivalent measurement window in the frequency domain is identified by (19) In the discrete frequency domain as processed using DSP technology, the finest frequency unit of the measurement is given by and we get for
One key issue in the measurement-based queueing analysis is to find a proper measurement-window for traffic statistical collection. In other words, we need to identify a frequency region within which the traffic statistics are important to queueing performance. In practice, the size of measurementwindow for any given finite trace is always limited. Further, there is no need to make the attempt to build all-frequency models since only the traffic statistics within a certain frequency region are important to queueing performance (after all, there exist no such all-frequency traffic models in practice).
This important issue was addressed by Kim and Li [7] . Consider a finite buffer with capacity of in packet units at service rate with FIFO service discipline. They identified three regions in the frequency domain: high-frequency region, mid-frequency region, and low-frequency region, as divided by the two boundary frequencies and The traffic statistics in the high-frequency region have little effect on the queueing performance and thus can be neglected. The low-frequency region is the so-called buffer ineffective region since the link capacity is essentially captured by the steady-state peak rate behavior in this region. The second-order traffic statistics in this region can then also be neglected. In contrast, both the steady-state and second-order traffic statistics in the midfrequency region are important to measure. The study in [7] based on the worst sample path further obtains the bound solutions on and given by (20) where is the maximum queueing delay measured by using the fluid flow approximation. These two bound solutions provide us the maximum measurement-window required for 
for the mid-frequency measurement. Yet, since our CMPP modeling does not allow us to match the rate distribution separately in the low-frequency and mid-frequency regions, both steady-state and second-order traffic statistics in both regions must be collected together and then matched by a single CMPP. It implies that should be sufficiently greater than in the worst case in order to include the low-frequency statistics in the measurement. The upper bound identification of requires further investigation. The selection of is traffic dependent. As we have seen in the previous section, the power distribution for most traffic tends to be localized and concentrate on the low-frequency band. For simplicity, we define If the trace contains virtually no power in the frequency region around one can substantially increase (or, reduce For example, take an ftp trace which was extracted from a trace, named DEC-PKT-1, collected from a DEC corporate gateway (the trace was obtained from the web site http://town.hall.org/Archives/pub/ITA/ html/contrib/). It is a 1-hour trace with average packet arrival rate 55.6 pktps. The service rate is also measured in pktps. Consider the buffer capacity and 200 in packet units. Assuming the utilization in the range of 30-95%, the corresponding will be in the range of 0.07-0.218 s for and 0.28 to 0.872 s for Since the trace contains negligible power around and above the frequency bound we found that choosing s is sufficient, which is equivalent to taking the filtering operation to the original trace at rad. The filtered ftp trace has the size which is As one can see, the tail portion of the rate distribution cannot be matched by the CMPP due to the state-space limit. The comparison of the filtered trace with the CMPP trace in Fig. 10(c) and (d) indicates some degree of mismatching. This is mainly because of the selected large measurement-window. In principle, it is always difficult to capture the entire statistics if the window size is large.
For improvement, one can increase since the energy of this ftp trace is mainly located in the low-frequency band. For instance, let us increase to 1.74 s (or reduce to 1.8 rad). The resulting filtered trace contains 20% less energy than the previous case; the lost energy occurs in the wide high-frequency band. Similar results are plotted in Fig. 11 . The power spectrum contains one real and four complex eigenvalues, matched by a 401-state CMPP. Note that the high-frequency contribution to the tail portion of the rate distribution has now been filtered out at rad, which explains why a better rate distribution matching in the tail part has been achieved. The trace comparison in Fig. 11(c) and (d) also indicates the matching improvement.
It is obvious that if is taken too large, we may lose some significant traffic statistics in queueing analysis. Let us consider the same trace filtered at rad, i.e., s, which is much greater than in our case. The corresponding matching results are displayed in Fig. 12 using a different 401-state CMPP. Due to the reduced measurementwindow size, the matching is further improved as compared to Fig. 11(c) and (d) .
So far, we have constructed three different CMPP models, each of which is built to match the same ftp trace using a different measurement window size, with respect to 1.8, and 0.5 rad. Let us now investigate the impact of these three input models on the queueing performance. Assuming exponential service time, the queueing system can be formulated as a finite quasibirth-death process, which is numerically solvable by the Folding algorithm [27] . As a reference, the simulation results of the queue using the original nonfiltered ftp trace are plotted by the cross points in Fig. 13 for and The performance is measured by average loss rate, mean queue length, and queue variance as a function of utilization. Our inspection indicates that the input model matched at provides the best queueing solution as compared to the simulation results. Taking in the input model unnecessarily increases the measurementwindow since insignificant amount of energy is located in the high-frequency band. Increasing window size can also have adverse effect on the matching accuracy in traffic modeling, as observed in the comparison of Fig. 10 to Fig. 11 , and as well as Fig. 13(a) to (b) . On the other hand, if is taken too small, as in the case the queueing solution can become less accurate since to some degree important input traffic statistics are lost in the measurement, as indicated by inspection of Fig. 13(b) and (c) . In our case, since the trace only contains an insignificant amount of energy within the frequency band the difference in the queue/loss solution using the two input models at and 0.5 is observable, but not significant.
In summary, the above analysis shows that the CMPP model can achieve good queueing performance, whether the traffic is long range dependent or not, as long as the statistics in a properly selected measurement-window are matched. Choosing the right size of measurement-window in traffic statistical collection is a critical issue in measurement-based queueing analysis, which requires further investigation. The worst case upper bound for as given in (20) was found to be too loose for most of the applications. As an engineering guideline, we suggest the use of can be further reduced if most of the energy is found to concentrate in a low-frequency range.
VII. CONCLUSION
This paper developed algorithms to solve the two most critical issues in measurement-based traffic modeling with the circulant structure. One is the parametric identification of the autocorrelation function Because of the real nonnegative constraint most existing techniques in the related signal processing field fail to apply. We have successfully developed a heuristic algorithm which is found fast and robust by comprehensive numerical study based on real traces. The second issue is the construction of a traffic model to match with complicated which is originally an inverse eigenvalue problem but transformed to an index search problem for the circulant. Due to the large index space, however, any brute-force search method fails, especially if is in complex form. The proposed fast index search algorithm has reduced the time complexity of the search by many orders of magnitude. For example, the typical CPU time for the traffic modeling with consisting of five or six complex exponential terms is found in the range of a few minutes by the proposed algorithms (which otherwise would take weeks by a brute-force method). In real traffic application, our study shows an excellent agreement between the original traffic traces and the sequences generated by the matched analytical model. For queueing performance analysis, we discussed the issue of selecting measurement-window in traffic statistical collection.
