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We present results for the fluctuations of the displacement of a tracer particle on a planar lattice
pulled by a step force in the presence of impenetrable, immobile obstacles. The fluctuations perpen-
dicular to the applied force are evaluated exactly in first order of the obstacle density for arbitrarily
strong pulling and all times. The complex time-dependent behavior is analyzed in terms of the
diffusion coefficient, local exponent, and the non-Skellam parameter, which quantifies deviations
from the dynamics on the lattice in the absence of obstacles. The non-Skellam parameter along the
force is analyzed in terms of an asymptotic model and reveals a power-law growth for intermediate
times.
In experiments of active microrheology, a tracer parti-
cle is pulled through an environment by optical or mag-
netic tweezers [1–3]. The goal is to infer material prop-
erties of the environment in the nonlinear regime not
accessible by merely monitoring the thermally agitated
motion of a particle as in passive microrheology [4]. In
the presence of pulling, these systems are driven strongly
out of equilibrium, and new phenomena such as force-
thinning [5–7], (transient) superdiffusive behavior, and
enhanced diffusion [8–10] emerge.
The nonlinear regime of such systems can be investi-
gated theoretically by considering generic models with a
strong repulsive interaction between the tracer and the
particles comprising the environment. For the motion of
the tracer, one conventionally considers Brownian mo-
tion in continuum or random walks on lattices. For these
cases, the environment can consist of dilute and immobile
obstacles up to crowded environments with a certain un-
derlying dynamics. For lattice models, progress and even
exact results have been presented [11–21], whereas in con-
tinuum, continuous-time random walks [22–24], Langevin
equations [25, 26], kinetic theory [27], and the framework
of mode-coupling theory of the glass transition [28–34]
have been successfully employed. For active microrheol-
ogy in suspensions of hard spheres performing Brownian
motion [35–39], exact results have been obtained in first
order of the density for the stationary mobility [35] and
the stationary diffusion coefficient parallel and perpen-
dicular to the field [37].
Here, we employ a lattice model for a tracer in the
presence of quenched disorder realized by immobile and
impenetrable obstacles. At time zero, we switch on a
constant step force pulling the tracer and monitor the
time-dependent dynamics and the approach to the sta-
tionary state. For this model, it is possible to solve for
the complete time-dependent dynamics in first order of
the obstacle density and arbitrarily strong driving. Pre-
viously, we have discussed the time-dependent velocity
and the growth of the fluctuations along the force given
by the variance of the displacement of the tracer par-
ticle [14, 21]. Here, we extend and elaborate the so-
lution for the case of the fluctuations perpendicular to
the applied force on the tracer encoded in the respective
mean-square displacement. We characterize the time-
dependent dynamics in terms of the diffusion coefficient,
the local exponent encoding sub- and superdiffusive be-
havior, and the non-Skellam parameter, which encodes
deviations from the free motion of the tracer on the lat-
tice similar to the non-Gaussian parameter for Brownian
motion in continuum.
The main results of this work can be summarized in
the following way: In equilibrium, the time-dependent
diffusion coefficient is a monotonically decreasing func-
tion. This is no longer the case in the presence of a field
where the perpendicular diffusion coefficient shows both
a decrease as well as an increase over time. The time-
dependent behavior of the perpendicular diffusion coeffi-
cient is observed in the local exponent where transiently
subdiffusive and superdiffusive regimes characterize the
approach to the stationary state. These subdiffusive and
superdiffusive regimes become visible in the non-Skellam
parameter as positive and negative contributions. In the
stationary state, the diffusion coefficient perpendicular
to the applied force is characterized by density-induced
nonanalytic contributions for small driving. The diffu-
sion coefficient increases monotonically with increasing
force and is bounded from above in the limit of strong
driving.
This work is organized as follows. In section I the
driven lattice Lorentz gas is defined, and the notation
used throughout this work is introduced. The general
solution strategy relying on a scattering theory to ac-
count for repeated encounters of the tracer with the same
obstacle is elaborated in section II, and the formal solu-
tion is presented in section III. Readers whose primary
concern is about results rather than the theoretical tech-
niques may skip these sections upon first reading and
jump directly to section IV, where the main results are
presented. The discussion is followed by a summary and
conclusion in section V.
I. THE MODEL
We consider a tracer particle performing a random
walk on a square lattice of lattice spacing a that we set
to unity: Λ = {r = (x, y) ∈ Z × Z : x, y ∈ [−L/2, L/2[},
linear size L ∈ 2N with periodic boundary conditions and
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2N = L2 sites. The random walker performs successive
jumps to its nearest-neighbors, N = {±ex,±ey}. The
lattice consists of free sites, accessible to the tracer as
well as sites with randomly placed immobile hard obsta-
cles of density n (fraction of excluded sites). If the tracer
attempts to jump onto an obstacles site, it remains at
its initial position before the jump. The waiting time of
the tracer at every site is Poisson-distributed with mean
waiting time τ .
Statistical information about the random walk is en-
coded in the site-occupation probability density. Since
the time evolution is described by a linear master equa-
tion, it is convenient to adopt a bra-ket notation. We
define an abstract ket |p(t)〉 encoding the site-occupation
probability density, which can then be expanded in the
complete and orthonormal basis of all position kets {|r〉 :
r ∈ Λ}:
|p(t)〉 =
∑
r∈Λ
|r〉〈r|p(t)〉. (1)
Hence, the probability to find the random walker at time
t at site r is given by the overlap 〈r|p(t)〉. The evolution
in time of the density |p(t)〉 is determined by the master
equation ∂t|p(t)〉 = Hˆ|p(t)〉 with “Hamiltonian” Hˆ. In
the position basis it obtains the following form:
∂t〈r|p(t)〉 =
∑
r′∈Λ
〈r|Hˆ|r′〉〈r′|p(t)〉, (2)
where the matrix elements 〈r|Hˆ|r′〉 encode the transition
rates from site r′ to r.
First we consider the reference case in which there are
no impurities on the lattice and every site is accessible
to the tracer. Driving is introduced via a force that pulls
the tracer along the x-direction of the lattice. We mea-
sure the strength of the force in the dimensionless num-
ber F = force · (lattice spacing)/kBT . The force intro-
duces a bias in the corresponding nearest-neighbor tran-
sition probabilities W (d ∈ N ), and local detailed bal-
ance W (ex)/W (−ex) = exp(F ) and W (ey)/W (−ey) = 1
along both lattice directions suggests
W (±ex) = e
±F/2
eF/2 + e−F/2 + 2
, (3)
W (±ey) = 1
eF/2 + e−F/2 + 2
. (4)
We consider non-normalized rates (Γ/τ)W (d ∈ N ) with
dimensionless rate Γ = [cosh(F/2) + 1]/2, and the mean
waiting time τ sets the time scale. This reference case
then defines the unperturbed Hamiltonian
Hˆ0 =
Γ
τ
∑
r∈Λ
[
−|r〉〈r|+
∑
d∈N
W (d)|r〉〈r− d|
]
. (5)
In the presence of hard obstacles, transitions to and
from impurities are prohibited, which can be formally ac-
counted for by writing the Hamiltonian as Hˆ = Hˆ0 + Vˆ ,
such that the “potential” Vˆ cancels the forbidden tran-
sitions. In particular, for a single impurity at site s1, we
obtain Vˆ = vˆ(s1) ≡ vˆ1 and the only non-vanishing ma-
trix elements affect the obstacle site s1 and its nearest-
neighbors s1 − d, with d ∈ N leading to 〈s1|vˆ1|s1〉 =
(Γ/τ), 〈s1|vˆ1|s1 − d〉 = −(Γ/τ)W (d), 〈s1 − d|vˆ1|s1〉 =
−(Γ/τ)W (−d), and 〈s1 − d|vˆ1|s1 − d〉 = (Γ/τ)W (d).
The complete potential Vˆ for NI impurities is then ob-
tained in first order of the density n = NI/N by summing
over all single-obstacles potentials: Vˆ =
∑NI
i=1 vˆi.
The force on the tracer is switched on a time t = 0,
and we use the thermal equilibrium state |p(t = 0)〉 =
|peq〉 = 1/N in the absence of driving F = 0 as the initial
condition. Formally, the tracer is allowed to start also
at an impurity site, however these contributions can be
exactly corrected in first order of the density at the end
of the calculation.
II. SOLUTION STRATEGY
We first solve for the dynamics of a particle in the ab-
sence of obstacles and express the time-dependent site-
occupation probability density in terms of the time-
evolution operator Uˆ0(t) via |p(t)〉 = Uˆ0(t)|peq〉. The
time-evolution operator for the free dynamics fulfills the
differential equation ∂tUˆ0(t) = Hˆ0Uˆ0(t) with initial con-
dition Uˆ0(0) = 1 and is given by Uˆ0(t) = exp(Hˆ0t). Since
the free Hamiltonian Hˆ0 is translationally invariant, it is
diagonal in the plane-wave basis defined by
|k〉 = 1√
N
∑
r∈Λ
exp(ik · r)|r〉, (6)
with wave vector k = (kx, ky) ∈ Λ∗ = {(2pix/L, 2piy/L) :
(x, y) ∈ Λ}, and scalar product k · r = kxx+ kyy. Then,
the invariance under translation implies 〈k|Hˆ0|k′〉 =
(k)δ(k,k′) with Kronecker-Delta δ(k,k′) and eigenvalue
(k) of the free Hamiltonian:
(k) = −Γ
τ
∑
d∈N
[(
1− cos(k · d))+ i sin(k · d)]W (d).
(7)
Hence, the time-evolution operator for the free dynamics,
Uˆ0(t) = exp(Hˆ0t), is also diagonal in the plane-wave basis
with 〈k|Uˆ0(t)|k′〉 = exp[(k)t]δ(k,k′).
All moments of the time-dependent displacement in
the absence of obstacles are contained in the self-
intermediate scattering function F0(k, t) = 〈e−ik·∆r(t)〉0,
which is defined in terms of the time-evolution operator
Uˆ0(t) via
F0(k, t) =
∑
r,r′∈Λ
e−ik·(r−r
′)〈r|Uˆ0(t)|r′〉〈r′|peq〉, (8)
with initial distribution 〈r′|peq〉 = 1/N . It is directly con-
nected to the eigenvalue of the time-evolution operator
3in the plane-wave basis with
F0(k, t) = 〈k|Uˆ0(t)|k〉 = exp[(k)t]. (9)
In the presence of obstacles, we express the dynamics
in terms of the scattering formalism borrowed from quan-
tum mechanics [40]. We define the propagator Gˆ by the
Laplace transform of the respective time-evolution oper-
ator Uˆ(t) for a configuration Vˆ =
∑NI
i=1 vˆi of obstacles:
Gˆ(s) =
∫ ∞
0
dt e−stUˆ(t) = (s− Hˆ)−1. (10)
In particular, the free propagator Gˆ0 = (s − Hˆ0)−1 is
diagonal in the plane-wave basis with the eigenvalue
G0(k) = 〈k|Gˆ0|k〉 = 1
s− (k) . (11)
The dependence on the Laplace frequency s will be sup-
pressed throughout.
The scattering operator Tˆ = Vˆ + Vˆ Gˆ0Tˆ accounts for
all possible collision events of the tracer with the obstacle
disorder and connects both propagators via the relation
Gˆ = Gˆ0 + Gˆ0Tˆ Gˆ0. (12)
Inserting the obstacle configuration Vˆ =
∑NI
i=1 vˆi into
the scattering operator expansion Tˆ = Vˆ + Vˆ Gˆ0Vˆ +
Vˆ Gˆ0Vˆ Gˆ0Vˆ + · · · , one arrives at
Tˆ =
NI∑
i=1
vˆi +
NI∑
j,k=1
vˆjGˆ0vˆk +
NI∑
l,m,n=1
vˆlGˆ0vˆmGˆ0vˆn + · · · .
(13)
The possible scattering events can be arranged in terms
of repeated collisions with the same obstacle vˆiGˆ0vˆi and
distinct collisions vˆiGˆ0vˆj with two different obstacles i 6=
j. This classification is conveniently expressed in terms
of the scattering operator of a single obstacle,
tˆi = vˆi + vˆiGˆ0vˆi + vˆiGˆ0vˆiGˆ0vˆi + · · · , (14)
which accounts for all possible repeated collisions of the
tracer with the same obstacle vˆi. The scattering oper-
ator Tˆ can then be written in terms of these scattering
operators tˆi, leading to the multiple scattering expansion
Tˆ =
NI∑
i=1
tˆi +
NI∑
j,k=1
j 6=k
tˆjGˆ0tˆk +
NI∑
l,m,n=1
l 6=m,m 6=n
tˆlGˆ0tˆmGˆ0tˆn + · · · .
(15)
Since here we are not interested in a particular config-
uration of obstacles, we take an average over the disorder
realizations [.]av, which also restores translational invari-
ance. Then we evaluate the scattering operator in the
plane-wave basis, 〈k|[Tˆ ]av|k〉, where only diagonal ele-
ments are non-vanishing. The first sum in the scattering
expansion [Eq. (15)] is then identified as contributions in
first order of the density n and is called the independent-
scatterer approximation [41]. The remaining contribu-
tions are of order n2 or higher and describe correlated
scattering events between different obstacles.
An exact expression for the disorder-averaged propa-
gator in the plane-wave basis, [G]av(k) := 〈k|[Gˆ]av|k〉,
in first order of the density of the obstacles n is then
obtained as
[G]av(k) = G0(k) + nNt(k)G0(k)
2 +O(n2), (16)
with the forward-scattering amplitude t(k) = 〈k|tˆ|k〉 of
a single obstacle. Since the forward-scattering amplitude
is itself of order O(1/N), the disorder-averaged propa-
gator converges in the limit of large lattices L → ∞.
The disorder-averaged propagator is connected to the
self-energy Σ(k) in terms of the Dyson equation
[G]av(k) =
1
G0(k)−1 − Σ(k) . (17)
Thus, the contributions to the self-energy in first order
of the density are encoded in the scattering t-matrix via
Σ(k) = nNt(k) + O(n2). Similar to the obstacle-free
case, a temporal Laplace transform of the intermediate
scattering function,
F (k, t) = 〈e−ik·∆r(t)〉
=
∑
r,r′∈Λ
e−ik·(r−r
′)〈r|[Uˆ(t)]av|r′〉〈r′|peq〉, (18)
leads to the disorder-averaged propagator [G]av(k). The
moments of displacement can then be obtained in the
frequency domain as certain derivatives with respect to
the wave vector k. In our calculation, the tracer particle
is allowed to start at an obstacle site where it remains
forever. We trivially correct for this behavior by mul-
tiplying the disorder-averaged propagator [G]av(k) with
1/(1−n) = 1+n+O(n2) and keeping only contributions
in first order of the density. Hence, we obtain
[G]cav(k) = G0(k) + n[G0(k) +Nt(k)G0(k)
2] +O(n2).
(19)
The remaining task is the calculation of the forward-
scattering amplitude t(k). The scattering operator for a
single obstacle vˆ fulfills the relation
tˆ = vˆ + vˆGˆ0tˆ = vˆ + tˆGˆ0vˆ. (20)
Due to nearest-neighbor hopping, the only non-vanishing
matrix elements 〈r|tˆ|r′〉 in the real-space basis r corre-
spond to the distinguished subspace consisting of the
location of the obstacle, which we put at the origin 0,
and its neighboring sites N . Thus, the operator identity
[Eq. (20)] can be read as a 5×5 matrix inversion problem,
and we can restrict our calculations to the distinguished
subspace spanned by the impurity site and its neighbors.
4We introduce the basis {e−2, e−1, e0, e1, e2}, where we
identify e±2 := ±ey, e±1 := ±ex, and e0 := 0 such that
the single-obstacle potential vˆ takes the form
v =
1
4τ

1 0 −1 0 0
0 eF/2 −e−F/2 0 0
−1 −eF/2 4Γ −e−F/2 −1
0 0 −eF/2 e−F/2 0
0 0 −1 0 1
 . (21)
Note that the sum in each column evaluates to zero,
which reflects the conservation of probability. For the
matrix form of the propagator Gˆ0 in real space r, we
start with the exact solution of the time-evolution oper-
ator in the limit of large lattices L→∞ [42, 43]:
〈r|Uˆ0(t)|r′〉 = exp(F∆x/2)〈r|uˆ0(t)|r′〉, (22)
where we introduced the symmetric propagator
〈r|uˆ0(t)|r′〉 = e−Γt/τI∆x(t/2τ)I∆y(t/2τ), (23)
with modified Bessel function Im(·) of integer order m.
Note that the symmetric propagator still depends on
the force via the dimensionless rate Γ. We define the
Laplace transform of the symmetric part of the time-
evolution operator gˆ(s) =
∫∞
0
dt e−stuˆ(t), and we ob-
tain the matrix form of the free propagator in the basis
{e−2, e−1, e0, e1, e2} as
G0 =

g00 e
F/2g11 g10 e
−F/2g11 g20
e−F/2g11 g00 e−F/2g10 e−F g20 e−F/2g11
g10 e
F/2g10 g00 e
−F/2g10 g10
eF/2g11 e
F g20 e
F/2g10 g00 e
F/2g11
g20 e
F/2g11 g10 e
−F/2g11 g00
 ,
(24)
where we abbreviated the propagators for coming back to
the same site, g00 := 〈e0|gˆ|e0〉, arriving at a neighboring
site, g10 := 〈e1|gˆ|e0〉, arriving at the next-neighboring
site along a direction, g20 := 〈e2|gˆ|e−2〉, and along a
diagonal, g11 := 〈e1|gˆ|e−2〉.
III. SOLUTION
To illustrate the solution strategy, we reconsider the
case of no driving, F = 0, where a solution was achieved
much earlier in a different way [44–46]. For the calcula-
tion of the scattering t-matrix, we perform a change of
basis adapted to the symmetry of the problem in the case
of no driving:
√
2|py〉 = |e−2〉 − |e2〉,√
2|px〉 = |e−1〉 − |e1〉,
2|dxy〉 = |e−2〉 − |e−1〉 − |e1〉+ |e2〉,
2
√
5|s〉 = |e−2〉+ |e−1〉 − 4|e0〉+ |e1〉+ |e2〉,√
5|n〉 = |e−2〉+ |e−1〉+ |e0〉+ |e1〉+ |e2〉.
(25)
The first two vectors are reminiscent of dipoles, the third
one is of quadrupolar type, whereas the last two are in-
variant under rotations. One observes, that the last mode
|n〉 is connected to the conservation of probability via
〈n|vˆ = 0 and acts as a neutral mode. The respective
transformation is encoded in the orthogonal matrix
M =

1√
2
0 12
1
2
√
5
1√
5
0 1√
2
− 12 12√5 1√5
0 0 0 − 2√
5
1√
5
0 − 1√
2
− 12 12√5 1√5
− 1√
2
0 12
1
2
√
5
1√
5
 . (26)
The new basis [Eq. (25)] and thus the orthogonal trans-
form M can be rationalized in the framework of group
theory with respect to the possible symmetry transfor-
mation of the dihedral group D4 (see Appendix C).
In this new representation, the matrix for the obsta-
cle potential in the absence of driving becomes diagonal
with v′ = MT vM = (1/4τ)diag(1, 1, 1, 5, 0). The van-
ishing of the last row reflects conservation of probability.
The free propagator in the new basis, G′0 = M
TG0M ,
is diagonal up to the nonvanishing entries 〈s|Gˆ0|n〉 and
〈n|Gˆ0|s〉. However, the scattering t-matrix, becomes di-
agonal again with
t′ = (1− v′G′0)−1v′
= diag
( 1
4τ + (g20 − g00) ,
1
4τ + (g20 − g00) ,
1
4τ + (2g11 − g20 − g00) ,
5
4τ(g00 − g10)s , 0
)
.
(27)
To determine the matrix elements of the scattering
t-matrix in the plane-wave basis, we only have to con-
sider contributions from the distinguished subspace r ∈
0 ∪ N . Thus, we decompose the projection of the
wave vector onto the distinguished subspace Pˆ |k〉 =
(1/
√
N)
∑2
ν=−2 e
ik·eν |eν〉 in the new basis introduced by
the transformation M [Eq. (26)]:
√
NPˆ |k〉 =− i
√
2 sin(ky)|py〉 − i
√
2 sin(kx)|px〉
+ [cos(ky)− cos(kx)]|dxy〉
+
1√
5
[cos(kx) + cos(ky)− 2]|s〉
+
1√
5
[2 cos(kx) + 2 cos(ky) + 1]|n〉.
(28)
Since the scattering t-matrix for the equilibrium case is
diagonal in this basis, the matrix element t(k) = 〈k|tˆ|k〉
can be readily calculated:
Nt(k) =
2[sin2(kx) + sin
2(ky)]
4τ + (g20 − g00) +
[cos(kx)− cos(ky)]2
4τ + (2g11 − g20 − g00)
+
[cos(kx) + cos(ky)− 2]2
4τ(g00 − g10)s , for F = 0,
(29)
5which in principle can also be obtained from Ref. [47].
For finite force, F 6= 0, the applicable symmetry trans-
formations reduce considerably. However, it is still ad-
vantageous to use the orthogonal matrix M [Eq. (26)].
Then, the matrices for the obstacle potential v′ =
MT vM and the propagator G′0 = M
TG0M contain the
following nonvanishing entries indicated by ∗:
v′ =

∗ 0 0 0 0
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ 0
0 ∗ ∗ ∗ 0
0 0 0 0 0
 , G′0 =

∗ 0 0 0 0
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
 . (30)
The vanishing of the last row in v′ again reflects the con-
servation of probability 〈n|vˆ = 0. Moreover, the |py〉
mode decouples from the problem by the residual mirror
symmetry. This leads to
(1− v′G′0) =

∗ 0 0 0 0
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 0 0 1
 , (31)
such that the scattering t-matrix in the driven case as-
sumes the following form:
t′ = (1− v′G′0)−1v′ =

∗ 0 0 0 0
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 0 0 0
 . (32)
The scattering t-matrix inherits the structure of the po-
tential vˆ reflecting conservation of probability and decou-
pling of the |py〉 mode. The evaluation of the scattering
t-matrix essentially reduces to solving the 3 × 3 matrix
problem, which can be efficiently implemented in com-
puter algebra.
For the moments, we need the derivatives of the wave
vector in the distinguished subspace Pˆ |k〉 with respect to
kx and ky. They are given by the following expressions:
∂
∂kx
√
NPˆ |k〉
∣∣∣
k=0
= −i
√
2|px〉, (33)
∂2
∂k2x
√
NPˆ |k〉
∣∣∣
k=0
= |dxy〉 − 1√
5
|s〉 − 2√
5
|n〉, (34)
and similarly
∂
∂ky
√
NPˆ |k〉
∣∣∣
k=0
= −i
√
2|py〉, (35)
∂2
∂k2y
√
NPˆ |k〉
∣∣∣
k=0
= −|dxy〉 − 1√
5
|s〉 − 2√
5
|n〉. (36)
Thus, for the first order derivatives after kx and ky and
for large wavelength k = 0, we obtain
∂Nt
∂kx
∣∣∣
k=0
= i
√
10〈px|tˆ|n〉, (37)
∂Nt
∂ky
∣∣∣
k=0
= i
√
10〈py|tˆ|n〉 = 0, (38)
whereas the second order derivatives are given by
∂2Nt
∂k2x
∣∣∣
k=0
=
√
5〈dxy|tˆ|n〉 − 〈s|tˆ|n〉+ 4〈px|tˆ|px〉 (39)
and
∂2Nt
∂k2y
∣∣∣
k=0
= −
√
5〈dxy|tˆ|n〉 − 〈s|tˆ|n〉+ 4〈py|tˆ|py〉. (40)
Expressions of the scattering t-matrix for higher-order
derivatives can be readily computed by determining the
corresponding derivatives with respect to the wave vec-
tor [Eq. (28)] and identifing the nonvanishing matrix en-
tries from Eq. (32). Explicit expressions for the matrix
elements in Eqs. (37) - (40) in terms of the propagators
g00, g10, g11, g20 are given in Appendix D.
The remaining task is the calculation of the four prop-
agators g00, g11, g10, and g20. They can be expressed in
terms of complete elliptic integrals K[m] :=
∫ pi/2
0
dθ[1 −
m sin2(θ)]−1/2 and E[m] :=
∫ pi/2
0
dθ[1−m sin2(θ)]1/2. For
the equilibrium case, F = 0, these propagators have
been known for a long time [48]. For finite force, the
essential modification consists of a shift in the frequency
s 7→ s + (Γ − 1)/τ as inferred from Eq. (23). Starting
with g11 and g00, we obtain [49]
pi
2τ
g11 =− 2(Γ + sτ)
2E[(Γ + sτ)−2]
Γ + sτ
+
− [1− 2(Γ + sτ)
2]K[(Γ + sτ)−2]
Γ + sτ
,
(41)
as well as
pi
2τ
g00 =
K[(Γ + sτ)−2]
(Γ + sτ)
. (42)
The propagators are not independent and are related to
each other by the identities 〈e0|(s − Hˆ0)Gˆ0|e0〉 = 1 and
〈e0|(s− Hˆ0)Gˆ0|e2〉 = 0, which follow from the definition
of the propagator [Eq. (10)]. Evaluation of these expres-
sions leads to the relations
(Γ + sτ)g00 − g10 = τ,
4(Γ + sτ)g10 − (2g11 + g20 + g00) = 0, (43)
from which the remaining propagators g10 and g20 follow
directly as
pi
2τ
g10 = −pi
2
+ K[(Γ + sτ)−2] (44)
and
pi
2τ
g20 =− 2(Γ + sτ)(pi − 2E[(Γ + sτ)−2])+
+
K[(Γ + sτ)−2]
Γ + sτ
.
(45)
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FIG. 1. Time-dependent diffusion coefficient Dy(t) perpen-
dicular to the force normalized by the diffusion coefficient D0y
in the absence of obstacles for different dimensionless forces
F . Solid lines correspond to the analytic solution and symbols
represent stochastic simulations.
IV. MOMENTS PERPENDICULAR TO THE
FIELD
A. Mean-square displacement
With the scattering t-matrix for a single obstacle in the
plane-wave basis t(k) and the free propagator G0(k) =
[s−(k)]−1 [Eq. (11)], all moments of the displacement in
first order of the density are determined by the disorder-
averaged propagator [G]cav(k) [Eq. (19)]. Then, the mo-
ments can be obtained by derivatives with respect to the
wave vector k. Since the expressions are lengthy, com-
puter algebra is advantageous for their evaluation.
For the model considered here, the velocity and the
variance of the tracer displacements along the field have
been discussed recently [14, 21]. Here, we concentrate
on the motion perpendicular to the field. Since the ran-
dom walk of the tracer is symmetric with respect to the
y axis, the displacement ∆y(t) = y(t) − y(0) along that
direction vanishes in the mean, 〈∆y(t)〉 = 0. The first
nonvanishing moment of the displacement ∆y(t) is given
by the mean-square displacement 〈∆y(t)2〉, which is ob-
tained in the frequency domain via
− ∂
2
∂k2y
[G]cav
∣∣∣∣
k=0
= −∂
2G0
∂k2y
∣∣∣∣
k=0
− n
[
∂2G0
∂k2y
+G20
∂2Nt
∂k2y
]
k=0
,
(46)
where ∂2G0/∂k
2
y|k=0 = −2D0y/s2 with bare diffusion
coefficient D0y = 1/4τ , and ∂
2Nt/∂k2y|k=0 is given in
Eq. (40)
In the absence of obstacles the mean-square displace-
ment perpendicular to the field reduces to 〈∆y(t)2〉0 =
2D0yt. Deviations from the bare case without obstacles
can be characterized by the time-dependent diffusion co-
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FIG. 2. Force-induced diffusion coefficient perpendicular
to the applied force, Dy − Deqy . Solid lines correspond to
the analytic solution and symbols represent stochastic simu-
lations. The dashed lines indicate the limiting behavior for
small [Eq. (53)] and large driving, Dy(F →∞) = D0y(1−n/2).
efficient perpendicular to the field defined via
Dy(t) :=
1
2
d
dt
〈∆y(t)2〉. (47)
For short times t→ 0, the time-dependent diffusion coef-
ficient is solely determined by the first jump event of the
random walker leading to Dy(t→ 0) = D0y(1−n) [Fig. 1].
For vanishing force F = 0, we recover the analytic
solution for the time-dependence of the perpendicular
diffusion coefficient in terms of the Laplace transform
Dˆy(s, F ) =
∫∞
0
dt e−stDy(t, F ):
Dˆeqy (s) =
D0y
s
+ n
D0y
s
[
1− 2
1 +D0y(g20 − g00)
]
, (48)
with Dˆeqy (s) := Dˆy(s, F = 0) and the propagators g20
and g00 in equilibrium (Γ = 1), which have been cal-
culated earlier [44–46]. The long-time behavior of the
time-dependent diffusion coefficient is encoded in the re-
spective small-frequency behavior s→ 0:
Dˆeqy (s) '
D0y
s
[1− n(pi − 1)]− D
0
y
2
npiτ ln(sτ). (49)
The stationary-state diffusion coefficient Deqy := D
eq
y (t→
∞) is obtained from the frequency-domain representation
via
Deqy = lim
s→0
sDˆeqy (s) = D
0
y[1− n(pi − 1)]. (50)
The logarithmic divergence for small frequen-
cies [Eq. (49)] arises due to the repeated encounters
of the tracer with the same obstacle and corresponds
to an algebraic decay to the stationary-state diffusion
coefficient in the time domain:
Deqy (t)−Deqy '
npiD0y
2
τ
t
, t→∞. (51)
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FIG. 3. Local exponent α(t) = d ln(〈∆y(t)2〉)/dln(t) mea-
suring subdiffusive α < 1 and superdiffusive α > 1 behavior
perpendicular to the applied force on the tracer. Solid lines
correspond to the theory, and symbols represent data from
the stochastic simulation.
In particular, we recover the algebraic decay for the long-
time behavior of the velocity-autocorrelation function of
the tracer [44]:
d
dt
Deqy (t) ' −
npiD0y
2
τ
t2
, t→∞, (52)
with bare perpendicular diffusion coefficient D0y = 1/4τ .
In the presence of a force F > 0, the time-dependent
behavior of the diffusion coefficient becomes much more
complex as shown in Fig. 1, where we compare stochastic
simulations (see Appendix A) with the numerically in-
verted analytic solution (see Appendix B). For any finite
force F , the approach to the stationary diffusion coeffi-
cient perpendicular to the force, Dy := Dy(t → ∞), is
always nonmonotonic. First, the diffusivity of the tracer
decreases, similar to the equilibrium case, until a point of
least diffusivity is reached at intermediate times. Then,
the diffusion coefficient increases again until the station-
ary state is reached. For sufficiently large driving, the
stationary diffusion coefficient Dy becomes larger than
the short-time diffusion coefficient in the presence of ob-
stacles, Dy(t→ 0) = D0y(1−n). The perpendicular diffu-
sion coefficient is bounded by Dy(F →∞) = D0y(1−n/2)
in first order of the density, as can be rationalized by the
analytic solution [Fig. 2]. Deviations from the first-order
theory become apparent at large forces (F = 10) [Fig. 1].
This observation is consistent with the general insight,
that the range of validity of the first-order solution de-
pends on the magnitude of the force: The larger the force,
the smaller the density has to be for the theory to be an
accurate representation of the simulation [14, 21].
For small driving F → 0, a series expansion of our
solution reveals that the stationary diffusion coefficient
perpendicular to the field exhibits a density-induced non-
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FIG. 4. Non-Skellam parameter γy(t) [Eq. (55)] for differ-
ent strength of the force F . Solid lines correspond to the
analytic solution. Symbols represent results from stochastic
simulations.
analytic behavior:
Dy = D
eq
y + nD
0
yF
2[A ln(1/|F |) +B] +O[F 2 ln(1/|F |)]2
(53)
with coefficients A = (pi+ 4)/16 ≈ 0.446 and B = [7(pi+
4) ln(2) − pi(pi2 − pi + 2)/(pi − 2)]/32 ≈ 0.332. Similar
nonanalytic behavior has been found for the stationary
velocity and the stationary diffusion coefficient parallel
to the force in the driven lattice Lorentz gas [14, 21].
The question of how the increase of the diffusivity is
related to a transient superdiffusive behavior of the tracer
can be answered by considering the local exponent
α(t) :=
d ln
(〈∆y(t)2〉)
dln(t)
=
2Dy(t)t
〈∆y(t)2〉 . (54)
Then, (transient) subdiffusive behavior is defined by
α(t) < 1 while superdiffusion is related to α(t) > 1. For
forces F & 1, the increase in the diffusivity corresponds
to a superdiffusive increase of the fluctuations [Fig. 3].
For increasing force, the time window of the superdif-
fusive regime becomes more and more pronounced, and
for the highest force considered (F = 10), the stationary
state is essentially approached only superdiffusively.
B. Non-Skellam parameter
To further assess the effects of the obstacle disorder on
the motion of the tracer, we evaluate the mean-quartic
displacement perpendicular to the force, 〈∆y(t)4〉, and
define the non-Skellam parameter:
γy(t) =
〈∆y(t)4〉 − 〈∆y(t)2〉
3〈∆y(t)2〉2 − 1. (55)
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FIG. 5. Non-Skellam parameter γy(t) [Eq. (55)] normalized
by the density n for different strength of the force F and the
equilibrium case, F = 0. Solid lines correspond to the ana-
lytic solution, and symbols represent results from stochastic
simulations. The dashed line represents the long-time behav-
ior of the non-Skellam parameter in equilibrium [Eq. (57)].
The choice of the non-Skellam parameter as an indicator
of obstacle-induced effects is motivated by the fact that
it vanishes for all times in the absence of obstacles. This
can be inferred from the time-dependent behavior of the
bare mean-quartic displacement:
〈∆y(t)4〉0 = ∂
4
∂k4y
F0(k, t)
∣∣∣
k=0
= 〈∆y(t)2〉0 + 3〈∆y(t)2〉20.
(56)
In the presence of obstacles, the non-Skellam parame-
ter shows deviations from the obstacle-free case [Fig. 4].
For small forces, the deviations are positive until neg-
ative contributions emerge for increasing driving. Inter-
estingly, the transformed local exponent 1−α(t) strongly
resembles the non-Skellam parameter such that nega-
tive/positive contributions in the non-Skellam parameter
correspond to superdiffusive/subdiffusive behavior in the
local exponent.
In equilibrium, the long-time behavior of the non-
Skellam parameter can be elaborated via the low-
frequency expansion, revealing slow algebraic tails:
γy(t)/n = Aγ
ln(t/τ)
t/τ
+
Bγ
t/τ
+O[ln(t)/t]2, t→∞,
(57)
with coefficients Aγ = pi+2/pi ≈ 3.778 and Bγ = −(pi4 +
pi3−7pi2+2pi−4)/(pi−2)pi+Aγ [γe+3 ln(2)] ≈ −7.142 with
Euler’s constant γe ≈ 0.577. In equilibrium, we observe
the leading decay ln(t)/t due to persistent correlations,
whereas for any finite driving, one recovers a t−1 tail
as anticipated from the central limit theorem for weakly
correlated increments [Fig. 5].
The logarithmic contribution in the non-Skellam pa-
rameter for long times manifests itself as a density-
induced logarithmic divergence of the super-Burnett co-
efficient in equilibrium [47, 50, 51]:
D(2)(t) =
1
4!
d
dt
[
〈∆y(t)4〉 − 3〈∆y(t)2〉2
]
=
n
32τ
(
pi +
2
pi
)
ln(t/τ) +O(1), t→∞.
(58)
It is also possible to define a non-Skellam parameter
γx(t) parallel to the applied force in terms of the central-
ized fluctuating variable for the displacement, ∆x(t) −
〈∆x(t)〉. The analytic solution can be worked out in
principle but is considerably more involved since also the
mean displacement 〈∆x(t)〉 and the mean-cubic displace-
ment 〈∆x(t)3〉 contribute. Here, we only give a charac-
teristic feature of the non-Skellam parameter along the
force, γx(t), by employing an asymptotic model for large
forces [21]. In this model, the tracer always jumps along
the field and moves along one-dimensional lanes until it
hits an obstacle and stops. For large forces, this model
captures the dynamics in the driven lattice Lorentz gas
as long as the diffusive time scale is not reached such
that the tracer passes the obstacle blocking its path [21].
Then, by working out the solution, the non-Skellam pa-
rameter shows an increase of γx(t) = ne
3F/2(t/τ)3/960 at
intermediate times which can also be observed in stochas-
tic simulation at large driving and small obstacle den-
sities. A similar behavior is also found in the fluctua-
tions along the field measured in terms of the variance
Varx(t) = 〈∆x2(t)〉−〈∆x(t)〉2. For large forces, the vari-
ance increases superdiffusively, Varx(t) ∼ t3, and the re-
spective window of superdiffusive motion grows exponen-
tially with the force ∼ eF/2 [21]. Thus, since the window
of superdiffusion can be made arbitrarily large, the driven
lattice Lorentz gas exhibits a true superdiffusive expo-
nent of 3 parallel to the force that is again found in the
non-Skellam parameter at intermediate times, γx(t) ∼ t3.
V. SUMMARY AND CONCLUSION
We have solved for the dynamics of a tracer particle
on a planar lattice in the presence of immobile, hard ob-
stacles. At time zero, a force pulling the tracer along a
lattice direction is switched on, driving the system out of
equilibrium. Here, the dynamics of the tracer has been
analyzed in terms of the fluctuations perpendicular to
the applied force as encoded in the diffusion coefficient,
the local exponent, and the non-Skellam parameter.
In equilibrium where no force acts on the tracer, the
time-dependent diffusion coefficient decreases monoton-
ically to its stationary state value. This behavior is no
longer true for nonvanishing driving, and the point of
least diffusivity is always attained at intermediate times.
For increasing force, the stationary diffusion coefficient
perpendicular to the force can increase beyond the short-
time diffusion coefficient in the presence of obstacles, but
9it never grows beyond a certain bound irrespective of the
force.
The time-dependent local exponent shows subdiffusive
and superdiffusive transient behavior of the order of the
density when the force exceeds a certain threshold. A
similar behavior is found for the non-Skellam parame-
ter, which encodes the effect on the dynamics induced
by the obstacles such that positive (negative) contribu-
tions in the non-Skellam parameter indicate subdiffu-
sive (superdiffusive) behavior as found in the local ex-
ponent. In equilibrium, the non-Skellam parameter ex-
hibits a logarithmic dependence for long times, which is
also reflected in a logarithmic divergence of the respective
super-Burnett coefficient.
The fluctuations parallel to the applied force have been
evaluated just recently [21]. For small driving, both
directions exhibit similar behavior in terms of density-
induced nonanalytic contributions in the stationary-state
diffusion coefficients and the qualitative behavior of the
time-dependent approach to the stationary state. In con-
trast to the stationary-state diffusion coefficient perpen-
dicular to the field where the effects are of the order of
the density and bounded from above, the diffusion coeffi-
cient parallel to the field exhibits an exponential growth
for increasing driving and can become arbitrarily large.
Moreover, the local exponent exhibits a true superdiffu-
sive exponent of 3 for large driving, which is absent in
the fluctuations perpendicular to the field. This exponent
is again found at intermediate times in the non-Skellam
parameter parallel to the field.
The saturation of the perpendicular diffusion coeffi-
cient for increasing driving is a peculiarity of the lattice
and is not observed in continuum. There, a probe par-
ticle performs Brownian motion in the presence of other
bath particles, and the diffusion coefficient perpendicu-
lar to the applied field was evaluated earlier and increases
linearly with the driving for strong forces [37]. The dif-
ferences can be attributed to the particular realization
of the model on a lattice, as also indicated by the dif-
ference in the force dependence of the parallel diffusion
coefficient for large driving [21].
For the driven lattice Lorentz gas, the intermediate
scattering function is known in the frequency domain in
first order of the density of obstacles and for arbitrar-
ily strong driving. Thus, it is possible in principle to
evaluate the probability distribution of the tracer dis-
placements from the analytic solution. In particular, this
allows studying the tails of the probability distribution
encoding the rare events where the motion is anticipated
to differ drastically from the central limit theorem.
The solution strategy elaborated here can be extended
to the three-dimensional case. There, one has to solve for
a 7 × 7 matrix problem consisting of the space spanned
by the obstacle and the six nearest neighbors. Again, it
is advantageous to exploit the symmetries, and one can
convince oneself that the problem reduces to solving for
3 × 3 matrices. The respective propagators in three di-
mensions are more complicated but can still be expressed
in terms of elliptic integrals [52, 53] such that the overall
numerical evaluation of the transport properties should
still be feasible.
The nonanalytic dependence on the force as well as
the vanishing of the long-time tails should prevail for all
densities except in the vicinity of the percolation tran-
sition. Both are directly connected to each other in
terms of the propagators and therefore they are merely
two sides of the same coin. Upon approaching the per-
colation transition where the infinite cluster becomes
self-similar and anomalous transport emerges in equilib-
rium [54–56], driving may introduce new interesting phe-
nomena [57, 58], such as an anomalous mean displace-
ment [59].
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Appendix A: Stochastic simulation
The stochastic simulation of the driven lattice Lorentz
gas is performed in discrete time measured in the number
of jumps J of the tracer particle. The moments of the dis-
placement in discrete time, 〈∆ymJ 〉, are then transformed
to continuous time via a Poisson transform [43, 60]
〈∆y(t)m〉 =
∞∑
J=0
〈∆ymJ 〉ΨJ(Γt), (A1)
with ΨJ(t) = (t/τ)
Je−t/τ/J ! and Γ = [cosh(F/2) + 1]/2.
For small obstacle densities, the fluctuations of the free
dynamics are much larger than the obstacle-induced re-
sponse, and it is advantageous to adapt the approach of
Ref. [60]. Following this idea, the displacement ∆yJ is
split into two distinct parts:
∆yJ = ∆y0,J + (∆yJ −∆y0,J). (A2)
The first contribution, ∆y0,J , represents the free dynam-
ics in the absence of obstacles, whereas the second con-
tribution, ∆yJ −∆y0,J , accounts for the influence of the
obstacles on the dynamics of the tracer. By measuring
the second contribution in simulations, the mean-square
displacement perpendicular to the field is then obtained
as
〈∆y(t)2〉 = 〈∆y(t)2〉0 +
∞∑
J=0
〈∆y2J −∆y20,J〉ΨJ(Γt),
(A3)
with the mean-square displacement in the absence of ob-
stacles, 〈∆y(t)2〉0 = 2D0yt.
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Appendix B: Numerical inversion of the
frequency-dependent response functions
The relevant response functions are obtained in the
frequency domain and are transformed to the time do-
main via an inverse Laplace transform. To illustrate the
technique, we consider a real function f(t) and apply the
Laplace transform
fˆ(s) =
∫ ∞
0
dt e−stf(t), (B1)
with complex frequency s = σ + iω in the complex right
half-plane. We take the real part of both sides and ex-
press the real part of fˆ(s) as twice the cosine transform
of the symmetric function e−σ|t|f(|t|):
2Re[fˆ(σ + iω)] =
∫ ∞
−∞
dt e−σ|t|f(|t|) cos(ωt). (B2)
With the relation
1
pi
∫ ∞
−∞
dω cos(ωt) cos(ωt′) = δ(t+ t′) + δ(t− t′), (B3)
which can derived from the formal representation of the
Dirac delta function 2piδ(t− t′) = ∫∞−∞ dω eiω(t−t′) [61,
62], we obtain the real function f(t) from the Laplace
transform fˆ(s) via
f(t) =
2eσt
pi
∫ ∞
0
dω Re[fˆ(σ + iω)] cos(ωt), t ≥ 0.
(B4)
The back-transform [Eq. (B4)] is implemented numeri-
cally by a suitable Filon formula [63]. For the numer-
ical evaluation of the complete elliptic integrals of the
first and second kind, we use an implementation pro-
vided by the mpmath multi-precision library [64, 65]. In
general, it is numerically much more stable to use σ = 0,
since the exponential increase vanishes. However, this
is not possible for functions with finite long-time limit
f(t → ∞) = lims→0 sfˆ(s) such as the time-dependent
diffusion coefficient Dy(t). In these cases, it is advan-
tageous to perform the numerical back-transform on the
function ∆fˆ(s) = fˆ(s)− f(t→∞)/s for σ = 0 with
f(t)− f(t→∞) = 2
pi
∫ ∞
0
dω Re[∆fˆ(iω)] cos(ωt), t ≥ 0,
(B5)
and trivially add the long-time limit f(t→∞) after the
numerical back-transform.
Appendix C: Symmetry transformation
In the case of no driving, F = 0, the dihedral group D4
contains all symmetry transformations that are possible
for the obstacle site and its four neighbors. A matrix
representation of the group can be directly obtained by
writing the symmetry transformations with respect to the
basis {e−2, e−1, e0, e1, e2} introduced earlier. For exam-
ple, the counterclockwise rotation C4 by an angle of pi/2
is given by
D(C4) =

0 1 0 0 0
0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
0 0 0 1 0
 . (C1)
The dihedral group D4 consists of five different classes
Ck and thus five irreducible representations α with char-
acters χα(Ck). The number mα of irreducible represen-
tations α in our matrix representation can then be deter-
mined by the formula [66]
mα =
1
h
∑
k
Nk[χ
α(Ck)]∗χ(Ck), (C2)
with the number Nk of elements in the class Ck, χ(Ck) the
character of the matrix representation, and h the number
of elements in the group D4. Then, one obtains mA1 = 2,
mA2 = 0, mB1 = 1, mB2 = 0, and mE = 1, and the
respective projection operators Pα are then determined
by
Pα =
lα
h
∑
g
[χα(g)]∗D(g) (C3)
as a sum over all group elements g and the dimensionality
lα of the irreducible representation α.
This leads to the projection operators
PA1 =
1
4

1 1 0 1 1
1 1 0 1 1
0 0 4 0 0
1 1 0 1 1
1 1 0 1 1
 , (C4)
PB1 =
1
4

1 −1 0 −1 1
−1 1 0 1 −1
0 0 0 0 0
−1 1 0 1 −1
1 −1 0 −1 1
 , (C5)
PE =
1
2

1 0 0 0 −1
0 1 0 −1 0
0 0 0 0 0
0 −1 0 1 0
−1 0 0 0 1
 , (C6)
from which the orthogonal matrix M [Eq. (26)] is gener-
ated.
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Appendix D: Matrix elements of the scattering t-matrix
Here, we give explicit expressions for the matrix elements of the scattering t-matrix in terms of the propagators
g00, g10, g11, and g20. First, we give the determinant of (1− v′G′0):
det[(1− v′G′0)] = (s/4)[1 + (1/4τ)(g20 − g00)]
[
2g11
(
s{2g10 − g00[1 + (1/4τ)(g20 − g00)]}+ 8(1/4τ)g10 + 1
)
+
− s{g00[−(1/4τ)g220 + (1/4τ)g200 − 3g00 + g20] + g10(g20 + 3g00)} − 8(1/4τ)g211+
+ 8(1/4τ)g00(g00 − 2g10)− 2g10 cosh(F/2)− 2g10 + g20 + g00
]
.
(D1)
The matrix elements 〈py|tˆ|py〉, 〈px|tˆ|n〉, 〈dxy|tˆ|n〉, and 〈s|tˆ|n〉 can then be written in the following way:
〈py|tˆ|py〉 = (1/4τ)[1 + (1/4τ)(g20 − g00)]−1, (D2)
det[(1− v′G′0)] · 〈px|tˆ|n〉 = 4i(1/4τ)s[1 + (1/4τ)(g20 − g00)] sinh(F/2){(1/4τ)[2g210 − 2g11g10 + (g20 + g00)g10+
− g00(g20 + g00)] cosh(F/2) + (1/4τ)[2g210 − g00(g20 + g00)] + g00},
(D3)
det[(1− v′G′0)] · 〈dxy|tˆ|n〉 = (2/
√
5)(1/4τ)2(−2g11 + g20 + g00)s[1 + (1/4τ)(g20 − g00)]×
× {(1/4τ)[g00(2g11 + g20 + g00)− 4g210]− g00} sinh2(F/2),
(D4)
det[(1− v′G′0)] · 〈s|tˆ|n〉 = (2/5)(1/4τ)s[1 + (1/4τ)(2g11 − g20 − g00)][1 + (1/4τ)(g20 − g00)]×
× [−4(1/4τ)g210 + (1/4τ)g00(2g11 + g20 + g00) + 4g10] sinh2(F/2).
(D5)
For the last three entries, we have multiplied by the determinant det[(1− v′G′0)] to simplify the resulting expressions.
The matrix element 〈px|tˆ|px〉 with
det[(1− v′G′0)] · 〈px|tˆ|px〉 = C22〈px|vˆ|px〉+ C32〈dxy|vˆ|px〉+ C42〈s|vˆ|px〉, (D6)
is expressed in terms of the cofactors
C22 = s[1 + (1/4τ)(g20 − g00)]
[
(1/4τ)
(
g210{(1/4τ)[8g11 − 4(g20 + g00)] + 2}+
+ g00{(1/4τ)[(g20 + g00)2 − 4g211]− g20 − g00}
)
cosh(F/2) + (1/4τ)[2g210 − g00(g20 + g00)] + g00
]
,
(D7)
C32 = (1/4
√
2τ)(g20 − g00)s[1 + (1/4τ)(g20 − g00)]{(1/4τ)[4g210 − g00(2g11 + g20 + g00)] + g00} sinh(F/2), (D8)
C42 = (1/4
√
10τ)[1 + (1/4τ)(g20 − g00)] sinh(F/2)
[−4(1/4τ)2(g20 − g00)[2g11(g00 − g10) + g10(−2g10 + g20 + g00)]+
− 8(1/4τ)(g210[4(1/4τ)g11 − (1/4τ)g20 − 3(1/4τ)g00 + 1] + g00{(1/4τ)[g00(g20 + g00)− 2g211]− g00}) cosh(F/2)+
+ (g20 − g00)g00s[(1/4τ)(−2g11 + g20 + g00)− 1]− 4(1/4τ)(2g10 − g20 − g00)(g10 + g00)− 4g00
]
,
(D9)
and the matrix elements of the obstacle potential vˆ in the basis {py, px, dxy, s, n} with 〈px|vˆ|px〉 = cosh(F/2)/4τ ,
〈dxy|vˆ|px〉 = − sinh(F/2)/4
√
2τ , and 〈s|vˆ|px〉 =
√
5/2 sinh(F/2)/4τ .
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