Introduction
Let F be a number field, and let π be a cuspidal, unitary automorphic representation of GL(n, A F ). For almost all finite places v, let A v (π) denote the associated (Langlands) conjugacy class in GL(n, C), which is represented by a diagonal matrix [α 1,v , . . . , α n,v ]. The trace of this class is denoted a v . The general Ramanujan (or purity) conjecture predicts that each α j,v has absolute value 1. This is clearly true for n = 1, and a series of deep theorems asserts that it holds for (n = 2, F totally real) if π corresponds to a holomorphic eigenform ( [D] , [DS] , [BL] , [C] , [W] , [T1] , [BR] ). On the other hand, one knows unconditionally that |α j,v | is bounded by (Nv) 1/2−1/(n 2 +1) for any n ( [LRS] ), in fact (strictly) by (Nv) 1/5 for n = 2 and any F ([Sh 1,2]). For GL(2)/Q, one has the still stronger bound |α j,v | ≤ (Nv) 5/28 ( [BDHI] ; see also [LRS] ). If the analyticity of (twists of) the symmetric fourth power L-functions of GL (2) is estabished, and some progress has been made in this direction by D. Ginzburg, then one would be able to replace 5/28 by 1/6. Striking and deep though these results are, we are still far from the conjecture.
In this paper we certainly do not prove the conjecture, but we try to approach the problem from another direction. Our object is to understand better, for GL(2), the structure of the set of primes v in F where the conjecture does hold. For n ≥ 3, we still get information on the trace a v , but this is weaker than knowing the conjecture. For any set X of primes, denote by δ(X) (resp. δ(X)) the lower (resp. upper) Dirichlet density (see below) of X, so that δ(X) ≤ δ(X), with equality holding iff X has a density. Our main result is Note that our theorem applies in particular to any (cuspidal) Maass form f on the upper half plane H relative to a congruence subgroup Γ ⊂ SL(2, Z), which is an eigenfunction for Hecke operators, and to eigenforms over arbitrary F which are conjecturally associated to elliptic curves over F .
Using base change ([AC]), one can in fact establish the following refinement of our result: Let E/F be a finite solvable Galois extension with Galois group G, and let X be the set of primes (in F ) which split completely in E. Then δ(S(π) ∩ X) is greater than or equal to 9/10|G| (resp. (n 2 − 1)/n 2 |G|) for GL(2) (resp. GL(n), n ≥ 3).
The surprise for us was not that the conjecture is provable for a positive proportion of primes (for GL(2)), but that it can be shown to hold for such a high proportion. The proof is given in section 4 after some preliminaries. It uses some known results on the Rankin-Selberg and symmetric power L-functions, along with the properties of isobaric sums of automorphic representations, and the key step involves a careful study of the behavior near s = 1 of suitable incomplete Euler products over infinite sets of primes. A consequence of the method is that, each time there is progress in understanding some symmetric mth power L-function, then the density of S(π) will rise accordingly, approaching 1 for m large.
Our method in fact gives, for any fixed t, some information on when the upper (resp. lower) density of the set S(π, t) = {v| |a v | ≤ t} is strictly less than 1 (resp. greater than 0). This leads to the following 
(b) Let n be arbitrary, and π self-dual. Then, for every r ∈ Q, there are sets S j = S j (r), j = 1, 2, of primes of positive lower density such that
and
This is consistent with the general Sato-Tate conjecture ([L2] , [Se] ). For GL(2), it provides a mild complement to an elegant result of Serre ([Sh2] , appendix), and it has intersection with some work of M.R. Murty ([Mu] ). To elaborate, take n = 2, F = Q, and π cuspidal of trivial central character with π ∞ in the discrete series, i.e., defined by a holomorphic newform f (on the upper half plane H) of weight 2k ≥ 2, level N ≥ 1, and trivial character. 
The referee has pointed out that for such a π, i.e., one defined by a nonmonomial holomorphic newform f with trivial character, the assertion of part (a) (of Theorem B above) is already found in [Mu] (Corollary 2 to Theorem 4). But it should perhaps be noted that, while Murty's aproach does yield such a result in this case, the write-up there is not quite complete as it seemingly relies on knowing the holomorphy in (s) ≥ 1/2 of the symmetric power L-functions of π, for all n ≤ 4, which is well believed but unknown. However, a careful perusal of Murty's argument shows that the only time this holomorphy is used there is in establishing the non-vanishing of these L-functions on the line s = 1, which one does know to be true in a different way (see [Sh2] ). It should be noted that the arguments in [Mu] also give good Ω-type results.
Given any unitary, cuspidal automorphic representation π of GL(2, A F ), one can consider the infinite family of symmetric power L-functions L(s, π, sym n ), n ≥ 0, whose Euler factors at unramified primes v are given by
As it was pointed out by Langlands in 1967 ([L1] ), the Ramanujan conjecture for π is equivalent to the absolute convergence of each (and every) L(s, π, sym n ) in (s) > 1.
Theorem C. Let π be a unitary, cuspidal automorphic representation of GL(2, A F ). Fix any > 0, and an integer n ≥ 1. Then there exists a set S = S( , π, n) of primes of density 1 such that the incomplete Euler product
All our results in this paper remain valid over function fields (in one variable) over a finite field. But one knows quite a bit for function fields due to the works of Drinfeld, Kazhdan, Flicker, Laumon and Lafforgue (see [Lf] ); the general Ramanujan conjecture is known to be true if n is 2 or odd, for example. It should also be remarked that for special classes of (essentially) self-dual rep-
, with regular infinity type, the Ramanujan bound is known. But all these representations, just like the holomorphic modular forms over totally real fields, are understood via arithmetical geometry, directly or by cleverly using (in addition) functoriality and/or congruences, and they ultimately rely on Deligne's proof of the Weil conjectures. The main aim of this paper is to make (modest) progress on those π for which no geometric recourse appears possible.
In sum, our method is to fix a cusp form π on GL(n)/F , and analyze the set S(π) of v where the Ramanujan conjecture holds. We believe that to know that S(π) is not small is useful even beyond acquiring evidence for the conjecture. To give an example, combining Theorem A with a mild extension (replacing density by lower density) of the refined strong multiplicity one theorem ( [Ra] ), one can show that if the local comonents of two cusp forms π, π on GL(2)/F are isomorphic at almost all places in S(π) ∩ S(π ), then π and π are globally isomorphic. An alternate problem would be to fix a place v and study the set S(v) of cusp forms which satisfy the conjecture at v, and this is what is done in [Sa] for the case (n = 2, F = Q).
Two basic lemmas
First let us recall the basic notions of density for sets of primes. We will fix a number field F in what follows, and let P denote a prime ideal in the ring of integers O F with norm N (P ). Definition 1.1. Let S be a set of primes in F . Then the upper (resp. lower) Dirichlet density of S is given by
One says that S has a (Dirichlet) density, denoted δ(S), when the upper and lower densities are equal. For example, when S is the set of all but a finite number of primes, it has a density with δ(S) = 1. For general S, one knows that
It is helpful to note that, if X = S ∪ T is a (disjoint) partition of a set of primes, then one has
where
Here P runs over all the (finite) primes in F . Observe that D * is a group.
Indeed, the group operation is just multiplication of Euler products (as above), and the unit element is simply 1 (with a(P m ) = 0 for all P and m > 0 
We will denote by
Let log denote the single valued branch of the logarithm in (s) > 0, normalized to be real valued on the positive real line.
We will now introduce the following two hypotheses, the first of which will (turn out to) be satisfied by all the L-functions we will study (in the ensuing sections), and the second by most. These two hypotheses are satisfied, for example, by the incomplete Dedekind Zeta function relative to a set S of primes, namely
In this case, logζ F,S (s) = P ∈S m≥1 
We can do much better (in one direction) when L(s) satisfies the following positivity hypothesis:
(P) logL(s) defines (in (s) > 1) a Dirichlet series with real, non-negative coeficients.
Lemma 1.5. Let L(s) ∈ D
* satisfy the hypotheses (H1) and (P). Fix a positive real number t. Then we have
In particular, if t > λ(L), then the set
has positive lower density.
It is important to note that in this lemma, we are not assuming that the coefficients are bounded, and the hypothesis (H2) is not needed.
Proof of Lemmas 1.3 and 1.5. Let L(s) ∈ D * satisfy (H1) and (H2) and have real, uniformly bounded coeficients. Let t be a real number, and suppose that a(P ) ≥ t, for all P in a set X of primes of upper density 1. Then we obtain (using (H1) and (H2)) the following:
Note that the middle step is justified as X has (upper) density 1. Indeed, since all the a(P ) are bounded in absolute value by some R > 0, we have the following, with S denoting the complement of X:
Similarly, the contribution from the imaginary part of the sum over S also vanishes.
Thus if t > λ(L)
, the set X must have lower density < 1; hence S has upper density > 0. Taking t = λ + , we get the first assertion of Lemma 1.3.
Suppose a(P ) ≤ t, for some t, for all P in a set Y of lower density 1. Then, arguing as above, taking lim instead of lim, we see that λ(L) ≤ t. So if t = λ(L) − , Y cannot have lower density 1; hence its complement, say T , has positive upper density. This finishes the proof of Lemma 1.3. Now assume that L(s) satisfies (H1) and (P), but without the hypothesis that the coefficients are bounded. (We also do not assume that π satisfies (H2).) For any real number t, let X = X(t) denote (as above) the set of primes P where a(P ) ≥ t. Then we have (by positivity)
Here the middle step is justified as the coefficients a(P ) are non-negative. Thus
t , as asserted.
Proof of Theorem C
First we will establish a general result for GL(n), and then specialize to GL(2) to get what we want. Recall that given cuspidal automorphic representations π 1 , . . . , π r of GL(n 1 , A F ) , . . . , GL(n r , A F ), for some positive integers n 1 , . . . n r , one can form their isobaric sum ([L], [JS] , [HR] ) π := π 1 . . . π r , which is an automorphic representation of GL(n, A F ), with n = n 1 + . . . + n r , such that at every unramified place v, one has
Lemma 3.1.
Let π be a unitary, isobaric automorphic representation of GL(n, A F ) with coefficients a(P ) = a P (π). Fix t > 0. Then the set of primes P such that |a(P )| ≥ N (P )
t has density zero.
where the function on the right is the Rankin-Selberg L-function attached to the pair (π, π) ( [JPSS] , [Sh1] ). One knows (see [HR] ) that logL(s) is of positive type, i.e., it has non-negative coefficients as a Dirichlet series. One gets the following inequality for any set S of primes (for all real s > 1)
Now suppose S has upper density α > 0, and that, for some t > 0, a(P ) ≥ N (P ) t for all P in S. Then we obtain, from (3.2),
Since L(s) has an Euler product and is hence invertible in { (s) > 1}, the left hand side of (3.3) remains finite as one takes the lim sup as s goes to 1 + 2t. But the right hand side approaches α log(1/(s − 1)), a contradiction (as α > 0). Now we show how this lemma implies Theorem C. Indeed, let π be a unitary, cuspidal automorphic representation of GL(2, A F ) of central character ω and unramified conjugacy classes
where v is a uniformizer at v. For any n ≥ 1, we have
. Consequently, if X denotes the set of places which are archimedean or ramified (for π), we have (in (s) > 1)
where, for every v / ∈ X and m ≥ 1,
Since ω is unitary, the assertion (of Theorem C) will then follow if we show that, for any t > 0, we can find a set S of density 1 such that
This bound on α v is implied by the bound |a v (π)| ≤ 2(Nv) t/n . But the set T of finite places v where |a v (π)| ≥ 2(Nv) t/n has density zero. So we are done by choosing S to be the complement of T .
Proof of Theorem A
Let η be an arbitrary unitary, isobaric automorphic representation of
We have seen that L(s) satisfies (H1) and (P). Suppose
where each π j is cuspidal. Then one knows (cf. [JS] ) that
First let η be cuspidal, and take t = n. Then we get δ(T (η, n)) ≤ 1/n 2 . Thus the complement of T (η, n) has lower density greater than or equal to 1 − 1/n 2 . This proves the assertion of Theorem A for n ≥ 3. Now let π be a (unitary) cuspidal automorphic representation of GL(2, A F ) with coefficients a v and central character ω. By a theorem of Gelbart and Jacquet ([GJ] ), there exists an isobaric automorphic representation Ad(π) of
Claim 4.5. Let v be a finite place where π v is unramified. Then we have
, and the identity (4.6) results from the decomposition
The second assertion then follows easily by applying (4.4). Hence the claim. If π is associated to an idele class character of a quadratic extension of F, then one knows that π satisfies the Ramanujan conjecture. Hence we may, and we will, assume that we are not in this case, so that, by [GJ] , Ad(π) is cuspidal. Put
where m, k are non-negative integers to be (suitably) chosen below, and [1] is the trivial representation of
Lemma 4.8. Let v be a prime in T (π, 2). Then v lies in T (η, m + 3k).
Proof. Let v belong to T (π, 2). Then, by Claim 4.5,
Since by that same claim, a v (Ad(π)) is a positive real number (as |a v (π)| ≥ 2), it must in fact be ≥ 3. The Lemma now follows, since a v (η) = m + ka v (Ad(π)) by (4.7).
Combining this lemma with (4.4), we get
This holds for every choice of (non-negative) pairs (m, k). To obtain the best possible bound, we need to minimize the right hand side. It may be verified that the minimum occurs when k = 3m, yielding
This completes the proof of Theorem A. 
Proof of Theorem B
Let π be a unitary, cuspidal, self-dual automorphic representation of GL(n, A F ), n ≥ 2, such that the inverse roots α j,v lie in a fixed disk in C, for all v outside a finite set X of places containing the archimedean and ramified places (for π). Let L * denote the subgroup of D * generated by the following
Then, by the results of Jacquet, Shalika and Piatetski-Shapiro ( [JPSS] , [JS] ) for (i), (ii), and Shahidi ([Sh1, 2] 
satisfies (H 2 ) by our assumption on the |α j,v |. Note that, by the self-duality of π, the coefficients of all these L-series are real. Let m, k ∈ Z, with k = 0. Put
Putting r = m/k and applying Lemma 1.3, we get the existence of sets S j , j = 1, 2, of primes with δ(S 1 ), δ(S 2 ) positive, such that
Part (b) of the Theorem B follows easily. It remains to prove part (a). From now on, let n = 2. We may, and we will, assume that π is not associated to an idele class character of a quadratic extension of F . Let us now apply the assertion of part (b) to Ad(π), which is a self-dual, cuspidal automorphic representation of GL(3, A F ). Using (4.6), we then get, for all > 0, and for every r ∈ Q, a set S (= S 2 ) of primes of positive upper density such that
If we choose r to be greater than 3 , then 1 − (r + √ r 2 + 4)/2 + is negative, and thus (5.3) simplifies as
Now for any > 0, we can choose and rational number r > 3 such that (−r + √ r 2 + 4)/2 − > 1 − . Thus part (a) of Theorem B follows.
Remark 5.5. Note that the assertion concerning cusp forms π on GL(2)/F (in Theorem B) is proved in effect by consideration of the L-series
for suitable integers a, b, c, when ω π = 1. Instead of exploiting the automorphy of sym 2 (π) ( [GJ] ), we can also directly use the results of Shahidi ([Sh 1, 2] ) and arrive at the same conclusion.
We end this section clarifying certain points at the suggestion of Shahidi, but there will be no new results from here on. Using the method above, one can also recover some results of Serre in the appendix of [Sh2] . For example, if we let r = −8/3 and take S 2 as in (5.2) applied to Ad(π), we will get
which gives, as Serre remarks, the best possible lower bound with current knowledge. Moreover, we can prove (in the same vein) the following result, which is immediate from the discussion in [Sh2] , appendix: 
Let us note that Shahidi has proved the meromorphic continuation of L X (s, π, sym 5 ) and has shown that, at s = 1, it is either invertible or has a simple pole or zero.
We will now show how to prove the first part of Prop. 5.6. The second part follows by an obvious variant of the argument, and is left to the reader. The basic idea is to find an L(s) in the group G * where y, z, u are non-zero rational numbers to be chosen. (It is clear that an integral multiple of f (x) gives the coefficients of some L(s) ∈ G * , for any choice of (y, z, u) .) Then we have f (x) = (x 2 + u 2 )(x 3 + zx + y(x 2 − 2)).
Choose non-zero rational numbers a, t and set y = 2a − b, and z = t 2 + a 2 − 2ab, where b = 4a/(2 + a 2 + t 2 ). Then we get f (x) = (x 2 + u 2 )((x + a) 2 + t 2 )(x − b).
We claim that the unique real root b can be made to lie in ( √ 2− , √ 2), for any , by a suitable choice of a, t. Indeed, the (unallowable) limiting case (a, t) ( √ 2, 0) corresponds to b = √ 2 (and f (x) = (x 2 + u 2 )(x + √ 2) 2 (x − √ 2)). This shows that by choosing (a, t) to be close, but not equal, to ( √ 2, 0), we can make b arbitrarily close to √ 2 (from below). For example, put a = 1.414 and t = 0.01. Then b = 1.414178186451492888103901091 . . . .
