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Abstract
In analysis of an errors-in-variables model, it
is conventional to assume some extra informa-
tion are available in order to make the model
identifiable or the analysis easier. However,
it can happen that such information are hard
to access when there are no any replications
or instrumental variable are available. In such
cases, littie statistical methods are applicable,
and one is told to colloect more information
for further analysis. In this report, we de-
velop an estimation method for a log-linear
model with measurement errors and without
any extra information. It doesn’t require any
distribution assumption on the mismeasured
covariate. It is also applicable when the mis-
measured covariate is unknown and fixed con-
stant. In a short, a functional measurement
error model can be analyzed without extra in-
formation, which is uncommon in analyses of
errors-in-variables models.
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1 Motivation and Object
When measurement errors are present in a re-
gression analysis, it is well known that the
naive estimators are usually inconsistent and
hence not satisfactory. In order to make a
better inference, one usually needs some extra
information like additional variables are ob-
served or some parameters’ values are known.
However, knowing this variance may not al-
ways plausible in practices, especally when
there are no replicate measurements or other
instrumental variables can be observed.
In this report, we analyzed the log-linear
model with normal measurement errors. The
anslysis needs little assumption and hence is
more widely applicable than the analysis pro-
vided by Nakamura (1990), which requires the
knowledge of error’s variance.
1
2 Estimation without ex-
tra information
Consider a simple log-linear model with two
variables Y and X, and assume the following
relation holds
Yi | Xi i.i.d.∼ Poisson(λi),
λi = exp(β0 + β1Xi), i = 1, · · · , n.
If the Xi can be observed, the equations de-
rived from setting score functions to zeros are
n∑
1
Yi =
n∑
1
e(β0+β1Xi),
n∑
1
YiXi =
n∑
1
e(β0+β1Xi)Xi.
In stead of observing the true covariate Xi, we
assume that only surrogate Wi of Xi are ob-
served, whereWi = Xi+δi, and δi ∼ N(0, σ2δ ).
In practices, the Xi may be random variables
or unknown constants. We assume the later,
i.e. we have a functional case. The case when
Xi are random variables can be included when
inference is conditional on the Xi.
When measurement errors are present,
the Xi are unknown like other parameters,
and the likelihood approach is not feasible.
Nakamura (1990) had proposed the estimat-
ing equations
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(Wi−β1σ2δ )eβ0+β1Wi = 0,
to solve for estimates of β0 and β1 when σ
2
δ
is known. Under normality assumption of δ,
these equations are 0-unbiased and the resul-
tant estimators are consistent.
However, when σ2δ is unknown, the above
two equations are not enough for determining
the estimates of β0 and β1. As a natural ex-
tension from these two equations, it can be
shown that
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is also a 0-unbiased statistic. Thus we have
three equations for three unkown β0, β1 and
σ2δ . In summary, we propose solving
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for estimates of β0, β1 and σ
2
δ .
In order to show these estimates are con-
sistent and asymptotic normal distributed.
Three conditions are imposed to the unob-
served Xi.
i). Let Mn(s) =
1
n
∑n
i=1 e
sXi . We as-
sume there is a function M(s) such that
Mn(s) → M(s), ∀s ∈ R, and dkMn(s)dsk (=
1
n
∑
Xki e
sXi) → dkM(s)
dsk
for k = 1, . . . , 6,
as n→∞.
ii). limn→∞
n∑
i=1
eβ1Xi
i2
<∞,
limn→∞
n∑
i=1
X2i e
β1Xi
i2
<∞,
limn→∞
n∑
i=1
X4i e
β1Xi
i2
<∞.
iii). 3M(β1)M
′(β1)M ′′(β1) − 2[M ′(β1)]3 −
[M(β1)]
2M (3)(β1) 6= 0.
With these conditions, the folowing theorem,
which is our main result, is shown to be valid.
Theorem. Suppose that the the conditions
i), ii) and iii) are hold, then with probabil-
ity converges to 1, there is a solution θˆ =
(βˆ0, βˆ1, σˆ
2
δ )
′
of (2.1), (2.2) and (2.3) such that
θˆ
a.s.→ θ, where θ = (β0, β1, σ2δ )′ .
It is also true that
√
n(θˆ− θ) d.→ N(0, H),
where H = A−1(θ)B(θ)A−t(θ), and
A(θ) = n−1
n∑
i=1
E
[
∂
∂θt
φi(θ)
]
B(θ) = n−1
n∑
i=1
Cov {φi(θ)} , where
2
φi(θ) =
 φ1i(θ)φ2i(θ)
φ3i(θ)

=
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3 Conclusion and Discus-
sion
We have developed a method that can esti-
mate the regression parameters in log-linear
model, with measurement error and without
any extra information. It is applicable when
the unobserved covariates are random vari-
ables or fixed constants. The method can ex-
tend to the case when the regression function
is a multiple one easily, as long as the mea-
surement errors are assumed to be normal dis-
tributed. According to some simulation not
shown here, the proposed estimates works fine
in finite samples.
Some furture work can be motivated from
this report. It is uncommon that a func-
tional measurement error model can be anal-
ysed without any extra information. In some
other problems, the model can be unidentifi-
able, and the estimation may needs extra in-
formation and/or the distribution assumption
on the unobserved covariates. Why the log-
linear is different from them ? Is there any
other model that can be analysed without ex-
tra information ? If we can find the answers,
then may be we can develop some new estima-
tion method that needs less assumption than
the conventional ones, and hence the new es-
timation methods will be more widely appli-
cable.
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