Abstract. In the paper, a two-prey one-predator system with defensive ability and Holling type-II functional responses is investigated. First, the stability of equilibrium points of the system is discussed and then conditions for the persistence of the system are established according to the existence of limit cycles. Numerical examples are illustrated to attest to our mathematical results. Finally, via bifurcation diagrams, various dynamic behaviors including chaotic phenomena are demonstrated.
Introduction
In population dynamics, two species continuous time systems of predator-prey type have been discussed by a number of researchers (cf, [1, 2, 5, 6, 8, 18, 19, 20, 25] ). Especially, many authors including [18] have concentrated on predator-prey systems with Holling type-IV functional response to study the phenomenon of group defense. Indeed, they dealt with the following two species system: Since such models can exhibit only two main patterns : approach to an equilibrium point or to a limit cycle [21] , we need to turn our concerns to the ecological systems with three and more species to understand complex structure of the real world. There are many ways to depict mathematically the changes in population of multi-species. One of basic idea of describing such phenomenon is to consider another prey(x 2 ) different from the prey x 1 . Moreover, because the prey x 2 is a different species from the prey x 1 , a different functional response is need to describe the relationship between the prey x 2 and the predator y. In fact, if one takes into consideration the handling time of the predator to capture the prey, one figures out that the predator has a Holling type-II functional response [10] . Hence, in this paper, the following two-prey one-predator system with hybrid functional responses is considered: 
,
Here, all parameters are positive constants and the constant a 2 is the intrinsic growth rates of the prey population, b 2 is the coefficients of intra-specific competition, c 2 is the half-saturation constants and and e 2 is the rates of conversing preys into the predators. There are several researchers (cf. [9, 11, 13, 15, 16, 17, 22, 24] ) who have concerned about the ecological systems with three and more species like system (1.2) to understand complex dynamical behaviors of ecological systems in the real world. Especially, the authors in [17] proposed a prey-predator model with two-type functional response and impulsive biological control by adding impulsive biological control strategy to the above system and investigated the existence of an asymptotically stable prey-free periodic solution under some conditions and established the permanence conditions for the impulsive system. However, they did not study dynamical properties of system (1.2), which has no impulsive control strategy. Thus, the main object of this paper is to look into the dynamic behaviors of system (1.2). For this, in Section 2, basic properties such as the dissipativeness of system (1.2) are examined. Well known properties about equilibrium points and their stability of two subsystems without one of the preys of system (1.2) is summarized in Section 3. Also, stability analysis and persistence of the main system (1.2) are investigated in Section 4 and 5, respectively. Finally, in discussion section, we talk about a variety of dynamic behaviors including chaotic phenomena via numerical simulations of the solutions to system (1.2).
Basic Properties of System (1.2)
Obviously, the functions in the right hand sides of system (1.2) are continuous and have continuous partial derivatives on the state space R
+ = {(x, y, z)
T |x ≥ 0, y ≥ 0, z ≥ 0}. Indeed, straightforward computation yields that they are Lipschizian on R 3 + . Thus the solution of system (1.2) with non-negative initial condition exists and is unique, as the solution of system (1.2) initiating in the non-negative octant is bounded. Moreover, it is easy to see that if x 1 (0) > 0, then x 1 (t) > 0 for all t > 0. Same is true for x 2 and y components. Therefore, we conclude clearly that the first octant R 3 + is an invariant domain of system (1.2). A system is said to be dissipative if all population initiating in R 3 + are uniformly limited by their environment [7] . In fact, we have shown that system (1.2) is dissipative in the following theorem.
− mV (t), where m = min{1, d}. So, by comparison theorem, we obtain that
. 
) (using Propostion 2.1).
Thus we have y(t) ≤ y 0 exp(At), where
. Therefore, if A < 0, then lim t→∞ y(t) = 0. Hence, the equation (2.1) is a necessary condition for the survival of the predator(y). 
Stability Analysis for Subsystems
In the section, we will investigate several well known dynamic properties of two subsystems of system (1.2) obtained by removing one of two preys.
subsystem without the prey x 2
In order to study subsystems of system (1.2), first, we assume that there exists no the second prey x 2 . i.e., set x 2 = 0 in system (1.2). Thus, the system (1.2) can be rewritten as the following subsystem with one-prey and one-predator:
) .
In fact, there are many researchers who studied this subsystem about dynamical behaviors(cf, [12, 18, 26] ). Especially, Ruan and Xiao in [18] investigated the equilibrium points and their stability. We would like to introduce some of them to achieve our purpose of this paper as follows;
(i) The equilibrium point E 10 = (0, 0) always exists and is a saddle point.
(ii) The equilibrium point E 11 = ( 
4c1d 2 ). Moreover, subsystem (3.1) is a Kolmogorove system under the condition
. In this case, we can also take into account three different situations as follows; (iv) If a1 b1 <x − , then subsystem (3.1) does not have any positive equilibrium points. So, the dynamics of subsystem (3.1) is trivial
b1 <x + , then there exists the equilibrium point E 13 . Under this condition, subsystem (3.1) is a Kolmogorove system. The stability of the equilibrium points E 13 depends on the choice of parametric values.(See [18] for more details).
, then there exist two equilibrium points E 13 and E 14 . Under this condition, subsystem (3.1) is still a Kolmogorove system. Note that E 14 is a hyperbolic saddle and unstable. However, the stability of the equilibrium point E 13 depends on the choice of parametric values. (See [18] for more details).
subsystem without the prey x 1
Now, secondly, we consider the following one-prey and one-predator system acquired by ignoring the prey x 1
It is easy to see that subsystem (3.3) is a Kolmogorove system under the condition
Throughout this paper, we assume that subsystem (3.3) satisfies the condition (3.4). By applying the local stability analysis ( [3] ) to a Kolmogorov system (3.3) we have the following results;
(i) The equilibrium point E 20 = (0, 0) always exists and is a saddle point.
(ii) The equilibrium point E 21 = ( a2 b2 , 0) always exists and is a saddle point under the condition (3.4).
(iii) Under the condition (3.4), the positive equilibrium point E 22 = (x,ȳ) exists, where
and it is a locally asymptotically stable point if the following condition holds:
holds, the solution to the system (3.3) approaches to a stable limit cycle.
Stability Analysis for System (1.2)
In this section, the existence and local stability of the equilibrium points of system (1.2) are investigated.
existence of equilibrium points
There exist at most four non-negative equilibrium points of system (1.2). First, the existence conditions of them are mentioned as follows; (I) The trivial equilibrium point E 0 = (0, 0, 0) and one prey equilibrium point
b2 , 0) always exist. However, the predator dies out in the absence of the preys. Thus the equilibrium point (0, 0, z c ) with z c > 0 does not exist.
(II) Two species equilibrium points E 3 = ( a1 b1 , a2 b2 , 0) and E 4 = (0,x,ȳ) exist in the interior of positive quadrant of x 1 x 2 and x 2 y plane, respectively, under the Kolmogorov condition (3.4), wherex andȳ are given in equation (3.5) . For the equilibrium points in the interior of positive quadrant of the x 1 y plane, we consider the following three cases. Letx 0 ,ỹ 0 ,x ± andỹ ± be defined in subsection 3.1.
b1 ; (V) The equilibrium points E 6 and E 7 = (x + , 0,ỹ + ) exist in the x 1 y plane and, moreover, E 7 is a hyperbolic saddle point. 
By applying elementary calculation to the above equation (4.1), we obtain that (4.2)
From (3.4), we know that e 2 − dc 2 > 0 and x * 2 < a2 b2 . Therefore, sufficient conditions for the existence of the positive equilibrium point in the interior of the first octant are as follows:
stability for the equilibrium points
Now, consider the variational matrix V (x, y, z) of system (1.2) in order to investigate the stabilities of the above mentioned equilibrium points. Thus we get the matrix
where (4.5)
Now, using the variational matrix (4.4), the local stability of system (1.2) near the equilibrium points are studied.
(I) The trivial equilibrium point E 0 = (0, 0, 0) is a hyperbolic saddle point. In fact, near E 0 both the preys population are increasing while the predator population is reducing. Moreover, it is easily seen from the variational matrix that the equilibrium points E 1 = ( (III) Now, consider the equilibrium point E 4 = (0,x,ȳ). The point E 4 has the same stability behavior as E 22 = (x,ȳ) in the interior of positive coordinate plane x 2 y. Thus, if the point E 22 is local stable, then the point E 4 is locally stable or unstable along the x 1 direction according to the sign of the eigenvaluē
(IV) The equilibrium point E 5 = (x 0 , 0,ỹ 0 ) is always unstable, if it exists, since
b1 , the equilibrium point E 7 = (x + , 0,ỹ + ) is also unstable due to the unstability of the point E 14 = (x + ,ỹ + ). However, under the only condition e 
Thus the characteristic equation of the matrix V * is obtained as 
Proof. Clearly, we know that v * 
Proof. Thanks to the theorem 2.1, we have only to show that all solution of system (1.2) with positive initial condition are positive as time goes to infinity.
(1) First, in order to find necessary conditions for the persistence of system (1.2), note that E 22 = (x,ȳ) is locally stable in the x 2 y-plane under Kolmogrov condition (3.4). Thus, if there are no non-trivial periodic solutions in the x 2 y plane and the equation (5.1) dose not hold(i.e.λ 1 < 0), then there is an orbit in the positive cone, which approaches to the point E 4 = (0,x,ȳ) since E 4 is a stable equilibrium point. Hence, the condition (5.1) is one of the necessary conditions for the persistence. Since E 13 = (x − ,ỹ − ) is locally stable in the x 1 y-plane, by applying the similar method to the equilibrium point E 6 = (x − , 0,ỹ − ), we know that the equation (5.2) is another necessary condition.
(2) Next, we will use the abstract theorem of Freedman and Waltman [7] to figure out sufficient conditions for the persistence of system (1.2). For this, consider the growth functions f 1 , f 2 and f 3 in (4.1). Then we find out that the following four conditions are satisfied:
(C1) Clearly, we get Actually, by (5.6), there exists a unique E 4 = (0,x,ỹ) and
b1 and Kolmogrov condition (3.4), we can get that f 3 ( In other words, system (1.2) has no non-trivial periodic solutions in the boundary planes. Moreover, it is not difficult to check that system (1.2) satisfies the hypotheses of Theorem 5.1 and the sufficient conditions from (5.3) to 5.1, system (1.2) is persistent. In fact, the numerical trajectory of system (1.2) is shown in Figure 2 , which also suggests the possibility for the existence of a limit cycle of system (1.2). Proof. Note that the variational matrix about the limit cycle (0, u 2 (t), v 2 (t)) is as follows:
Now, consider a solution (x 1 , x 2 , y) of system (1.2) with positive initial condition (z 1 , z 2 , z 3 ) sufficiently close to the limit cycle. It is from the variational matrix V c that ∂x1 ∂z1 is a solution of the system
Therefore, by using Taylor expansion, we have
Thus the value of x 1 increases or decreases according to the sign of that of
Since E 4 = (0,x,ȳ) and the limit cycle (0, u 2 (t), v 2 (t)) are the only possible limit in the x 2 y plane of trajectories with a positive initial condition, the trajectories go away from the x 2 y plane under the conditions (5.3) and (5.7).
(1 = (x 0 , 0,ỹ 0 ) in the x 1 y plane. Thus, the limit cycles (u 1 (t), 0, v 1 (t)) are the only possible limit in the x 1 y plane of trajectories. By applying the similar method mentioned above to this case, we know that the trajectories with positive initial condition go away from the x 1 y plane under the condition (5.8).
(2) Under the condition e 2 1 − 4c 1 d 2 > 0, the only possible limits in the x 1 y plane are the limit cycles (u 1 (t), 0, v 1 (t)) and the equilibrium points E 6 and E 7 if these exist. However, the trajectories with a positive initial condition go away from the x 1 y plane under the condition (5.8) by the similar method to the case of (1). Furthermore, the point E 7 is always saddle if it exists and E 6 is unstable if E 13 is unstable, or if E 13 is locally stable and the condition (5.4) is satisfied.
Therefore the proof is complete. 2
Discussion
In this paper, we have discussed an ecological system with the two types of functional responses, Holling type-II and IV. We have given sufficient conditions for the stability of the equilibrium points of the system by using the Routh-Hurwitz criterion. In addition, a necessary condition and sufficient conditions of the persistence of the system have been established. In order to substantiate our theoretical results, some numerical examples have been exhibited. Now, in order to observe the dynamic complexities of system (1.2), numerically, we fix the parameters except a 2 as follows: a 1 = 3.1, b 1 = 1.1, b 2 = 1.2, c 1 = 1.0, c 2 = 1.0, d = 0.7, e 1 = 0.9 and e 2 = 0.8. Figure 3 illustrates the the bifurcation diagrams of system (4.1) when 3.7 ≤ a 2 ≤ 4.2. Thank to this figure, we can investigate numerically that the system undergoes various dynamical behaviors such as periodic doubling bifurcations, periodic windows, chaotic regions and so on. Figure 3 : Bifurcation diagrams of system (1.2) with respect to a 2 :(a),(b) maxima for the preys x 1 (t) and x 2 (t), respectively ; (c) maxima for the predator y(t).
