In this paper we introduce a class of self-exciting threshold integer-valued autoregressive models driven by independent Poisson-distributed random variables. Basic probabilistic and statistical properties of this class of models are discussed. Moreover, parameter estimation is also addressed. Specifically, the methods of estimation under analysis are the least squares-type and likelihood-based ones. Their performance is compared through a simulation study.
Introduction
In the analysis of stationary integer-valued time series the class of Poisson integer-valued autoregressive moving average models plays a central role. Such models, however, are unlikely to provide a sufficiently broad class capable of accurately capturing features often exhibited by time series of counts such as sudden burst of large values, volatility changes in time, high threshold exceedances appearing in clusters, and the so-called piecewise phenomenon. Addressing some of these issues Hall et Since their introduction by Tong (1977) much attention has been given to threshold models partially because of their wide applicability to economy and finance (Boero and Marrocu, 2004 ; Pai and Pedersen 1999; Potter, 1995) , hydrological (Fu et al. 2004 ), ocean engineering (Scotto and Guedes Soares, 2000) , electricity markets (Amaral et al., 2008) and physical phenomena (Tong, 1990) . Among the more successful threshold models we mention the SelfExciting Threshold AutoRegressive Moving Average (in short SETARMA) model (Tong, 1983 ). The SETARMA model of order (k; p 1 , . . . , p k ; q 1 , . . . , q k ) takes the form
where (Z t ) t∈Z Z is a sequence of independent and identically distributed (i. It is worth to mention that all references given in the previous paragraph deal with the case of conventional (id est, continuous-valued) threshold models. In contrast, however, the analysis of integer-valued threshold models has not received much attention in the literature.
Motivation to include discrete data models comes from the need to account for the discrete nature of certain data sets, often counts of events, objects or individuals. The analysis of time series of counts has become an important area of research in the last two decades par- We refer to McKenzie (2003) for an overview of the early work in this area and to Tremayne (2006, 2010) and Weiß (2008b) for recent developments.
In this paper, we investigate basic probabilistic and statistical properties of the self-exciting threshold integer-valued autoregressive model of order one with two regimes (hereafter referred to as SETINAR(2, 1)) defined by the recursive equation
with ϕ t := α 1 I t−1,1 + α 2 I t−1,2 , where the thinning operator • is defined as
sequences of Bernoulli random variables
with success probabilities P (U i,t (α 1 ) = 1) = α 1 ∈ (0, 1) and
respectively, which for each t both are independent of X s for s ≤ t − 1. Moreover respectively. The sample path in Figure 1 (b) tends to move between regimes quite often reflecting the fact that when α 1 and α 2 are close from each other, it becomes more difficult to distinguish between the two regimes. This is in contrast with the sample path displayed is The rest of the paper is organized as follows: in Section 2, we demonstrate the existence of a strictly stationary SETINAR(2, 1)-process satisfying (2) . Expressions for the mean and variance are also given. Furthermore, we derive a set of equations from which the autocorrelation function can be obtained. Parameter estimation is covered in Section 3. In Section 4 the results are illustrated through a simulation study. Finally, some concluding remarks are given in Section 5.
Basic properties of the SETINAR(2, 1) model
Let X t be the process defined in (2) . We first prove that there exists a strictly stationary SETINAR(2, 1)-process satisfying (2). 
where
From the expression above it follows that the chain is irreducible and aperiodic. Furthermore, to show that X t is positive recurrent it is sufficient to prove that
Note that by iterating equation (2) it follows that
which allow us to write
. . .
Note that the last expression implies that
P t (0, 0) = +∞, by using the comparison criterion for series convergence . This proves that X t is a positive recurrent Markov chain and hence ergodic which ensures the existence of a strictly stationary distribution of (2).
Remark 2.1. As in the conventional case, it is generally difficult to obtain an explicit analytic formula for the stationary marginal distribution of the SETINAR process. In a companion paper, this issue will be treated and discussed in detail.
The next lemma ensures that the first three moments exist. This lemma will be useful in proving some asymptotic properties of the conditional least squares estimators.
Lemma 2.1. Let X t be the process defined by the equation in (2) . For k = 1, the aim is to prove that
with α max := max(α 1 , α 2 ), for any value of t. It is easy to check that the above inequality holds for E(X 1 ). Furthermore, assume that is true for E(X t−1 ), then
Similarly, for k = 3
In view of the fact that the chain starts at 0, by (4), (5) and (6) it follows that E(X k t ) < ∞ for k = 1, 2, 3. Now, from the Portmanteau lemma (see e.g. Billingsley, 1979 , Theorem 29.1, p. 329) for convergence in distribution the result follows
Now we are prepared to obtain the mean and the autocovariance function of the process.
For simplicity in notation we define p :
, and γ
Lemma 2.2. The expectation of X t is given by
Moreover, the variance of X t takes the form
Finally, the autocovariance function
Proof.
The first term on the right-hand side of (7) is
By the same arguments as above, it follows that
Finally, III takes the form
Thus, the second statement in Lemma 2.2 follows by replacing (8), (9) , and (10) in (7). The autocovariance function follows by similar arguments after some tedious calculations. We skip the details.
Parameters estimation
Let (X 1 , . . . , X n ) be a sequence of r.v's satisfying (2) being θ := (θ 1 , θ 2 , θ 3 ) ≡ (α 1 , α 2 , λ) the vector of unknown parameters. The methods of estimation under analysis in this section are the least squares and the conditional maximum likelihood. Recall from the introduction that R is assumed to be known.
Conditional Least Squares Estimators (CLS)
The CLS-estimatorsθ CLS := (α 1,CLS ,α 2,CLS ,λ CLS ) of θ are obtained by minimizing the
The following result establishes the asymptotic distribution of the CLS-estimators.
Theorem 3.1. The CLS-estimators are strongly consistent and asymptotically normal, i.e.,
where V and W are square matrices of order 3, with elements
respectively.
Proof. Consistency and asymptotic normality can be easily proved by using the results in 
Condition (A) is satisfied since X t is a first-order Markov chain. In order to prove condition (B) we check that the W ij 's for i, j = 1, 2, 3 are all finite.
Using the same arguments for α 2 we obtain
< ∞ (by Remark 2.2).
Considering now i = 3 and j = 3, we have
On the other hand
and
Therefore condition (B) is also satisfied. Finally, note that the determinant of V is 
Conditional Maximum Likelihood Estimation (CML)
For a fixed value of x 0 the conditional likelihood function for the SETINAR(2, 1) model can be shown to be
From the partial derivatives of first order we obtain the system
Analytical estimates for this system cannot be found. Thus to solve this system numerical procedures have to be employed. The following results establish consistency and the asymptotic distribution of the CLS-estimators.
Theorem 3.2. Let {X t } be a SETINAR(2,1) process satisfying (C1)-(C6). Then, there
exists a consistent solutionθ CM L of (11) which is a local maximum of l(θ) with probability going to one. Moreover, any other consistent solution of (11) coincides withθ CM L with probability going to one, when n tends to infinity.
Theorem 3.3. Under the assumptions of the Theorem 3.2 and for a fixed value of R the CML-estimators are asymptotically normal
where I(θ) is the Fisher information matrix.
Proof. of Theorems 3.2 and 3.3
In order to find large sample distribution of the CLM-estimators, we will use the same ar- 
Finally, for u = 1, . . . , r
then the r × r matrix σ(θ) = (σ uv ) is nonsingular.
(B) (i) For each θ ∈ Θ, the stationary distribution, which by assumption exists and is unique, has the property that each ξ ∈ X, p θ (ξ, ·) is absolutely continuous with respect to p θ (·):
(ii) There is some δ > 0 (which may depend on θ) such that for u = 1, . . . , r,
Note that in the context of the SETINAR(2;1) model conditions (A) and (B) have to be adapted.
The first partial derivatives of the transition function are given by
and for i = 1, 2,
From expressions (13) and (14) it follows easily that the first derivatives of the logarithm of the transition function are
Equations (13)- (16) allow us to conclude that each regime falls into the INAR structure considered by Franke and Seligmann (1993) . These authors showed that for the Poisson distribution, as the distribution of innovations, the following set of conditions hold: 
Moreover for the SETINAR(2;1) model it is necessary to verify the following conditions (analogous to conditions (C5) and (C6) in Franke and Seligmann (1993)):
(C5) For any λ ′ ∈ B there exists a neighborhood U of λ ′ and the sequences ψ 1 (n) = const1.n, ψ 11 (n) = const2.n 2 , and ψ 111 (n) = const3.n 3 , with const1, const2, const3
suitable constants, and n ≥ 0 such as ∀λ ∈ B e ∀m ≤ n, with P (Z t ) non-vanishing,
and with respect to the stationary distribution of the process (X t ) 
where, for i = 1, 2,
It is important to stress that matrices A i , i = 1, 2, has the same structure as the Fisher information matrix analyzed by Franke and Seligmann (1993) , which implies that the same arguments can be used to prove that A i has positive determinant. The matrix
is, e.g., non-singular if the matrix with entries
is non-singular for a set of m i , m 1 ≤ R and m 2 > R, with positive measure under the stationary distribution. Franke and Seligmann (1993) proved that 
Simulation study
The aim of this section is to illustrate the theoretical findings given in Section 3 and to assess the small, moderate and large sample behavior of the CLS-and CML-estimators.
The simulation study contemplates the following combination of α's and λ: α 1 = {0.2, 0.8}, α 2 = {0.1, 0.65} and λ = {3, 7}. For each combination of these parameters, the value of R was chosen such that at least 50% of the observations are in the first regime. Hence we consider eight distinct SETINAR(2, 1) models with Poisson innovations; see Table 1 .
( Table 1 about here) For each model, time series of length n = 50, 100, 200, 500 with 1000 independent replicates were simulated. The results are summarized in Tables 2 and 3. ( Table 2 about here) (Table 3 about here) A closer look at the tables shows the superiority of the CML method in terms of both bias and mean square error (MSE), with special relevance for small and moderate samples. 
