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GENERALIZED SPRINGER THEORY FOR D-MODULES
ON A REDUCTIVE LIE ALGEBRA
SAM GUNNINGHAM
Abstract. Given a reductive group G, we give a description of the abelian category of G-
equivariant D-modules on g “ LiepGq, which specializes to Lusztig’s generalized Springer corre-
spondence upon restriction to the nilpotent cone. More precisely, the category has an orthogonal
decomposition in to blocks indexed by cuspidal data pL, Eq, consisting of a Levi subgroup L, and
a cuspidal local system E on a nilpotent L-orbit. Each block is equivalent to the category of
D-modules on the center zplq of l which are equivariant for the action of the relative Weyl group
NGpLq{L. The proof involves developing a theory of parabolic induction and restriction functors,
and studying the corresponding monads acting on categories of cuspidal objects. It is hoped
that the same techniques will be fruitful in understanding similar questions in the group, elliptic,
mirabolic, quantum, and modular settings.
Main results. In his seminal paper [Lus84], Lusztig proved the Generalized Springer Correspon-
dence, which gives a description of the category of G-equivariant perverse sheaves on the nilpotent
cone NG Ď g “ LiepGq, for a reductive group G:
PervGpNGq »
Kà
pL,Eq
ReppWG,Lq.
The sum is indexed by cuspidal data: pairs pL, Eq of a Levi subgroup L of G and simple cuspidal
local system on a nilpotent orbit for L, up to simultaneous conjugacy. For each such Levi L,
WG,L “ NGpLq{L denotes the corresponding relative Weyl group.
The main result of this paper is that Lusztig’s result extends to a description of the abelian
category MpgqG of all G-equivariant D-modules on g:
Theorem A. There is an equivalence of abelian categories:
MpgqG »
Kà
pL,Eq
M pzplqq
WG,L ,
where the sum is indexed by cuspidal data pL, Eq.
Here zplq denotes the center of the Lie algebra l of a Levi subgroup L which carries an action of the
finite group WG,L,
1 and MpzplqqWG,L denotes the category of WG,L-equivariant D-modules on zplq,
or equivalently, modules for the semidirect productDzplq¸WG,L. If we restrict to the subcategory of
modules with support on the nilpotent cone (which can be identified with the category of equivariant
1In fact, in the cases when L carries a cuspidal local system, WG,L is a Coxeter group and zplq its reflection
representation.
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perverse sheaves via the Riemann-Hilbert correspondence), the corresponding blocks restrict to the
category of representations of WG,L, which recovers the Generalized Springer Correspondence.
Example. In the case G “ GLn, it is known that there is a unique cuspidal datum up to conjugacy,
corresponding to a maximal torus of GLn. Thus we have:
Mpglnq
GLn »MpAnqSn » DAn ¸ Sn ´mod
Remark. The result for GLn can also be seen by using the functor of quantum Hamiltonian reduc-
tion, which, by the Harish-Chandra homomorphism of Levasseur-Stafford [LS95, LS96], naturally
takes values in pDAnq
Sn ´ mod » DAn ¸ Sn ´ mod. In general, quantum Hamiltonian reduction
will only see the Springer block (corresponding to the unique cuspidal datum associated with the
maximal torus).
The proof of Theorem A is based on the idea that the category MpgqG can be described in
terms of parabolic induction from cuspidal objects in the category MplqL associated to a Levi
subgroup L of G, where cuspidal objects are precisely those which themselves cannot be obtained
from parabolic induction from a smaller Levi subgroup. The blocks of MpgqG corresponding to
cuspidal data pL, Eq, consist precisely of summands of parabolic induction from cuspidal objects
on MplqL. A priori, parabolic induction and restriction are a pair of adjoint triangulated functors
between the equivariant derived categories DpgqG and DplqL. In this paper, we prove:
Theorem B. Parabolic induction and restriction restrict to bi-adjoint exact functors between
abelian categories:
indGL :Mplq
L
00MpgqG : resGL
pp
In addition, these functors are independent of the choice of parabolic subgroup P containing L, and
satisfy a Mackey formula:
MstL :“ res
G
M ind
G
L pMq »
à
wPWLzWG{WM
indMMX 9wLres
9wL
MX 9wL 9w˚pMq
When the object M is cuspidal, the Mackey formula reduces to:
LstLpMq »
à
wPWG,L
w˚pMq.
The core technical result of this paper states that the above isomorphism defines an isomorphism
of monads acting on the category of cuspidal objects of MplqL.
There is also a geometric characterization of the blocks corresponding to a fixed Levi L. The
singular support of a G-equivariant Dg-module gives rise to a closed subvariety of the variety
commpgq of commuting elements of g. We define a locally closed partition of commpgq, indexed by
conjugacy classes of Levi subgroups L of G:
commpgq “
ğ
pLq
commpgqpLq.
In particular, we have a closed subset commpgqěpLq (respectively, commpgqąpLq) given by the union
of commpgqpMq for Levi subgroups M which contain (respectively, properly contain) a conjugate of
L.
Theorem C. Given a non-zero indecomposable object M PMpgqG, the following are equivalent:
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(1) M is a quotient of indGL pNq for some cuspidal object N in Mplq
L.
(2) M is a direct summand of indGLpNq for some cuspidal object N in Mplq
L.
(3) The singular support of M is contained in commpgqěpLq, but not in commpgqąpLq.
The results can be interpreted as follows: the partition of commpgq gives rise to a decomposition
of the category of G-equivariant D-modules (which, a priori, is only semiorthogonal) by considering
the subcategories of objects with certain singular support with respect to the partition. Theorem C
implies that this agrees with the recollement situation given by parabolic induction and restriction
functors, which in this case happens to be an orthogonal decomposition.
Remark. The category of character sheaves consists of objects in MpgqG whose singular support
is contained in gˆNG. For such objects, the singular support condition in Theorem C reduces to
a support condition with respect to the corresponding (Lusztig) partition of g.
Background. The study of equivariant differential equations and perverse sheaves on reductive
groups (or Lie algebras) has a rich history. Given a complex reductive group G, Harish-Chandra
showed that any invariant eigendistribution on (a real form of) G satisfies a certain system of dif-
ferential equations [HC64]. The Harish-Chandra systems were reinterpreted by Hotta and Kashi-
wara [HK84] usingD-module theory, and explained the connection to Springer theory (the geometric
construction of representations of the Weyl group), as developed by Springer [Spr78], Kazhdan-
Lusztig [KL80], and Borho–MacPherson [BM83]. In his seminal paper [Lus84] Lusztig defined
and classified cuspidal local systems and proved the generalized Springer Correspondence, which
classifies equivariant perverse sheaves on the unipotent cone of G. He then went on to develop the
theory of character sheaves, leading to spectacular applications to the representation theory of finite
groups of Lie type. These ideas were recast in the D-module setting by Ginzburg [Gin89,Gin93] and
Mirkovic [Mir04] leading to many simplifications. More recent work of Rider and Russell explore
the derived direction of generalized Springer theory [Ach11,Rid13,RR14].
One aspect of the work presented here which is fundamentally different from that of previous au-
thors, is that our results concern all equivariantD-modules, not just character sheaves (in particular,
not just holonomic D-modules). The theory of character sheaves (as reformulated by Ginzburg) is
about equivariant D-modules on G for which the Harish-Chandra center Z “ pDGq
GˆG acts locally
finitely; thus character sheaves are discrete over the space SpecpZq of central characters - character
sheaves with incompatible central characters don’t “talk” to each other. This becomes even clearer
in the Lie algebra setting, where character sheaves can just be defined as the Fourier transforms
of orbital D-modules (i.e. those with support on finitely many orbits). Many of our results in
this paper have well-known analogues in the theory of character (or orbital) sheaves. For example,
there are a variety of different proofs of exactness of parabolic induction and restriction (Theo-
rem B) in the setting of character and orbital sheaves (see e.g. Lusztig [Lus85], Ginzburg [Gin93],
Mirkovic [Mir04], Achar [Ach11]); however, each of these proofs makes essential use of the character
sheaf restriction, so they do not lead to a proof of Theorem B (as far as the author is aware, the
idea behind our proof is essentially new).
The change in focus from character sheaves to all equivariant D-modules is conceptually impor-
tant as it allows one to do harmonic analysis on the categoryMpgqG. For example, one might want
to try to formulate a Plancherel theorem: express an arbitrary equivariant D-module as a direct
integral of character sheaves.
4 SAM GUNNINGHAM
The setting of G-equivariant D-modules on g is, in a certain sense, the simplest example in a
family of settings:
‚ The mirabolic setting Let X “ glnˆC
n. The group GLn acts on X by the adjoint action
on the first factor, and the standard representation on the second factor. We consider the
category of GLn-equivariant D-modules on X; more generally, we can consider the category
of c-monodromic D-modules for any c P C. There is a well known relationship between such
D-modules and modules for the spherical subalgebra of the rational Cherednik algebra (with
parameter c); these ideas have been the subject of considerable interest, for notably in the
work of Ginzburg with Bellamy, Etingof, Finkelberg, and Gan [BG15,EG02,FG10,GG06].
Our results in this paper suggest a new approach to this topic via parabolic induction and
restriction functors. Work of McGerty and Nevins [MN14] describes a recollement situation
associated to a certain stratification of the cotangent bundle T ˚X; it seems natural to
construct this recollement from such induction and restriction functors.
‚ The group setting. Most of the results in this paper carry over to the category of G-
equivariant D-modules on the group G. This topic will be addressed in a sequel to this
paper. One reason that this setting is more interesting is that this category appears as
the value assigned to a circle by a certain topological field theory (TFT) ZG. This TFT
is constructed and studied in work of the author with David Ben-Zvi and David Nadler
[BZGN17] (based on earlier work of Ben-Zvi and Nadler [BZN09]), where we show that the
value of ZG on an oriented surface Σ is the Borel-Moore homology of the Betti moduli stack
of G-local systems on Σ. The cohomology (and Hodge theory) of closely related varieties are
the subject of conjectures of Hausel, Letellier, and Rodriguez-Villegas [HRV08,HLRV11].
‚ The quantum setting The ring of quantum differential operators, DqG is a certain defor-
mation of the ring of functions on GˆG. It has been studied extensively by Semenov-Tyan-
Shanskii, Alekseev, Backelin–Kremnizer, and Jordan [Ale93, BK06, STS94, Jor09]. In the
beautiful papers [BZBJ15,BZBJ16] of Ben-Zvi–Brochier–Jordan it was shown that DqG (or
more precisely its category of equivariant modules MqpGq) is obtained as the factorization
homology on a genus one curve with coefficients in the category RepqpGq of representations
of the quantum group.
‚ The elliptic setting. Let GE be the moduli of degree 0, semistable G-bundles on an
elliptic curve E, together with a framing at the identity element of E; this is a smooth
variety with an action of G, changing the framing. The G-equivariant geometry of GE is
closely related to the geometry of G and g (which can be defined in the same way as GE , but
replacing E with a nodal or cusp curve). The category of G-equivariantD-modules on GE is
the home of elliptic character sheaves. The starting point of the study of vector bundles on
elliptic curves was the work of Atiyah [Ati57], with subsequent work by Friedman–Morgan–
Witten [FMW98], and Baranovsky–Ginzburg (later with Evens) [BG96] [BEG03]. More
recent work in this direction has been done by Ben-Zvi–Nadler [BZN15], Li–Nadler [LN15],
and Fratila [Fra16]. Elliptic character sheaves can be thought of as a model for character
sheaves for the loop group LG. Thus, the study of generalized Springer theory in this
setting is relevant both to local and global (over E) versions of geometric Langlands.
Outline of the paper.
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‚ In Section 1, we define derived functors of parabolic induction and restriction, and show
that they satisfy a general form of the Mackey theorem.
‚ In Section 2 we study certain partitions of g and the variety of commuting elements commpgq
indexed by Levi subgroups L of g.
‚ In Section 3 we show that the parabolic induction and restriction functors restrict to exact
functors on the level of abelian categories. This is essentially proved by observing that,
generically parabolic induction and restriction are controlled by direct and inverse image
under an e´tale map, and the behavior over the non-regular locus is controlled by the key
observation that the non-regular locus of commplq can not contain the singular support
of a non-trivial D-module. We characterize those objects which are killed by parabolic
restriction, by their singular support with respect to the partition of commpgq introduced
in Section 2.
‚ In Section 4, we show that the monad associated to the induction/restriction adjunction
acting on a block of cuspidal objects is described by the action of the relative Weyl group.
The monad can be thought of as a relative version of the Borel-Moore homology of the
Steinberg variety with its convolution operation.2 As in other incarnations of Springer
theory, we first consider the restriction of the monad to the regular locus and then extend.
In particular, this gives a new proof of the classical results of Springer theory. This allows
us to deduce Theorem A. The existence of a recollement situation may be already deduced
from the theory of induction and restriction; the fact that the recollement is split follows
from the semisimplicity of the group algebra of the Weyl group.
‚ In Appendix A, we give an overview of some of the category theory required in this paper. In
particular, we explain how the Barr-Beck theorem allows one to upgrade certain adjunctions
to recollement situations.
‚ In Appendix B, we gather some general results on D-modules.
Notation. The following overview of notational conventions may be helpful when reading this
paper.
‚ The following is a summary of the notation for D-modules (further details can be found
in Appendix B). The abelian category of (all) D-modules on a smooth variety or stack
X is denoted MpXq; the (unbounded) derived category is denoted DpXq. Thus if U is a
smooth algebraic variety with an action of an affine algebraic group K, and X “ U{K is
the quotient stack, we write MpXq or MpUqK for the abelian category of K-equivariant
D-modules on U . The equivariant derived category DpXq “ DpUqK is a t-category with
heart MpXq (which is not equivalent to the derived category of MpXq in general). If X
is not smooth, then MpXq means the subcategory of D-modules on some smooth ambient
variety or stack with support on X .
‚ Throughout the paper, G always refers to a complex reductive group P and Q are parabolic
subgroups with unipotent radicals U and V respectively, and L “ P {U , M “ Q{V are the
2In this paper it will be convenient to make use of the categorical language of monads as a convenient tool.
However, in our setting, the categories on which the monads act can all be represented as modules for an algebra. In
this case, the notion of a monad is very concrete: a (colimit preserving) monad acting on the category R´mod for
a ring R is an algebra object in the monoidal category of R-bimodules. This is the same thing as an R-ring, i.e. a
ring A together with a (not necessarily central) ring map RÑ A. A module for the monad A in R´mod is nothing
more than an A-module.
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Levi factors. Frequently, we will consider splittings of L and M as subgroups of G, and
we usually want them to contain a common maximal torus. Lie algebras are denoted by
fraktur letter g, p, q, etc. as usual.
‚ We use the notation g to refer to the quotient stack g{G. ThusMpgq means the same thing
as MpgqG. Similarly, we have p, l, etc. This, and further notation for related stacks (e.g.
the Steinberg stack QstP ) is introduced in Subsection 1.1.
‚ Functors of parabolic induction and restriction (introduced in Subsection 1.2) will be de-
noted by IndGP,L and Res
G
P,L in the derived category context, and ind
G
P,L and res
G
P,L in
the abelian category context (once we have deduced that they are t-exact). The Steinberg
functors are the composites of parabolic induction with restriction, and are denoted by St
(in the derived setting) or st (in the abelian setting).
‚ Given an element x P g, we writeHpxq “ HGpxq for the centralizer CGpxsq of the semisimple
part of x with respect to the Jordan decomposition. This is a Levi subgroup of G.
‚ We frequently work with the poset LeviG of Levi subgroups of G up to conjugacy, ordered
by inclusion. Thus pMq ď pLq means that some conjugate of M is contained in L.
‚ We use a superscript on the left to denote the adjoint action or conjugation. Thus gx means
Adpgqpxq (for some g P G, x P g), and if P is a subgroup of G, then gP means gPg´1.
Acknowledgments. Much of this paper was written while I was a postdoc at MSRI, and I would
like to thank them for their hospitality. This work (which arose from my PhD thesis) has benefited
greatly from numerous conversations with various people over the last few years. The following is a
brief and incomplete list of such individuals whom I would especially like to thank, with apologies
to those who are omitted. P. Achar, G. Bellamy, D. Ben-Zvi, D. Fratila, D. Gaitsgory, D. Jordan,
D. Juteau, P. Li, C. Mautner, D. Nadler, L. Rider, T. Schedler. I am particularly grateful to an
anonymous referee for their comments and suggestions on an earlier draft.
1. Mackey Theory
In this section we will define the functors of parabolic induction and restriction between categories
of D-modules (or constructible sheaves), and define the Mackey filtration in that setting.
1.1. The adjoint quotient and Steinberg stacks. Throughout this subsection, we will fix a
connected reductive algebraic group G, and parabolic subgroups P and Q of G. We will denote
by U and V the unipotent radicals of P and Q, and the Levi quotients will be denoted L “ P {U ,
M “ Q{V , respectively. The corresponding Lie algebras will be denoted by lower case fraktur
letters as usual; thus the Lie algebras of G, P , Q, U , V , L, M shall be denoted g, p, ,q, u, v, l, m
respectively.
Recall that an algebraic group acts on its Lie algebra by the adjoint action. For ease of reading
we will denote the adjoint quotient stacks with an underline as follows: g{G “ g, p{P “ p, l{L “ l,
etc. We have a diagram of stacks
(1) g p
roo s // l.
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Of course, there is an analogous diagram involving q and m. The fiber product q ˆg p will be
denoted by QstP and referred to as the Steinberg stack. It is equipped with projections
m QstP
αoo
β
// l.
Explicitly we may write the Steinberg stack as a quotient!
px, gq P gˆG | x P qX g
´1
p
)
{pQˆ P q,
where the pq, pq P QˆP acts by sending px, gq to pqx, qgp´1q. In this realization, the morphisms α
and β are given by αpx, gq “ px`vq P m and βpx, gq “ pgx`uq P l. The Steinberg stack is stratified
by the (finitely many) orbits of Q ˆ P on G and all of the strata have the same dimension. For
each orbit w in QzG{P , we denote by Qst
w
P the corresponding strata in QstP .
Lemma 1.1. Given any lift 9w P G of w, we have an equivalence of stacks
Qst
w
P » pqX
9wpq{ad pQX
9wP q.
Remark 1.2. The stack QstP is the bundle of Lie algebras associated to the inertia stack of
QzG{P ; the equidimensionality of the stratification may be seen as a consequence of the orbit
stabilizer theorem.
Remark 1.3. The morphism s : p Ñ l is not representable, however it is safe, in the sense of
Appendix B.3. Note that s factorizes as
p “ p{P Ñ l{P Ñ l{L “ l.
The first morphism is representable, and the second morphism gives rise to a derived equivalence
of D-modules (but the t-structure is shifted). The benefit of working with such non-representable
morphisms is that the shifts that usually appear in the definitions of parabolic induction and
restriction are naturally encoded in our definition.
To better understand Diagram 1 and the Steinberg stack, let us consider the following spaces.
The P -flag variety, Fℓp » G{P , is defined to be the collection of conjugates of p in g with its
natural structure of a projective algebraic variety. The flag variety carries a tautological bundle of
Lie algebras, rgP “  px, p1q P gˆ Fℓp | x P p1( ÝÑ FℓP .
The bundle of Lie algebras rgP has a naturally defined ideal rgU (whose fibers are conjugates of u)
and corresponding quotient rgL. The group G acts on rgP and rgL and we have natural identificationsrgP {G “ p{P “ p and rgL{G “ l{adP .
Now we can reinterpret Diagram 1 as follows:
g{G

rgP {Gρoo σ1 // rgL{G
σ2

g
≀
OO
p
roo
≀
OO
s // l.
The morphism σ1 is representable and smooth of relative dimension dimpuq, whereas σ2 is smooth
of relative dimension ´ dimpuq. Thus the morphism s is smooth of relative dimension 0. Note that
σ2 induces an equivalence on the category of D-modules, which preserves the t-structures up to a
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shift of dimpuq. Thus the top row of the diagram induces the same functor on D-modules up to a
shift.
The Steinberg stack may be written in terms of the varieties rgQ and rgP as follows:
QstP “ prgQ ˆg rgP q {G “  px, q1, p1q P gˆ FℓQ ˆ FℓP | x P p1 X q1( {G.
1.2. Parabolic induction and restriction. The functors of parabolic induction and restriction
are defined by:
r˚s
! “ IndGP,L : Dplq
//
Dpgq : ResGP,L “ s˚r
!
oo
where the notation is as in Diagram 1 above. The morphism r is proper, and s is smooth of relative
dimension 0, thus IndGP,L is left adjoint to Res
G
P,L.
Example 1.4. Let us make the definitions a little bit more explicit in the case in the case P “ B (a
Borel subgroup) and H “ B{N (the canonical Cartan). Parabolic induction of an object M PMphq
is just given by
Ind
G
B,HpMq » prgÑ gq˚prgÑ hq!pMqr´ dimpnqs
On the other hand, given an object N PMpgq (i.e. a G-equivariant Dg-module), parabolic restric-
tion (forgetting about equivariance for now) is given by a derived tensor product:
ResGB,HpNq » N
â
SympnqbSympnq
Cr´ dimpnqs.
Here, we identify g˚ with g using an invariant form, so that Og “ Sympg
˚q becomes identified with
Sympgq. Then Sympnq b Sympnq is a commutative subalgebra of Dg (the first factor of Sympnq is
really functions on n´, and the second is constant coefficient differential operators on n), and so the
relative tensor product above is computed by a Koszul complex. Later, we will see that the functor
ResGB,L is t-exact, which due to the shifts, means that the Koszul complex is non-zero only in the
middle degree!
We define the functor
St “ GM,QStP,L :“ Res
G
Q,M Ind
G
P,L : Dplq Ñ Dpmq,
(we will often drop the subscripts and/or superscripts when the context is clear). By base change,
we have St » α˚β
!, where:
QstP
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  ❆
❆❆
❆❆
❆❆
❆
α

β

q
✂✂
✂✂
✂✂
✂✂
  ❆
❆❆
❆❆
❆❆
❆❆
3 p
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥

❀❀
❀❀
❀❀
❀❀
m g l.
Recall that the stack QstP has a stratification indexed by double cosets QzG{P , with strata Qst
w
P .
Thus the functor St has a filtration (in the sense of Definition A.9) indexed by the poset QzG{P
(we will refer to this filtration as the Mackey filtration).
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1.3. The Mackey Formula. For each g P G, consider the conjugate parabolic gP in G and its
Levi quotient gL. The image of Q X gP in M is a parabolic subgroup of M which we will denote
M X gP . The corresponding Levi quotient will be denoted M X gL. Similarly, the image of QX gP
in gL is a parabolic subgroup, denoted QX gP , whose Levi subgroup is canonically identified with
M X gL. Analogous notation will be adopted for the corresponding Lie algebras. The conjugation
morphism
g
p´q : lÑ gl gives rise to an equivalence g˚ : Dplq Ñ Dp
glq.
Remark 1.5. If we choose Levi splittings of L in P and M in Q such that M X gL contains a
maximal torus of G, then the notation above may be interpreted literally.
Proposition 1.6 (Mackey Formula). For each lift 9w P G of w P QzG{P , there is an equivalence
Stw » IndMMX 9wP,MX 9wLRes
9wL
QX 9wL,MX 9wL 9w˚ : Dplq Ñ Dpmq.
Proof. Recall that Qst
w
P » pqX
wpq{ad pQX
wP q. Consider the commutative diagram:
qXwp
QXwP
{{✇✇
✇✇
✇✇
✇✇
##❋
❋❋
❋❋
❋❋
❋
αw
		
βw

mXwp
QXwP
##●
●●
●●
●●
●●
{{✇✇
✇✇
✇✇
✇✇
3
qXwl
QXwP
{{①①
①①
①①
①①
①
""❋
❋❋
❋❋
❋❋
❋
mXwp
MXwP
}}④④
④④
④④
④④
④
##●
●●
●●
●●
●●
3
mXwl
QXwP
{{✇✇
✇✇
✇✇
✇✇
✇
##❋
❋❋
❋❋
❋❋
❋
3
qXwl
QXwL
||①①
①①
①①
①①
!!❈
❈❈
❈❈
❈❈
❈
m
M
mXwl
MXwP
##●
●●
●●
●●
●●
mXwl
QXwL
{{✇✇
✇✇
✇✇
✇✇
wl
wL
l
L„
woo
mXwl
MXwL .
(2)
Traversing the correspondence along the top of the diagram (from right to left) gives the functor
Stw, whereas traversing the two correspondences along the very bottom of the diagram gives the
composite IndMMX 9wP,MX 9wL ˝Res
wL
QX 9wL,MX 9wL ˝ 9w˚. The three squares marked 3 are all cartesian.
The lowest square is not cartesian, however it is still true that the two functors DpmX wlqQX
wL Ñ
Dpm X wlqMX
wP obtained by either traversing the top or bottom of this square are naturally iso-
morphic (the base-change morphism is an isomorphism). Indeed, the stacks only differ by trivial
actions of unipotent groups, thus all the D-module functors in the square are equivalences, differing
at worst by a cohomological shift. The fact that the shift is trivial follows just from the commu-
tativity of the diagram. Thus the entire diagram behaves as if it were a base change diagram as
required. 
1.4. Compatibility under repeated induction or restriction. Suppose P 1 is a parabolic sub-
group of G which contains P . Then L1 :“ P 1{U 1 has a parabolic subgroup L1 X P and the corre-
sponding Levi quotient is canonically isomorphic to L (one can either choose a splitting of L1 in P 1,
or just define L1 X P to be the image of P in L1).
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Proposition 1.7. The functors of parabolic induction and restriction factor as follows:
ResGP,L » Res
L1
PXL1,LRes
G
P 1,L1
IndGP,L » Ind
G
P 1,L1 Ind
L1
PXL1,L
Proof. The appropriate diagram is now:
p
✄✄
✄✄
✄✄
✄✄
  ❇
❇❇
❇❇
❇❇
❇❇
s

r

p
☎☎
☎☎
☎☎
☎☎

✿✿
✿✿
✿✿
✿✿
pX l1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  
❆❆
❆❆
❆❆
❆❆
g l1 l.
As in the proof of Proposition 1.6, the middle square is cartesian modulo unipotent gerbes. Thus
the result follows from base change. 
2. Geometry of the adjoint quotient and commuting variety
In this section, we will study certain loci of g and the variety commpgq of commuting elements
of g. In the case G “ GLn these loci record linear algebraic data concerning coincidences amongst
the eigenvalues of matrices and simultaneous eigenvalues of commuting matrices.
2.1. The Lusztig partition of g. For each x P g, let Hpxq “ HGpxq “ CGpxsq. This is a Levi
subgroup of G.
Definition 2.1. For each Levi subgroup L of G, we write:
gpLq “ tx P g | HGpxq is conjugate to Lu .
We will write g♥ for the subset gpGq; this is referred to as the cuspidal locus. It consists of
elements x whose semisimple part is central in g. In other words, g♥ “ zpgq ` NG. At the other
extreme, gpHq “ grs is precisely the subset of regular semisimple elements of g.
These subsets define a partition of g in to G-invariant, locally closed subsets, indexed by conju-
gacy classes of Levi subgroups. More precisely, there is a continuous map
gÑ LeviopG
x ÞÑ pHpxqq
where LeviopG is the poset of conjugacy classes of Levi subgroups, and pLq ď pMq means that
some conjugate of L is contained in M . We will use the notation gępLq, gąpLq, etc. to denote the
corresponding subsets of g.
Example 2.2. In the case G “ GLn, conjugacy classes of Levi subgroups are in one-to-one
correspondence with partitions of n. Given a partition p “ pp1, . . . , pkq, we may take Lp “
GLp1ˆ . . .ˆGLpk . Then glpLpq consists of matrices with k distinct eigenvalues λ1, . . . , λk such that
the dimension of the generalized eigenspace corresponding to λi is pi.
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Note that the stratification of g is G-invariant, and the question of which subset an element x P g
belongs to depends only on the semisimple part of x (for example in Example 2.2 for GLn, we saw
that the partition depends only on the eigenvalues). Thus we are really just defining a partition
c “ \cpLq of the space c “ g{{G of semisimple conjugacy classes, such that gpLq is the preimage of
cpLq under the characteristic polynomial map χ : gÑ c. This partition can be described in explicit
linear algebraic (or combinatorial) terms as follows.
Let H be a maximal torus of G with Weyl group W . There are finitely many Levi subgroups of
G which contain H : they correspond bijectively with certain root subsystems of the corresponding
root system of pG,Hq (they are precisely those generated by a subset of simple roots for some
choice of polarization of the root system). For a Levi subgroup L containing H , consider the linear
subspace zplq Ď h. The maximal such subspaces (corresponding to the minimal Levi subgroups)
are the root hyperplanes of h, and more general subspaces of the form zplq are intersections of root
hyperplanes. The stratification of c can be described in terms of the images of these subspaces
under the quotient map π : h Ñ c “ h{{W . Given an element of x P gěpLq, we can conjugate so
that xs P zplq; thence χpxq “ χpxsq “ πpxsq. Thus we have a commuting diagram:
h // c
2
goo
zplq
?
OO
// cěpLq
?
OO
gěpLqoo
?
OO
(Note that the left hand square is not cartesian in general: π´1pcěpLqq consists of the union of
W -translates of zplq.) Similarly, cąpLq is the image under π of the union of zpl
1q for Levi subgroups
L1 which contain L. Using these ideas, we observe the following:
Proposition 2.3. The closure of gpLq is gěpLq.
Proof. As the map χ : gÑ c is open, we have that the preimage χ´1 commutes with the operation
of taking closure. Thus it is sufficient to check that cěpLq is the closure of cpLq. Moreover, as the map
π : hÑ c is closed, we have that the operation of taking the image under π commutes with closure.
Thus we are reduced to showing that zplq is the closure of the subvariety give by the complement
of the union of proper linear subspaces zpl1q. But the complement of a proper linear subspace in
zplq is open and dense, and thus so is a finite intersection of such, which shows the required closure
property in h. 
2.2. The regular locus in a Levi. Closely related to the Lusztig partion is the notion of regularity.
Definition 2.4. Let L be a Levi subgroup of G. An element x P l is called regular (or G-regular)
if HGpxq Ď L. The set of regular elements in l is denoted l
G´reg or just lreg. It’s complement will
be denoted lnonreg.
The intersection of the G-regular locus of l with the cuspidal locus of l is given by
l
reg
♥
:“ lreg X l♥ “ zplq
reg `NL
and consists of elements x P l such that HGpxq “ L. By construction, we have that gpLq is the
G-saturation of lreg
♥
, and gďpLq is the G-saturation of l
reg.
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Remark 2.5. If H is a maximal torus of G, then hnonreg is the union of root hyperplanes in h.
More generally, for a Levi subgroup L, zplqnonreg is the union of hyperplanes zpm1q, . . . , zpmkq, where
M1, . . . ,Mk are the minimal Levi subgroups of G which contain L. However, l
nonreg is not cut out
by linear equations in l in general.
Remark 2.6. The Lusztig stratification (see [Lus95], Section 6) is the refinement of the Lusztig
partition indexed by pairs pL,Oq of a Levi subgroups L and a nilpotent orbit O in l, up to G-
conjugacy. Given an element x P gpLq, we may assume (after conjugating x) that HGpxq “ L, and
thus xn is a nilpotent element of l; we say that x P gpL,Oq if xn P O. As gpLq is the G-saturation of
l
reg
♥
“ NL ` zplq
reg, we see that gpL,Oq is the G-saturation of O ` zplq
reg.
Example 2.7. Continuing Example 2.2 for G “ GLn, note that partitions q “ pq1, . . . , qℓq which
refine the partition p index nilpotent orbits Oq of Lp; the corresponding Lusztig stratum glpLp,Oqq
consists of matrices with k distinct eigenvalues with the dimension of generalized eigenspaces ac-
cording to the partition p, and the size of the Jordan blocks prescribed by the refined partition
q.
2.3. E´tale maps and Galois covers. Here we record some results about the restriction of the
diagram g Ð p Ñ l to the various loci defined above. These results (or rather their analogues in
the group setting) may be found in Lusztig [Lus84], but we include proofs for completeness.
Let us first observe the following preliminary result.
Lemma 2.8. Let x P l. The following are equivalent:
(1) x P lreg
(2) Cgpxsq Ď l
(3) Cgpxq Ď l
Proof. Recall that x P lreg means that CGpxsq Ď L. It is standard that this is equivalent to (2):
the centralizer CGpxsq is a Levi subgroup, and Cgpxsq is its Lie algebra.
Now suppose x P g and consider α “ adpxq : gÑ g. Thus Cgpxq “ kerpαq and Cgpxsq “ kerpαsq.
Choose an invariant bilinear form, and write g “ l‘lK. Statement (2) is equivalent to kerpαs|lKq “ 0,
whereas Statement (3) is equivalent to kerpα|lKq “ 0. Thus the result follows from a standard fact
in linear algebra, which we record in the following lemma. 
Lemma 2.9. Suppose α P EndpV q is a linear transformation of a finite dimensional vector space.
Then α is invertible if and only if αs is invertible.
Given a parabolic P containing L as a Levi factor, we define preg to be the preimage of lreg under
the projection pÑ l.
Proposition 2.10. The natural morphism
preg Ñ lreg
is an equivalence.
Proof. The fibers of the morphism pÑ l are the quotient px` uq{adU . Thus, we need to show that
that U acts simply transitively on x ` u, where x P lreg (here, we consider l to be a subalgebra of
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p), or in other words, the following map is an isomorphism:
U Ñ x` u
g ÞÑ Adpgqx
As U is unipotent, it suffices to show that the the corresponding map
uÑ x` u
u ÞÑ adpuqpxq.
is an isomorphism If adpuqpxq “ adpvqpxq, then u´ v is an element of Cgpxq X u, so must be zero.
Thus the map is injective. Any injective morphism between affine spaces of the same dimension
must be an isomorphism. 
Proposition 2.11. The morphism of stacks
dreg : lreg » preg Ñ g
ďpLq
is e´tale.
Proof. 3 A morphism of (derived) stacks is e´tale if and only if its relative tangent complex is acyclic.
Given a point x P lreg, the relative tangent complex at x is given by the total complex of:
g loo
g
adpxq
OO
loo
adpxq
OO
(The columns are the tangent complex of g and l at the point x, and the horizontal maps is the
map of complexes induced by d : l Ñ g.) We can write g “ p ‘ lK. The acyclicity of the complex
is equivalent to the statement that adpxq|u is invertible; this follows from the fact that x is regular
and Lemma 2.8. 
Remark 2.12. In more down-to-earth terminology, Proposition 2.11 states that rgP Ñ g is e´tale
over the regular locus.
Proposition 2.13. The map dreg
♥
: lreg
♥
» preg
♥
Ñ g
pLq
is a WG,L-Galois cover.
Proof. The inclusion of lreg
♥
in to gpLq induces a morphism of stacks:
l
reg
♥
{WG,L » l
reg
♥
{NGpLq Ñ gpLq » gpLq{G
The proposition is equivalent to the statement that this is an isomorphism. To see this, note that
every x P gpLq is conjugate to an element of l
reg
♥
. Moreover, if x P lreg
♥
, CGpxq “ CNGpLqpxq “ CLpxq,
from which the result follows. 
The results of this subsection can be summarized in the following diagram:4
3The idea behind this proof was communicated to me by Dragos Fratila.
4Given a parabolic P with Levi factor L, we define p♥ to be the preimage l♥ ` u.
14 SAM GUNNINGHAM
Proposition 2.14. There is a commutative diagram:
g
ěpLq
M m
closed
||①①
①①
①①
①①
①
p
♥
oo //
N n
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
l♥N n
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
g poo // l
g
pLqM m
||②②
②②
②②
②②
②②
?
OO
preg
♥
WG,L
Galois
oo „ //
N n
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
?
OO
l
reg
♥
Oo
⑧⑧
⑧⑧
⑧⑧
⑧⑧
?
OO
g
ďpLq
?
open
OO
preg
e´taleoo
?
OO
„ // lreg
?
OO
where:
‚ the vertical morphisms are open embeddings;
‚ the morphisms coming out of the page are closed embeddings; and
‚ all squares on the right hand side of the diagram, and all squares coming out of the page
are cartesian.
2.4. The Lusztig partition of the commuting variety. In this subsection, we generalize the
partition of Subsection 2.1 to a partition of the variety commpgq of commuting elements in g. Recall
that given an element x P g, Hpxq “ HGpxq “ CGpxsq is defined to be the centralizer of the
semisimple part of x. Similarly, given px, yq P commpgq, we define Hpx, yq “ Hpxq XHpyq. It is the
stabilizer of the pair of commuting semisimple elements pxs, ysq.
Given a Levi subgroup L of G, define
commpgqpLq “ tpx, yq P commpgq | Hpx, yq is conjugate to Lu,
Note that Hpxq and Hpyq are Levi subgroups of G which contain a common maximal torus (as xs
and ys commute), thus their intersection is indeed a Levi subgroup of G. As for the partition of g,
we write commpgq♥ for commpgqpGq, and (for example) commpgqępLq for the union of commpgqpMq,
where pMq ę pLq in the poset LeviG.
Example 2.15. Continuing Examples 2.2 and 2.7, let us consider the case G “ GLn. Given a
partition p “ pp1, . . . , pkq with corresponding Levi subgroup Lp, the subspace commpglnqpLpq consists
of pairs of commuting matrices px, yq with k distinct simultaneous eigenvalues λ1, . . . , λk, such that
the dimension of the λi-generalized simultaneous eigenspace (i.e. the simultaneous eigenspace for
the commuting semisimple matrices xs,ys) is pi.
Remark 2.16. Let us examine how the loci in the commuting variety interact with those in g. We
have the following identities:
‚ commpgq♥ “ pg♥ ˆ g♥q X commpgq “ zpgq ˆ zpgq ˆ commpNGq.
‚ commpgqpLq X pgˆ g♥q “
`
gpLq ˆ g♥
˘
X commpgq
Moreover, there is an inclusion
commpgqępLq Ď
`
gępLq ˆ gępLq
˘
X commpgq
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but it is not an equality in general. For example, take G “ GL3, and L “ GL
3
1 to be the
maximal torus, consisting of diagonal matrices. Then consider the pair px, yq P commpgl3q, where
x “ diagp0, 0, 1q and y “ diagp1, 0, 0q. Then Hpxq “ GL2 ˆGL1 and Hpyq “ GL1 ˆGL2 (thought
of as block matrices). Thus both x and y are contained inside glępGL31q (which is the complement
of the regular semisimple locus). However Hpxq X Hpyq “ GL31, so px, yq is not contained in
commpgl3qępGL31q. In words, x and y are not regular semisimple matrices (they have repeated
eigenvalues), but they are “simultaneously regular semisimple” (they have distinct simultaneous
eigenvalues).
Given a Levi subgroup L of G, we define
commplqreg “ tpx, yq P commplq | HGpxq XHGpyq Ď Lu.
For a parabolic subgroup P containing L as a Levi factor, we define commppqreg as the preimage of
commplqreg under the canonical map commppq Ñ commplq. Similarly commplqnonreg is the complement
of commplqreg in commplq.
Remark 2.17. It is natural to ask whether the partition of commpgq considered here refines to
a stratification as in the case of g. In the case of g, this stratification arises essentially from the
stratification of the nilpotent cone in to orbits (this is the theory of Jordan normal form in the GLn
case). Following the analogy between g and commpgq, we are reduced to finding a stratification of
commpNGq. However, unlike for NG, there are infinitely many G-orbits on commpNGq, so it is not
so clear how to proceed. The variety commpNGq is studied by Premet [Pre03], where it is shown
that the irreducible components of commpNGq are in bijection with distinguished nilpotent orbits
for G (and moreover the variety is equidimensional).
2.5. Generalized Grothendieck-Springer correspondence for commuting stacks. In this
subsection, we present a version of Proposition 2.11 for commuting varieties: the analogue of the
Grothendieck-Springer map for commuting varieties is e´tale over the regular locus.
We have a diagram:
(3) commpgq commppq
roo s // commplq
commpgqďpLq
?
OO
commppqreg
rregoo s
reg
//
?
OO
commplqreg
?
OO
Proposition 2.18. The morphisms rreg and sreg are e´tale morphisms of derived stacks.
Strictly speaking, we will not need this result in the remainder of the paper. However, certain
key results (e.g. Lemma 3.19 and Proposition 3.20) are “morally” based on Proposition 2.18 above,
although we are able to reduce the proof to Proposition 2.11 (which states that lreg » preg Ñ g
is e´tale) using the Fourier transform. Proposition 2.18 may become useful for future work in the
group and elliptic setting.
Sketch of proof of Proposition 2.18. In fact, we will prove the statement for the natural derived
enhancement of the commuting stacks, obtained by taking the derived fiber of the commutator
map at zero. This implies the result for ordinary commuting stacks. A morphism of derived stacks
of finite presentation is e´tale if and only if the relative tangent complex is acyclic (see e.g. [TV08],
2.2.2). This may be checked point by point as follows.
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Given a point px, yq P commplq, we have the following diagram of tangent complexes:
g p
roo s // l
g‘ g
p´ady,adxq
OO
p‘ poo
OO
// l‘ l
OO
g
padxadyq
OO
poo
OO
// l
OO
The columns in the diagram above are the tangent complexes of commpgq, commppq, commplq re-
spectively, and the horizontal maps are morphisms of complexes induced by the maps r and s. We
want to show that if px, yq is regular, then the horizontal maps are quasi-isomorphisms. Note that
we have a splitting g “ u‘ l‘ u, which is preserved by the vertical morphisms. Thus it is enough
to show that the complex
u
u‘ u
p´ady,adxq
OO
u,
padxadyq
OO
together with the equivalent complex for u, is acyclic. As px, yq is regular, it means that the kernel
of kerpadxs |uq X kerpadys |uq “ 0. The result follows by standard linear algebra. 
3. Properties of Induction and Restriction
In this section, we will prove that parabolic restriction and induction, restrict to exact functors
on the level of abelian categories, and characterize the kernel of parabolic restriction in terms of
singular support.
3.1. Induction and restriction over the regular locus. In this subsection we will keep the
conventions of Section 1 (so P and Q are parabolic subgroups of G with Levi quotients L, M etc.),
but additionally fix Levi splittings of L and M inside P and Q. Consider the set SpM,Lq which is
defined to be the set of conjugates,gL of L such that M X gL contains a maximum torus of G (for
convenience, let us assume that M X L contains a maximum torus H of G). There is a bijection
MzSpM,Lq{L » QzG{P .
According to the results of Subsection 3.1 (see Proposition 2.14), parabolic induction and re-
striction on the regular loci are just given by pullback and pushforward along the e´tale map
dreg : lreg Ñ g
ďpLq
. More precisely, we have
ResGP,LpMq|lreg » pd
regq
!
pMq.
This result has a number of important consequences. First let us give the following key definition:
Definition 3.1. An objectM P Dpgq is called cuspidal ifResGP,LpMq » 0 for every proper parabolic
subgroup P of G. The full subcategory of cuspidal objects is denoted Dpgqcusp.
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Proposition 3.2. Suppose M P Dpgq and ResGP,LpMq » 0. Then SupppMq Ď gępLq. In particular,
if M is cuspidal, then SupppMq Ď g♥.
Proof. Given M with ResGP,LpMq » 0, we have
d!pMq » ResGP,LpMq|lreg » 0.
But d is e´tale with image g
ďpLq
, thus M|g
ďpLq
» 0. Thus M is supported in g
ępLq
. Now, if M is
cuspidal, then ResGP,LpMq » 0 for every proper parabolic subgroup P . Thus M is supported in the
intersection of gępLq for all proper Levi subgroups L of G; this intersection is precisely g♥. Thus
M is supported in g♥ as required. 
The next result explains how the Mackey filtration is naturally split on the regular locus. Recall
that we have fixed another Levi subgroup M inside a parabolic Q (in addition to L and P ).
Proposition 3.3. Let j : mreg ãÑ m denote the inclusion. There is a canonical natural isomor-
phism:
j! ˝M,QStP,L »
à
wPMzSpM,Lq{L
j! ˝M,QSt
w
P,L.
Proof. We consider the open substack
`
QstP
˘reg
:“ qreg ˆg p of QstP . We denote by
`
Qst
w
P
˘reg
the
intersection of Qst
w
P with
`
QstP
˘reg
. Recall that the functor M,QStP,L is given by α˚β
! where:
m QstP
αoo
β
// l
Thus j! ˝ M,QSt
w
P,L is given by α
reg
˚ β
! (where αreg : Qst
reg
P Ñ m
reg). The result now follows from
Lemma 3.4 below. 
Lemma 3.4. Each stratum in the stratification
`
QstP
˘reg
»
ğ
wPQzG{P
`
Qst
w
P
˘reg
.
is both open and closed (i.e. the stratification is a disjoint union of connected components).
Proof. Consider the opposite parabolic Q of Q with respect to the Levi subgroup M (with Lie
algebra q etc.). We have isomorphisms qreg » mreg » qreg, and thus
Qst
reg
P » m
reg ˆg p » QstP reg .
Note that the bijections
QzG{P »MzSpM,Lq{L » QzG{P
induce the opposite partial order on MzSpM,Lq{L. Thus the closure relations amongst the strata`
Qst
w
P
˘reg
are self opposed. It follows that each stratum is both open and closed, as required. 
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3.2. Singular support and parabolic restriction. Let us review some of the material from
Appendix B.4. Consider the ring Dg equipped with the filtration by order of a differential operator.
Let M be a coherent Dg-module. We may choose a good filtration for M and take the associated
graded module to obtain a finitely generated module gr M for OT˚g, or in other words a coherent
sheaf on gˆg (we fix an invariant symmetric bilinear form to identify T ˚g “ gˆg˚ with gˆg). The
singular support SSpMq of M is defined to be the support of gr pMq (the module gr M may depend
on the choice of filtration, but its support is independent of this choice). The singular support is
a conical closed subvariety of g ˆ g (with respect to the Cˆ-action that acts trivially on the first
factor and acts on the second with weight 1).
If a coherent Dg-module M is G-equivariant
5, we may equip it with an equivariant filtration: a
filtration such that each subobject is closed under the G-action. The associated graded module grM
will then be (scheme theoretically) supported on the subvariety commpgq of commuting elements of
g. More generally, if M is any G-equivariant Dg-module (not necessarily coherent), we can write
it as a union of coherent submodules. Note that every coherent submodule N of a G-equivariant
module M is contained in a G-equivariant submodule. (Indeed, take a finite set of generators for
N, find a finite dimensional G-invariant subspace V of N containing the generators, then consider
the submodule of M generated by V . This will be G-equivariant, coherent, and contains N.) Thus
every G-equivariant Dg-module is a union of G-equivariant coherent submodules. We define the
singular support of a G-equivariant Dg-module to be the union of the singular supports of all the
coherent submodules of M. Given a complex in Dpgq, its singular support is defined as the union
of the singular supports of its cohomology modules.
Now we consider the interaction of parabolic restriction with singular support. As usual, let P
be a parabolic subgroup of G with Levi factor L. Consider the following diagram, and observe that
the middle square is cartesian.
pˆ p
zz✉✉
✉✉
✉✉
✉✉
✉
A
		
B

$$■
■■
■■
■■
■■
pˆ g
{{✇✇
✇✇
✇✇
✇✇
✇
$$❍
❍❍
❍❍
❍❍
❍❍
pˆ l
{{✈✈
✈✈
✈✈
✈✈
✈
""❊
❊❊
❊❊
❊❊
❊
gˆ g pˆ p´ lˆ l
Lemma 3.5. Given M PMpgq, we have:
SSpResGP,LpMqq Ď BA
´1SSpMq.
Proof. This follows from Proposition B.7 and smooth base change. 
Now suppose that Q is a parabolic subgroup of L with Levi factor M (so we have a chain of Levi
subgroups M Ď L Ď G). Recall from Subsection 2.4 the nonregular locus commplqnonreg consists of
commuting pairs of elements x, y P L such that HGpx, yq is not contained in L.
5Recall that G-equivariance is a condition rather than data in this case, i.e. Mpgq is a full subcategory of Mpgq.
When we refer to the singular support of an equivariant D-module, we mean the singular support of the underlying
non-equivariant D-module.
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Lemma 3.6. If N has singular support contained in commplqnonreg, then M “ ResLQ,M pNq has
singular support contained in commpmqnonreg.
Proof. By Lemma 3.5, the singular support of M is contained in BLA
´1
L pcommplq
nonregq, where
lˆ l qˆ q
ALoo
BL // mˆm
Given px, yq in commplqnonreg, we can conjugate so that px, yq are contained in q, and xs, ys are
contained in m (in fact, we can ensure that x and y are contained in a common Borel inside q, and
xs, ys in a common Cartan). Then the image of px, yq under the projection to m ˆ m again has
semisimple part pxs, ysq. Thus HGpBLpx, yqq “ HGpx, yq which is not contained in L and thus not
contained in M , as required. 
3.3. Fourier transform and parabolic restriction. The Fourier transform functor forD-modules
defines an involution:
Fg : Dpgq
„
ÝÑ Dpgq.
Lemma 3.7 (Lusztig, Mirkovic´ [Mir04], 4.2). The functors of induction and restriction commute
with the Fourier transform functor for all parabolic subgroups P with Levi factor L:
FlRes
G
P,L » Res
G
P,L Fg
Fg Ind
G
P,L » Ind
G
P,L Fl.
Sketch of proof. In the case of parabolic restriction, the lemma follows from the observation that
the following diagram is cartesian, and taking duals swaps the right hand side with the left hand
side:
g
    
❅❅
❅❅
❅❅
❅❅
p
0
@@✂✂✂✂✂✂✂✂
 
❁❁
❁❁
❁❁
❁❁
g{u
l
/
>>⑦⑦⑦⑦⑦⑦⑦⑦

Lemma 3.8. Let M be an object of Dpgq.
(1) IfResGP,LpMq » 0, then the singular support of M and of FpMq is contained in
`
gępLq ˆ gępLq
˘
X
commpgq.
(2) If M is cuspidal, then the singular support of M and of FpMq is contained in commpgq♥.
Proof. By Proposition 3.2 we have that SupppMq Ď gępLq. By Lemma 3.7, we also have that
ResGP,LpFMq » 0, and thus SupppFMq Ď gępLq. By Lemma B.14, we see that SSpMq Ď gępLq ˆ
gępLq; the same argument applies to FM, which proves the first claim. If M is cuspidal, then by
the first part of the lemma, SSpMq and SSpFMq are contained in pg♥ ˆ g♥q X commpgq; but this
is precisely commpgq♥, as required (see Remark 2.16). 
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Remark 3.9. We will see that the converse to the second part of Lemma 3.8 is true, but the
converse to the first part fails: we must replace
`
gępLq ˆ gępLq
˘
X commpgq with commpgqępLq (see
Theorem 3.14).
3.4. D-modules with nonregular singular support must be zero. The goal of this subsection
is to prove the following proposition, which forms the basis for the proof of many of the key results
in this paper.
Proposition 3.10. Let L be a proper Levi subgroup of G and N PMplq. If SSpNq Ď commplqnonreg
then N » 0.
Example 3.11. If G “ SL2, and L » H » C
ˆ, the maximal torus, then Proposition 3.10 says
that if a D-module N P Mphq has singular support contained in t0u Ď T ˚h » h ˆ h, then N » 0.
This statement is a direct consequence of “Bernstein’s inequality”.
The remainder of the subsection will be devoted to the proof of Proposition 3.10. The idea of
the proof is as follows.
‚ First we prove the proposition in the case when N is cuspidal. In this case the singular
support of N is contained in commplq♥ by Lemma 3.8, where the nonregularity constraints
are linear. Using a general result in symplectic linear algebra (Lemma B.11), we deduce that
there are no nonempty coisotropic subvarieties of commplqnonreg X commplq♥. By Gabber’s
theorem on the coistropy of singular support, this proves Proposition 3.10 in the case when
N is cuspidal (see Appendix B.4 for the definition of coisotropic and the statement of
Gabber’s theorem).
‚ Now we reduce the general case to the cuspidal case, as follows. If N in Proposition 3.10 is
not zero, we can take a parabolic restriction to a minimal LeviM so that M :“ ResLQ,M pNq
is nonzero and (necessarily) cuspidal. Then M will itself have nonregular singular support
in commpmq by Lemma 3.6. Thus we can apply the cuspidal case to conclude that M must
be zero, contradicting the assumptions.
We begin with the following lemma.
Lemma 3.12. There are no non-empty coisotropic subvarieties of lˆ l contained in commplqnonreg
♥
.
Proof. Consider the decomposition l “ zplq‘ l1, where l1 “ rl, ls. Note that l♥X l
nonreg “ zplqnonregˆ
NL which is contained in zplq
nonreg ˆ l1. In other words, the (non)regularity of an element of l♥ Ď l
depends only on its projection to zplq (which in this case can be thought of as the semisimple part in
the Jordan decomposition). Similarly, commplq♥X commplq
nonreg is contained in pzplq ˆ zplqqnonregˆ
l1 ˆ l1. Thus it is enough to check that there are no coisotropic subvarieties contained in the latter
subset.
Given x P zplqnonreg, the centralizer Hpxq “ CGpxq is a Levi subgroup of G which contains L as
a proper subgroup; given a Levi subgroup M of G which contains L, the subset of zplq consisting
of elements y with HGpyq “ M is precisely zpmq Ď zplq. Let us consider the finitely many Levi
subgroups of G which properly contain L; there are finitely many such subgroups M1,M2, . . . ,Mk.
Thus zplqnonreg is the union of linear subspaces zpmiq as i ranges from 1 to k.
Similarly, pzplq ˆ zplqq
nonreg
consists of pairs px, yq P zplq ˆ zplq such that HGpx, yq “ CGpxq X
CGpyq ‰ L. This is a union of linear subvarieties zpmiq ˆ zpmjq where pi, jq satisfy the condition:
(4) zpmiq ` zpmjq ‰ zplq.
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Thus pzplq ˆ zplqqnonreg ˆ l1 ˆ l1 is a union of subspaces of the form zpmiq ˆ zpmjq ˆ l
1 ˆ l1 for pi, jq
satisfying condition 4. This is precisely the context of Lemma B.11, setting V “ l “ zplq ˆ l1, and
Ki “ zpmiq ˆ l
1. Thus we deduce Lemma 3.12 from Lemma B.11. 
We are now able to prove Proposition 3.10 in the case where N is cuspidal, which we record as
Lemma 3.13 below.
Lemma 3.13. Let N be as in Proposition 3.10 and suppose in addition that N is cuspidal. Then
N » 0.
Proof. By assumption and Lemma 3.8, the singular support of N is contained in commplqnonreg
♥
. By
Lemma 3.12, this locus does not support any coisotropics. By Corollary B.10 of Gabber’s theorem,
we deduce that N » 0, as required. 
Proof of Proposition 3.10. Now suppose N is any object of Dplq with singular support contained
in commplqnonreg; we must show that N » 0. To this end, suppose N fi 0, and let Q be a minimal
parabolic subgroup of L such that M :“ ResLQ,M pNq is non-zero (where M is a Levi factor of Q).
Then M is a cuspidal object of Dpmq by construction, and by Lemma 3.6 it has singular support
contained in commpmqnonreg. Thus M in Dpmq satisfies the conditions of Proposition 3.10 in the
cuspidal case, and thus must be zero by Lemma 3.13. This contradicts the assumptions, and thus
N » 0, as required. 
3.5. The Kernel of Parabolic Restriction. The following result contains the core content of
Theorem C from the introduction. The proof will be given at the end of this subsection.
Theorem 3.14. Given an object M P Dpgq and a Levi subgroup L of G, the following are equivalent:
(1) ResGP,LM » 0 for any parabolic subgroup containing L as a Levi factor;
(2) ResGP,LM » 0 for some Levi subgroup containing L as a Levi factor;
(3) SSpMq Ď commpgqępLq.
Let DpgqępLq denote the subcategory of Dpgq consisting of objects M with singular support con-
tained in commpgqępLq. Theorem 3.14 implies that it agrees with the kernel of parabolic restriction
for any proper parabolic subgroup P containing L as a Levi factor.
In particular, we have the following characterization of cuspidal objects (closely related state-
ments can be found in [Mir04], Corollary 5.7 and Theorem 6.7).
Corollary 3.15. The following conditions on an object M P Dpgq are equivalent
(1) M is cuspidal;
(2) SSpMq Ď commpgq♥;
(3) SupppMq Ď g♥ and SupppFpMqq Ď g♥.
Remark 3.16. Note that the analogue of Statement (3) from Corollary 3.15 does not appear in
Theorem 3.14. In general, it is not true that having both M and FgpMq supported in gępLq implies
SSpMq Ď commpgqępLq (which was erroneously implied in an earlier version of this paper). For
example, consider the case G “ SL2 ˆ SL2, and M “ δt0u b Osl2 PMpgq. Then M and its Fourier
transform are supported in gępHq (the complement of the regular semisimple locus), however the
singular support of M is not contained in commpgqępHq. Moreover, this object has a non-zero
parabolic restriction to the torus, as expected.
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Given a Levi subgroup L of G, there are various closed subsets commpgqJ Ď commpgq corre-
sponding to closed subsets J of the poset LeviopG of Levis up to conjugacy. Thus we can define
subcategories DpgqJ consisting of objects with singular support in commpgqJ . By Theorem 3.14,
we can identify these subcategories in terms of the intersection of the kernel of various parabolic
restriction functors. In particular:
Corollary 3.17. Given a Levi subgroup L of G, we have:
(1) DpgqępLq consists of objects killed by parabolic restriction to L.
(2) DpgqćpLq consists of objects for which parabolic restriction to L is cuspidal.
(3) DpgqěpLq consists of objects killed by parabolic restriction to M whenever M does not con-
tain a conjugate of L.
(4) DpgqąpLq consists of objects killed by parabolic restriction to M whenever M does not prop-
erly contain a conjugate of L.
Remark 3.18. The notation indicates that DpgqěpLq is supposed to be generated by parabolic
inductions from cuspidals on Levi subgroups which are ě pLq (i.e. which contain a conjugate of L).
This will be made precise later; for now, it is easier to define these subcategories “negatively”, as
above.
Now we come to the proof of Theorem 3.14, which is equivalent to the following statement.
Lemma 3.19. Let P be a parabolic subgroup of G with Levi factor L, and M P Mpgq. Then
SSpMq Ď commpgqępLq if and only if Res
G
P,LM » 0.
Proof of “only if” direction. Suppose SSpMq Ď commpgqępLq. It follows from Lemma 3.6 that
SSpResGP,LpMqq Ď commplq
nonreg. Thus ResGP,LpMq » 0 by Proposition 3.10 as required. 
Proof of “if” direction. Suppose ResGP,LpMq » 0. We must show that SSpMq Ď commpgqępLq. We
proceed by induction on the rank of G: thus we assume the proposition where G is replaced by any
proper Levi subgroup of G (when the rank is zero, the claim is vacuously true). Suppose px, yq P
SSpMq; we must show that px, yq P commpgqępLq, or in other words, that Hpx, yq “ Hpxq XHpyq
is not contained in any conjugate of L. By Lemma 3.8, we know that x and y are both contained
in gępLq (i.e. Hpxq and Hpyq are not contained in any conjugate of L).
Case 1: Hpxq “ G. In this case Hpx, yq “ Hpyq, which is not contained in any conjugate of L,
as required.
Case 2: Hpxq “: M is a proper subgroup of G. By conjugating px, yq if necessary, we may
assume that M X L contains a maximal torus H of G. Let Q be the unique parabolic subgroup of
G with Levi factor M such that QXP contains a Borel. Note that x P SupppMqX gďpLq, and thus
M1 “ ResGQ,M pMq fi 0 by Proposition 3.2. Moreover, M
1|mreg is given by the restriction pd
regq!pMq
along the e´tale open dreg : mreg Ñ g (see Subsection 3.1). Let SSpMqx denote the intersection of
SSpMq with the cotangent fiber at x. As the singular support is preserved by e´tale pullbacks, we
see that SSpMqx (which is necessarily contained in Cgpxsq “ m) is identified with SSpM
1qx. On
the other hand by Proposition 1.7 (and the premise ResGP,LpMq » 0), we have
ResMMXP,MXLpM
1q » ResGQXP,MXLM » Res
L
QXL,MXLRes
G
P,LpMq » 0
Thus, by the inductive hypothesis (with G replaced by M and L replaced by L XM) we see that
SSpM1q Ď commpmqępLXMq. It follows that SSpMqx “ SSpM
1qx Ď mępLXMq. Thus we have
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that HGpx, yq “ M X HGpyq “ HM pyq is not contained in any conjugate of L, or equivalently,
px, yq P commpgqępLq, as required. 
3.6. Parabolic restriction is t-exact. The goal of this subsection is to prove the following result.
Proposition 3.20. The functor ResGP,L : Dpgq Ñ Dplq is t-exact (it preserves the heart of the
t-structure).
The idea of the proof is to show that if M P Mpgq, the non-zero cohomology objects of the
complex ResGP,LpMq have singular support contained in commplq
nonreg, and thus must be zero by
Proposition 3.10. By induction, we may assume Proposition 3.20 for groups of smaller rank than
G (for example, for proper Levis subgroups of G).
We first observe the following.
Lemma 3.21. Suppose M P Mpgq and consider the complex N “ ResGP,LpMq. For any integer
i ‰ 0, the cohomology object HipNq and its Fourier transform FHipNq both have singular support
contained in lnonreg ˆ lnonreg.
Proof. Recall from Subsection 3.1 that the morphism dreg : g
ďpLq
Ñ l is e´tale onto lreg, and
ResGP,LpMq|lreg » pd
regq!pMq.As restriction along an e´tale open is t-exact, we have thatHipNq|lreg »
0. The same result for the Fourier transform FpHipNqq follows from the fact that Fourier transform
is t-exact and commutes with parabolic restriction (by Lemma 3.7). Thus the result follows from
Lemma B.14. 
Remark 3.22. Lemma 3.21 already proves Proposition 3.20 in the case G “ SL2 and L “ H is a
maximal torus.Then we see that for any integer i ‰ 0, HipNq and its Fourier transform must both
be supported at 0 P h; it follows that HipNq » 0 and thus N “ ResGB,HpMq is concentrated in
degree 0 as required.
We next consider the case when the parabolic restriction is cuspidal.
Lemma 3.23. Suppose M P Mpgq, and N :“ ResGP,LM is cuspidal. Then H
ipNq » 0 for each
i ‰ 0 (i.e. N is a complex concentrated in degree 0).
Proof. By Proposition 3.10, it suffices to show that HipNq Ď commplqnonreg for every i ‰ 0. The
structure of the proof is similar to the “if” part of the proof of Lemma 3.19.
Suppose that i ‰ 0 and px, yq P SSpHipNqq. By the assumption that N is cuspidal, we have that
px, yq P commplq♥, or in other words x, y P l♥; it follows that L is contained in HGpxq and HGpyq.
We wish to show that px, yq P commplqnonreg, or in other words HGpxq XHGpyq ‰ L. By Lemma
3.21 we see that HGpxq ‰ L and HGpyq ‰ L.
Case 1: HGpxq “ G. In this case HGpyq “ HGpx, yq is not equal to L, as required.
Case 2: HGpxq :“M is a proper Levi subgroup of G (which necessarily contains L). Let Q be a
parabolic which contains P and has M as a Levi factor, and we set M1 “ ResGQ,M pMq. Note that
x P mreg, and thus x is not in the support of HipM1q by Lemma 3.21.
By the inductive hypothesis ResMMXP,L is t-exact and thus
HipNq “ ResMMXP,LH
ipM1q.
As x is not in the support of HiM1, it cannot be in the support of HipNq “ ResMMXP,LH
iM1
contradicting the choice of x. 
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Proof of Proposition 3.20, using Lemma 3.23. Let M P Mpgq and write N :“ ResGP,LpMq P Dplq.
Suppose that a cohomology objectHipN q is non-zero for some i ‰ 0. Then there must be a parabolic
subgroup P 1 of G with Levi factor L1 contained in L such that ResLP 1XL,L1 H
ipNq is nonzero and
cuspidal. By the inductive hypothesis, ResLP 1XL,L1 is t-exact, and thus
ResLP 1XL,L1 H
ipNq “ Hi
´
ResLP 1XL,L1 N
¯
“ HipResGP 1,L1pMqq
As ResGP 1,L1pMq is cuspidal, we can apply Lemma 3.23 to deduce that Res
L
P 1XL,L1 H
ipNq is zero,
contradicting the assumption. 
3.7. Second adjunction. The following result was proved by Drinfeld-Gaitsgory [DG14] (using
ideas developed by Braden [Bra03]).
Theorem 3.24. Let P´ denote the opposite parabolic subgroup of P with respect to L. Then
ResGP´,L is left adjoint to Ind
G
P,L.
Remark 3.25. The theorem gives a “cycle of adjoints” of length 4:
. . . % IndGP,L % Res
G
P,L % Ind
G
P,L
% ResG
P,L
% IndGP,L % . . . .
Corollary 3.26. The functors of induction and restriction satisfy the following:
(1) IndGP,L is t-exact.
(2) ResGP,L preserves coherent D-modules.
The corollary implies that there are exact functors:
indGP,L :Mplq 00Mpgq : res
G
P,L
pp
which preserve coherent objects (induction automatically preserves coherent D-modules as it is a
composite of a smooth pullback and proper pushforward).
Remark 3.27. It is possible to prove Corollary 3.26 without using the second adjunction. For
example, one can prove the exactness of parabolic induction by a similar technique to Proposition
3.20.
Proof of Corollary 3.26. The functor IndGP,L has a t-exact left adjoint (namely Res
G
P´,L) and thus
is left t-exact (i.e. preserves complexes supported in non-negative degrees). But it also has a t-exact
right adjoint (namely, ResGP,L) and thus is also right t-exact, as required.
The second claim follows from the fact that resGP,L has a right adjoint which preserves (filtered)
colimits (in this case, the right adjoint indGP´,L itself admits a right adjoint). We will spell this
argument out below.
Let us first note that Mpgq is a full subcategory of Mpgq (warning: this is not true for the
equivariant derived category), which is the category of modules for the Noetherian ring Dg. In
particular, coherent objects are the same as finitely generated modules, and every object in Mpgq
is a union of its coherent subobjects.
Given a coherent object M PMpgq, consider the canonical map:
N :“ resGP,LpMq
α
„
//
Ť
iPI
Ni,
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where the union is over the coherent submodules Ni of N. Consider the corresponding map under
the (second) adjunction
M
β
ÝÑ indGP´,Lp
ď
iPI
Niq “
ď
iPI
indGP´,LpNiq.
Here we have used the fact that indGP´,L commutes with filtered colimits (in this case, the union).
As M is coherent, and each indGP´,LNi is coherent, the map β factors through a finite union
M
β0
//
β
((Ť
iPI0
indGP´,LpNiq
//
Ť
iPI
indGP´,LpNiq.
It follows that α must also factor through a finite union; in other words, N is a finite union of
coherent submodules so is itself coherent. 
4. Generalized Springer Theory
In this section we apply the theory of parabolic induction and restriction to the give a description
of the abelian category Mpgq.
4.1. The recollement situation associated to parabolic induction and restriction. To
conclude this section, we will show how our results on parabolic induction and restriction give rise
to a recollement situation for the category Mpgq. Later, we will see that the recollement is, in
fact, an orthogonal decomposition, so this result is not strictly required for the proof of the main
theorems. However, it is helpful for other contexts (e.g. the mirabolic setting) to understand how
a collection of induction and restriction functors which satisfy a Mackey formula, give rise to a
recollement situation.
We adopt the same notation as in Corollary 3.17 for the abelian categoryMpgq. Thus,MpgqěpLq
is the subcategory consisting of objects with singular support in commpgqěpLq, or by Corollary 3.17,
those objects which are killed by resGQ,M for Levi subgroups M which do not contain a conjugate
of L. There is a similar definition ofMpgqąpLq. Note that these are all Serre subcategories (as they
are the kernel of exact functors).
Lemma 4.1. Parabolic induction and restriction restrict to a pair of adjoint functors:
indGP,L :Mplqcusp 00MpgqěpLq : res
G
P,L
pp
Proof. It is clear from the above remarks that parabolic restriction takes objects of MpgqěpLq to
cuspidal objects on L. On the other hand, if N is a cuspidal object of Mplq, then it follows from
the Mackey formula that indGP,LpMq is inMpgqěpLq. Indeed, if M is a Levi subgroup which doesn’t
contain a conjugate of L, and Q a corresponding parabolic, then the terms in the Mackey formula
for resGQ,M ind
G
P,LpMq all vanish. 
Note that the kernel of resGP,L restricted to MpgqěpLq is MpgqąpLq. Let us denote by MpgqpLq
the quotient category ofMpgqěpLq byMpgqąpLq. According to the results of Appendix A.2, we may
deduce:
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Proposition 4.2. There is a recollement situation:
MpgqąpLq
iąpLq˚
//MpgqěpLq
i˚
ąpLq
xx
i!ąpLq
ff
j˚
pLq
//MpgqpLq,
jpLq!
ff
jpLq˚
xx
In particular:
‚ Every object M PMpgqěpLq fits in to an exact sequence:
(5) jpLq!j
˚
pLqM
//M // iąpLq˚i
˚
ąpLqM
// 0
‚ The projection functor jďpLq!j
˚
ďpLqM is given by:
coker
´
indGP,Lres
G
P,Lind
G
P,Lres
G
P,LpMq ÝÑ ind
G
P,Lres
G
P,LpMq
¯
where the map is given by the difference of the two morphisms coming from the counit of
the adjunction.
‚ The quotient category MpgqpLq can be identified via jpLq! with the subcategory of Mpgq
consisting of quotients of objects which are parabolically induced from cuspidals on l.
‚ Any object M P MpgqćpLq can be written as an extension of an object in MpgqąpLq by a
quotient of an object in the essential image of indGP,L|cusp.
It follows that we can express any object in Mpgq as an iterated extension of (quotients of)
objects which are parabolically induced from cuspidals on various Levis. This can be seen by the
following algorithm:
(1) First, pick a minimal Levi L such that M PMpgqćpLq. Note that L could be equal to G (if
M is cuspidal) or to the maximal torus H (if resGB,HpMq is non-zero).
(2) If L “ G, stop.
(3) Consider the exact sequence in (5).
(4) Replace M by iąpLq˚i
˚
ąpLqM, and go back to step one.
Remark 4.3. In Subsection 4.6 we will see that the situation is much nicer: the monad L,P stP,L
restricted to cuspidal objects, is equivalent to the group monad ofWG,L. As explained in Appendix
A.3, this means that every object in the essential image ofMpgqpLq is a direct summand (as opposed
to just a quotient) of a parabolic induction from some cuspidal on L.
Remark 4.4. There is an analogous recollement situation in the derived setting too, see [Gun].
4.2. The Springer block. In this subsection, we show how to deduce the “non-generalized” part
of the generalized Springer theory presented in this paper (this is sufficient to prove the main results
in the case G “ GLn). Fix a Borel subgroup B containing a maximal torus H with Weyl groupW .
To simplify notation we will write ind “ indGB,H , res “ res
G
B,H , st “ res ˝ ind, and st “ BstB.
Note that the adjunction ind, res fits in to the set-up of Appendix A.2. With that in mind,
let MpgqąpHq denote the Serre subcategory of Mpgq consisting of objects killed by the functor res,
and MpgqpHq the quotient category of Mpgq by MpgqąpHq. As explained in A.2, we can identify
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MpgqpHq with the full subcategory ofMpgq consisting of quotients of objects in the essential image
of ind (we refer to this subcategory as the Springer block). Moreover, by the Barr-Beck Theorem
we have the following:
Lemma 4.5. The functor res identifies MpgqpHq with modules for the monad st “ res˝ ind acting
on Mphq.
The Weyl group W acts onMphq, and W -equivariant objects are the same thing as modules for
the monad W˚ (see Appendix A.3). The following theorem captures the essence of the main results
of this paper.
Theorem 4.6. There is an equivalence of monads st »W˚.
Lemma 4.5 then gives the following immediate corollary:
Corollary 4.7. There is an equivalence of categories
MpgqpHq »Mphq
W » Dh ´mod
We recover the classical result of Springer theory from Theorem 4.7 by restricting to the subcat-
egory MpN q of Mpgq consisting of objects supported on the nilpotent cone.
Corollary 4.8 ( [BM83]). There is an equivalence of categories
MpNGqSpr » ReppW q
In particular, the set of irreducible representations of W inject in to the set of simple objects of
MpNGqSpr, which are indexed by pairs pO,Lq of a nilpotent orbit O and a simple equivariant local
system L on O.
Remark 4.9. In the case G “ GLn or PGLn, the Springer block is the whole of Mpgq, and thus
the main result Theorem A is implied by Corollary 4.7 in this case. In general (e.g. for G “ SL2),
there are other blocks that must be taken in to account.
In order to prove Theorem 4.6, we will identify the abelian category of colimit preserving end-
ofunctors of Mphq » Dh ´ mod with Dh-bimodules, or equivalently, as objects in Mph ˆ hq. We
refer to an objects of Mph ˆ hq as integral kernels. Given an integral kernel K the corresponding
functor is given by
M ÞÑ p2˚pp
˝
1pMq b
˝ Kq
where p1, p2 : hˆhÑ h are the projections. Similarly, the composition of endofunctors corresponds
to convolution of integral kernels:
K1 ˚ K2 :“ p13˚ pp
˝
12pK1q b
˝ p˝23pK2qq
where p12, p23, and p13 are the projection maps h
3 Ñ h2. Thus monads acting on Mphq are the
same as algebra objects in the monoidal category Mphˆ hq, under convolution.6
Let Kst denote the integral kernel corresponding to the monad st. The integral kernel corre-
sponding w˚ (for w P W ) is given by Ow :“ Γw˚Oh where Γw : h Ñ h ˆ h is the graph of the
w-action. In this language, the Mackey formula says that Kst PMph ˆ hq carries a filtration such
6More algebraically, we could just think of a monad acting on Mphq “ Dh ´mod as a Dh-ring. However, it will
be more convenient to think of it geometrically as an object in Mphˆ hq. For example, we will want to localize over
certain open subsets of hˆ h.
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that the associated graded object is
À
wOw. Theorem 4.6 states that the Mackey filtration on K
is canonically split, and moreover the splitting K »
À
w Ow is an isomorphism of monads.
Remark 4.10. The corresponding statement is false in the derived category setting: the Mackey
filtration is non-split even in the SL2 case, as shown in [Gun].
Remark 4.11. One can check that the kernel Kst is given by H
0pαˆ βq˚ωst , where
h st
α //
β
oo h
are the projection maps on the Steinberg stack. Thus the D-module Kst over h ˆ h records the
fiberwise Borel-Moore homology (in a certain degree) of st. The monad structure on the functor
st reflects the convolution structure on Borel-Moore homology of the fibers. Theorem 4.22 can be
thought of as a “relative” version of the statement that the Borel-Moore homology of the nilpotent
Steinberg stack (which is the fiber of st over p0, 0q P h ˆ h) gives the group algebra of the Weyl
group (see Chriss-Ginzburg [CG97]). The proof uses the same basic principle (as do all proofs in
Springer theory): the fact that there is an honest Weyl group action over the regular locus, and
specialize to the non-regular locus. The difference between our approach and that of other authors,
is that the focus is on the entire integral kernel representing the Steinberg functor, rather than the
endomorphism algebra of a single object (the Springer sheaf).
4.3. Proof of Theorem 4.6. The proof is divided in to three elementary lemmas: the first implies
that there exists a splitting of the Mackey filtration on Kst; the second implies that there is a
canonical splitting (as monads) over the regular locus; the third implies that such a splitting extends
uniquely.
Lemma 4.12. Let v, w PW , v ‰ w. Then
Exti
MphˆhqpOv,Owq “ 0,
for i “ 0, 1.
Lemma 4.13. There is an isomorphism of algebra objects:
Kst|hregˆhreg »
à
wPW
Ow|hregˆhreg .
Lemma 4.14. We have:
HomMphˆhqpOv,Owq » HomMphregˆhregqpOv |reg,Ow |regq
Let us deduce Theorem 4.6 now, leaving the proofs of the various lemmas for the end of this
subsection. Lemma 4.12 shows that there must be some splitting of the Mackey filtration, i.e. there
exists an isomorphism Kst »
À
wOw. Lemma 4.13 defines an isomorphism of monads
φreg : Kst|hregˆhreg Ñ
à
w
Ow|hregˆhreg
after restricting to the regular locus. Lemma 4.14 shows that this isomorphism extends to an
isomorphism in Mphˆ hq:
φ : Kst Ñ
à
w
Ow.
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It remains to show that the monad structures on st and on W˚ agree. The monad structure on
the object
À
Ow is given by a collection of isomorphisms
τv,w : Ow ˚Ov
„
ÝÑ Owv,
for each pair pv, wq P W 2. Similarly, the monad structure on st induces a (a priori different)
monad structure on pWG,Lq˚ via the natural isomorphism φ; we denote the corresponding structure
morphisms by τ 1v,w. Lemma 4.13 implies that τ “ τ
1 after restricting to the regular locus (we know
φ is an isomorphism of monads there). On the other hand, by Lemma 4.14, if τ and τ 1 agree on
the regular locus, then they must agree on all of h ˆ h. Thus φ is an isomorphism of monads as
required. This completes the proof of Theorem 4.6.
Proof of Lemma 4.12. Let hv,w “ tx P h | vpxq “ wpxqu. We have the cartesian diagram:
hv,w
γw //
γv

h
Γv

h
Γw
// hˆ h
where γw “ γv is the inclusion of h
v,w into h. By our assumption w ‰ v, hv,w ‰ h. Let d denote
the codimension of hv,w in h. We compute:
RHomDphˆhqpOv,Owq “ RHomDphˆhqpΓv˚Oh,Γw˚Ohq
“ RHomDphqpOh,Γ
!
vΓw˚Ohq
“ RHomDphqpOh, γw˚γ
!
vOhq
“ RHomDphv,wqpγ
˚
wOh, γ
!
vOhq
“ RHomDphv,wqpOhv,w rds,Ohv,w r´dsq “ H
˚´2d
dR ph
v,wq.
As d ą 0, Ext1pOv,Owq “ H
1´2d
dR ph
v,wq “ 0 as required. 
Proof of Lemma 4.13. By Proposition 2.14, the diagram which defines parabolic induction and
restriction restricts to the WG,L-Galois cover:
hreg ˆNL » l
reg
♥
» lreg
♥
Ñ g
pLq
In particular, the restriction of the Steinberg stack pP stP qpLq is equivalent to the action groupoid
of W on lreg
♥
. This directly translates in to the claimed result on Kst. 
The proof of Lemma 4.14 is a straightforward calculation (the result only depends on the fact
that h and hreg are both connected).
Remark 4.15. Lemma 4.14 does not hold in the derived category (i.e. the RHom complexes are
not quasi-isomorphic). This is why one cannot deduce the corresponding statement to Theorem
4.22 in the derived setting.
30 SAM GUNNINGHAM
4.4. Orthogonality of parabolic induction from non-conjugate Levi subgroups. The fol-
lowing result is an important step in the orthogonal decomposition of Theorem A.
Proposition 4.16. Suppose L and M are non-conjugate Levi subgroups. Given N P Dbcohplqcusp,
and M P Dbcohpmqcusp we have that Ind
G
P,LpNq and Ind
G
Q,LpMq are orthogonal, i.e.
RHompIndGP,LpNq, Ind
G
Q,LpMqq » RHompInd
G
Q,LpMq, Ind
G
P,LpNqq » 0.
Proof. First let assume L is not conjugate to a subgroup of M . Let N P Dbcohplqcusp and M P
Dbcohpmqcusp. As M is not conjugate to a subgroup of L, for any g P G, M X
gL is a proper
subgroup of gL. Thus
Q,MSt
w
P,LN » Ind
M
MX 9wP,MX 9wLRes
9wL
QX 9wL,MX 9wL 9w˚N » 0
as 9w˚N is cuspidal for each 9w. By the Proposition 1.6 (the Mackey formula), Q,MStP,LN » 0.
Thus
(6) RHompIndGQ,M M, Ind
G
P Nq “ RHompM,Q,MStP,LNq » 0.
Note that the Verdier duality functor Dl preserves the category of cuspidal objects in Dplq and the
functor IndGP,L intertwines the Verdier duality functors. Applying 6 with N and M replaced by
DlN and DmM, we obtain:
RHompIndGP,LN, Ind
G
Q,M Mq “ RHompDg Ind
G
Q,M M,Dg Ind
G
P,LNq
“ RHompIndGQ,M DmM, Ind
G
P,LDlNq “ 0,
Thus IndGP,LpNq is orthogonal to Ind
G
Q,M pMq whenever M is not conjugate to a subgroup of L.
By switching the roles of M and L, we obtain that IndGP,LpNq and Ind
G
Q,M pMq are also orthogonal
whenever L is not conjugate to a subgroup of M . Thus IndGP,LpNq and Ind
G
Q,M pMq are orthogonal
whenever M is not conjugate to L. (Note that M is conjugate to L if and only if M is conjugate
to a subgroup of L and L is conjugate to a subgroup of M). 
Remark 4.17. The proposition immediately implies that direct summands of parabolic inductions
from cuspidals on non-conjugate Levi subgroups are orthogonal. We will see in the following
section that every object of the abelian category MpgqpLq is a direct summand of ind
G
P,LpMq for
some cuspidal object M P Mplq. This proves that the subcategories MpgqpLq are orthogonal for
non-conjugate Levis, L.
In the proof above, we noted that the terms of the Mackey filtration of M,QStP,LpMq vanish
unless L is conjugate to a subgroup of M . Let us observe that if M is conjugate to L, then the
Mackey formula takes a special form:
Proposition 4.18. Suppose M P Dplqcusp. Then L,PSt
w
P,LM » 0 unless w P WG,L “ NGpLq{L
(which is naturally identified with a subset of LzSpL,Lq{L „ P zG{P ).
Thus L,PStP,LpMq is an iterated extension of w˚pMq where w ranges over WG,L when M is
cuspidal.
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4.5. The category of cuspidal objects. Let g1 “ g{zpgq » rg, gs; thus g » zpgq ˆ g1. Note that
the torus Z˝pGq acts trivially on g, and equivariance for a connected group acting trivially does not
affect the abelian category of D-modules. Thus equivariance for G is the same thing as equivariance
for G1 “ G{Z˝pGq. In particular, given an object M PMpzplqq and K PMpg1q, we have an object
M b K PMpgq.
Lemma 4.19. An object M b K PMpgq is cuspidal if and only if K PMpg1q is cuspidal.
Proof. Suppose P is a parabolic subgroup of G with Levi factor L. Set P 1 “ P {Z˝pGq and L1 “
L{Z˝pGq (and similarly for the Lie algebras). We have the diagram:
g poo // l
zpgq ˆ g1

≀
OO
zpgq ˆ p1

≀
OO
oo // zpgq ˆ l1

≀
OO
Thus, the functor of parabolic restriction factors as:
resGP,L » res
G1
P 1,L1 b idMpzplqq.
The lemma follows immediately from this observation. 
Definition 4.20. The category of orbital sheaves is defined to be MpNGq (which we identify with
a full subcategory of Mpgq). The category of character sheaves is defined to be the essential image
of MpNGq under Fourier transform.
Let E “ ICpO, Eq be a simple orbital sheaf, where E is a simple equivariant local system on a
nilpotent orbit O. Such a local system E is called cuspidal if E is a cuspidal orbital sheaf in Mpgq,
or equivalently rE “ Ozplq b E is a cuspidal character sheaf. Given a cuspidal local system E , we
define the full subcategory MpgqpEq of Mpgq to consist of objects supported on NG ˆ zpgq of the
form E b M, where M is any object in Mpzpgqq.
Proposition 4.21. The category of cuspidal objects decomposes as an orthogonal sum
Mpgqcusp »
Kà
MpgqpEq,
indexed by cuspidal data pO, Eq. Moreover, MpgqpEq »Mpzpgqq via M b E ÞÑM.
Proof. Recall that every cuspidal object ofMpgq is supported on g
♥
“ zpgqˆNG (see Lemma 3.8).
Also recall that the categoryMpNGq is semisimple.
7 Thus by Lemma 4.19 any object of Mpgqcusp
can be written as a direct sum of objects of the form E b M, where E is a simple cuspidal object
of MpNGq and M is any object of Mpzpgqq. As the endomorphisms of E are one dimensional, we
see that the functor M ÞÑ E b M is fully faithful, as claimed. 
7This follows from the parity vanishing condition in [Lus86] Theorem 24.8.
32 SAM GUNNINGHAM
4.6. The relative Steinberg and Weyl monads. Let us fix a parabolic subgroup P with Levi
factor L. As explained in Subsection 4.1, we have a monadic adjunction:
indGP,L :Mplqcusp 00MpgqpLq : res
G
P,L
pp
whereMpgqpLq can be identified with the full subcategory ofMpgq which is generated under colimits
by the essential image of indGP,L restricted to cuspidal objects.
The corresponding monad is given by
L,P stP,L “ res
G
P,Lind
G
P,L :Mplqcusp ÑMplqcusp
By the Mackey Formula (Proposition 1.6), the functor L,P stP,L carries a filtration indexed by
P zG{P for which the associated graded piece corresponding to w P P zG{P is indMMX 9wLres
9wL
MX 9wL
9w˚.
By Proposition 4.18, the restriction of the monad L,P stP,L to the subcategory of cuspidal objects
has a filtration indexed by WG,L (with its poset structure defined by identification with a subset of
P zG{P ) for which the associated graded functor is pWG,Lq˚.
The following key result generalizes Theorem 4.6 in the Springer block case.
Theorem 4.22. There is an equivalence of monads L,P stP,L » pWG,Lq˚ acting on Mplqcusp.
As in the case of the Springer block, the basic idea behind the proof of Theorem 4.22 is to first
observe that the statement holds when the functors are restricted to the regular locus, and then
extend over the non-regular locus. This can be proved in a similar way to the Springer case, but
it will be slightly more convenient to consider one cuspidal block at a time so we can apply the
Lemmas in Subsection 4.3 directly. For this to make sense, we must have that the Steinberg monad
preserves the decomposition
Mplqcusp “
à
pEq
MplqpEq
This is equivalent to the statement that WG,L acts trivially on the set of cuspidal data pO, Eq. This
fact is a key feature of the generalized Springer correspondence, which we state below.
Theorem 4.23 ( [Lus84], Theorem 9.2).
(1) Every cuspidal datum pL, Eq on L is fixed under the action of WG,L.
(2) There is a summand of indGP,LpEq which appears with multiplicity one.
Remark 4.24. The results of [Lus84] are phrased in terms of the endomorphism algebra AE of
indGP,LpEq. In particular, Lusztig shows in Theorem 9.2 that AE is isomorphic to the group algebra
of WG,L. We can view this statement as a combination of three separate statements:
(1) The algebra AE is a twisted group algebra of WG,L,E (the stabilizer of the cuspidal datum
pO, Eq in WG,L).
(2) The cuspidal datum pO, Eq is fixed by WG,L (so WG,L,E “WG,L).
(3) The endomorphism algebra AE has a module of dimension one (it follows that AE is equiv-
alent to the non-twisted group algebra) .
The first statement above is a consequence of Theorem 4.22 and can be proved directly using the
techniques in this paper. The two other statements (which are equivalent to those in Theorem
4.23) require more delicate calculations, encoded in the dimension estimates appearing in the proof
of [Lus84], Theorem 9.2; we will not attempt to give a self-contained treatment of these results in
the present paper.
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Remark 4.25. In fact, Theorem 9.2 in [Lus84] gives more. Let P1, . . . , Pr be a complete list
of minimal parabolic subgroups of G properly containing P , and L1, . . . , Lr corresponding Levi
factors containing L. Then WLi,L is a subgroup of WG,L of order at most 2 (it acts faithfully on
the 1-dimensional vector space zplq{zpliq by reflections). Let si denote the generator of WLi,L. The
si generate WG,L, which acts by reflections on zplq{zpgq. In particular, if L is a Levi subgroup of
G which admits a cuspidal local system on a nilpotent L-orbit, then all the subgroups WL,i,L are
non-trivial (and thus of order 2). In this case WG,L is the Weyl group of a certain root system
on zplq{zpgq (see [Lus76] 5.9). This is a very strong restriction on which Levi subgroups of G
admit cuspidals. For example, the Levi subgroup Lp of SLn consisting of block diagonal matrices
corresponding to a partition n “ p1 ` . . . ` pk can only admit a cuspidal when p1 “ . . . “ pk for
some divisor pk of n, in which case WG,Lp “ Sk acting by permuting the blocks of a matrix (and
there are in fact cuspidals in that case see [Lus84] 10.3).
Remark 4.26. It is a result of Baal-Carter theory that if O is a distinguished nilpotent L-orbit,
then the G-saturation of O intersects l precisely at O (see [Som98]). In particular O is preserved
by the action of WG,L. The first part of Theorem 4.23 can be thought of as a generalization of this
fact, where the set of distinguished orbits is refined by the set of cuspidal data.
Proof of Theorem 4.22. By Theorem 4.23 and the Mackey formula, parabolic induction and restric-
tion restrict to a monadic adjunction for each cuspidal datum pL, Eq:
ind
G
P,L :MplqpEq 00MpgqpL,Eq : res
G
P,L
pp
Let stpEq denote the restriction of the Steinberg monad to the blockMplqpEq, which is equivalent to
Mpzplqq. Thus we can identify endofunctors of the block with Mpzplq ˆ zplqq. Just as for Theorem
4.6, the result then follows from the three lemmas in Subsection 4.3, after replacing h by zplq, and
W by WG,L. 
Corollary 4.27. Every simple cuspidal object E in MpNLq carries a WG,L-equivariant structure.
In particular there is a WG,L-equivariant equivalence: MplqpEq »Mpzplqq
Proof. According to Theorem 4.23, E is the parabolic restriction of an object in MpNGq (namely
the simple summand of indGP,LpEq appearing with multiplicity one). This it carries the structure
of a L,P stP,L-module. This is the same as a WG,L-equivariant structure by Theorem 4.22. 
4.7. Proof of the main results. In this subsection we will deduce Theorem A and Theorem B
from Theorem 4.22. First we note:
Corollary 4.28. For each cuspidal datum pL, Eq, there is an equivalence of categories:
MpgqpL,Eq »Mpzplqq
WG,L .
Proof. This is an application of the Barr-Beck theorem (see Appendix A.1). By construction, the
functor
resGP,L :MpgqpL,Eq ÑMpgqpEq
is monadic, and by Theorem 4.22, the corresponding monad is given by pWG,Lq˚ acting onMplqpEq
(which is WG,L-equivariantly identified with Mpzplqq by Corollary 4.27). 
By Proposition A.7 and Remark A.8, we obtain:
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Lemma 4.29. For every object M PMpgqpL,Eq, we have
M »
´
indGP,Lres
G
P,LpMq
¯WG,L
.
In particular, M is a direct summand of indGLres
G
L pMq.
Thus the categoryMpgqpL,Eq is just the Karoubian completion of the essential image of ind
G
L on
MplqpEq (i.e. the subcategory consisting of direct summands of parabolic induction from MplqpEq).
Remark 4.30. The corresponding statement is not true for the derived blocksDpgqpL,Eq: not every
such object is a direct summand of a parabolic induction. See [Gun] for further details.
Now we show that parabolic induction of cuspidal objects is independent of the choice of parabolic
(later we will drop the cuspidal condition).
Corollary 4.31. Suppose P and P 1 are two parabolic subgroups which contain L as a Levi factor.
Then there is a canonical natural isomorphism indGP,L » ind
G
P 1,L after restricting to MplqpEq.
Proof. By adjunction, the data of a natural transformation indGP,L Ñ ind
G
P 1,L is equivalent to that
of a natural transformation
(7) IdMplqpEq Ñ L,P stP 1,L
By the same argument as in the proof of Theorem 4.22, there is a canonical natural isomorphism
L,P stP 1,L » pWG,Lq˚. This isomorphism is constructed by first observing that such an isomorphism
exists once we restrict to the regular locus (where neither functor depends on the choice of parabolic),
and there is a unique extension over the non-regular locus. The inclusion of the identity 1 PWG,L
defines the required natural transformation (7). 
By the uniqueness of adjoints, it follows that parabolic restriction resGP,L is also independent of
the choice of parabolic when restricted to MpgqpLq (we may drop this last assumption soon).
Corollary 4.32. The subcategories MpgqpL,Eq and MpgqpM,Fq orthogonal if pL, Eq and pM,Fq are
non-conjugate cuspidal data.
Proof. By Proposition 4.16, if M is not conjugate to L then the essential image of indGP,L|cusp is
orthogonal to the essential image of indGQ,M |cusp. Thus it follows that any direct summand of such
objects must also be orthogonal, so by Lemma 4.29, MpgqpLq is orthogonal to MpgqpMq. It remains
to consider the case when M “ L, but E is not conjugate to F . Recall that by the results of
Subsection 4.5, MplqpEq is orthogonal to MplqpFq, and these blocks are preserved by the action of
WG,L by Theorem 4.23. Applying the Mackey formula as in the proof of Proposition 4.16 gives the
result. 
At this point, the proof of Theorems A, B, and C is just a matter of putting together the pieces.
Proof of Theorem A. We have shown that the subcategories, MpgqpL,Eq are pairwise orthogonal,
and each is equivalent to MpzplqqWG,L (for the relevant L). By the recollement situation of 4.1,
every object of Mpgq is an iterated extension of objects of MpgqpL,Eq; we now know that these
extensions must all split. We have proved Theorem A:
(8) Mpgq “
à
pL,Eq
MpgqpL,Eq »
à
pL,Eq
MpzplqqWG,L
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
Proof of Theorem C. IfM is a non-zero indecomposable object ofMpgq, then it must lie in a unique
block MpgqpL,Eq. In that case, it is a direct summand of ind
G
P,LpNq for some N PMplqpEq (namely,
N “ resGP,LpMq). By definition, the singular support of M is contained in commpgqěpLq, but not
contained in commpgqąpLq (otherwise res
G
P,LpMq » 0 and thus M » 0). 
It remains to clear up a few points in Theorem B, namely, the dependence on the parabolic and
the splitting of the Mackey filtration. These points have been addressed (by Corollary 4.31 and
Theorem 4.22) in the case of parabolic induction and restriction on a single cuspidal block. Thus,
we must look at the functor of induction and restriction on all blocks at once.
Consider the functor resGQ,M for a fixed parabolic subgroup Q with Levi factor M . If L is not
conjugate to a subgroup of M , then by the Mackey formula, resGQ,M kills the summand MpgqpL,Eq.
On the other hand, if L ĎM , and P Ď Q, then pL, Eq can also be considered as a cuspidal datum for
M . The compatibility of Proposition 1.7 implies that the functor resGQ,M restricts to a functor from
MpgqpL,Eq to MpmqpL,Eq. Under the equivalence of (8), this corresponds to the forgetful functor:
Υ
WG,L
WM,L
:MpzplqqWG,L //MpzplqqWM,L
A similar statement holds for indGQ,M , which corresponds to the induction functor:
Γ
WG,L
WM,L
:MpzplqqWM,L //MpzplqqGM,L
Putting this all together we have the following commutative diagram (when read from top left to
bottom right or from top right to bottom left):
Mpgq
res
G
Q,M
--
Mpmq
ind
G
Q,M
mm
KÀ
pL,Eq
LĎG
MpzplqqWG,L

≀
OO
.. KÀ
pL,Eq
LĎM
MpzplqqWM,Lnn

≀
OO
The remaining parts of Theorem B now follow: the Mackey formula must split (as it is equivalent
to the Mackey formula corresponding to induction and restriction for finite groups) and the functors
parabolic induction and restriction are independent of the choice of parabolic (as they are on each
block).
Appendix A. Monads and Recollement situations
We review the Barr-Beck theorem in the context of Grothendieck abelian categories and explain
how certain adjunctions give rise to recollement situations. The case when the monad is given by
the action of a finite group is of particular interest to us. The proof of the Barr-Beck theorem can
be found in in [BW85], and the background material on abelian categories in [Pop73]. A modern
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treatment of the theory of recollement situations for abelian categories can be found in [FP]. We
will only give brief sketches of the proofs here.
Throughout this appendix, we maintain the following:
Assumptions A.1. Let C and D be Grothendieck abelian categories, F : D Ñ C is an functor with
a left adjoint FL. We assume that both F and FL are exact and preserve direct sums (it follows
from the adjoint functor theorem that F also has a right adjoint FR).
A.1. The Barr-Beck theorem and recollement situations. Let T “ FFL denote the cor-
responding monad acting on C. We denote by CT the category of T -modules (also known as
T -algebras) in C. Note that for any object d P D, F pdq is a module for T . Thus we have the
following diagram:
D
F //
rF   ❆❆
❆❆
❆❆
❆ C
CT
>>⑦⑦⑦⑦⑦⑦⑦
Definition A.2. A functor F : D Ñ C is called conservative if whenever F pxq » 0 then x » 0.8
Theorem A.3 (Barr-Beck [BW85]). The functor rF : D Ñ CT has a fully faithful left adjoint, J .
If F is conservative, then rF and J are inverse equivalences.
There is an explicit formula for the left adjoint, as follows. Given an object c P CT , consider the
diagram
(9) FLFFLc Ñ FLc
where one of the maps is given by the T -module structure on c, and the other is given by the counit
map of the adjunction. Then Jpcq is defined to be the coequalizer of this diagram, or in other
words, the cokernel of the map given by the difference of the two maps above. One can check that
J is left adjoint to rF and that the unit c „ÝÑ rFJpcq, so that J is fully faithful as required.
A.2. Adjunctions and Recollement situations. We further study the case when the functor
F is not necessarily conservative. Let K denote the kernel of F , i.e. the full subcategory of D
consisting of objects d such that F pdq » 0. Let Q denote the quotient category D{K, which is
the localization of D with respect to the multiplicative system of morphisms that are taken to
isomorphisms under the functor F . The subcategory K is automatically localizing, and thus the
quotient morphism j˚ : D Ñ Q has a fully faithful right adjoint, denoted j˚. (see e.g. [Pop73]). On
the other hand, F descends to a conservative functor on the quotient Q, and thus by the Barr-Beck
theorem, we can identify Q with the category of T -modules, CT . Using this identification, the bar
construction defines a fully faithful left adjoint, which we denote j!.
Let i˚ : K Ñ D denote the embedding. Consider the functor k : D Ñ D given by the cokernel of
the unit map IdD Ñ j!j
˚. The essential image of the functor k is contained in K, and thus we can
write k “ i˚i
˚ for where i˚ : D Ñ K is left adjoint to i˚. Similarly, the kernel of the counit map
j˚j
˚ Ñ IdD is of the form i˚i
!, where i! is right adjoint to i˚.
8The usual definition of a conservative functor is a functor F such that if F pφq is an isomorphism, then φ is
an isomorphism. This definition is equivalent to the one above, in our context, by considering the the kernel and
cokernel of φ.
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These facts are summarized as follows:
Theorem A.4. There is a recollement situation:
K
i˚
// D
i˚
||
i!
aa
j˚ // Q,
j!
bb
j˚
||
In particular:
‚ The functor j˚ is left adjoint to j˚, and right adjoint to j!.
‚ The functor i˚ is left adjoint to i
!, and right adjoint to i˚.
‚ The functors j˚, j!, and i˚ are fully faithful;
‚ There are exact sequences of functors
0Ñ i˚i
! Ñ IdD Ñ j˚j
˚
j!j
˚ Ñ IdD Ñ i˚i
˚ Ñ 0
Also note that, by the construction of the left adjoint j!, the essential image of Q in j! consists of
quotients of objects in the essential image of FL.
Remark A.5. If the categories C and D are compactly generated, and the functor F , in addition,
takes compact objects in D to compact objects in C, then the right adjoint FR preserves direct
sums. In that case, the recollement situation of Theorem A.4 restricts to one on the level of small
categories of compact objects (this is the case for the main example in this paper).
A.3. Monads and finite group actions. Suppose additionally that a finite group W acts on C.
This means that there are functors
w˚ : C Ñ C,
together with natural isomorphisms φw,v : w˚v˚
„
ÝÑ pwvq˚ satisfying the natural cocycle condition.
There is an associated monad W˚ acting on C given by the formula:
W˚pcq “
à
wPW
w˚pcq.
The category CW of W -equivariant objects, is equivalent to the category of modules for the monad
W˚.
Remark A.6. The functor W˚ also admits the structure of a comonad acting on C (and W -
equivariant objects in C can also be identified with comodules for this comonad). Considering this
monad and comonad structure together, one arrives at the notion of Frobenius monad.
Proposition A.7. Suppose there is an isomorphism of monads T »W˚. Given an object c P C
W ,
W acts by automorphisms on the object FLpcq such that the object j!pcq is given by the coinvariants
FLpcqW of this action.
Proof. The W action comes from the identities:
EndpFLpcqq » Hompc, FFLpcqq » Hompc,W˚cq » ZrW s b Endpcq.
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The identification of j!pcq with the coinvariants is by inspection of the formula 9 for j! as a coequalizer.

Remark A.8. (1) Note that the functor of coinvariants for a finite group action is exact (and
agrees with the functor of invariants via the norm map). In particular, j!pcq is a direct
summand of FLpcq.
(2) If C and D are C-linear abelian categories and c P CT is a simple object, then EndpFLpcqq »
CrW s.
A.4. Filtrations. The following notation will be useful for us later.
Definition A.9. A filtration of an object a in a category C, indexed by a poset pI,ďq, is a functor
pI,ďq Ñ C{a
, i ÞÑ paďi ÞÑ aq.
In the cases of interest to us, I will be a finite poset with a maximal element imax, and we demand
in addition that aďimax Ñ a is an isomorphism.
We will apply this definition in two settings: either C is a Grothendieck abelian category as in the
previous subsections, or C is a triangulated category (or stable 8-category). In the abelian category
setting we will ask for the structure maps to be monomorphisms, but in the triangulated/stable
setting, we have no such condition.
Let aăi denote the colimit of aďj over j ă i. For any i P I, we set ai to be the cokernel (or cone)
of aăi Ñ aďi. Thus, we think of the object a as being built from ai by a sequence of extensions.
The associated graded object is defined to be
À
iPI ai.
Appendix B. D-modules
There is a vast literature on the theory of D-modules; a good elementary reference is the book
of Hotta–Takeuchi–Tanisaki [HTT08]. The triangulated category of equivariant D-modules was
defined by Bernstein–Lunts [BL94] (in the context of sheaves) and Beilinson–Drinfeld [BD], and 8-
categorical enhancements have been considered in [GR11] [BZN09] (see also the recent book project
of Gaitsgory-Rozenblyum [GR17]). Below we outline some of the key properties of the theory that
we will need for this paper.
B.1. On smooth affine varieties. Suppose U is a smooth affine algebraic variety, and let DU
denote the ring of algebraic differential operators on U . We will write MpUq for the category of
DU -modules. An object ofMpUq is called coherent if it is finitely generated (or equivalently, finitely
presented), and we denote the subcategory of such objects by McohpUq.
We denote by DpUq, the (unbounded) derived category ofMpUq. Really, I will want to consider
the corresponding stable8-category, but for the purposes of this paper we will only need to consider
its homotopy category, which is the usual, triangulated, derived category. The compact objects of
DpUq are given by perfect complexes of DU -modules (or equivalently, bounded complexes whose
cohomology objects are finitely generated DU -modules, as DU has finite homological dimension);
such complexes are called coherent.
Given a morphism of smooth affine algebraic varieties
f : U Ñ V
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we have transfer bimodules DUÑV and DVÐU . Derived relative tensor product defines functors:
f˝ : DpV q Ñ DpUq
f˚ : DpUq Ñ DpV q.
If f is smooth, then f˝ is t-exact and preserves coherence; if f is a closed embedding, then f˚ is
t-exact and preserves coherent objects.
B.2. On quotient stacks. Let K be an affine algebraic group acting on the smooth variety U .
There is a morphism of algebras
µ˚ : Upkq Ñ DU
representing the infinitesimal action. Given an object M of MpUq (i.e. a DU -module), a K-
equivariant structure on M is an action of K on M by DU -module morphisms, such that the
corresponding action of k agrees with the one coming from µ˚. We write MpUqK or MpXq for the
abelian category of K-equivariant DU -modules (where X “ U{K is the quotient stack).
Note that if K is connected, then K-equivariance is actually a condition: the K-action (when it
exists) is determined by µ˚. Thus MpUqK embeds as a full subcategory of MpUq in that case.
It turns out that the “correct” definition of DpXq “ DpUqK does not agree with the derived
category of MpXq in general. Definitions and properties of the equivariant derived category DpXq
(in varying degrees of generality) can be found in [BD, BZN09, GR17].9 This is a triangulated
category which carries a t-structure, whose heart is MpXq. The subcategory DbcohpXq consists
of complexes with finitely many non-zero cohomology groups, each of which are coherent (as D-
modules on Y ). The category DpXq is compactly generated and the subcategory DcompXq of
compact objects is contained in DbcohpXq (these subcategories agree when X is a scheme, but may
differ if X is a stack).
B.3. Functors. Suppose U and V are smooth varieties, K is an algebraic group acting on U , L is
an algebraic group acting on V , and we fix a homomorphism φ : K Ñ L. A morphism rf : U Ñ V
which is equivariant for the group actions (via φ) gives rise to a morphism of quotient stacks
f : U{K Ñ V {L. This morphism is representable if φ is injective, and safe if the kernel of φ is
unipotent.
Remark B.1. The term safe was defined more generally in the paper [DG13] of Drinfeld-Gaitsgory.
It is shown in that paper that safe morphisms of stacks give rise to a well-behaved pair of functors
on D-modules.
The morphism f of quotient stacks is smooth if and only if the corresponding morphism rf : U Ñ
V is smooth; in that case, the relative dimension of f is given by the relative dimension of rf minus
the dimension of the kernel of K Ñ L. The morphism f is called proper if it is representable andrf is proper.
9One approach is to use the theory of stable 8-categories (developed by Lurie in [Lur06, Lur11]), which can be
thought of as an enhancement of theory of triangulated categories (the homotopy category of a stable 8-category is a
triangulated category). In this enhanced setting, DpXq can be defined as the limit (in some appropriate 8-category
of stable 8-categories) of the cosimplicial diagram of categories obtained from the Cˇech simplicial object associated
to the cover U Ñ X (this is a homotopical formulation of the notion of descent). In this paper we will not need to
consider the 8-categorical enhancements, only their underlying triangulated category.
40 SAM GUNNINGHAM
Example B.2. Let B be a Borel subgroup of a reductive algebraic group, U the unipotent radical
of B, and H “ B{U . Then the morphism
B{adB Ñ H{adH
is safe and smooth of relative dimension 0. Similarly, U{adU is safe and smooth of relative dimension
0 over a point. On the other hand, the morphism pt{H Ñ pt is not safe. The morphismB{B Ñ G{G
is proper.
Given a safe morphism of quotient stacks f : X :Ñ Y , we have functors:
f˚ : DpXq Ñ DpY q,
and
f˝ : DpY q Ñ DpXq,
induced by the corresponding morphisms for Cˇpfq : CˇpU{Kq Ñ CˇpV {Lq (to make sense of this,
one must use the base-change theorem; see Proposition B.4 below). We define the functor f ! as
f˝rdimpXq ´ dimpY qs.
Following the convention of [BZN09], we define DXpMq by the usual formula for D-module
duality when M P DbcohpXq, and extend by continuity to define the functor
DX : DpXq Ñ DpXq
1.
Remark B.3. If M,N P DbcohpXq, then
RHompM,Nq » RHompDpNq,DpMqq.
This formula fails in general, if we drop the coherence assumption.
Here, we gather all the properties of D-module functors that we may need in this paper.
Proposition B.4 ( [GR17] [HTT08]). (1) If f is proper, then f˚ » DY f˚DX preserves coher-
ence and is right adjoint to f !. We sometimes write f! instead of f˚ in that case.
(2) If f is smooth of relative dimension d, then f ! preserves coherence and f˚ :“ f !r´2ds is
left adjoint to f˚. The functor f
˝ “ f !r´ds t-exact, and f˝ » DXf
˝DY .
(3) If
X ˆW V
f˜
//
f˜

V
g

X
f
// W
is a cartesian diagram of stacks, then the base change morphism is an isomorphism: g!f˚ –
g˜˚f˜
!.
(4) We have the projection formula:
f˚
`
f !MbN
˘
»Mb f˚pNq.
(5) The category DpXq carries a symmetric monoidal tensor product
MbN :“ ∆!pM b Nq »MbOX Nr´ dimpXqs.
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(6) We have an internal Hom:
HompM,Nq :“ DpMq bN.
If M and N are in DbcohpXq then
RHompM,Nq “ pX˚HompM,Nq.
B.4. Singular support. Given a smooth algebraic variety V , we will equip the ring of differential
operators DV with the order filtration, in which the functions SympV
˚q have degree 0, and vector
fields SympV ˚qbV are given degree 1. We can form its Rees algebra D~V which is a graded algebra
over Cr~s. It is again generated by SympV q and SympV ˚q, with the relation:
rv, w˚s “ ~w˚pvq.
We denote the abelian category of graded D~V -modules byM
~pV q, and its derived categoryD~pV q.
We have the subcategory M~cohpV q of finitely generated, graded D
~
V -modules, and the subcategory
D~cohpV q of complexes with finitely many nonzero cohomology groups, each of which are coherent.
Taking the fiber at ~ “ 0, we obtain:
D0V :“ D
~
V {~D
~
V » OT˚V
On the other hand, taking the fiber at ~ “ 1, recovers the ring DV .
Given a module M P MpV q, a compatible filtration on M defines an object M~ P M~pV q
by taking the Rees construction. A good filtration of M is a compatible filtration such that the
corresponding Rees module M~ is coherent. Given such a filtration we may take the fiber M0 :“
M{~M at ~ “ 0 which is a module for D0V “ SympV ‘ V
˚q, or in other words, a coherent sheaf on
V ˆ V ˚. The singular support SSpMq of M is defined to be the support of M0; it is a conic subset
of V ˆ V ˚, which is independent of the choice of filtration.
Given any DV -module M, we define the singular support of M (as a set), to be the union of
the singular support of all its coherent submodules (we only need this definition to make sense of
statements of the form “SSpMq is contained in a certain closed subvariety”). Given a D~V -module
M~, which specializes to M at ~ “ 1, it is not necessarily the case that SupppM0q “ SSpMq.
However, the following fact (which the author was not able to locate in the literature) gives a
containment.
Proposition B.5. Suppose M~ PM~pV q. Then for every coherent submodule N of M1,
SSpNq Ď SupppM0q.
Proof. One issue is that M~ may not arise from a filtration (let alone a good filtration) on M1;
in other words, M~ may have ~-torsion. On the other hand, replacing M~ by its ~-torsion free
quotient, can only make the support of M0 smaller. Thus we may assume M~ is torsion free (and
thus is obtained from a filtration on M1 by the Rees construction).
It is enough to check that the singular support of every cyclic submoduleDV u1 ofM1 is contained
in SupppM0q. Let us lift the element u1 P M1 to u~ PM~, and consider the cyclic module D
~
V u~.
This is the Rees construction of the induced (necessarily good) filtration on DV u1. Moreover, the
specialization DV u0 to ~ “ 0 is a submodule of M0 (as everything is flat over ~), and thus has
support contained in SupppM0q as required. 
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Given a morphism of smooth algebraic varieties
f : V ÑW,
we have functors
f~˚ : D~pV q Ñ D~pW q,
and
f˝
~
: D~pW q Ñ D~pV q.
These may be defined by transfer bimodules in much the same way as the usual D-module functors.
Recall that the morphism f gives rise to the correspondence:
T ˚V V ˆW T
˚W
πf
oo
p2 // T ˚W
The following proposition is easily checked (see, for example, [CK15]).
Proposition B.6. Given a map f : V ÑW , as above, and M~ PM~pV q, N~ PM~pW q, we have:
gr f~˚M~ » p2˚π
˚
f gr M~
gr f !~N~ » πf˚p
˚
2gr N~
In particular, combining Proposition B.5 with B.6, we obtain:
Proposition B.7. Given a map f : V ÑW , as above, and M PMpV q, N PMpW q, we have:
SSpf˚Mq Ď p2π
´1
f SSpMq
SSpf˝Nq Ď πfp
´1
2 SSpNq
The following result may be checked by noting that the associated graded of a good filtered
DV -module M is locally isomorphic to M as a OV -module.
Lemma B.8 ( [Kas03], Proposition 2.8). Given M P MpV q, we have πpSSpMqq “ SupppMq,
where π : T ˚V Ñ V is the projection.
B.5. Coisotropic subvarieties and Gabber’s Theorem. Recall that a linear subspace W of a
symplectic vector space pV, ωq is called coisotropic if the symplectic orthogonal WKω is contained
in W . A (not necessarily linear) closed subvariety C of V is called coisotropic if the tangent space
TpC at any smooth point p is a linear coisotropic subspace of V » TpV.
10
Let us recall the following theorem of Gabber.11
Theorem B.9 (Gabber [Gab81]). The singular support of a coherent D-module on a vector space
V is a coisotropic subvariety of T ˚V “ V ˆ V ˚.
Corollary B.10. Suppose M P DpV q, and X Ď T ˚V is a subset which contains no non-empty
coisotropic subvarieties. If SSpMq Ď X then M » 0.
Proof. Take any coherent submodule M1 of any cohomology object HipMq of the complex M. Then
its singular support is contained in X and thus is empty; it follows that M1 » 0, and thus the entire
complex M is equivalent to zero as required. 
10This condition is equivalent to the vanishing ideal of C being closed under the Poisson bracket in OpVq–
see [CG97], Proposition 1.5.1.
11For an elementary proof in a much more general setting, due to F. Knop, see [Gin98] Theorem 1.2.5
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The following lemma gives a family of examples of subvarieties X satisfying the condition of
Corollary B.10.
Lemma B.11. Suppose V is a vector space with a non-degenerate symmetric bilinear form, and
K1, . . . ,Kn are non-degenerate proper linear subspaces. We consider V ˆ V as a symplectic vector
space using the symmetric form on V . Let N Ă V ˆ V denote the union of Ki ˆ Kj for pairs
pi, jq such that Ki`Kj ‰ V . Then there are no non-empty coisotropic subvarieties of V which are
contained in N .
Proof. Suppose C is a coisotropic subvariety of V ˆ V which is contained in N , and let p be a
smooth point of C. Then the tangent space TpC is a linear subspace of V ˆV contained in KiˆKj
for some pi, jq where Ki ` Kj ‰ V . Thus it is sufficient to prove that Ki ˆ Kj does not contain
any linear coisotropic subspaces.
As Ki `Kj ‰ V , there exists a non-zero element v P pKi `Kjq
K “ KKi XK
K
j (where K denotes
the orthogonal with respect to the symmetric form on V ). Suppose W is a subspace of Ki ˆKj .
Then pv, vq is orthogonal to W with respect to the symplectic form, but pv, vq is not contained in
KiˆKj and thus not contained in W . Thus W cannot contain its own symplectic orthogonal, and
thus cannot be coisotropic, as required. 
Example B.12. If K Ă V is a single proper non-degenerate subspace, then Lemma B.11 states
that K ˆK cannot contain a coisotropic subvariety of V ˆ V .
B.6. Fourier Transform. Let V be a complex vector space with dual space V ˚. Fourier transform
for D-modules is given by an isomorphism DV » DV ˚ which identifies V
˚ Ď DV (given by linear
functions) with V ˚ Ď DV ˚ (given by constant coefficient derivations) by ´1 times the identity map,
and identifies V Ď DV and V Ď DV ˚ by the identity map. This isomorphism gives rise to t-exact
inverse equivalences:
DpV q
FV
--
DpV ˚q
F
V˚
mm
Lemma B.13. Suppose i : A ãÑ V is the inclusion of a linear subspace; let p : V ˚ Ñ A˚ denote
the adjoint to i. We have:
FAi
˝ » p˚FV : DpV q Ñ DpA
˚q
FV i˚ » p
˝
FA : DpAq Ñ DpV
˚q.
Proof. We have that i˝ and p˚ are both given by the formula SympA
˚q bL
SympV ˚q p´q; it is readily
checked that they agree as functors after identifying the source and target via Fourier transform as
required (similarly for i˚ and p
˝). 
Lemma B.14. Suppose M PMpV q, SupppMq is contained in a closed conical subset C Ď V , and
SupppFpMqq is contained in a closed conical subset D Ď V ˚. Then SSpMq Ď C ˆD.
Proof. By Lemma B.8, SSpMq Ď C ˆ V ˚. Let IC Ď SympV q denote the homogeneous (radical)
ideal whose corresponding vanishing set is C. Pick a coherent submodule M1 of M, and a good
filtration F0 Ď F1 Ď . . . of M
1. Then as SupppFpMqqsubseteqC, for every m P Fi there exists a
positive integer N such that INC m “ 0; thus I
N
C m “ 0 also, which means that SSpMq Ď V ˆ C as
claimed. 
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Remark B.15. The converse of Lemma B.14 does not hold in general. For example, takeM “ Fδα
to be the Fourier transform of a delta-function D-module at a non-zero point α P V ˚.
Example B.16. Combining Example B.12, Corollary B.10, and Lemma B.14, we see that if a
DV -module M and its Fourier transform are both supported on a non-degenerate closed subspace
of K of V , then M » 0.
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