ABSTRACT In this paper, a novel high-accuracy and robust computing framework for time series classification tasks is presented. The framework consists of a feature extraction module and a classification module, where the feature extraction is implemented by reservoir computing method of spiking neurons, and the classification result is obtained by the state-of-the-art analog convolutional neural networks (CNNs). The original time series input is first converted to multi-channel spike streams, then fed into the spiking reservoir layer to produce intermediate spike output, and subsequently, the spike output is transformed into a 2D mapping image, and deep CNN model is applied to classify the mapping image. The proposed model has the following three significant advantages: long-and-short term memory brought by the echo state of reservoir component, robustness to noise brought by the spiking encoding method, and high-accuracy performance brought by the deep CNN model. The experiments conducted on both synthetic time series data set and UCR time series data sets showed that our approach achieved highly competitive accuracy and robustness over other existing methods.
I. INTRODUCTION
Time series classification (TSC) has been an increasingly attractive problem due to its wide range of applications including auxiliary medical diagnosis [1] - [4] , anomaly detection, state prediction, action recognition, and signature verification, etc. Over the past decades, many typical TSC methods have been proposed, and they can be roughly categorized as distance-based (e.g. k nearest neighbor classifier with Euclidean (kNN-Euclidean) or dynamic time warping distance (kNN-DTW)), shapelet transformationbased [5] - [7] , feature-based [8] - [10] , pattern-based (machine learning classifiers, e.g. Support Vector Machine [2] , Echo State Network [11] , Random Projection Recurrent Neural Network [12] , and ensemble machine learning classifiers [13] ).
Owing to the vigorous computation capability of artificial neural networks (ANNs), ANN based TSC approaches have been widely proposed. Haselsteiner et al. [1] proposed an EEG classification approach by using finite impulse response multilayer perceptrons. The finite impulse response filters replace the static weights that allows temporal processing inside the classifier, and thus higher accuracy is achieved compared with using the standard multilayer perceptrons. Reference [14] proposed a recurrent probabilistic neural network, namely time-series discriminant component network, which can obtain the parameters of dimensionality reduction and classification simultaneously. In [15] , a two Long-Short Term Memories (LSTMs) sub-networks based sequence-to-sequence model is proposed, where one LSTM sub-network is used as encoder and another one is a decoder. Input time series of arbitrary lengths is acceptable to this model. To overcome the defects of complex training method, slow and unguaranteed convergence [16] , and bifurcations caused by parameter changing during training [17] of most recurrent neural networks (RNNs), time warping invariant echo state networks (ESNs) based TSC approach was proposed by [11] , which took the advantages of ESN that both the input weights and hidden layer weights are initialized to be unchanged, and only the readout weights are to be trained by using simple regression methods.
In recent years, as a main representative of deep learning, convolutional neural networks (CNNs) have achieved great success in end-to-end pattern recognition, and many CNN models, such as LeNet [18] , AlexNet [19] , VGG [20] , ResNet [21] have been widely proposed by researchers. Instead of human-designed features, CNNs automatically mine and extract deep features from the input images. Further, considering the other advantages of weights sharing and rotation, translation invariance, CNN framework based time series classification algorithms attract lots of focus over the world. Reference [22] proposed a TSC oriented CNN framework which jointly trains the multivariate time series for feature extraction. However, since the time series is directly fed into the input layer of CNN, this method is only applicable to fixed-length time series data set. In [23] , recurrent neural network (RNN) submodule augmented fully convolutional network (FCN) is proposed, where the RNN can be implemented by either LSTM or LSTM with attention mechanism. The time series signal is fed to both the FCN and RNN submodules in parallel, and through the layer-bylayer computation, the extracted features are concatenated and then fed into the fully connected layer with softmax activation function to compute the result. However, very large epoch number should be set to train the whole model due to the hyperparameter growth, which significantly extends the training time.
On the other hand, although plenty of ANN based algorithms have achieved almost perfect classification accuracy on their data sets, little work is done on the robustness of TSC. In fact, it is a very important problem that needs to be solved. In practical engineering, it is often difficult to design parameters and train the models to overcome the disturbance problems (such as model uncertainty, sensor observation noise, and external interference) during the inference procedure.
In this paper, we propose a TSC framework, namely spiking echo state convolutional neural network (SES-CNN). The SES-CNN consists of a spiking echo state computing submodule and a CNN submodule, unlike [23] that inputs the time series directly to both the FCN and RNN blocks, in our framework, the time series data is firstly transformed into spike stream signals and the spiking reservoir layer reads the signals to store the echo state and produce a 2D mapping image, and then the output image is fed into the CNN submodule to learning the deep features and obtain the final classification result. The main features and contributions of the proposed method can be summarized as follows: 1). Because of the robustness to noise of spike stream conversion and computation and the high accuracy of conventional analog neural computing, both the spiking neurons and analog neurons are integrated into a network model; 2). The RNN module is used to extract the long-and-short time features of the time series, and the CNN module is used to classify the features constructed mapping image. So it is capable to process the time series of variate length; 3). The model output error can fine-tune the generated connection weight of the features constructed mapping image in a backward propagation manner, thereby adjusting the input of the CNN module, which is more conducive to the higher classification accuracy. To test the accuracy and robustness of our proposed method, both the synthetic time series data set and the University of California Riverside (UCR) benchmark data set are used. The first experiment is performed on the standard data set without adding artificial noise, and then, different sizes of noise are added to the test sets while the training sets are kept ''pure'' without any numeric modification. Results indicate that our method produces the state-of-the-art accuracy on the first experiment, and achieves more robust classification outputs than other most of TSC methods.
The rest of this paper is organized as following: In SECTION II, some preliminary concepts including the classical echo state network and spiking neuron model are introduced. SECTION III presents the detail of our proposed TSC method which is the core of this paper. In order to demonstrate the high-accuracy and robustness, SECTION IV shows the experiment results on synthetic data set and UCR data set, respectively. Finally, a summary is concluded to end this paper at SECTION V. 
II. PRELIMINARIES A. ECHO STATE NETWORK
Echo state network (ESN) is a recurrent neural network framework which firstly proposed by Jaeger [24] , and it has been one of the most popular reservoir computing (RC) model. As presented in FIGURE 1, a classical ESN is mainly composed of three neural components, namely, input layer, reservoir layer and readout layer, where the connection weights between input layer and reservoir layer are random initialized to be fixed, and the inter-connected weights among the large-scale reservoir neurons are sparse, randominitialized and value-fixed. Generally, only about 5% − 10% of the reservoir weights are nonzero, and only the readout weights from the reservoir layer to output layer are trainable by using simple regression method (e.g., linear regression or ridge regression). Due to the low complexity of network training and remarkable capability of nonlinearity computation, ESNs have been broadly applied in various fields, such as time-series prediction [25] - [27] , dynamic pattern recognition [28] , [29] , system modeling and control [30] - [34] , and anomaly detection [35] , [36] , to name a few.
ESN is a continuous-valued computing model, whose reservoir state and output update laws are designed by
where u(n) denotes the input fed into ESN, x(n) is the reservoir state and y(n) is the ESN output at time n. W in , W and W out represent the input weights, reservoir weights and readout weights, respectively. f (·) is a nonlinear activation function, such as sigmoid, tanh function. It should be noted that to achieve the echo state property, the reservoir connection matrix W needs to be scaled by W ← αW /λ max (W ), where λ max (W ) denotes the spectral radius of W and 0 < α < 1 is a scaling parameter [16] .
B. SPIKING NEURON MODEL
Unlike the conventional analog neuron models which compute and transmit the continuous-valued signals, spiking neurons use the discrete spike streams to process information, and the working mechanism of spiking neuron is showed as FIGURE 2. The postsynaptic neuron receives the input spikes from its presynaptic neurons through dendrites, the charge carried by the input pulse forms a postsynaptic potential (PSP) on the dendrites of the postsynaptic neuron and generates a membrane potential of the postsynaptic neuron by weighted summation. The spiking neuron model used in this paper is the simple integrate-and-fire (IF) model, which follows the evolution format as
where C denotes the capacitance of neuron, denotes the set of presynapses, w i is the connection strength of the ith incoming presynaptic input current I i , and I (t − t s i ) can be defined by a Dirac-delta function which means that if t = t s i , then
where t s i is a spike-time of neuron i. On the other hand, according to the biological neural mechanisms,
which indicates that if the membrane potential exceeds the spiking threshold V thr , the neuron is fired to generate a spike signal and its membrane potential is reset to the recovery potential V res .
III. PROPOSED MODEL A. MODEL STRUCTURE
The structure of the spiking echo state convolutional neural network (SES-CNN) model proposed in this paper is shown in FIGURE 3. It consists of two parts, namely the time series feature extraction module and the spiking image feature classification module. The time series features are mainly obtained by the processing of spike signals. Time series of the original analog signal is fed into SES-CNN through the input layer, and is converted into multi-channel discrete spike streams by the spiking conversion layer. These spike streams are then continuously input to the spiking reservoir layer, and the reservoir neurons will change their membrane potential accordingly after receiving these spike signals, which may generate spikes under certain conditions and cause state changes of reservoir neurons. By the weighted connection with the reservoir layer, the 2D-signal output layer also receives the spike signals from reservoir neurons and records them in this layer.
Once the feature image of input time series is extracted, the final classification output can be computed by a convolutional neural network. There exist rich selectable CNN frameworks which have been proven successful in a large number of applications.
In FIGURE 3 , the red arrows represent the connection weights that do not require training, and once initialized, their values remain fixed. Only the connection weights represented by green arrows need to be fine-tuned during training. We can see that the connection weights that generating the feature map image (the weights from the spiking reservoir layer to 2D-signal output layer) are also trained, so that for the same class of time series data, we can get some consistence or similarity in some feature dimensions of the spiking mapping images, thereby improving the final classification accuracy of the SES-CNN model. However, unlike the conventional ESNs that use regression method train the readout weights, here, we still use the error back-propagation method to train the weights from the reservoir layer to the 2D-signal output layer. We only need to pass the computing error of the feature classification module continuously to this layer and fine-tune the weights by using the gradient descent methods.
On the other hand, the training complexity and difficulty can be greatly reduced because the needlessness to train the recurrently connected, large-scale, and sparse weights inside the reservoir.
B. SPIKE CONVERSION
Bohte et al. [37] proposed a temporal encoding method for converting continuously valued data to spike-time codes while preserving the capability of computing information accurately. This encoding method is based on the overlapping Gaussian receptive fields, and an analog valued input will be translated into firing times for the a group of input-neurons.
Assume the analog data x ∈ [I min , I max ], where I min and I max denote the lower and upper bound of the input data set to be converted, respectively. We choose a set of Gaussian functions with a mean of µ i and a variance of σ i , where i = 1, . . . , H with H being the number of Gaussian functions, and with γ being a designed parameter. In this way, each single input value is translated by H output channels, and these variables will then be converted to delay times, associating increasingly from t = 0 to t = 10. A delay time means the response latency of a neuron spike to the input signal, and the delay time are rounded to the nearest internal time-step. It also should be noted that if the response latency is larger than t = 9, the corresponding neuron will be coded to not fire as it is considered to be insufficiently excited. FIGURE 4 shows an example of the conversion from analog value to spike stream signal, where the channel number of output spike is set as H = 10, the range of receptive field is set as [0, 1], which means I min = 0, I max = 1, and the parameter γ = 8/25. The analog value 0.6 is encoded as [9.1263, 8.3174, 7 .0751, 5.4102, 3.4988, 1.6876, 0.4062, 0.0051, 0.6007, 2.0212], by transforming to the integer discrete time-step and inhibiting the excitability of neurons whose firing time delay is greater than 9, the analog encoding then converted to [9, 8, 7, 5, 3 , 2, 0, 0, 1, 2], and in FIGURE 5, spike streams converted by two time series are presented.
C. SPIKE RESERVOIR
Inspired by the advantages of random initialized, fixedly valued input weights and reservoir weights, ESN method is used to extract the primitive features from the time series data generated spike stream signals. Unlike the reservoir state update in conventional ESNs, we design the reservoir update law for the nth spiking signal as
and the intermediate signal output of the output layer element at the location (i, j), i = 1, . . . , P and j = 1, . . . , Q of 2D-signal feature map is calculated by
where V r,mem and V o,mem denote the membrane potential of a reservoir neuron and a feature map neuron, respectively, and both of them follow the mechanism (3). u denotes the spiking input stream, s r is the reservoir firing spike signal, and s o is the feature map firing spike signal.
out ∈ R N represent the input weight, reservoir interconnection weight and feature output weight, respectively. What should be noted is that only the feature output weight W out needs to be trained, while W in and W are fixed to be untrainable after initialized. Dimensionality M , N and P, Q represent the input dimension, reservoir dimension, the width and height of the extracted feature map.
IV. EXPERIMENT
In our experiments, the feature extraction submodule is constructed with the scale of 10-400-(16x16), that is, 10 spike input channels, 400 reservoir nodes and a 2D output feature map with the size of 16x16. The density of reservoir connectivity and spectral radius are set as 10% and 0.88, respectively. The classification submodule is constructed by a CNN of 16x16-32c3p1-2s-64c3p1-2s-K o, which means that the input image is 16x16, followed by 32 convolutional kernels of size 3x3 and using padding operation, followed by an average pooling of size 2x2. And then, the 32 feature maps is convolved by 64 kernels of size 3x3 with padding operation, followed by a 2x2 average pooling, the final features are flatten to a vector and fully connected to a K -node output layer with the ''softmax'' activation function, where K denotes the number of desired classes. 50% dropout value is set to the fully connected output layer, and stochastic gradient descent (SGD) optimization algorithm with momentum rate of 0.9 is used for training the proposed SES-CNN model.
To evaluate the computational performance in terms of the classification accuracy and robustness of our proposed method, experiments have been conducted on two different data sets, i.e. our synthetic data set and the UCR data set, respectively. In each experiment, different types and sizes of noise are added to the test set, while the training set is kept ''pure'' without any noise added.
For training set, U (t) = p(t), and for test set,
where p(t) is the original ''pure'' time series data, (t) is fixed gaussian distributed random signals but ω(t) is one type of noise that chosen from gaussian noise, uniform noise, gamma noise and rayleigh noise. The different magnitude values of (t) and ω(t) are used to control the signal-to-noise ratio (SNR) of the test data set. A schematic diagram of the test time series at different SNRs is shown in FIGURE 6 , where the time series with the highest SNR (30 dB of FIGURE 6(a)) is minimally affected by noise, and the lower the SNR is, the more obvious the influence of noise, in this case, the model needs to have enough computation capability to overcome the recognition difficulties caused by noise.
A. RESULTS ON SYNTHETIC DATA SET
In this experiment, we evaluated the SES-CNN computation performance on synthetic data set composed of 32 classes of time series which generated according to 32 prototypes of mathematic formulas, and the prototypes presented in class contains 1000 training time series and 500 test time series with the random length between 200 and 300 points. FIGURE 7 presents the prototypes formulas of synthetic time series and their corresponding curves. To test the robustness of our proposed model, we only used the ''pure'' raw time series data as the training set, and used the ''pure'' time series and post-processed time series as test sets, respectively, which is different from [38] in which the ''post-processed'' time series data is both used for training and testing. The postprocessing includes adding noise, randomly swapping or cutting part of the data points on the horizontal axis, and random shifting the data on the vertical axis. For a given primary time series U which generated by a prototype function p(t), the series set used for model training or test is extracted by
where L(i) = i k=1 l(k), l(k) denotes the uniform random length from 200 to 300 of time series k, and N denotes the number of time series in the extracted set. An illustrative example is showed in Figure 7 . FIGURE 8 shows the comparison of classification accuracy between SES-CNN and other popular approaches (i.e. Time Warping Invariant Echo State Network (TWI-ESN, [11] ), 1-NN, LSTM and SVM) under different distributed noises and SNR values. We can see that on the test sets with low level of noise, all the classification methods achieve very high accuracies, while in the cases of high level of noise (SNR=5 dB), only SES-CNN can still maintain the accuracy of over 80%.
B. RESULTS ON UCR DATA SETS
To verify the classification robustness of our SES-CNN, eight groups of experiments on real-world time series data sets (see TABLE 2) which originated from the ''UCR Time Series Data Mining Archive'' were conducted. The external noise for test sets is also artificially generated by (7) , where the ω(t) is defined as a gaussian distributed noise. Similar to SECTION IV-A, we also compared the classification accuracy of SES-CNN with TWI-ESN, 1-NN, LSTM and SVM. The results are shown in FIGURE 9, it can be seen that in the case of high SNR, the time series data contains low level of VOLUME 7, 2019 noise, and these machine learning models exhibit similar high classification accuracy. However, in the case of relatively low SNR, the accuracy attenuation speed of SES-CNN is significantly lower than other models, which indicates that SES-CNN can still maintain a relatively reliable accuracy even on high noise data sets.
V. CONCLUSION
This paper proposed a novel time series classification method with the appealing features of high accuracy and strong robustness. Different from most existing model-based methods in which the time series data is directly fed into the machine learning models, in our algorithm, the time series is firstly converted to mutli-channel spike stream signals. When the spiking reservoir component receives the signals, it computes to produce the internal state and firing spikes, which are collected as the evidence by 2D-signal output layer. Then feature mapping image is generated after all the spike streams are read. At last, CNN submodule is applied to classify the results. What should be noted is that not only the hyper-parameters in the CNN submodule, but also the readout weights between the spiking reservoir and the 2D-signal output layer are needed to be trained by using error backpropagation. Noise-tolerance experiments on both synthetic time series data set and modified UCR data set showed that our algorithm outperformed other comparative models in terms of classification robustness.
