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I. INTRODUCTION 
Let X0, X1 ,... be a Markov chain on the state space S = (0, I,..., N), 
and with homogeneous transition probabilities pij . Let K(q) and g(*) be non- 
negative functions on S. At each time n, suppose that two actions are pos- 
sible (a) the next sample X,,, is observed at a cost of K(X,) or (b) sampling 
is terminated (stopped) at a cost of g(X,). The election of (b) terminates the 
process. Let F be the class of essentially finite, nonanticipativei integral 
valued random variables. Then any 7 E 7 determines a stopping rule: If 
r = n, then choose (b); if 7 > n, continue sampling. The random cost 
associated with the rule r is 
7-l 
Wd = c Vi) + ‘dx,) 
i=o 
with expectation F’((x, T) = E,W( ) r w h ere E, is the expectation given the 
X0 = x. An object of the optimal stopping problem is to choose a stopping 
rule T (and ascertain its existence) which attains the minimum 
V(x) 3 Inn lqx, u) = T/(x, T). 
Such problems occur in a variety of contexts in statistics and in statistical 
control theory [l]-[5]. G enerally, the setting is more complicated than the 
above in that either or both time and the state space are continuous. 
* This research has been supported by the National Science Foundation under 
Contract No. GF-289. 
i A random variable r is said to be non-anticipative if the occurance of the event 
(w : r < n) 1s determmed by X, ,..., X,, only; i.e., if for each n, there is a measurable 
function g,(., .,..., .) so that (w : r < n) = (w : g,(X, ,..., X,) = 0). 
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In any case, for computational purposes, these more complicated problems are 
usually reduced to the simpler setting given here. 
A typical practical setting is the following. Let the Markov chain (X,} 
represent the object of concern, and let X,,, =f(X, , 4, , u,) where the 
{&} are an independent sequence and the parameter Us takes values in some 
set U. Identify u, with the “fuel” used by the object at time n. It is desired 
to drive X,, as close as possible to a set A, under the condition that fuel 
consumption is not excessive. Specifically, if the process is in operation for 
only a random time 7, then the cost is g(X,) + 26’ K(u(X,)). If one waits 
too long to stop, the fuel cost xi-’ K(u(X,J) may be excessive. On the other 
hand, if one does not wait long enough, the terminal cost (perhaps the distance 
from X, to A) g(X,) may be large. The problem is to find the T (and possibly 
the u, = u(X,J sequence) which minimizes E&X,) + E, x6’ R(u(X,J). 
The interest of this paper lies in a procedure for computing the optimal 7 
and V(x) which is faster (often a great deal faster) than the usual backward 
induction technique of dynamic programming. This is discussed in Theo- 
rem 1. Let K(.) > 0. Generally if I’( x and the optimal 7 exists, they are ) 
given by the limit as n -+ CO of 
where TX is the random state which succeeds x and V,,(x) = 0. The optimal 
stopping strategy is : stop at the first time that V(X,) = g(X,). Conversely, 
if the solution to (2) is unique 
V(x) = mink(x), &V4 + WI, (2) 
then an optimal stopping rule exists, it is given by (2), and (1) converges to 
V(x) as n -+ co. A computational procedure which often converges much 
faster than (1) is (3), the analog of the Gauss-Seidel method for linear equa- 
tions, 
Furthermore, both (1) and (3) converge to the same value V(x) for any 
initial values V,(x), p,(x). Th is is important in computation, since an initial 
guess between zero and g(x) will often improve the convergence. 
Seemingly more complicated is the combined optimal control-optimal 
stopping problem. Let the pi,(a) be continuous functions of a parameter LY 
taking values in a compact set U and let inf,,, k(x, a) > E > 0. If u, (also 
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written u(x)) is the control applied when X, = x, then u = (ui ,..., z+) is 
called a control policy. Choose the control policy and stopping time T to 
minimize 
where ,7&u refers to the use of the control policy ~1. 
V(x) = ‘ln7f P(x, T) satisfies 
W) = mW(4, n$$&~W4 4 4x, 401 
= min [g($ m$n ($P&) W + 4x, a))] . (5) 1 
Both (6) and (7) converge to V(x), for any initial value V,(x), (7) often much 
faster than (6) (Theorem 2) 
V,+,(x) = min [&X m$ (5&&l vn(j) + k(x, 4)] (6) 
1 
It is clear that, under certain conditions, the positivity of k(e) and the 
monoticity of the operators defining I’,+,(*) and pn+r(*) in terms of V,(e) 
and VJ.), respectively, imply that the processes (3) and (7) are strictly 
preferable to the processes (1) and (6), respectively. Let V,(e) = Vo(*) = 0. 
An exact mathematical comparison (say, along the lines of [6] for a related 
control problem) is awkward since, under certain conditions, the sequences 
V,(e), rJ*) converge in a finite number of steps. Then (7) (or (3)) will be as 
good as (6) (or (1)) and strictly better for a certain number of iterations. 
From experience with iterations of the form (7) or (3) for control problems, 
they seem substantially preferable to (6) or (1) for almost any initial condi- 
tion, both in terms of memory requirement, and speed of convergence. 
Some insight is given in the illustration following Theorem 1. 
THEOREM 1. Let g(x) 3 0 and k(x) > 0 on S. Then (1) and (3) converge 
to the unique finite solution of (2), f or any initial values V,(x) and FO(.*). 
610 KUSHNER 
PROOF. The iteration (1) will be considered first. First, the optimal 
stopping problem will be converted into an optimal control problem. Define 
a fictitious state 0 and define a process {Y,) on the state space (0, I,..., N) 
with transition probabilities (depending on a “control” parameter taking 
values 0, 1) psi(O) =poi(l) = 0 if i # 0, p,,(l) =pij if i,j = l,..., N, and 
pij(0) = 0 if j # 0. Th us zero is an absorbing state. If the control equals 1, 
the transition probabilities are those of the (X,} process; if the control equals 
0, the process is absorbed at 0. Let u = (ur ,..., z+,,) be a control policy, where 
ui is the control value applied (at time rz) if X% = i. Let k(x, 1) = k(x), 
k(x, 0) = g(x) and k(0, a) 3 0. Th en the cost corresponding to u is2 
E,” f W’s , 4’n)) = Wx), 
0 
where P(0) E 0. 
Clearly the choice of u is equivalent to the choice of the stopping rule 
and time T: stop at the first n for which u(X,) = 0. With this identification 
Vu(x) = V(x, T), and the minimization of P(x) over u is equivalent to the 
minimization of V(x, T) over T E r. If V(x) = min, P(x) and the optimum 
u exists, then dynamic programming yields, 
and (1) is equivalent to 
The term V(0) = 0 need not enter into (8) since state 0 is absorbing. Let 
ZP = (Ul@,..., u,,,%) represent the policy minimizing the right side of (8a) on 
the n + 1st iteration; write 
vn = VnU),..., Tm3, P(u”) = {p&Q); i,j = I,..., Iv), 
W”) = @(l, ul”),..., k(N @)I and G = k(l),..., NW. 
Then we may write (8a) as 
V,,, = P(e) V, + K(e) = fi P(d) V, + f fi P(d) K(d) < G < 03, 
0 i=oi+1 
(9) 
2 We write either ui , u(i) or u(X,,) depending on convenience. 
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where 
fj P(ui) = P(u”) ‘.* P(u”) and 5 = I, 
the identity. The right hand inequalities of (9) follow from (1). 
Next, order the states so that g(x) = 0 for x = l,..., s and g(x) > 0 for 
x = s + l,..., N. There is some E > 0 so that k(x, U) 2 E for any u and 
x = s + l,..., N. Let Ry be the i, jth element of P(u”) a.* P(P), n > m. 
Since g(X) =0 for x = l,..., s and k(x) > E > 0 for all X, and since (1) 
involves a minimization, we must have u zn = 0 or, equivalently, pzj(u,“) = 0 
for x = l,..., s and each n > 0 (the process is immediately stopped); thus 
Rit = 0 for n > m and x = l,..., s. For each u, and x = s + l,..., N, 
k(x, uz) > E’ > 0 for some B’, and G < co; thus, for ~,j = s + l,..., N, 
Rgr -+ 0 as n -+ 00 for, otherwise, an element of the vector-valued sum 
on the right of (9) would tend to co as n + co. The last two sentences imply 
that Rzjf -+ 0 as n -+ 00 for x = s + l,..., N, and j = l,..., s. Thus 
P(u”) *** P(P) + 0 (10) 
asn-+co. 
There is at least one finite solution to (5) since for V,, f 0, the V, are 
nondecreasing, bounded above by G, and must converge to a vector V whose 
components satisfy (5) or (in vector notation) 
V = m?[P(u) V + K(u)] = P(a) V + K(u) 
= P”@) V + f P-i(a) K(n) < G (11) 
t-1 
where the minimum is attained at ii = (@i ,..., ids). Equation (ll), together 
with the arguments leading to (lo), imply that P”(G) --f 0 as n + co. To 
show that V, -+ V, write 
V n+1 = W) vn + qq < qq VT% + qq 
v = P(G) v + I@) < I+“) v + Iqu”) (12) 
P(a)(V- V,)< v- vn,, d fw) (V - Vn). (13) 
Iterating (13), and using (10) and the fact that P”(a) + 0 as n + co yields 
that V’ --f V as n + 00. The uniqueness of the solution to (11) is shown in 
the same way. 
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Now consider (3). Exactly as was done for (1) write (3) as 
Let un = (urn,..., uNn ) again be the minimizing u in (14). By successive 
substitutions in (14), it can be written as (see also [6], Eq. (12)) 
where 
= P&in) i= 1 
F;(x, un) = F p&tn) Z( j, un) + R(i, 2~“) > k(i, up). 
i-l 
(16) 
Also since p-ii(P) > 0 and CE, qij(ufl) < 1, the {qii(un)} may be considered 
to be transition probabilities. Define Q(zP) = {q&P), i,j = l,..., IV), define 
the vectors rm, I?(@) analogously to the vectors V, , K(tl”), respectively, 
and write 
ol,,, = Q(P) rn + @P) = fi Q(d) PO + i fi Q(d) l?(d) < G. (17) 
0 i-o w+1 
If 
Q(u”) **a Q(P) + 0 (18) 
as IZ + co, the rest of the details are the same as those for (1). Hence, we only 
prove (18). 
Order the states as in the paragraph perceeding (10). Let Ii;: denote the 
i, jth component of Q(@) *a* Q(zP). 
For x = I,..., S, the minimizations in (3) and (14) and the positivity of 
k(x) for all x imply that k(x, Use) = g(x) = 0 in (14) for x = I,..., S. Then the 
process is stopped immediately if x = I,..., S; hence, by (16), 
p&uG”) = q&u”) = 0 for all 1z > 0 and x = I,..., s. Consequently 0 = REy 
for all 71 > m and x = I,..., s. For x = s + l,..., IV, the last line of (16) gives 
k(x, ZJ,~) > min(g(x), k(x)) > E’ > 0. Then (17) implies that Rzy -+ 0 as 
n-+ co for x,j = s + l,..., IV (as for the case (1)). Finally, the statements 
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of the first part of the paragraph imply that R$” --t 0 as n + 00 for 
x: = s + l,..., N and i = l,..., s. Thus (18) holds. Q.E.D. 
Very loosely, one might expect that (3) is preferable to (1) (or (7) preferable 
to (6)) because, by the nature of the iteration (3), it “takes the latest informa- 
tion into account.” Let 3 be the stopping set; i.e., V(x) = g(x) implies that x 
is in 3 C S. Then the optimal rule is: stop on first entrance into 3. For 
x f s, the iterations (1) and (3) converge in one step. Generally speaking, one 
would expect that, as the sum CiefpeS increased (or as pzO(uzn) increases), 
the rate of convergence of the iteration (1) would increase. In fact, the 
iteration (3) accomplishes just this; the probabilities p,&u”) are often greater 
than the probabilities p.&uzn). By the way the construction (16) is carried 
out, a state i with transition probabilities qij(un) is generally connected to 
more other states than the state with transition probabilities &(u,,“). 
These vague principles are illustrated by the following simple example. 
Let S = {1,2, 3}, let g(1) = 0 and suppose that p,, = 1, par = pa, = &, 
P,, = P3, = 4. Let g(2), g(3) b e so large and k(x) > 0 so small that s = (1). 
Then neither VJ2), V,(3), rm(2) or v%(3) converge in a finite number 
of steps for V,,(i) = pa(i) < V(i), i = 2,3. With (8a) and the terminology 
of Theorem 1, pr,,(u”) = 1, otherwise p,$(q”) = pij for j # 0, i > 1. Con- 
sider (14). By (14) the &(u,“) are exactly the same as for the iteration (8a). 
BY W% 
q&P) =p&“) = 0 
as for (8a). Hence qrO(un) = 1. 
Hence qzo(un) = +. Similarly q&u%) = qS2(um) = 0 and qS3(un) = 4. Hence 
q&P) = &. Th is is illustrated in Fig. 1, where the values of the arrows 
indicate the probability of the transition. 
Thus, the probabilities that, under qij(u”) (or with (3)), the states 2, 3 are 
connected to 0 are greater than under p&u”) (or with (1)). The property 
illustrated by Fig. 1 is a general property of the relation between (1) and (3). 
In fact, the example provides an intuitive guide on the orderings of the states 
in (3), which may allow a more rapid convergence. 
THEOREM 2. Let $~(a) and k(i, CX) b e continuous in the parameter (Y (the 
control) which takes values in the compact set U. Let g(x) >, 0 and 
inf,,, k(x, CI) > E > 0. Then (6) and (7) converge to the same value V(x) for 
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FIGURE IA 
VALUES =qi,(u”) 
FIGURE 16 
any initial condition Vo(x), Vo(x). The function V(x), and the contro2 u given 
by (5) solve the optimal stopping and control problem. The stopping rule is: 
stop at theJirst time T that V(X,) = g(X,). 
PROOF. The continuity and compactness conditions are used to assure 
that in the right-hand minimizations in (6) and (7), the minima are assumed 
at some O( in U, and ~,~(a) is defined. Define a fictitious state 0 and a new 
process {Yn} on the state space (0, l,..., N}. Assume that the point 6 is not 
in U. Define a control on U + {6}, and let {Y,} have the transition probabili- 
ties ~,~(a) if LY. E U and i # 0, j + 0; let p,,,(a) = 0 unless i = 0 and let 
pii(b) = 0 for i # 0, j # 0, and pi,@) = 1. Define the cost &x, a) = k(x, CL) 
if x f 0 and 01 E U; &(x, 0) = g(x) and x(0, a) = 0. Then, as in Theorem 1, 
the optimal stopping problem is equivalent to the optimal control problem 
for {Y,} where the instantaneous cost is R(x, U(X)), and the control takes 
values in U + {a>, and {YJ has the above given transition probabilities. The 
rest of the details are exactly the same as in Theorem 1 and are omitted. 
Q.E.D. 
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