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Abstract. Approximation algorithms are given for the maximum weighted matching problem in 
planar and other n-vertex graphs of genus g < n. For a planar graph, our approximation runs in 
O(min{n(l/~)(log n)‘, n c(“F’ }) time. For a graph of genus g (O< g i n), the running time is 
O(d” log n + g(l/F)n log n) time, given a drawing of the graph on a surface of genus g. Here, 
F is the relative error demanded of the approximation and c is a fixed constant. 
1. Introduction 
Approximation algorithms for NP-complete optimization problems have been 
widely studied, but rarely for problems known to be in P. In any attempt at 
approximating a problem known to be in P, we can require that the relative error 
8 be adjustable at will, and that the algorithm run very fast, preferably in 
O(n(l/E)kl(log n)k2) time for small positive constants k, and k,. These requirements 
facilitate arbitrarily close approximate solutions of much larger instances using 
currently available computers, as opposed to, say, an O(n’) exact algorithm. 
The idea of approximating problems in P seems particularly justified for the 
important problem of finding a maximum weighted matching in an undirected graph 
with arbitrary weights on the edges [9] for which the best exact algorithms known 
have R( n’) worst case running time [4,9]. Many simple heuristics have therefore 
been tried to drastically speed up computation at the expense of some error in the 
result [13], but they have all remained heuristics in the sense that they cannot 
guarantee even a constant error ratio [6], let alone guarantee arbitrarily small relative 
errors. 
We show in this paper that the situation gets much better if we restrict ourselves 
to planar and other graphs of genus g < n. Specifically, we first show that an 
approximate maximum weighted matching in an n-vertex planar graph can be found 
in O(min{n(l/&)(log n)‘, n c(‘lp) }) time, whereas an exact solution can now be 
computed only in O(n”’ log n) time by a divide-and-conquer algorithm given in 
[lo] using the O(A) planar separator theorem [ll]. By setting (l/&) = 100, for 
instance, we get an O(n(log n)‘) algorithm with 1% relative error. Next, we show 
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that an approximate maximum weighted matching in an n-vertex graph of genus g 
(g < n) can be found in 0( n3’2 log n +g(l/&)n log n) time given a drawing of the 
graph on a surface of genus g, whereas an exact solution can now be computed 
only in O(V’&&~ log n) time by a divide-and-conquer algorithm [lo] using the 
O(&&) separator theorem [3,7]. 
Regarding some related results, one can note the maximum cardinality matching 
algorithm of [ 121, the O(nc”“‘) approximation algorithm for planar maximum 
cardinality matching of [ 171 based on results from [ 11, the approximation algorithms 
of [2, 141 for minimum weighted spanning tree on n points in Rk under L,-metric, 
and the approximation algorithm of [ 151 for minimum and maximum weighted 
perfect matching on n points in Rk under L,-metric and under triangle inequality. 
We use the notation V(G) and E(G) to denote the vertex and edge sets respectively 
of graph G. By the size of a graph, we mean the quantity ((V(G)I+IE(G)I). For 
standard definitions of planar graphs, dual graphs, line graphs, k-outerplanarity, 
genus of a surface, breadth-first spanning trees, radius of a tree, levels in a tree, 
levels in a k-outerplanar graph, maximum cardinality matchings, maximum weighted 
matchings, alternating paths, and augmenting paths, the reader is referred to [l, 3, 
6, 7, 9, 10, 111. 
2. Some preliminary constructions 
We first give a reduction which shows that the problem of finding a maximum 
weighted matching (hereafter called MWMs in this paper) in graphs of bounded 
degree is as hard as finding MWMs in general graphs. Specifically, given an instance 
G of the MWM problem, we show how we can construct a graph G’ of degree ~3 
such that an MWM in G’ can be transformed to an MWM in G in time that is 
linear in the size of G and G’. Thus bounded degree does not help. This reduction 
will be used in one of our approximation algorithms. For a similar reduction for 
the vertex cover problem, see [5]. 
The reduction takes each vertex v of degree d, 2 2 in G and replaces it by a cycle 
C, of length 2d, + 1, where the edges on the cycle are given a weight M larger than 
that of the maximum weighted edge in G, and where the original d, edges connected 
to v in G are now connected to d, mutually nonadjacent vertices in the cycle (if 
the graph is planar, we will insist that the cyclic order of the reconnected edges 
around C, be the same as their cyclic order around v). See Fig. 1. 
Lemma 2.1. Let X’ be an MWM in G’. Let Xl be the edges of X’ incident on vertices 
of C,. 7’hen (X:nE(G)I=O or 1. 
Proof. Let m, = IX; A E(G)I. If mu =O, then, clearly, IX:,1 = d,. If m,, = 1, then 
/x:.1= d, + 1. Suppose it were true that m, 3 2. Clearly, IX:/ is still s d, + 1. However, 
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Fig. 1. Expansion of vertex u 
we can get a better matching by simply omitting all but one edge from Xb n E(G) 
and augmenting the same number of edges (each of larger weight) from the 
cycle C, itself, contradicting the fact that X’ is maximum. Therefore, m, cannot 
exceed 1. 0 
Lemma 2.2. An MWM X in G can be directly obtained from an MWM X’ in G’ by 
contracting all the cycles C,, i.e., X’ n E(G) is an M WM in G. 
Proof. We will speak here of an edge of the original graph as the pre-image of the 
corresponding edge in G’, and use the same name for both when there is no 
confusion. Suppose that X = X’ n E(G) is not an MWM in G; that is, there exists 
a weighted augmenting path P = (u = zl, , v2, . . . , z), = w) from vertex u to w in G 
with respect to X. Our goal is to exhibit an augmenting path P’ with respect to X’ 
contradicting the fact that X’ is an MWM in G’. 
Suppose u is not matched in X’. Then, by Lemma 2.1 and because X’ is an 
MWM, /Xl1 = d,. Then the large-weight matched edges in C, can always be 
rearranged so that the image of the first edge in P is incident to an exposed vertex 
in G’ without changing the value of the matching. Hence, whenever ZI is exposed 
in G, we can assume that the first edge in P is incident to an exposed vertex in G’, 
and the same argument works for w and the last edge in l? 
By Lemma 2.1, there is an even-length alternating path P, in each cycle C, 
(1 < i < s) between the two vertices where the images of (zI_,, vi) and (oi, ui+,) are 
incident on C,, (see Fig. 2). Since all edges on this subpath P, are of equally large 
weight, switching the matched and unmatched edges on this even subpath will not 
Fig. 2. Expansion of path P. 
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change the total matched weight. Now, consider switching the matched and un- 
matched edges on the alternating path 
in G’ with respect to X’. The contribution from this switch must exactly equal the 
contribution from switching P in G with respect to X since switching the Pi’s 
contributes zero net change. Hence, P’ is an augmenting path in G’ with respect to 
X’ contradicting the fact that X’ is maximum in G’. 0 
Results equivalent to Lemma 2.2 for unweighted graphs can be found in [17,18]. 
Lemma 2.3. Let G be a q-outerplanar graph [l]. Then G’ obtained as in Lemma 2.1 
is I-outerplanar, where I s 2q + 1. 
Proof. By simple induction on the levels of G. First, notice that if any vertex x in 
C, is at level i, then every vertex in C, must be at level s i + 1 (imagine the existence 
of edges from x that triangulate C,). 
Basis: Let V, be the set of vertices at level zero in G. It is clear that all vertices 
in lJVtvO C, are either at level 0 or at level 1. 
Induction Step: Let V, be the set of vertices at level i in G, and let all vertices in 
U L,i “, C, be at levels d 2i + 1 by induction hypothesis. Then some vertex in C, for 
a vertex w at level (i + 1) must be at level s 2i + 2 (imagine the existence of an edge 
between every vertex at level (i+ 1) and some vertex at level i). Therefore, for 
vertices w at level (i+ 1) in G, every vertex in C,. must be at level s 2i+2+ 1. q 
We now state without proof two easy lemmas which will also be used in one of 
our approximation algorithms. 
Lemma 2.4. Let G’ be an I-outerplanar graph of degree s 3. Then the line graph of 
G’, denoted L( G’), is d 21-outerplanar. 
Lemma 2.5. Let G’ be a planar graph of degree ~3. Then L(G’) is also planar, and 
an MWM in G’ corresponds to a maximum weighted independent set in L(G’) [17]. 
3. Exact maximum weighted matchings in q-outerplanar graphs 
Lemma 3.1. If G is a q-outerplanar graph, a set C of vertices can be identified and 
removed from G in linear time to partition the remaining graph into two subgraphs G, 
and Gz such that IG,l, /G,I<$IGI, I~l~2qt 1, the two subgraphs are not connected 
to each other by an edge of G, and the two subgraphs are s q-outerplanar. 
Proof. We can always add triangulating edges maximally to G so that every vertex 
at level (i-t 1) in G is adjacent to at least one vertex at level i. Also imagine the 
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existence of a new root vertex s inside the face surrounding the vertices at level 
zero, and connected by new edges to them. Then there exists a spanning tree of 
radius q rooted at s for this modified graph. Invoking a result from [ 1 I], there is 
a cycle C of length s 2q + 1 defined by a non-tree edge that, on removal, partitions 
G into two subgraphs G, and GZ with the required properties. Clearly, the resultant 
subgraphs will be =S q-outerplanar. 0 
Notice that G, and Gz themselves then admit O(q)-sized separators. Hence, G 
can be recursively partitioned by such O(q) separators. 
Lemma 3.2. Let G be a q-outerplanar graph with n vertices. Then an exact MWM in 
G can be found in O(q n(log n)‘) time. 
Proof. Let G, and G, be the q-outerplanar graphs induced by the separation of G 
by C as in Lemma 3.1, and let X, and X2 respectively be the MWMs found recursively 
in them. A maximum matching in G can be found from X, u X2 by repeatedly 
inserting back one more of the vertices from C, and in O(n log n) time re-optimize 
the matching as suggested in [lo]. Hence, the running time T(n) of our divide-and- 
conquer scheme satisfies the following recurrence: 
T(n)< T(IG,I)+ T(IG,I)+O(qn log n), where IG,l, lGzlGfin, lG,I+IG,Is n. 
It can be readily checked that T(n) is O(q n(log n)‘). 13 
In fact, for any n-vertex m-edge graph which can be recursively partitioned by 
f(n) separators (where f(n) is Cl(n”) for some S > 0), an exact MWM can be found 
in O(f( n)m log n) time and an exact maximum cardinality matching can be found 
in O(f(n)m) time. There is an extra (log n) factor in Lemma 3.2 only because the 
constant q has no relation to ICI. However, in the case of planar maximum cardinality 
matching, the above exact divide-and-conquer algorithm can be speeded up to 
O(q n log n) because each re-optimization can now be performed in linear time 
using a single augmenting path. 
Lemma 3.3. Let G be a q-outerplanar graph with n vertices. Then an exact MWM in 
G can be found in 0( nc”) time for some jixed constant c. 
Proof. The q-outerplanar graph G is converted into a (2q + 1)-outerplanar graph 
G’ as in Lemma 2.3, and then into a (4q +2)-outerplanar linegraph L(G’) as in 
Lemma 2.4. By the results of [ 11, a maximum weighted independent set in L( G’) 
can be found in O(ncY) time for some fixed constant c. This yields an MWM in G’ 
by Lemma 2.5. An MWM in G is then obtained by contraction as in Lemmas 2.1 
and 2.2. 0 
There is also a third method of finding an MWM in q-outerplanar graphs by 
applying the procedure from [l] on the q-outerplanar graph directly. This yields 
134 S.M. Venkatesan 
the same running time for the same error performance as Lemma 3.3 does, and we 
do not elaborate on it. 
4. Approximate maximum weighted matchings in planar graphs 
Theorem 4.1. Let G be an n-vertex planar graph. Then an approximate MWM in G 
can be found in O(min{n(l/s)(log n)‘, n c(“~’ }) time, with a relative error of 2.5. 
Proof. The two approximation algorithms implied here follow that of [l]. Let U, 
be the maximal set of edges extending between levels i and i+ 1 for all i E 
{j Ij = k modulo( l/s)}, where we assume, without loss of generality, that l/e is an 
integer. The idea is to find a k (G l/e) that minimizes the weight contributed to an 
MWM by U,. Therefore, we do the following for each possible k: U, is removed 
from the graph to expose many induced (l/ e)-outerplanar graphs, in each of which 
an MWM is found using either Lemma 3.2 or Lemma 3.3, and the union of the 
maximum matchings from all these induced (l/e)-outerplanar graphs (which are 
vertex-disjoint because of the removal of U,) is reported as the candidate matching 
for this k. Finally, as in [ 11, the candidate matching with the maximum weight, over 
all k, is selected as an approximate MWM in the original graph. One of the U,‘s 
must contribute no more than (OPT( G)/(l/&)) to OPT(G), where OPT(G) is the 
value of an MWM in the original planar graph G. The candidate matching corre- 
sponding to this k will be no farther than F. OPT(G) from the optimum value, and 
thus the selected approximate solution will be at least as good, yielding the desired 
relative error of E. The total running time will be O(n(l/e)c”‘F’) if we use Lemma 
3.3. If we use Lemma 3.2, the total time is 0(n(l/e)2(log n)‘). 
The algorithm can be made faster by observing that the sets U, can be better 
utilized. Specifically, by finding MWMs in these sets in linear extra time, we can 
eliminate the computation that we perform for all residues k modulo( l/ E), and 
compute instead for just a single residue k,i”. This k,,i, is picked as follows: For 
each value of k (S I/ E), find an exact MWM in U, of value OPT( U,), and find kmin 
such that OPT( U,_J is minimized. This can be done in a total of linear time using 
Lemma 3.3 since each U, is the disjoint union of 2-outerplanar graphs. Without 
loss of generality, assume that k,i, is even, and let EVEN = 1, errn OPT( U,). There 
are l/(2.5) Uk’s for which k is even, and these even Uk’s are all vertex-disjoint, 
being separated by the odd U,‘s. Clearly, OPT( lJ,_,,,) d 2.5. EVEN, and EVENS 
OPT(G). Therefore, OPT( U,,m) < 2.5. OPT(G). We now strip U,,n from G to 
expose a set of (l/e)-outerplanar graphs on which either Lemma 3.2 or Lemma 
3.3 is applied to find an exact MWM, of value APPRoxkrn,,,, in 
O(min{n(l/E)(log n)2, n cc”‘) }) time. But these (l/ e)-outerplanar graphs, together 
with Uk_n, constitute an edge-disjoint partition of G. Hence, APPROX~,“+ 
OPT( U,,,,) 3 OIT( G). Therefore, APPROX~,,> is already no more than 2~. OPT(G) 
away from OPT(G), thus yielding the desired relative error. 0 
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Two comments are in order. The first is regarding the relative merits of Lemmas 
3.2 and 3.3. In employing Lemma 3.2 instead of Lemma 3.3 in our approximation, 
there is a (( l/&)(log n)‘) factor replacing the (c (“‘) factor in our running time, ) 
which is superior when (l/c) 3 c’log log n for some suitable constant c’. For in- 
stance, for the very attractive relative error of 0( l/log n ), we need only 0( n(log n)‘) 
time. Notice also that Lemma 3.2 yields a running time that is polynomial in (I/E), 
thus giving us a fast fully polynomial time approximation, borrowing a term from 
the theory of NP-completeness [6]. The second comment is on how Lemma 3.3 is 
applied in our approximation. When we use Lemma 3.3, notice that we do not 
convert the original planar graph into a bounded-degree graph G’ because the 
absolute error could then be F . OPT( G’) (which is much larger), and hence the 
relative error could be as high as (F . OPT( G’)/oPT( G)). Instead, we only convert 
the individual induced (11 E)-outerplanar graphs into bounded-degree graphs, which 
ensures that the edges in U, are always original edges, and that the relative error 
is as small as claimed. 
In summary, this section has employed the fact that q-outerplanar graphs are 
O(q)-separable in order to find quickly approximate MWMs in general planar 
graphs. In fact, O(q)-separability seems almost (except for a log n factor) as widely 
applicable to q-outerplanar graphs as O(A)-separability is to general planar graphs. 
For instance, we can find a shortest path tree from a specified vertex in a directed 
q-outerplanar graph (with possibly negative cost edges) in 0( n q(log n)‘) time, using 
ideas from [8]. With the aid of this result, we can then find circulations and flows 
of a given value in a directed q-outerplanar graph in 0( n q(log n)‘) time, using 
results from [ 161. We can also easily find maximum flows in directed q-outerplanar 
graphs in 0( n q log n) time using results from [16] because there always exists a 
path between the source and the sink with <2q edges in a suitable triangulation. 
Unfortunately, there seems to be no way to use these results as subroutines to speed 
up general planar graph solutions, as is done in [l]. 
5. Approximations for graphs of genus g< n 
Let an n-vertex graph G of genus g be given together with its drawing on a 
surface of genus g. Let G have a breadth-first spanning tree T of radius s. It has 
been shown by Djidjev and others [3,7] that a set of O(g. S) vertices in G can be 
identified in linear time whose removal makes G planar. Now, let the edge set U, 
be defined as before with respect to the levels in T. 
Lemma 5.1. Let Gk be the subgraph that remains after deleting lJk from G. Then an 
exact MWM in Gk can be found in time 
o(lV(G,)1”*loglV(G~)t+(g/~)IE(G,,)/ logiV(G& 
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Proof. Let j be an arbitrary level in T. Define Qj to be the graph that results from 
G by 
(i) deleting all the vertices at level > (j+ l/~), and 
(ii) contracting the subgraph induced by vertices at levels sj into a new source 
vertex. 
Note that if we ignore the new source vertices, Gk forms a vertex-disjoint partition 
Of Ujtwn(k) { Qj}, where MoD(( k) = {j Ij = k modulo l/~}. Most importantly, the 
graph Qj is of genus < g and contains a spanning tree of radius < (1 + l/ &) rooted 
at its source vertex. Therefore, by the results in [3,7], there exists a set C of O(g/c) 
vertices in @, whose removal makes it planar. We find an exact MWM in this planar 
graph in O() V( @j)13’2 log1 V( @,)I) t ime [lo]; reintroduce the removed set C of 
vertices, and re-optimize the matching in O(lC . IE( @j)llogl V( Qj)l) time. Summing 
the running times over all Qj in lJ,IMOD,k) {Q,}, we find the result. Cl 
Lemma 5.2. An exact MWM in U, can be found in time 
~~1~~~~~13’*~~~1~~~~~1+~~ LwJk)IloglV(~k)I). 
Proof. For an arbitrary level j, define Pj to be the graph that results from G by 
(i) deleting all the edges between any two vertices at the same level, 
(ii) deleting all vertices that are at level > (j-t l), and 
(iii) contracting the subgraph induced by vertices at level <j into a new source 
vertex. 
If we ignore the new source vertices, CJ, forms a vertex-disjoint partition of 
Ujcvm(kl {!P,}. Each !Pj is of genus <g and contains a spanning tree of radius 2 
rooted at its source vertex. Thus, by the results in [3,7], there exists a set C of O(g) 
vertices in qj whose removal makes the graph planar. The rest of the proof proceeds 
as in Lemma 5.1. 0 
Theorem 5.3. Let an n-vertex graph G be given together with its drawing on a surface 
of genus g < n. Then an approximate MWM in G can be found in 0(n3’* log n + 
(g/E) . n log n) time, within a relative error of 2~. 
Proof. The algorithm for computing an approximate MWM in G is similar to the 
algorithm given in the proof of Theorem 4.1. First note that the number of edges 
in G is O(n). If the number of levels in T is s (l/&), we proceed as in Lemma 5.1 
to find an exact MWM in G in the stated running time. Hence assume that the 
number of levels in T is > l/c. Then kmin can be computed by applying Lemma 5.2 
on U, for all k (S l/&) in a total of O(n3’* log n + g. n log n) time. Once kmin has 
been identified, we strip UbCn from G as in Theorem 4.1, and find an exact MWM 
in G&, by applying Lemma 5.1 once. This matching, of value APPROX~,", is the 
desired approximate MWM in G. The argument regarding the relative error in 
Theorem 4.1 applies again, and the total time taken is 0(n3’2 log n + 
(g/e)n log n). 0 
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In the range (O<g < n), our approximation is faster than the optimal 
0(&v’% n log n) time divide-and-conquer algorithm by a factor of 
O(min{&, Jn/g}), for a fixed F. Regarding the question of improving our running 
time, we note that it is not necessary to compute exactly OPT( u,,,\) or APPROX~~" 
in order to get a correct approximation in our algorithms. However, it seems necessary 
to find exact MWMs in the planar subgraphs of lJLZn and GhIn, because we do not 
know how to re-optimize an approximate MWM in O(ICln log n) time, where C is 
the set of vertices involved in the reoptimization. Thus the O(n”* log n) additive 
term in our running time seems unavoidable. 
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