Abstract-As a well-established adaptation criterion, the maximum correntropy criterion (MCC) has been receiving increasing attention due to its robust against outliers. In this paper, a new complex recursive maximum correntropy (CRMC) algorithm without any priori information on the noise characteristics, is proposed under the MCC. The proposed algorithm is useful for adaptive beamforming, when the desired signal is contaminated by the impulsive noises.
Introduction
Adaptive beamforming has been widely applied in various wireless applications, for instance, radar [1] , DS-CDMA system [2] , and sonar [3] . It refers to simultaneously combine the signals from the elements of an array antenna, to suppress interference and provide target detection.
Because of its low complexity, good convergence properties and satisfactory performance, the complex least mean squares (CLMS) algorithm has become one of the most popular adaptive beamforming algorithms. Furthermore, the application of the CLMS algorithm to the adaptive beamforming and its analysis have been extensively studied [4, 5] . However, it may become unstable, when the desired signal is corrupted by impulsive noise. To surmount this shortcoming, several alternative methods were proposed for this case [6] [7] [8] .
Many improved algorithms aimed at increasing the convergence speed of CLMS algorithm based mean square error (MSE) criterion have been presented in the literature. A constrained least mean-squares adaptive beamformer was proposed which utilizes a scheme to constrain the response of the beamformer undistorted [9] . In [10] , Srar et. al proposed least mean square least mean square (LLMS) algorithm for adaptive array beamforming. Although this algorithm achieves an improved convergence performance over earlier CLMS-based algorithms, it has a relatively complex structure owing to using array image factor.
In practical environments, there are often impulsive noises, in which may have heavy tails and even may not possess finite second-order statistics. Based on [11] , these noises can be modelled by α-stable distribution in adaptive beamforming. In such case, the abovementioned MSE-based algorithms may fail to work. As a local similarity measure, the maximum correntropy criterion (MC C ) has a close relationship with M-estimation, and insensitive to outliers [12] . It caught an increasing attention in recent years, due to its simplicity and robustness [13, 14] . To deal with such an impulsive interference problem, the new complex recursive algorithm, called CRMC, is proposed based on MCC. Note that the proposed algorithm is particularly useful for adaptive beamforming, especially when the signals contain large outliers or contaminated by impulsive noises. The superior performance of CRMC is confirmed by simulation results about adaptive beamforming in α-stable noise environments. This paper is organized in the following manner. In section 2, a system model for adaptive beamforming in impulsive noise environment is presented. In section 3, we proposed the new CRMC algorithm. In section 4, the convergence analysis of proposed algorithm is performed.
Section 5 presents some simulation results and Section 6 concludes the paper.
System model
Consider the spaced linear array of M sensors receive a signal x(n) with known centre frequency of the narrowband signal ω and direction-of-arrival (DOA) θd. The array measurement vector 
where e = dy, and σ stands for the kernel size of correntropy. Here, we introduce d to denote the desired signal, and y denotes array outputs 1 . Then, the cost function of CRMC can be expressed as
where 0 1    is the forgetting factor. Taking the gradient of ( ) CRMC J n with respect to the array coefficients ( ) n w , we obtain
Letting (7) to zero, one gets
where superscript H denotes Hermitian operator (conjugate transpose). This differs from the standard solution for l2 norm in the presence of weighting factors ( ) i
Then, the expression of ( ) n w is obtained as follows: However, the algorithm carries the main drawback of sliding-window strategy: the algorithm requires to keep in memory all previous samples within a window, making it is not a truly online algorithm. To further derive the truly online algorithm, R(n) is updated by recursive expression as follows:
and 1 
Throughout this paper, d(i) stands for desired signals d at iteration i, y(i) denotes array outputs y at iteration
By using matrix inversion lemma [17] , ( ) n F can be updated as
where, the gain factor is defined by
From (10), (12), (13) and (14), ( ) n w can be updated as
where * represents conjugate operation.
Remark 1: Note that (9), (14), and (15) 
Remark 2:
The proposed algorithm is nearly blind since it does not require any priori information on the noise characteristics, and it can be implemented using only σ and λ.
Analysis of the CRMC algorithm

Mean behavior analysis of the proposed algorithm
In this section, we perform the convergence analysis of the proposed algorithm based on MCC.
First, the two assumptions are given as 2) The array measurement vector ( ) n x is generated at random, the autocorrelation function is ergodic, which can be expressed as
1) The desired response is produced by
where ( ) n R is a time average correlation matrix of ( ) n x . Assumption 2 implies that the time average can substitute for the ensemble average. Adding a regularization factor n  I to ( ) n R yields:
When 1   , we arrive at
Next, introducing (16) into (12), the vector ( ) n π can be written as
Combining (19) and (20), we obtain
Hence, (19) is rewritten by 
Taking the expectations of both sides of (22) and using assumptions 1 and 2, we obtain 
K Γ w is the average of cross-correlation vector between d(n) and x(n).
Consequently, according to the aforementioned analyses, the CRMC algorithm is convergent and stable. Due to using (0) (1 / )     F I I to initialize the algorithm, the estimated value of ( ) n w is biased for n M  . However, when n M  (i.e. n   ), the estimator is unbiased and the estimation error tends to zero.
Mean weight behavior analysis of the proposed algorithm
To further verify the stability of the CRMC algorithm, the mean weight behavior analysis is conducted in this section. The weight deviation vector is defined as follows:
Combining (14) and (15), the tap-weight update formulation of the proposed algorithm can be rewritten as
Then, the update formulation of the weight deviation vector of the proposed algorithm can be expressed by using (24)
Taking expectation of both sides of (26), the mean convergence behavior of the coefficient vector can now be expressed by
The priori error ( ) ( ) ( ) ( 1)
, thus, (27) can be giving as
where
. Therefore, the weight vector in CRMC converges if and only if
where max {}   denotes the largest eigenvalue of a matrix. According to the fact that
Therefore, the mean error weight vector of the proposed algorithm is convergent if the input signal is persistently exciting [18] . The computational complexity of the CRMC is compared with that of the CLMS [4] , RLS, constrained LMP [11] and the continuous mixed p-norm (CMPN) [8] algorithms in terms of the total number of multiplications, additions, other operations and computational time per recursion. Table 1 shows the numerical complexity of the algorithms in the presence of α=1.2. The increase in the complexity of the proposed algorithm compared with that of the RLS algorithm is moderate, and still with an affordable computation time.
Computational complexity
To evaluate the performance of the proposed algorithm, the simulations are performed in the adaptive beamforming. Here, the relative error   [7] , where || ||  denotes the l2 norm, and the optimum space-time filter.
For the simulations, the following conditions are considered.
•The linear array is equally spaced by half-wavelength.
•The noise follows the isotropic stable distribution with α=1.2 or α=1.4.
Example 1.
In this example, a desired quadrature phase-shift keying (QPSK) arrives at an angle of Fig. 1 need to be highlighted. Note from the QPSK interference signal at 7  that the suppression for CRMC algorithm is stronger than that of RLS algorithm. The validity of this confirms the fact that MCC estimation is much more robust against outliers than MSE estimation [12] . From the simulation results of the above two scenarios, the proposed algorithm demonstrates the superior performance than the existing algorithms for both convergence rate and misadjustment.
Also, correct beam patterns can still be achieved using the proposed algorithm. For highly impulsive noise process (α=1.2), the proposed algorithm enjoys better stability in comparison with LMS, constrained LMP and CMPN algorithms. For α=1.4, the CRMC algorithm provides small misadjustment and outperform the existing algorithms even for desired signal with non-Gaussian distribution.
Conclusion
Based on the MCC, a new CRMC algorithm, not requiring any a priori information, is proposed along with a Gaussian kernel for solving the adaptive beamforming problem. The MCC, which has been proven to be an efficient and robust optimization criterion for outliers, is used to improve the performance of beamformer. In addition, we study the mean behavior and mean weight behavior of the CRMC algorithm. As compared to the MSE-based criterion, the proposed algorithm 
