Locally associated graphical models by Lauritzen, Steffen & Zwiernik, Piotr
LOCALLY ASSOCIATED GRAPHICAL MODELS
STEFFEN LAURITZEN AND PIOTR ZWIERNIK
Abstract. The notion of multivariate total positivity has proved to
be useful in finance and psychology but may be too restrictive in other
applications. In this paper we propose a concept of local association,
where highly connected components in a graphical model are positively
associated and study its properties. Our main motivation comes from
gene expression data, where graphical models have become a popular
exploratory tool. We focus the exposition on Gaussian distributions but
our methods readily extend to non-paranormal distributions. Motivated
by a convex optimization problem that arises in this context, we develop
a GOLAZO approach that generalizes a number of optimization proce-
dures that arise in the context of graphical models (e.g. the GLASSO)
and propose a simple block-coordinate descent optimization procedure
for solving the dual problem. Our results on existence of the optimum
for such problems are of separate interest.
1. Introduction and summary
It has been illustrated recently in a number of publications that explicitly
incorporating positive dependence constraints can be useful in modelling in
various contexts where components are naturally positively associated (e.g.
finance or psychology) [23, 1, 12, 24, 35]. The main distinctive feature of this
line of work as opposed to more classical literature on positive dependence is
that they link to techniques used in high-dimensional statistics and graphical
models using the positivity constraint as an implicit regularizer.
In the Gaussian case a natural positivity constraint is that all partial
correlations are non-negative or, equivalently, the inverse covariance matrix
is an M-matrix, (Σ−1)ij ≤ 0 for all i 6= j. Optimizing a loss function under
this restriction typically results in a sparse estimate, which was the driving
idea in [35]. For standard stock market datasets this may lead to an estimate
that gives both a sparser graph and a higher value of the likelihood function
than estimates that come from the graphical lasso approach [32].
Although useful, this global positivity constraint is often too restrictive.
In this paper we propose and study natural relaxations of the condition.
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2With an underlying graph representing the dependence structure between
the variables, we will require that highly connected components are posi-
tively dependent, in the precise sense that variables in the same clique are
associated [11], which in the Gaussian case is equivalent to having a covari-
ance matrix with positive entries [31].
The motivating problem for our approach is in exploratory analysis of
gene expression data. The graphical lasso has become a standard technique
for estimating the gene expression network. While constructing and inter-
preting the network, researchers often focus on positive co-expression (e.g.
[29]), where pairs of genes show a proportional expression pattern across
samples. Also, in various scenarios it has been observed that positively co-
expressed genes within the same pathway tend to cluster close together in
the pathway structure, while negatively correlated genes typically occupy
more distant positions; see e.g. [21, 38]. A typical approach to explicitly
model positive co-expression is by building weighted gene co-expression net-
works where correlations are mapped monotonely from [−1, 1] to [0, 1] and
then thresholded. This approach is subject to standard problems with build-
ing co-expression networks based on correlations alone not taking the effect
of other genes into account. Our approach is based on partial correlations
and so provides more meaningful estimates of the underlying network.
An important first step in modelling large systems that satisfy some pos-
itive dependence constraint is to reduce to a sparser representation without
loosing the positive dependence information. In this respect, `1-regularized
approaches do not work well as they treat positive and negative partial cor-
relations in an equal manner. In this paper we propose a version of this
approach where only negative partial correlations are penalized. This is
a special case of a more general Graphical Oriented LAZy Optimization
(GOLAZO1) approach, where the penalty
∑
i 6=j max{LijKij , UijKij} is em-
ployed to obtain sparse estimations of K = Σ−1. Here the penalty param-
eters L,U satisfy −∞ ≤ Lij ≤ 0 ≤ Uij ≤ +∞; including zero and infinite
values makes this approach generalize several algorithms proposed in this
paper and a number of existing algorithms for related problems in graphical
models. The advantage of our general approach is that provides a detailed
analysis of convergence and existence of the optimum.
The structure of the paper is as follows. In Section 2 we study the basic
properties of locally associated distributions and discuss their relation to
other models involving positivity in Section 3. Section 4 is dedicated to the
discussion of maximum likelihood and dual likelihood estimation in locally
associated Gaussian graphical models (laGGMs). In Section 5 we focus on
learning the structure of a laGGM and introduce the positive graphical lasso
for this purpose. We derive the GOLAZO algorithm in Section 5.2 and argue
that a number of optimization problems in graphical models can be seen as
special instances and hence solved by this algorithm. We study existence
1Pronounced goh-lah-soh, like the Spanish word golazo but without the Castilian lisp.
3issues and construction of a dually feasible starting point in Section 5.3,
whereas Section 6 concludes the paper by applying the methodology to two
interesting datasets and illustrate some of the features of the method with a
small simulation study. All our methods are implemented in the R package
golazo available on GitHub.
2. Locally associated distributions
2.1. Definition and basic properties. We say that a function f : Rd →
R is increasing if x ≤ x′ (coordinatewise) implies that f(x) ≤ f(x′). A
d-dimensional random vector X is (positively) associated if for any two
increasing functions f, g : Rd → R, the covariance V(f(X), g(X)) is non-
negative; for basic properties of this notion see [11].
In general, association is hard to check and [17] introduced the strictly
stronger notion of multivariate total positivity which in the Gaussian case
is equivalent to Σ being an inverse M-matrix [19, 23]. Recall that K = Σ−1
is an M-matrix if it is positive definite and Kij ≤ 0 for all i 6= j and so
this condition corresponds to assuming that all partial correlations are non-
negative. In the Gaussian case there is a simple condition for association,
as stated in the theorem below:
Theorem 2.1 (Pitt [31]). Suppose X is a Gaussian vector with covariance
Σ then
X is associated ⇐⇒ Σ ≥ 0.
Positive (semi)definite matrices with non-negative entries are also called
doubly non-negative matrices. If Σ is an inverse M-matrix, then it is a
doubly non-negative matrix but the reverse implication does not hold.
The requirement that a distribution is associated is strong and we wish
to relax this in relation to a local structure given by a graph. We build
on the standard terminology for undirected and directed graphs as given,
for example, in [25]. If G = (V,E) is an undirected graph with vertex set
V = {1, . . . , d} and edge set E, a complete subset of G is any subset C
of V such that any two vertices i, j ∈ C are connected by an edge, that
is, (i, j) ∈ E. A clique is a complete subset that is maximal with respect
to inclusion. Let X = (X1, . . . , Xd) be a random vector and fix a graph
G = (V,E). For any C ⊆ V , by XC denote the subvector of X with entries
Xi, i ∈ C.
Definition 2.2. The random vector X is said to be locally associated w.r.t.
G if it holds for any clique C of G and any two increasing functions f, g :
R|C| → R that the covariance V(f(XC), g(XC)) is non-negative.
If G is a complete graph, this is of course also equivalent to X being
associated. To make the distinction clear, we shall also say that X is globally
associated if it is associated.
42.2. Gaussian distributions and Gaussian copulas. Denote by Sd the
set of d × d symmetric matrices and by Sd+ the set of matrices in Sd that
are positive definite. Let X = (X1, . . . , Xd) be a Gaussian vector with
covariance matrix Σ ∈ Sd+ and fix a graph G = (V,E) with V = {1, . . . , d}.
Denote by A(G) the set of covariance matrices that are locally associated
with respect to G. By Theorem 2.1 these are the positive definite matrices
Σ such that ΣC ≥ 0 for all cliques C of G.
Since association is preserved after applying a strictly increasing function
φi : R→ R to each Xi, our definition naturally extends to Gaussian copula
models, as in Proposition 2.3 below. A d-dimensional random vector Y
has a non-paranormal distribution if there exist strictly increasing functions
φi : R→ R for i = 1, . . . , d such that the vector φ(Y ) := (φ1(Y1), . . . , φd(Yd))
has a Gaussian distribution.
Proposition 2.3. If G = (V,E) is an undirected graph and Y has a non-
paranormal distribution with φ(Y ) in A(G) then Y is locally associated with
respect to G.
2.3. Locally associated graphical models. Our main interest lies in lo-
cally associated distributions for Gaussian graphical models. We say that a
distribution of a random vector X is Markov with respect to G, or M(G), if
X satisfies global Markov properties over the graph G; for more on graphical
models see [25]. A Gaussian vector X with covariance matrix Σ is Markov
with respect to G if (Σ−1)ij = 0 for all ij /∈ E(G). The distributions that
are Markov and locally associated with respect to G are denoted by M+(G).
We refer to M+(G) as a locally associated Gaussian graphical model (locally
associated GGM). By definition we have
M+(G) = A(G) ∩M(G).
In the Gaussian or non-paranormal case the set of locally associated distri-
butions that are Markov with respect to a graphs is given as the intersection
of a set that is convex in K with a set that is convex in Σ. The intersection
is typically neither convex in K nor in Σ.
2.4. Local to global association. The following example shows that even
Gaussian Markov distributions that are locally associated will not in general
be globally associated.
Example 2.4. Consider a four-dimensional Gaussian distribution with
Σ =

8 2.5 -1 0.5
2.5 1 0.5 0.5
-1 0.5 8 2.5
0.5 0.5 2.5 1
 , Σ−1 =

1 −3 0 1
−3 11.33 1 −6.67
0 1 1 −3
1 −6.67 −3 11.33
 .
This distribution is Markov to the graph with two maximal cliques {1, 2, 4},
{2, 3, 4}. It it locally associated, however the single non-edge entry of Σ is
negative.
5There are however important cases where local association implies global
association. Markov distributions over trees give a particularly simple in-
stance. More generally, the result is true for block graphs, that is, decom-
posable graphs with all minimal separators being singletons.
Proposition 2.5. Suppose that G is a block graph. If a Gaussian vector
X is locally associated and Markov with respect to G, then X is globally
associated.
Proof. The proof is by induction on the number |C| of cliques in the graph
G. For |C| = 1 there is nothing to show. So assume the result holds for
|C| = n ≥ 1 and consider a block graph G with n + 1 cliques. Let i, j ∈ V
and suppose that i 6∼ j. Since G is a block graph, there is a unique shortest
path between i and j of the form (i, s1, . . . , sk, j). As X is Markov w.r.t.
G it holds that Xi⊥⊥Xj |Xs1 . Assume also without loss of generality that
E(X) = 0. We now get
Σij = E(XiXj) = E(E(XiXj |Xs1)) = E
(
Σis1Σjs1
Σ2s1s1
X2s1s1
)
=
Σis1Σjs1
Σs1s1
≥ 0
where the last inequality follows as both factors in the numerator are non-
negative by the inductive assumption. This completes the proof. 
Proposition 2.5 does not exhaust the list of graphs over which local asso-
ciation implies global association. Indeed the result also holds for cycles:
Proposition 2.6. Suppose that G is a cycle. If a Gaussian vector X is lo-
cally associated and Markov with respect to G, then X is globally associated.
Proof. The proof is deferred to Appendix A. 
Combining these two results yield the following, which in view of Exam-
ple 2.4 seems to be the most general class of graphs where local association
implies global association for Gaussian Markov models.
Corollary 2.7. Let G be a graph with all prime components being cliques or
cycles and intersections between any pair of prime components empty or a
single vertex. If a Gaussian vector X is locally associated and Markov with
respect to G, then X is globally associated.
Proof. Let G be the graph obtained from G by adding edges between all
vertices in each of the cycle components. Then, if X is Markov w.r.t. G it is
certainly Markov w.r.t. G. Also, by Proposition 2.6, X is locally associated
to G. The result now follows from Proposition 2.5. 
3. Relation to other models
3.1. Association and total positivity. A useful property of association
is that if X is associated then Xi and Xj are independent if and only if
V(Xi, Xj) = 0. Although this result is automatic for Gaussian distribu-
tions, it shows that in general the whole marginal independence information
6is encoded in the covariance matrix. This partially extends to locally asso-
ciated distributions.
Proposition 3.1. If X is locally associated with respect to G then for every
ij ∈ E(G) we have Xi⊥⊥Xj if and only if V(Xi, Xj) = 0.
Proof. If ij ∈ E(G) then (Xi, Xj) is associated. 
Another notion of positive dependence is an important point of reference
in this article. Consider a random vector X = (X1, . . . , Xd) with values in
X = X1 × · · · × Xd, where Xi ⊂ R. We say that a function f : X → R is
multivariate totally positive of order two, or MTP2, if for any two x, y ∈ X
f(x ∧ y)f(x ∨ y) ≥ f(x)f(y),
where x∧ y = (min(x1, y1), . . . ,min(xd, yd)) is the coordinatewise minimum
and x ∨ y = (max(x1, y1), . . . ,max(xd, yd)) is the coordinatewise maximum.
Then a random vector X is MTP2 if its density function f is MTP2. Stan-
dard references for the MTP2 property are [12, 18].
The following general result is well-known.
Theorem 3.2 ([33]). If X is MTP2 then it is associated.
In the Gaussian case the MTP2 property is typically much stronger than
association. This also shows that totally positive Gaussian graphical mod-
els studied in [23] form a subfamily of locally associated graphical models.
Thinking about (local) association as a relaxation of MTP2 gives an impor-
tant interpretation to our positive graphical lasso approach in Section 5.
3.2. Bidirected graphical models. In this section we define graphical
models over bidirected graphs known as covariance graph models. Given
a graph Gcov, called the covariance graph, over V = {1, . . . , d} we define
the corresponding covariance graph model B(Gcov) given by all covariance
matrices in Sd+ that satisfy Σij = 0 if ij /∈ E(Gcov). Models of this type
were studied in detail in [20], see also [9].
By construction (c.f. Corollary 4.4) our estimator of the covariance matrix
in locally associated Markov distributions lies in the intersection of a Gauss-
ian graphical model and a covariance graph model. Given the covariance
graph Gcov and the concentration graph Gcon we want to understand bet-
ter the intersection B(Gcov) ∩M(Gcon). Judea Pearl and Nanny Wermuth
analysed in [30] whether this intersection can be generated by a directed
acyclic graph (DAG) model (bound to satisfy the same marginal indepen-
dences and the same full conditional independences). The answer to this
question depends on whether we allow for additional latent variables in the
DAG. In particular, every model of marginal independence is trivially gener-
ated by a latent DAG, where each edge •−• in Gcov is replaced with •←◦→•,
◦ representing a latent variable; c.f. Theorem 3 in [30]. For this reason, the
edges in Gcov are denoted as bidirected rather than undirected as in Gcon.
We refer to the paper of Pearl and Wermuth for more details.
7Remark 3.3. In our special case Gcov and Gcon satisfy further constraints:
if ij /∈ E(Gcov) then ij ∈ E(Gcon). It is not hard to see that such a family
is always smooth as it is obtained by adding zero constraints to the mean
parameters of the exponential family M(Gcon).
The connection between latent DAGs and marginal independence created
a fruitful link between marginal independence models and factor analysis
models; see, for example, [9, 30, 34]. In the next section we supplement this
connection with an analysis of positive dependence.
3.3. Factor models and latent DAGs. One of the standard arguments
for why MTP2 distributions may be useful in statistical modelling is given by
first noting that in the Gaussian case all distributions that are Markov with
respect to a tree are MTP2 as long as all edge correlations are nonnegative.
Since the MTP2 property is closed under marginalization, we conclude that
MTP2 holds for tree Markov models used in phylogenetics, the Brownian
motion tree model, hidden tree Markov models, or latent tree Gaussian
models (all with many applications); c.f. [39].
In the case of Gaussian latent tree models, one interesting instance is when
the underlying tree has a single inner node (star tree) and it represents an
unobserved random variable. This corresponds to the one factor model with
the distribution being MTP2 if and only if the loadings are non-negative.
This observation and the corresponding link to the Capital Asset Pricing
Model was used in [1] to argue why MTP2 distributions are particularly
suitable for modelling financial data.
In this context it is quite disappointing to observe that general factor
analysis models with positive loadings are not MTP2. Recall that the factor
analysis model Fd,s is the family of multivariate Gaussian distributions with
an arbitrary mean and whose covariance matrix Σ lies in the set
Fd,s = {∆ + ΛΛT ∈ Sd+ : ∆ ∈ Sd+ diagonal,Λ ∈ Rd×s}.
We write F+d,s if the loading matrix Λ is restricted to have non-negative
entries. To see that F+d,s is not contained in the set of inverse M-matrices if
s ≥ 2 consider the following example.
Example 3.4. Suppose that d = 3, s = 2 and parameters satisfy
∆ =
1 0 00 1 0
0 0 1
 , Λ =
1 22 1
x y

for some x ≥ 0, y ≥ 0. If x = 5, y = 1 then K is not an M-matrix since
K =
 0.30 −0.23 0.01−0.23 0.83 −0.28
0.015 −0.28 0.15
 .
More generally, direct calculations show that ∆ + ΛΛT is an inverse M-
matrix if and only if (x, y) lie in the difference of two conic shapes, namely,
8{(x, y) : y ≤ 2x} and {(x, y) : y2 − xy + 1 ≤ 0}. All other values of (x, y)
lead to K that is not an inverse M-matrix.
On the other hand, (global) association in F+d,s is immediate from the
definition. To formulate a more general version of this statement recall that a
Gaussian DAG model over a DAG D has the linear structural representation
Yi =
∑
i→j
λijYj + i for all i ∈ V,
where (1, . . . , d) is a mean-zero vector of Gaussian independent noise terms
and λij ∈ R. Write M(D) for the class of all such distributions parameter-
ized by Λ = [λij ] and the variances of i. Moreover, M+(D) denotes the
subset of M(D) where Λ ≥ 0, i.e. where all regression coefficients are non-
negative.
Proposition 3.5. Suppose that the distribution of a zero-mean Gaussian Y
lies in M+(D). Then any margin of Y is associated.
Proof. Since (I −Λ)Y =  then V(Y ) = (I −Λ)−1Ω(I −Λ)−T , where Ω is a
diagonal matrix with the variances of  on the diagonal and (I − Λ) being
invertible by acyclicity of D. Since (I −Λ)−1 = I + Λ + Λ2 + . . . and Λ ≥ 0
we conclude that V(Y ) has only non-negative entries. This of course applies
also to each submatrix, which concludes the proof. 
Factor analysis models with non-negative loadings form a particular in-
stance of margins of DAG models of the form M+(D). They appear in many
applications such as psychology, geography, or finance. This also links to ap-
plications of Principal Component Analysis with non-negative constraints on
the loadings. In this context non-negativity is convenient for interpretation
of the loadings as a percent of the individual variables contribution in each
vector [27]. We expect that our methods will be also useful in regularizing
the sample covariance matrix in all those applications where non-negative
loadings are expected; see Section 6 for some evidence.
4. Estimating Gaussian locally associated distributions
Maximum likelihood estimation in M+(G) for Gaussian distributions is
complicated as the hypothesis is generally neither convex in K nor in Σ, and
the likelihood function may indeed have multiple local maxima. However,
we shall show that the dual MLE ([4, 6]) can be obtained in a simple form.
Then the dual MLE can either be used as a proxy for the MLE, or as a good
starting point for an iterative algorithm.
4.1. The Gaussian log-likelihood. Given the data X ∈ Rn×d with in-
dependent rows distributed as N(0,Σ∗) our goal is to estimate Σ∗. Let
S = 1nX
TX be the sample covariance matrix and by R denote the corre-
sponding correlation matrix. The Gaussian log-likelihood is given as
(1) `n(K) = log det(K)− tr(SK).
9In this paper we also often use the alternative version
(2) ¯`n(K) = log det(K)− tr(RK).
to which we also refer as Gaussian log-likelihood. Note that here and else-
where we ignore the multiplicative constant n/2 in the log-likelihood func-
tion.
There are important reasons why we prefer to work with ¯`n(K) rather
than standard Gaussian likelihood. One is that in regularized likelihood
discussed later in the article will become scale invariant. Moreover, replacing
the sample covariance matrix with its normalized version can be typically
done with no loss of generality in the following sense.
Definition 4.1. A model M ⊆ Sd+ is invariant under diagonal rescaling if
Σ ∈M implies that DΣD ∈M for all diagonal D ∈ Sd+.
Important examples of models that are invariant under diagonal rescal-
ing are Gaussian graphical models, M-matrices, locally associated Gaussian
distributions, and their intersections.
Lemma 4.2. If M ⊆ Sd+ is invariant under diagonal rescaling then the
optimum of `n(K) is obtained by computing the maximum Σˆ of ¯`n(K) and
rescaling it as DˆΣˆDˆ, where Dˆ is a diagonal matrix with
√
Sii on the diagonal.
Proof. The same as the proof of Lemma 2.5 in [23]. 
An important consequence of non-convexity of M+(G) is that the Gauss-
ian log-likelihood function `n(K) may have many local optima. In Sec-
tion 4.3 we propose a simple alternative to the maximum likelihood estima-
tor, which admits a unique solution and retains good asymptotic properties.
4.2. I-divergence and I-projection. With some inspiration from [36] we
define the information divergence (I-divergence) between two positive defi-
nite d× d matrices Σ1 and K2 as
I(Σ1||K2) = 1
2
tr(Σ1K2 − I)− 1
2
log det(Σ1K2).
We note that this divergence is convex in each of its arguments and it is
equal to the Kullback–Leibler distance between the Gaussian distributions
N(0,Σ1) and N(0,K
−1
2 ).
Now consider the Gaussian graphical model M(G) and let S be the em-
pirical covariance matrix. We further let Σ be any positive definite matrix
which satisfies Σij = Sij for all ij ∈ E(G) and K = Σ−1. Such a Σ exists if
and only if the MLE exists in the model M(G), see for example [37]. If S is
positive definite, we may of course let Σ = S. For any such fixed Σ we have
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that
I(Σ||K) = 1
2
log detK − 1
2
log detK +
1
2
tr(ΣK)− d/2
=
1
2
log detK − 1
2
log detK +
1
2
tr(SK)− d/2
= −1
2
`n(K) + constant
where we again have ignored the constant n/2 in the log-likelihood. So
maximizing the log-likelihood function in K is equivalent to minimizing the
divergence I(Σ||K) in K.
4.3. Dual likelihood estimate. We consider now the dual likelihood es-
timate (DLE) which in essence minimizes the I-divergence in the other ar-
gument. This dual estimate has for example been studied by [4, 6, 10] and
used extensively by [22].
The dual estimate takes as starting point the sufficient statistic in an ex-
ponential family containing the model under consideration. As pointed out
explicitly in [6], there is some arbitrariness in the choice of the exponential
family into which the model is embedded, and the final estimate depends
on this choice, i.e. the dual log-likelihood function is then
(3) ˇ`n(Σ) = −2I(Σ||Kˆ) = log det Σ− tr(ΣKˆ) + constant,
where we again have ignored the constant n/2 and where Kˆ is the MLE of
K in the ambient exponential family; if we choose the family to be M(G) or
to be the full family of Gaussian distributions, the dual likelihood functions
are not equivalent as we generally have
tr(ΣKˆ) 6= tr(ΣS−1)
if Kˆ is the MLE in M(G) and G is not the complete graph.
We shall here and in the following assume that the ambient exponential
family is chosen as small as possible such as to take advantage of the max-
imal possible sufficient reduction of the original data before we apply the
dualization. Thus, as we have
M+(G) = A(G) ∩M(G)
we let the dual estimate (DLE) Σˇ be determined as
(4) Σˇ = argminΣ∈M+(G) I(Σ||Kˆ),
where Kˆ is the MLE of K in the ambient exponential family M(G). In
other words, the DLE Σˇ is obtained by a two-step procedure:
I) We first find the I-projection (MLE) Kˆ of S in the second argument
in the exponential family determined byM(G), which yields a convex
restriction on K, ignoring positivity restrictions on Σ.
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II) Subsequently, we find the I-projection onto M+(G) in the first ar-
gument of Kˆ by minimizing (3) above, when now also the convex
restrictions on Σ determined by A(G) are taken into account.
It may be helpful to think of the first step above as a way of giving a
compact representation of the data matrix S taking sparsity in terms of
conditional independence restrictions into account. The second step then
finds the best approximation to this representation which also conforms
with the positivity information.
The first step above is standard (see [25, Section 5.2.1]) so in the next
section we focus on issues associated with the second step.
4.4. A convex optimization problem. In this section we show how to
determine the DLE as described above through convex optimization. We
first consider the following convex optimization problem:
minimize
Σ0
− log det(Σ) + tr(ΣKˆ)(5)
subject to Σij ≥ 0 for all ij ∈ E(G),
where, as before, Kˆ is the MLE of K in the ambient exponential family
M(G). Note that for the moment we are ignoring the Markov constraint
on Σ that would destroy convexity of the problem. We shall see that the
Markov constraint becomes automatically fulfilled in the optimization. The
Lagrangian for this problem is
L(Σ,Λ) = − log det Σ + tr(ΣKˆ)− tr(ΣΛ) = − log det Σ + tr(Σ(Kˆ − Λ))
where Λ is a symmetric matrix with diagonal equal to 0, Λij = 0 unless
ij ∈ E(G), and Λij ≥ 0. The Lagrangian is mimimized in Σ for fixed Λ by
the matrix Σ∗ given as
(6) Σ∗ = (Kˆ − Λ)−1
and complementary slackness implies for the optimal Λ = Λ∗ that
Σ∗ijΛ
∗
ij = 0, ij ∈ E
or, equivalently,
Σ∗ij(Kˆij −K∗ij) = 0, ij ∈ E.
Now, from (6) it follows that Σ∗ ∈M(G) if Σˆ ∈M(G) and hence Σ∗ = Σˇ is
in fact the DLE we are looking for. In summary, we have the following:
Theorem 4.3. If the DLE Σˇ of Σ under M+(G) exists, it is given as the
unique positive definite solution to the following system of equations and
inequalities, where Kˇ = Σˇ−1 and Kˆ = Σˆ−1:
i) Σˇij ≥ 0, ij ∈ E(G)
ii) Σˆij = Sij , ij ∈ E(G)
iii) Σˆii = Sii, i ∈ V (G)
iv) Kˇij = Kˆij = 0, ij /∈ E(G)
v) Kˇij ≤ Kˆij , ij ∈ E(G)
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vi) Kˇii = Kˆii, i ∈ V (G)
vii) Σˇij(Kˆij − Kˇij) = 0, ij ∈ E(G).
Note that the equations (ii), (iii), and the last part of (iv) are equations
determining the MLE Kˆ under M(G). The condition (vii) naturally induces
sparsity in Σˇ.
Further, denoting by Gˇ the graph whose edges correspond to non-zero
entries of Σˇ, we note that the zero entries in Σ obtained in this way are
complementary to the zero entries in K and so the model is smooth; c.f.
Remark 3.3. We also have the following.
Corollary 4.4. The dual likelihood estimate Σˇ in the model B(Gˇ) ∩M(G)
is identical to the dual estimate in the model M+(G) as determined in The-
orem 4.3 above.
Proof. By construction, if ij /∈ E(Gˇ) then ij ∈ E(G). Denoting by E0 the
set of pairs that do not lie in E(Gˇ) we get that E0 ⊆ E(G). The optimality
conditions for Kˆ over M(G) are standard and given by
(a) Σˆii = Sii, i ∈ V (G)
(b) Σˆij = Sij , ij ∈ E(G)
(c) Kˆij = 0, ij /∈ E(G).
By an analogous argument, the dual likelihood estimate in B(Gˇ) based on
Kˆ is the unique positive definite matrix Σ˜ = K˜−1 satisfying
(d) K˜ii = Kˆii, i ∈ V (G)
(e) K˜ij = Kˆij , ij ∈ E(Gˇ)
(f) Σ˜ij = 0, ij ∈ E0.
Our aim is to show that Σ˜ = Σˇ. First note that, (d) together with condition
(vi) in Theorem 4.3, implies that K˜ii = Kˇii for all i ∈ V . Similarly, (iv) and
(e) imply that K˜ij = Kˆij = Kˇij for ij /∈ E(G). This equality extends to all
ij ∈ E(G) \ E0 by (vii) and (e). Moreover Σˇij = Σ˜ij = 0 for all ij ∈ E0. It
is a standard result that there is a unique completion of a partially specified
positive definite matrix K to a matrix such that Σ = K−1 has zero entries
on the unspecified entries of K. It follows that K˜ = Kˇ. 
The conditions for existence of Σˇ do not seem to simplify beyond the
conditions for existence of Kˆ; these may be rather involved, see for example
[37, 14].
4.5. Asymptotic properties of the estimator. If optimized over a curved
exponential family, the DLE is consistent, asymptotically normal, and asymp-
totically efficient [6]. In our case, the DLE computes the Kullback-Leibler
projection of Kˆ onto the cone Σij ≥ 0 for ij ∈ E(G). The consistency of
this restricted estimator is easy to show. However, the description of the
asymptotic distribution is more complicated. If Σ∗ denoted the true covari-
ance matrix, then the asymptotic distribution of
√
n(Σˇn − Σ∗) is obtained
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by an appropriate projection of a Gaussian random variable Z on the tan-
gent cone at Σ∗ to the set {Σ ∈ Sd : Σij ≥ 0 for ij ∈ M(G)}. The random
variable Z above is the asymptotic distribution of
√
n(Kˆn −K∗); c.f. [25,
Proposition 5.8]. The problem is that even if we can describe this distribu-
tion exactly it depends in a very complicated way on Σ∗. It will be given
as a mixture of truncated normal distributions but with weights that are
generally impossible to compute.
5. Learning the local structure
In this section we consider the situation where the associated graph G
defining the local structure is unknown. We aim at obtaining a sparse
structure in K through a lasso type penalty. To avoid losing any posi-
tive dependence information we only penalize large positive values in the
inverse covariance matrix, corresponding to large negative partial correla-
tions. More precisely, we want to solve the following optimization problem
(7) minimize − `n(K) + ρ‖K+‖1 subject to K  0,
where `n(K) is the Gaussian log-likelihood in (1) and
‖K+‖1 =
∑
i 6=j
max{0,Kij}.
We shall refer to this procedure as the positive graphical lasso. Note that
for ρ =∞, the penalty then forces the solution Kˆρ to be an M-matrix and
hence the positive graphical lasso can be seen as a direct relaxation of the
estimation under the assumption that the distribution is MTP2 ([23, 35]);
c.f. Section 5.5.
5.1. Oriented sparsity pursuit with GOLAZO. In this section we for-
mulate a general optimization problem and algorithm that unifies the pos-
itive graphical lasso, estimation under MTP2 constraints, and a number of
other forms of likelihood-based estimation for graphical models. It allows
us to flexibly introduce sign constraints, zero restrictions, and to penalize
different signs of Kij with a different rate.
Let L,U ∈ Sd be two matrices with entries in R ∪ {−∞,+∞} with the
restriction that Lij ≤ 0 ≤ Uij for all i 6= j. Denote
‖K‖LU :=
∑
i 6=j
max{LijKij , UijKij)}.
The function ‖K‖LU is convex, positively homogeneous, continuous, and
non-negative. Although it is sublinear, that is ‖K + K ′‖LU ≤ ‖K‖LU +
‖K ′‖LU , it does not define a norm unless |Lij | = |Uij | for all i 6= j.
The penalty function ‖K‖LU enables us to obtain sparse estimates of K
in a way that takes into account the signs of K or, equivalently, the signs of
the partial correlations. We aim at solving the following problem
(8) minimize − `n(K) + ‖K‖LU ,
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and refer to this as Graphical Oriented LAZy Optimization (GOLAZO). To
get a procedure that is invariant under diagonal rescaling we also typically
replace `n(K) with ¯`n(K); c.f. Section 4.1.
Remark 5.1. For non-paranormal distributions we replace the sample corre-
lation matrix R with another estimate of the correlation matrix. Following
the SKEPTIC approach of [28], we first compute Kendall’s tau τˆij , which
can be estimated without knowledge of the underlying monotone transfor-
mations fi. Then we compute ρˆij = sin(
pi
2 τˆij), which is a natural plug-in
estimator of the correlation based on the main result of [26].
To illustrate usefulness of this general approach we list a number of situ-
ation that are included in this set-up. In all these cases the diagonals of L
and U are zero.
Graphical lasso: If |Lij | = |Uij | = ρ > 0 for all i 6= j, (8) corresponds
to the standard graphical lasso. More generally, if |Lij | = |Uij | = ρij , that
is when ‖K‖LU is a norm, we obtain a version of the graphical lasso that
takes into account different scalings of the variables.
Asymmetric graphical lasso: If |Lij | = ρ− and |Uij | = ρ+ for all i 6= j
where 0 < ρ−, ρ+ < +∞, we obtain a version of the graphical lasso, where
positive entries of K are penalized at a different rate than the negative
entries.
Positive graphical lasso: If L = 0 and Uij = ρ for all i 6= j then (8)
corresponds to the positive graphical lasso problem in (7). This looks like
the asymmetric graphical lasso problem with ρ− = 0 but as we will see, a
zero penalty introduces additional complications.
MTP2 distributions: If L = 0 and Uij = +∞ for all i 6= j then (8)
gives the constrained M-matrix estimation. In Remark 5.3 we show that,
rather than infinite, Uij must be sufficiently large.
Gaussian graphical models: In certain situations we may in advance
wish to specify that some entries of K should be zero. If Kij = 0, this can
be imposed by setting Lij = −∞, Uij = +∞ (by the standard convention
±∞ · 0 = 0). Thus the optimization algorithm detailed in Section 5.2 also
yields an interesting alternative to the IPS algorithm and other edge based
algorithms in [36] which may occasionally be slow.
Dual likelihood estimate: The optimization problem in (5) is equiv-
alent to (8) just replacing K with Σ, S with Kˆ, setting Lij = −∞ and
Uij = 0.
The problem (8) is a convex optimization problem. Its dual problem is
particularly simple and admits a straight-forward block-coordinate descent
procedure. To obtain the dual, note that
max{LijKij , UijKij} = sup
Lij≤Γij≤Uij
ΓijKij
and so
‖K‖LU = sup
L≤Γ≤U
tr(ΓK)
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whereby (8) becomes
inf
K0
sup
L≤Γ≤U
{− log detK + tr((S + Γ)K) }.
Swapping inf with sup and using the fact that the unique optimizer with
respect to K of − log detK+tr((S+Γ)K) (if exists) is (S+Γ)−1, we obtain
the dual problem by letting Σ = S + Γ:
(9) maximize log det Σ + d subject to S + L ≤ Σ ≤ S + U.
We first note the following result.
Lemma 5.2. At the optimal point of the dual problem (9) the diagonal of
Σ is equal to the diagonal of S + U .
Proof. Irrespective of the other entries in the feasible point increasing di-
agonal entries always increases the determinant. Thus at the optimum the
diagonal entries are always as large as possible. 
Remark 5.3. If the diagonals of L and U are zero then each dually feasible
point Σ has the same diagonal as S. Since Σ is positive definite we have
in particular that −√SiiSjj < Σij < √SiiSjj for all i 6= j. It follows that
every dually feasible Σ satisfies
max{Sij + Lij ,−
√
SiiSjj} ≤ Σij ≤ min{Sij + Uij ,
√
SiiSjj}.
This allows us to replace Uij with Uij ∧ (
√
SiiSjj − Sij) and Lij with Lij ∨
(−Sij −
√
SiiSjj), which is particularly useful if Lij = −∞ or Uij = +∞. A
similar analysis is possible if L,U have arbitrary (finite) diagonals.
Since (8) is always feasible, feasibility of the dual problem (9) assures that
the optimum of (8) exists and is unique. We show below that it always holds
if L and U have no zeros outside of the diagonal. Under minor conditions
this also holds for positive graphical lasso in which case L is a zero matrix.
We provide a more detailed treatment of this problem in Section 5.3. But
first we introduce our optimization algorithm.
5.2. Optimization algorithm. To solve (9) we propose a straightforward
block-coordinate descent approach that is a direct modification of the al-
gorithm used for the dual graphical lasso problem in [2]. An important
difference is that, by default, we do not penalize the diagonal, which leads
to additional issues that may arise. We optimize the determinant of Σ up-
dating row by row keeping the diagonal entries fixed. The fact that the
diagonal can be fixed to the diagonal of S + U follows from Lemma 5.2.
For the j-th row we consider log det Σ as the function of Σj,\j keeping the
other entries of Σ fixed. By standard matrix algebra
log det Σ = log det Σ\j + log det(Σjj − Σj,\j(Σ\j)−1Σ\j,j).
Thus maximizing log det Σ with respect to y := Σj,\j is equivalent to min-
imizing yT (Σ\j)−1y, where we need to impose linear conditions that Sij +
Lij ≤ yi ≤ Sij +Uij for every i ∈ V \ {j}. This is an instance of a quadratic
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program. The following result is a straight-forward generalization of [2, The-
orem 4]. It allows to quickly identify disconnected nodes in the underlying
graph.
Proposition 5.4. If Sj,\j + Lj,\j ≤ 0 ≤ Sj,\j + Uj,\j for some j ∈ V then
Σˆj,\j = 0.
The starting point Σ0 of the algorithm needs to be chosen carefully so that
Σ0 is dually feasible. In this case, each iterate of the algorithm is guaranteed
to be dually feasible. In Section 5.3 we show how to find such a starting
point. Given the starting point, our procedure is straightforward and de-
scribed in Algorithm 1. To solve the quadratic problem in each iteration we
use the quadprog package in R.
Data: A positive semidefinite matrix S, penalty matrices L ≤ 0 ≤ U .
Result: A maximizer of (7).
Initialize: Σ = Σ0 (a dually feasible point);
while there is no convergence do
for j = 1, . . . , d do
Update Σj,\j ← yˆ, where
yˆ = arg min
y
{
yT (Σ\j)−1y : Sj,\j + Lj,\j ≤ y ≤ Sj,\j + Uj,\j
}
.
end
end
Algorithm 1: The Graphical Oriented LAZy Optimization (GOLAZO)
Algorithm.
To establish convergence in Algorithm 1 we track the duality gap
tr(SK)− d+ ‖K‖LU ,
which is guaranteed to be non-negative for each step of the algorithm, de-
crease at each iteration, and to be zero at the optimum. We stop the algo-
rithm once this positive gap becomes sufficiently close to zero.
In the actual implementation it is important to compute the dual gap care-
fully in case L,U contain infinite entries. We simply make use of Remark 5.3
and replace ±∞ with appropriate finite bounds. The only remaining issue to
complete the description of the algorithm is a procedure to obtain a dually
feasible starting point. We address this issue in the next section.
5.3. Dually feasible starting point. Recall that Σ is dually feasible if
Σ is positive definite and L ≤ Σ − S ≤ U . If S + diag(U) is positive
definite, it is dually feasible, and we take Σ0 = S + diag(U). This will, for
example, happen when S is positive or when U has strictly positive entries
on the diagonal, that is, when all diagonal entries of K are penalized in the
GOLAZO problem (8).
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Penalizing the diagonal facilitates choosing a starting point for the algo-
rithm but it also introduces an additional bias and should be avoided; see
also Theorem 5.8 below. We then focus on the case when S is rank deficient
and the diagonal of U is zero. Since S is a sample covariance matrix it is
always positive semidefinite and it has rank at least one. This implies that
(with probability one) the diagonal entries are strictly positive. Clearly, if
some Sii = 0 then no feasible point exists. We then always assume that
Sii > 0 for all i ∈ V .
We first show how to construct a starting point in the case when for each
i 6= j both the negative and the positive values of Kij are penalized.
Lemma 5.5. If Lij < 0 < Uij for all i 6= j then there exists t ∈ (0, 1) such
that Σ0 = (1 − t)S + tdiag(S) is dually feasible. The condition for dual
feasibility becomes that Lij ≤ −tSij ≤ Uij for all i 6= j.
Proof. Since diag(S) is positive definite, Σ0 = (1− t)S+ tdiag(S) is positive
definite for every t ∈ (0, 1]. We have Σ0 − S = t (diag(S) − S) and so
(Σ0−S)ij = −tSij . Since Lij < 0 and Uij > 0, it holds that if t is sufficiently
small then Lij ≤ t (diag(S)− S)ji ≤ Uij for all i 6= j. 
The conditions of Lemma 5.5 are satisfied for the graphical lasso and
this result can be turned into an explicit procedure for computing a starting
point. Note that using glasso or EBICglasso in R outputs either a warning
or an error when S is not positive definite.
Theorem 5.6. The optimum in the graphical lasso problem always exists
and is unique. More generally, this also holds for the GOLAZO if Lij < 0 <
Uij for all i 6= j.
The conditions of Lemma 5.5 are not satisfied for the positive graphical
lasso and, in general, for any case where S lies on the boundary of the
rectangle {Σ ∈ Sd : L ≤ Σ − S ≤ U}. If L has potentially zero entries but
Uij > 0 for all i 6= j then we still can prove that a dually feasible point exists
under very mild additional assumptions on S.
Theorem 5.7. The optimum in the positive graphical lasso problem exists
and is unique as long as Sij <
√
SiiSjj for all i 6= j, which happens with
probability one if the sample size is at least two. The same holds in general
whenever Uij > 0 for all i 6= j.
The proof of Theorem 5.7 relies on an explicit construction of a dually
feasible point. This construction is directly based on the definition of a
single-linkage matrix of S given in [23]. We provide the details of this con-
struction and the proof of Theorem 5.7 in Appendix B.
5.4. Choice of the penalty parameter. In this section we propose a
simple method to choose the penalty parameters in L and U . Our method
is based on the Extended Bayesian Information Criterion (EBIC) proposed
in [5] and adapted to problems of graphical lasso type in [13]. Given a sample
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of n independent and identically distributed observations, let Kˆ denote an
estimate and Eˆ the set of edges of the underlying graph of Kˆ. The EBIC
criterion takes the form
BICγ(Eˆ) = −n`n(Kˆ) + |Eˆ|(log(n) + 4γ log(d)).
The criterion is indexed by a parameter γ ∈ [0, 1]. If γ = 0 then the classical
BIC is recovered, which is known to be asymptotically consistent for model
selection in case d is fixed and n goes to infinity. Positive values of γ lead
to better graph estimates in the case when d and n are comparable. This
observation can be formalized in certain scenarios but otherwise relies on
numerical experiments; c.f. [13].
The model selection procedure based on EBIC relies on choosing a se-
quence of potential penalty parameters ρ1, . . . , ρl. Then for fixed L,U we
then compute l optima for the GOLAZO problem with parameters ρiL, ρiU .
For each of these we compute EBIC and choose ρi that minimizes this cri-
terion. For positive glasso the canonical choice is Lij = 0 and Uij = 1 for
all i 6= j. Finally note that this procedure is trivially parallelizable, which
we exploit in our code.
5.5. Sign-constrained likelihood optimization. The positive graphical
lasso problem links to the problem of estimation under M-matrix constraints
[35, 23], that is to the problem
minimize − `n(K) subject to Kij ≤ 0 for all i 6= j.
More generally, if Lij ∈ {−∞, 0} and Uij ∈ {0,+∞} then (8) is equivalent
to optimizing the Gaussian likelihood under sign-constraints. If EL is the
set of all i 6= j such that Lij = −∞ and EU is the set of all i 6= j such that
Uij = +∞ then (8) amounts to maximizing the Gaussian likelihood over the
set of all inverse covariance matrices K such that Kij ≥ 0 for all ij ∈ EL
and Kij ≤ 0 for all ij ∈ EU . If ij ∈ EL ∩ EU then Kij = 0.
One of the important reasons why we choose not to penalize the diagonal
of K is the following result.
Theorem 5.8. Let L,U be such that Lij ∈ {−∞, 0} and Uij ∈ {0,+∞}
for all i 6= j. The GOLAZO estimator is equal to the maximum likelihood
estimator under the constraints Kij ≥ 0 for all ij ∈ EL and Kij ≤ 0 for all
ij ∈ EU .
Recall from Remark 5.3 that infinity can be replaced by a sufficiently
large number.
5.6. Dual penalized likelihood estimate. The positive graphical lasso
estimate, as described and calculated above, will avoid large negative partial
correlations and as such it may often directly result in an locally associated
covariance matrix, in particular for large penalty parameters, as shown in
Theorem 5.8. Also, it will typically have some sparsity in K and we let
Gˆρ = (V, Eˆρ) be the graph determined by Kˆρ.
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However, as for the case when the graph were known, we may now wish
to take the additional restriction of edge positivity into account and find the
dual penalized likelihood estimate (DPLE) Σˇρ as
Σˇρ = argminΣ∈M+(Gˆρ) I(Σ||Kˆρ) = argminΣ∈A(Gˆρ) I(Σ||Kˆρ)
i.e. the dual likelihood estimate calculated with Kˆρ as starting point, rather
than Kˆ.
We may then again think of the two-step procedure as first obtaining
a compact representation Kˆρ of the data matrix S, adapting and taking
into account the penalty for negative partial correlations, and subsequently
approximating this compact representation with an locally associated, and
hence locally associated Gaussian distribution Σˇρ.
6. Applications and simulations
In this section we illustrate our methods with two applications and a
small simulation study. The corresponding R Markdown files can be down-
loaded from http://econ.upf.edu/~piotr/supps/2020-LZ-golazo.zip.
The GOLAZO algorithm is implemented in the R package golazo available
on GitHub.
6.1. Body fat data. As a simple illustration for our method we analyse
the body fat data first studied in [15] and available in the R package gRim.
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Figure 1. The sample correlation matrix for the body fat
data (left) and its normalized inverse (right).
In the data, percentage of body fat, age, weight, height, and ten body
circumference measurements are recorded for 252 men. We remove 11 in-
dividuals from the study for various problems reported for their respective
observations. As shown in Figure 1 the variables in this dataset are strongly
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positively correlated. The only exception is Age. Its negative correlation
with height reflects the fact that the growth in wealth, especially after the
second world war, has made the new generations taller. Also, the negative
correlation with thigh and ankle could reflect that muscle mass tends to be
reduced with age. For this reason and for simplicity, we remove Age from
our analysis.
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Figure 2. Partial correlations in the estimated positive
glasso graph (left) and glasso graph (right).
As the inverse of the sample covariance matrix has a significant number
of positive entries, MTP2 seems to be too strong hypothesis for this dataset.
After normalizing the data we run the positive graphical lasso procedure
with ρ = 0.11. This choice was based on the EBIC criterion with parameter
γ = 0.5 as described in Section 5.4. Figure 2 shows the graph (together with
signs of the partial correlations) of the optimum Kˆ (left) compared with the
graphical lasso estimate. The penalty in the graphical lasso estimate is
chosen close to zero both by cross-validation and by the EBIC criterion.
Although the positive glasso estimate gives lower likelihood than the glasso
estimate, it is much sparser and beats glasso in the EBIC criterion with
γ = 0.5: −364.9 for the positive glasso and −237.65 for the graphical lasso.
In the second step of our procedure we take the resulting estimate Kˆ
of the positive glasso procedure and compute the dual MLE Σˇ under edge
positivity to further regularize the positive glasso estimate.
However, although Kˆ is not an M-matrix, it corresponds to a locally
associated distribution and so the second step of the algorithm becomes
redundant.
6.2. Positive co-expression gene network. As we argued in the intro-
duction, our main motivation was to develop statistically sound methods
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for building gene expression networks that focus on positive co-expression.
For illustrative purposes we focus on a relatively small subsample of genes.
We analyse a publicly available microarray expression data profiling um-
bilical cord tissue; c.f. [7, 8]. From https://functionalgenomics.upf.
edu/supplements/FIRinELGANs we downloaded the normalized and filtered
gene expression data, as well as its corresponding phenotype data, including
a batch indicator variable that specifies the groups in which samples were
processed, birth weight, gestational age, sex and fetal inflammatory response
(FIR) status.
From an initial set of 12,093 genes with reliable expression, Costa and
Castelo [8] identified 1,097 as differentially expressed between FIR-affected
and unaffected infants, from which 592 were upregulated in FIR. This subset
of 592 upregulated genes was significantly enriched by 136 genes involved
in the innate immune response [3]. We focus our analysis in this subset
of 136 genes, which were coordinately upregulated in FIR-affected infants
to trigger an innate immune response, and therefore, we can assume their
positive co-expression.
We first run the GOLAZO procedure penalizing negative partial corre-
lations with an EBIC optimal penalty parameter. This computation takes
less than a minute on a standard laptop. The penalty ρ = 0.5 was chosen
as optimal with respect to the EBIC criterion with γ = 0.5. The resulting
estimate Kˆρ is very sparse with the edge density 0.067 (an entry of Kˆρ is al-
ways treated nonzero if its absolute value exceeded 10−6). Still the diameter
of this graph is very small, just 5.
Like in the Body Fat example in the previous section, also here the EBIC
criterion chooses much smaller penalty parameter for the standard graphical
lasso, ρ = 0.1. The EBIC criterion for the optimal positive graphical lasso
model penalty is −8784 on the other hand, graphical lasso gives a much
denser graph with edge density 0.21 and the EBIC is also much higher,
13478. The optimum Kˆρ is not an M-matrix and there are several significant
negative partial correlations. However, the distribution is already locally
associated so the second step of our procedure is again redundant. This also
confirms that local association is a reasonable assumption for this dataset.
6.3. A simple simulation. In this section we present a simple instance of
a distribution with positive dependence structure. We show that standard
statistical procedures using graphical lasso may result in loosing most of the
signal in the data. This supports our message that positive glasso should be
used if no loss of positive dependence signal is important.
Suppose the true data generating distribution is Gaussian and Markov
with respect to the star tree. Suppose that all edge correlations are equal to
r ∈ (0, 1). The correlation matrix Σ has ones on the diagonal, r in the first
row/column, and r2 on all the remaining entries. We run simulations for
d = 60. The remaining parameters satisfy: r = 0.5 (relatively weak signal
but certainly not negligible); the EBIC parameter γ is either 0 (BIC) or 0.5;
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Figure 3. Performance of the EBIC criterion in case of a
star tree with r = 0.5. The positive graphical lasso corre-
sponds to the solid red line and the graphical lasso corre-
sponds to the dashed line.
the sample size is 30, 60, or 120. For each choice of the parameters we run
20 iterations computing EBIC for a range of ρ parameters in (0, 1)2. We
then plot BIC/EBIC as a function of ρ. Since these plots look similar for
all iterations, we report only the average EBIC score plot.
In Figure 3 the BIC/EBIC curves look similar both for the positive graph-
ical lasso (solid line) and for the standard graphical lasso (dashed line). Note
however that the values for which these curves plateau correspond to very
different situations. For the graphical lasso, apart from one plot, EBIC is
minimized for a value of ρ that gives an empty graph. Thus, the optimal
estimator removes all the signal in the data. For the positive graphical lasso
large penalties correspond to the case when the estimator is an inverse M-
matrix. The data generating matrix is an inverse M-matrix and the method
preserves most of the signal.
Appendix A. Proof of Proposition 2.6
The proof is established through a series of lemmas. We first establish
that if X has at most one partial correlation negative and the corresponding
covariance positive, then X is associated; the proof is then completed by
establishing that if X is locally associated and Markov with respect to a
cycle, at most one partial correlation is negative.
2In all cases the number of edges were calculated by checking how many partial corre-
lations in the estimate exceed in absolute value 10−6.
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Lemma A.1. Let X be a Gaussian vector with at most one negative par-
tial correlation and the corresponding covariance non-negative. Then X is
associated.
Proof. If all partial correlations are non-negative, Σ is an inverse M-matrix
so X is associated. Assume then that rij < 0 is the only negative partial
correlation, let A = V \ {i, j}, B = {i, j}, and
K =
(
KAA KAB
KBA KBB
)
be the corresponding block partition of the concentration matrix K = Σ−1.
We get
ΣAA = E(V(XA |XB)) + V(E(XA |XB)) = (KAA)−1 + V(E(XA |XB)).
Here the first term has only non-negative elements sinceKAA is an M-matrix.
For the second term, we get (assuming w.l.o.g. that E(X) = 0)
E(XA |XB) = −(KAA)−1KABXB = MABXB
where MAB has only non-negative elements, as all elements in KAB are
non-positive by assumption. Since we assume that Σij ≥ 0 we get that also
V(E(XA |XB)) = MABΣBBMTAB
has only non-negative elements. Thus for any uv with u, v /∈ {i, j} we have
established that the covariance is non-negative. For the case v = j, say, we
get analogously
V(Xu, Xj) = E(V(Xu, Xj |XB)) + V(E(Xu |XB), Xj)
= 0 + V
(
1
Kuu
(−KuiXi −KujXj), Xj
)
≥ 0
which completes the proof. 
Next we recall the following simple result about covariances and partial
correlations.
Lemma A.2 (Jones, West [16]). Let G = (V,E) be a graph and let X ∼
N(0,K−1) be Markov over G. Denote by rij for ij ∈ E the partial correla-
tions and let suppose that K is normalized to have 1s on the diagonal so that
Kij = −rij. Then for every i, j ∈ V the corresponding entry of Σ = K−1
satisfies
Σij =
∑
P∈Pij
∏
uv∈P
ruv
detKV \P
detK
,
where Pij represents the set of paths between i and j in G, and the determi-
nant of a zero-dimensional matrix taken to be 1.
Now we need a lemma showing that Markov distribution over cycles are
stable under marginalization while controlling the signs of the associated
partial correlations. Write rij to denote the partial correlation ρij|\ij . If uv
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and vw are two edges in a cycle G then suppressing v means removing v
from G and connecting u,w by an edge. The corresponding cycle is denoted
by G/v. Fix a subset W ⊂ V with at least three elements. By subsequently
suppressing vertices in V \W we obtain a |W |-cycle which we denote by
G|W . If uv is an edge in G|W then we let uv denote the set of edges on the
unique path between u and v in G that contains no other vertices in W .
Lemma A.3. If X is Markov with respect to a cycle G = (V,E) and W ⊂ V
with |W | ≥ 3 then XW is Markov with respect to G|W . If ij is an edge of
G|W then
sgn(ρij|W\{i,j}) =
∏
(u,w)∈ij
sgn(ruw).
Proof. We will show that the result holds forW = V \{v}. The general result
then follows by recursion. Because (ΣW,W )
−1 = KW,W − 1KvvKW,vKv,W , we
get
(ΣW,W )
−1
ij = Kij −
1
Kvv
KivKvj .
The second term is non-zero if and only if iv, vj both are edges. In this case
ρij|W\{i,j} = 1Kvv rivrvj and so sgn(ρij|W\{i,j}) = sgn(riv)sgn(rvj). If either
iv or vj is not an edge of G then
ρij|W\{i,j} = rij
√
KiiKjj
(ΣW,W )
−1
ii (ΣW,W )
−1
ij
and so the signs of all other partial correlations are preserved. In particular
all the other non-edge partial correlations remain zero proving that XW is
Markov with respect to G|W . 
We are now ready for the final lemma.
Lemma A.4. If a Gaussian vector X is locally associated and Markov with
respect to a cycle G, then at most one partial correlation is negative.
Proof. The proof is by induction on the number of vertices d. Denote the
correlations by ρij and the partial correlations by rij . For d = 3 we have
r12 =
ρ12 − ρ13ρ23√
(1− ρ213)(1− ρ223)
with symmetric formulas for r13 and r23. Without loss of generality assume
0 ≤ ρ12 ≤ min{ρ13, ρ23}. Then r13 ≥ 0 and r23 ≥ 0, proving that at most
one partial correlation is negative.
So suppose d ≥ 4 and that the claim is true for cycles of size ≤ d −
1, that is, for every such cycle every locally associated Gausssian Markov
distribution has at most one negative partial correlation. We will show this
also holds for d-cycles. For brevity we say that an edge ij ∈ E is negative
if rij < 0 and positive if rij > 0. If all edges are positive then the result is
trivially true. Suppose then that there is at least one negative edge ij ∈ E.
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In case there is at least one positive edge we fix ij so that it has an incident
positive edge and else let ij be arbitrary. By Lemma A.2 we have
Σij detK = rij detK\ij +
∏
uv 6=ij
ruv.
Since Σij > 0 and rij < 0, we conclude that the product term must be
positive and thus the number of negative edges in G must be odd. Therefore,
there exists a vertex v ∈ V \{i, j} such that the long path between i and j in
G is split by v into two subpaths each containing an even number (possibly
zero) of negative edges. LetW = {i, j, v}. By Lemma A.3, ρij|v < 0 (because
the sign of ρij|v is equal to the sign of rij), ρiv|j > 0, and ρjv|i > 0. Since
ij ∈ E, σij ≥ 0 and thus by Lemma A.1, XW is associated and therefore we
also have
(10) σiv > 0 and σjv > 0.
Now we are ready to use the induction hypothesis.
Consider the marginal distribution over the set A of vertices on the unique
path jv between j and v that does not contain i. If A = {j, v}, that is when
jv ∈ E, there are no negative edges between j and v. Otherwise, when
jv /∈ E, (10) implies that this distribution is locally associated and Markov
with respect to the cycle formed by jv and jv. Since then 3 ≤ |A| ≤ d−1, we
conclude by the induction hypothesis that at most one partial correlation is
negative, as the partial correlations in the marginal distribution to the cycle
and the original partial correlations have the same sign by Lemma A.3. By
construction, this cycle contains an even number of negative edges. Hence
all edges are in fact positive. We conclude the same for edges between v and
i on the path not containing j. It then follows that the only negative edge
is rij , which concludes the proof. 
The statement in Proposition 2.6 now follows from Lemma A.1 in combi-
nation with Lemma A.4.
Appendix B. The single-linkage matrix
The plan for this section is to first define the single-linkage matrix of a
covariance matrix S, then to show how this construction gives a proof of
Theorem 5.7, and finally to discuss how the single-linkage matrix can be
computed efficiently.
Let R be a symmetric p×p positive semidefinite matrix such that Rii = 1
for all i = 1, . . . , p. In our caseR will be the corresponding correlation matrix
of S. Consider the graph G+ over V = {1, . . . , d} with an edge between i
and j whenever Rij > 0. Assign to each edge the corresponding positive
weight Rij and note that G
+ in general does not have to be connected.
Define a d× d matrix Z by setting Zii = 1 for all i and
(11) Zij := max
P
min
uv∈P
Ruv,
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where the maximum is taken over all paths P in G+ between i and j and is
set to zero if no such path exists. We call Z the single-linkage matrix of R.
Proposition B.1 ([23]). Let R be a symmetric d × d positive semidefinite
matrix satisfying Rii = 1 for all i = 1, . . . , p. Then the single-linkage matrix
Z of R has ones on the diagonal and satisfies Z ≥ R. If, in addition, Rij < 1
for all i 6= j, then Z is non-singular and therefore an inverse M-matrix.
Now if S is a symmetric positive semidefinite matrix with strictly positive
entries on the diagonal and such that Sij <
√
SiiSjj . Then, by Proposi-
tion B.1, there exists an inverse M-matrix Z such that Z ≥ S and Zii = Sii
for all i = 1, . . . , d, obtained by appropriate scaling of the correlation matrix
R of S. This matrix is called the single-linkage matrix of S. If S is a sam-
ple covariance matrix based on at least two observations, the single-linkage
matrix is always positive definite with probability one.
The motivation to study the single-linkage matrix of Z was to construct
a feasible point Σ0 of the dual problem (9) in the case when L is the zero
matrix. If S is positive definite then we can take Σ0 = S so assume that S
is rank deficient. The single-linkage matrix Z of S by construction satisfies
Z ≥ S. If the entries of U are sufficiently large then S+L ≤ Z ≤ S+U and
so Z is dually feasible. If Z is not upper bounded by S + U we proceed as
follows. For simplicity assume that Uij = ρ for all i 6= j. The general case
follows by similar arguments. Since ‖Z − S‖∞ > 0, we can define
(12) Σ0 := (1− t∗)S + t∗Z, where t∗ = min
{
1,
ρ
‖Z − S‖∞
}
which lets Σ0 = Z if ρ = ∞. Then Σ0 ≥ S and it is equal to S on the
diagonal. Moreover,
‖Σ0 − S‖ = t∗‖Z − S‖∞ = ρ
and hence Σ0 is dually feasible.
Finally, we comment briefly on computational issues. Computing Z can be
done efficiently using the link of this construction to single-linkage clustering;
c.f. [23, Proposition 3.7]. More precisely, we first take the corresponding
correlation matrix R and form a dissimilarity matrix D, where
Dij =
{
− logRij if Rij > 0
∞ otherwise. .
By construction Dii = 0 for all i ∈ V . We then run the single linkage clus-
tering algorithm on D. The time complexity of this step is O(d2). The R
function hclust by default does not return the underlying ultrametric ma-
trix Dˆ of distances but this information can be recovered from the standard
output with a bit of work. Now the single-linkage matrix of R is simply
Zij = exp(−Dˆij).
The single linkage matrix of S is obtained by rescaling the matrix Z with
the diagonal entries of S.
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