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INTRODUCTION 
Des que l’on depasse le cadre de la dimension un, le probleme des 
moments n’est plus consideri dans toute sa generalite. On trouvera toutefois 
diverses solutions dans [4-6,9] pour des compacts particuliers. Nous 
donnons ici la solution du probleme des moments pour un compact d’in- 
terieur non vide quelconque de I?“. Nous utilisons ensuite cette resolution 
pour obtenir un risultat de decomposition des polynomes strictement positifs 
sur un compact d’interieur non vide. 
Dans [3] Berg et Maserick montrent que si P est un polynome dune 
variable tel que l’ensemble K = P-‘(IR) soit compact, alors une suite de reels 
(s,), n E IN, est une suite de moments sur K si et seulement si les suites (s,), 
n E N, et P(s),, n E N, sont des suites de type positif. Pour cela ils utilisent 
la propriete de toute suite de type positif d’etre une suite de moments sur R, 
mais ceci nest plus vrai en dimension superieure. 
Le resultat devient en adoptant la notation multi-indicielle: (sk), k E N”, 
est une suite de moments sur K si et seulement si (sk), k E N”, et (P(s)J, 
k E R\l”, sont des suites de moments sur R”. Berg and Maserick posent alors 
la question de savoir si le resultat demeure si l’on remplace les conditions 
d’etre des suites de moments sur I?” par les conditions beaucoup plus faibles 
d’etre seulement des suites de type positif. Ce probleme est aussi expose par 
Fuglede dans (61. Nous le demontrons au tours de la troisieme partie dans le 
cas de polynomes de deux variables dont la partie homogene de plus haut 
degrt est strictement negative sur R ‘\{O} et des polynomes a n variables 
dont la partie homogene de plus haut degre est de la forme: 
-(a,X:“+ ... +unX~)-H2,, avec PEN, a,~ IRT pour k= 1, n et H,, 
une somme de car&. En s’appuyant sur la methode utilisee nous resolvons 
le probleme dans le cadre des p-boules de R “, p E N *, c’est-i-dire avec K = 
{XE R”;Ix,IP+ .*a + Ix, Ip < 1) generalisant un resultat de Mac Gregor 
[lo]. Enfin nous&ablissons un theoreme de representation des polynomes 
strictement positifs sur K dans les cas precedents. 
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1. PROBL~ME DES MOMENTS SUR UN COMPACT D'INTI~RIEUR 
NON VIDE DE k?" 
Le point de depart est la donnee dun compact d’interieur non vide de R”. 
On peut trouver une famille (Pi)i,, de polynomes de degre inferieur ou egal a 
deux telle que K = &,P;‘(R +). On designe alors par E(K) I’espace 
engendri par les polynbmes de degri au plus un et les polynomes (Pi)i,,. 
ainsi E(K) est continu dans l’espace Rz[X,,...,X,] des polynomes de degre 
au plus deux. On d&kit le cone convexe saillant E+(K) forme des elements 
T de E(K) qui restent positifs sur K et enfin on designe par G(K) l’ensemble 
des T E E+(K) qui engendrent une generatrice extremale de E+(K). Cela 
etant dit, I’ensemble qui va jouer un role predominant dans la theorie est I’en 
semble 
G,(K) = 1 T E G(K); II TII, = 11 
Lorsque K est convexe, on peut tvidemment prendre pour E(K) I’espace 
h , IX, ).... X, 1 des polynomes de degre au plus un. Avec it = 1 et K = [ 0, 1 ] ii 
est facile de voir que G,(K) est formi des deux polynomes X et 1 - X. II suit 
de la que l’ensemble des polynomes Xp(l -X)4: p, q E k, qui interviennent 
saris cesse dans la theorie classique du probleme des moments de Hausdorfl 
doit naturellement etre remplace, dans le cas general, par I’ensemble d(K) 
des polynomes qui sont produits finis d’tlements de G,(K), la constante 1 
correspondant au produit “vide.” Enfin comme d(K) n’a qu’une structure 
multiplicative unitaire, introduisons encore le cone convexe f = T(K) forme 
des combinaisons liniaires a coefftcients positifs d’elements de d(K). 
Le convexe compact z(K). Le point interessant est l’introduction de l’en- 
semble r(K) des formes lineaires sur l’espace R [XL,..., X,] telles que 
L(4) = 1 et L(T) > 0 pour tout TE d(K). On a alors les trois lemmes 
suivants qui constituent la cle du travail: 
LEMME 1. Le c&e convexe m(K) est gthkateur dans respace vectoriel 
E = R [X, ,..., X,1, autrement dit E = r- r et G,(K) s&pare les points de K. 
Preuve. L’espace vectoriel r-r &ant en fait une algebre unitaire, il 
suffrt de prouver qu’il contient le sous-espace R r [X, ,..., X,], identifie a iFi’+ ‘. 
Par translation on peut supposer que 0 e K. Notons que par le theoreme de 
Krein-Milman E+(K) c r(K) et introduisons alors le sous-espace de 
R 1 IX, ,..*, X, 1 engendre par l’ensemble E+(K) n R 1 IX, ,..., X,]. Si cet espace 
n’est pas R r [X, ,..., X,1 il existe dans Rn+’ un vecteur b = (b,,,..., b,) qui lui 
est orthogonal. Comme le polynome 1 correspond dans R”’ ’ au vecteur 
(1,O ,..., 0) on a necessairement b, = 0. Soit alors x = (b, ,..., b,) E R” et soit 
T=a,+a,X,+...+a,X, un element quelconque de E+(K)C’ 
256 GILLES CASSIER 
f? 1 LX, 9*.-T X,]. Comme b est orthogonal a T dans R”+’ on a l’egalite 
a,b, + a.. + anbn = 0, ce qui implique T@x) = a, = T(0) pour tout L E R. 
L’hypothese 0 E K garantit alors la condition a, > 0, d’ou T(J,x) > 0 et k E 
conv (K) puisque: 
m(K) = n T-l@?+). 
TEE+(K)~~,IXI,...,X.l 
Mais la compacitt de K garantit encore celle de son enveloppe convexe 
fermee et on aboutit a une contradiction. 
Fixons x, y E K tels que T(x) = T(y) pour tout T E G,(K). On a alors 
T(x) = T(y) pour tout T E T(K) et par suite avec ce qui precede T(x) = T(y) 
pour tout T CZ IR [X, ,..., x,]. Ainsi xk = yk avec T= X, et x = y, done G,(K) 
&pare les points de K. I 
LEMME 2. Pour toute L ~3 G,(K) et tout polyno^me T E A(K), on a 
O<L(T)< 1. 
Preuve. Soit T = T, . 1s Tp avec T, E G,(K). Alors I/ TJK = 1, done 1 - 
Tk E E + (K). Si on ecrit: 
l-T= fi [(l-T,)+T,]-T,T,...T, 
k=l 
et si on developpe le produit en remarquant que le terme T, T, .u. Tp 
s’elimine, on voit que 1 - T peut s’ecrire comme une combinaison lineaire a 
coefficients positifs de produits d’tlements de E+(K). Ces produits peuvent 
s’ecrire a leur tour grace au theoreme de Krein-Milman comme combinaison 
lineaire a coefficients positifs d’elements de A(K). On tire de la, compte tenu 
de la positivite de L sur A(K), que L( 1 - T) > 0, done que 0 < L(T) < 1 
puisque L E n(K). I 
On munit maintenant le convexe rc(K) de la topologie faible cr(rt(K), A(K)). 
Avec les deux lemmes precklents, on voit que X(K) s’identifie topologi- 
quement a une partie du compact IAcK), od I= [0, I]. Mais cette partie est 
fermee car si Li + L avec Li E z(K), alors L est lineaire sur E et positive sur 
A(K), et bien entendu on a L(1) = 1, done L E n(K). 
Le convexe n(K) etant maintenant structure en convexe compact, un pas 
important va itre franchi avec la determination de ses points extremaux. 
LEMME 3. Soit L un point extrkmul de n(K). Alors L est multiplicative 
sur E = IR [X, ,..., X,]. 
Preuve. 11 suftit de verifier l’egalite L(ST) = L(S) L(T) pour S et T 
elements de A(K) et d’utiliser ensuite le Lemme 1 qui exprime que E est 
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l’espace vectoriel engendrk par d(K). Distinguons trois cas suivant la valeur 
a = L(S), telle, a priori, que 0 < a < 1, d’aprk le Lemme 2. 
(a) 0 < (x < 1. On dlfinit alors les formes lintaires L, et L, sur E, par: 
L,(R)=+L(SR) et L,(R) = & L((l - SIR). 
11 est clair que L, E z(K), L,(1) = 1 et pour voir que Lz est positive sur 
d(K) il sufflt de raisonner comme dans la preuve du Lemme 2 en montrant 
que si R E d(K) (1 - S)R est combinaison liniaire ti coefficients positifs 
d’klitments de d(K). Ainsi L, et L, sont deux kkments de n(K) tels que f. = 
aL , + (1 - cz) L,. Par extrkmalitk de L on a done L = L , . d’oti la formule 
L(SR) = L(S) L(R) pour tout R E E. 
(b) Si a = 0. On introduit alors la forme lintaire L selon E(R) == 
L(SR) pour R E E. Alors z est positive sur d(K) puisque R E d(K) implique 
RS E d(K), et telle que E(ll) = 0. Pour TEA(K) on a vu que 1 - T est 
combinaison linkaire i coefficients positifs d’klkments de A(K), on en tire que 
-~(T)=Z(l-T)~O,cequijointaufaitqueI;(T)~OimposeZ(T)=Oet 
on a encore L(ST) = L(S) L(T) dans ce cas. 
(c) Si LI = 1. On introduit cette fois z selon E(R) = L((1 - S)R) pour 
R E E. Pour R E A(K) (1 - S)R est combinaison linkaire i coefficients 
positifs d’kltments de A(K) done L est positive sur A(K) et de plus z(1) = 0 
ce qui permet de conclure comme en (b). On arrive maintenant aux &non&s 
de la conclusion de cette ktude. 
TH~~OR~ME 1. Pourtoute L E n(K) il existe une probabilite’ unique p sur 
K. telle que L(T) = 1 Tdp pour tout polyno”me T de F?lX, ,..., X, 1. 
Preuve. Puisque la topologie sur z(K) est celle de la convergence simple 
sur E = IR [X, ,..., X,], on voit que l’application L + 1 L(T)l, oti T E E est fix& 
est convexe et continue sur z(K). Or n(K) &ant convexe compact. son 
maximum est atteint, d’apris le thkorkme de Bauer (voir, e.g., Phelps 11 1 1) 
en un point extrkmal L, de z(K). La forme L, ktant multiplicative et unitaire 
d’aprk le Lemme 3, on a immkdiatement L,(T) = T(x) avec x = (x~) et sk = 
L(X,) pour 1 5’ k -< n. Pour tout T E A(K) on a done T(x) = L(T) > 0. done 
a fortiori on a T(x) > 0 pour tout T E G,(K). Alors puisque 
on a nkessairement x E K, et ainsi 
IL(T)1 < IL,(T)1 = I T(x)1 1: I/ Tll,, 
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ce qui s&it. L’unicitl provient de la densite de E dans l’espace de Banach 
C(K) des fonctions continues sur le compact K. 
APPLICATION AU PROBL~ME DES MOMENTS SURK. Nous utilisons ici de 
facon systematique la notation contractee multi-indicielle en designant pour 
tout multi-indice k = (kI,..., k,) par Xk le monome X:1 ..a Xi? Pour mesurer 
les degres on introduit la longueur de k soit 1 k I= k, + . . . + k, . 
Cela &ant, a chaque mesure positive iu sur K, on associe la suite de ses 
moments, index&e sur N n 
ak = j 
x 
Xk dp =i tk Q(t). 
K 
Le probleme des moments sur K consiste i caracteriser les suites (ak) ainsi 
obtenues. On pourra, si l’on veut, se ramener au cas d’une probabilite ,U en 
supposant de prime abord a,, = 1. De sorte que le Theoreme 1 fournit tres 
exactement la solution, en donnant la generalisation de la condition 
necessaire t suffisante du probleme des moments de Hausdorff, c’est-a-dire 
du cas K = [0, 11. 
TH~OR~ME 2 (Resolution du probleme des moments). Soit K un 
compact d’intt+ieur non vide de I?“. Une condition nicessaire et suflsante 
pour qu’une suite (a,), k E N”, soit une suite de moments sur K est que la 
forme lint?aire L, dPJinie sur l’espace [R [X, ,..., X,,] par L(Xk) = ak, ve’@e la 
condition L(T) > 0 pour tout polyno^me T E A(K). 
Passage ri une deuxit?me rbsolution. De mCme que pour le cas de l’inter- 
valle K = [O, l] du probleme des moments de Hausdorff on peut formuler 
differemment la solution du probleme des moments, obtenant ainsi une 
seconde condition necessaire et suffisante en termes de matrices de type 
positif plus adequate pour certaines applications. La suite (ak) &ant fix&e on 
peut en effet associer i tout polynome T = 2 u,Xr de IR[X,,..., X,,] la 
matrice intinie 
MAa) = MT = [mi, jl avec t?li,j=fr: u,ai+j+,. 
* 
TH~OR~ME 3 (Seconde resolution du probleme des moments). Une 
condition nt!cessaire et suffisante pour que la suite (ak) soit une suite de 
moments sur K est que toutes les matrices MT(a) soient de type positif 
lorsque T dbcrit G,(K). 
Preuve. La condition est necessaire car si L(P) = j P dp pour tout P E 
R [Xl ,*-*, Xn] et si r = (rk), k E N”, est une suite a support fmi de reels. En 
posant R = C &Xk, il vient j TR2dp=L(TR2)=~i,jmi,j&~j>0, pour 
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tout T E G,(K) de sorte que MT(a) est de type positif. Reciproquement pour 
T E G,(K) on a 1 - T E E+(K); done 1 - T est combinaison convexe fini 
d’elements de G,(K), on en diduit que M,-,(a) est aussi de type positif, la 
mime remarque appliquee a 11 E E+(K) montre que la matrice M,(a) est de 
type positif et permet de definir un produit prehilbertien sur l’espace des 
polynomes E. La multiplication par T ou 1 - T difinit des operateurs positifs 
sur E, par suite la multiplication par T definit un operateur positif et borne 
sur l’espace de Hilbert associe a E. Un produit d’operateurs positifs et bornis 
qui commutent, etant encore de ce type, on obtient le resultat avec le 
Theoreme 2. 
2. DECOMPOSITION DE POLYN~MES A PLUSIEURS VARIABLES 
On montre directement dans [5], en utilisant des techniques bakes sur les 
polynomes de Bernstein lorsque K = [0, 11, que tout polynome strictement 
positif sur K est combinaison lineaire a coefficients positifs des polynomes 
Xp( 1 - X)q ou p, 4 E N, ce qui permet de repondre a la question poke par 
Atzmon dans [ 1 ] qui etait de relier directement les deux conditions 
necessaires et suffkantes de resolution du probleme des moments de 
Hausdorff. On peut se demander si ce resultat subsiste pour des polynomes a 
plusieurs variables sur un compact quelconque d’interieur non vide de 5”. 
La reponse est positive et necessite l’utilisation de la thiorie precedente. 
TH~OR~ME 4 (de decomposition). Tout po&Gme strictement positif sur 
un compact K d’inte’rieur non vide de R” est mklange positif d’e’le’ments de
A(K). 
Preuve. On designe par E, = IFi,[X, ,..., X,] l’espace des polynomes de 
degre au plus m, par r,,, = f(K) n E, la trace du cone convexe saillant T(K) 
sur E, (on prendra garde que I-, est melange positif de polynomes de A(K) 
de degre en general strictement supirieur a m) et entin par I’, l’intirieur de 
fm relativement a E,. On montre deja comme dans la preuve du Lemme 1 
qui se fait par limitation des degres puisqu’on se ram&e au degre un que 
E, = f,,, - I-,,,, ce qui implique f,,, # 0. Soit alors un polynbme P de degre 
p3 tel que P 6? fQ. Avec le theoreme de Hahn-Banach en dimension finie, on 
voit qu’il existe ne forme lineaire L, sur E, telle que L,(P) < 0 et L, >- 0 SW 
f’,. On a alors 
L,(d) > 0. (1) 
Par convexite Fp = i,, et puisqu’on se trouve en dimension finie il vient 
L, & 0 sur Fp. Pour p egale a 0 ou 1. la propridte (1) est evidente, pour p > 2 
on observe que L,( 1 - T) > 0 pour tout T E A(K), de degre inferieur ou egal 
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a p puisque comme on l’a vu au tours de la preuve du Lemme 2. 1 - T E 
T(K) done ici 1 - T E r,. La condition L,(1) = 0 impliquerait Lp(T) = 0. 
Mais on peut voir, comme pour le Lemme 1, que tous ces polynomes engen- 
drent Ep (puisque E+(K) c r, car p > 2), d’od L, = 0, ce qui est absurde. 
On construit ensuite par recurrence une suite (L,),,, ou fim est une forme 
lineaire sur E,, veritiant L, IE,-, = L,-, et L, > 0 sur rm. 11 suffit pour 
cela d’introduire H,-, = Ker L,-, GE,-, on a H,- i nI’, = 0 dans E,, 
sinon il existe QEH,-,~~, done QCl’,,-, et L,,-,(Q)=O, ce qui est 
absurde par hypothese de recurrence. Avec le theoreme de Hahn-Banach 
dans E,, on construit une forme lineaire 1, sur E, telle que H,- , E Ker 1, 
et 2, > 0 sur fm. La condition H,,-, E Ker z, donne 1, lE,-, = aL,-, et 
tvidemment a > 0. Alors L, = (l/a) 2, convient. La suite (L,,Jmk Ctant 
construite, on delinit la forme lineaire L sur E = IR[X,,...,X,] par L(Q) = 
Lk(Q) si Q E E,. Cette forme lineaire est positive sur d(K) car pour tout 
m & p, L Irm = L, ]rm > 0. Avec le theoreme 2, il existe une mesure positive ~1 
sur K telle que L(Q) = j Q dp pour tout polyncime Q et ,U est non nulle car 
(, dp = L(P) = L,(P) > 0. En particulier s, P dp = L(P) = L,(P) < 0, done il 
existe x E K tel que P(x) < 0. On en deduit done que si P est un polynbme 
strictement positif sur K, il appartient necessairement a fP, done a rP et est 
melange positif d’elements de d(K). m 
3. COMPACTS ALG~BRIQUES 
Nous allons maintenant repondre dans le cadre precise lors de l’in- 
troduction a la question posee par Berg et Maserick qui concerne la validite 
du Theoreme 3 de [3] si on remplace suites de moments par suites de type 
positif. La difficulte essentielle etant bien entendu qu’en dimension n 
superieur ou egal a deux, une suite de type positif n’est pas ntcessairement 
une suite de moments sur [R”, consulter [2]. On part done avec un polynome 
R de IR[X, Y] dont la partie homogene de plus haut degre est strictement 
negative sur [H*\(O) ou un polynome R de IR [X, ,..., X,] dont la partie 
homogene de plus haut degre est de la forme -(a,Xy + .. . + anXz) - H,, 
avec p E N, ak E IR T pour k = 1, n et H,, une somme de car&. On introduit 
le cone convexe saillant V des sommes de carris de polynomes et on dttinit 
le cone convexe (R) = V + RV pour R E F?[X, Y], (resp. F?[X, ,..., X,,]). On 
designe pour q E N par (R), la trace de (R) sur l’espace IR,[X, ,..., X,] des 
polynbmes de degre au plus &gal a q, c’est-i-dire: (R), = (R) f7 IR,[X, Y] 
(resp. (R) n IR,[X, ,..., X,]). On a alors: 
LEMME FONDAMENTAL. Soit R un polyno^me ayant la forme indiquie ci- 
dessus. Si on dbsigne par (R >&, le polaire de (R j2,, dans le dual E$ de E,, = 
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R,,(X Y] (rev. E,, = ~2p[X1,..., x,]). Ah (R)& n H= {O). H &ant 
Phyperplan de E$ des formes Waires nulles au point I. 
Preuue. On part done avec une forme lineaire positive sur le cone (R),, 
et nulle au point Il. On remarque ensuite que L satisfait la propriete suivante: 
Pour P, Q E E, on a iL(PQ)i’ --’ L(P’)L(Q’). (21 
Cette propriete provient du fait que la trace du cone V sur EZp est contenue 
dans (R),, et par suite que L([tP + Q]‘) > 0 pour tout reel t. De L(ll) = 0 
on tire deja que L est nulle sur E,. On montre ensuite par recurrence que I!. 
est en fait nulle sur E,,- 1. On considere done un monome de la forme X’ 
aveciEN”etIili2p,on~critIil=2k+eavec~E(1,2/eti=j+j’avec 
ljl= P. (j,j’) E W)‘, alors Ij’ / < k sinon ij’ / > k impliquerait k + E L p. 
ce qui est absurde car on a toujours k + E < p. Le monome X’ se met sous la 
forme X’X.” et on est en droit d’appliquer la propriite (2) qui donne 
,5(X’) = 0 car L(X*j’) = 0 par hypothese de recurrence puisque (j’/ -’ k. On 
va maintenant distinguer les deux cas cites dans le lemme: 
(I) R E R [X, Y] et R se met sous la forme: 
R = R, -H,, avec R, E F?2pp, (X, Y] et H,, homogene de degre 2p et 
strictement positif sur R*\(O}. De cette derniere propriete on tire que Hzp 
peut s’ecrire H,, = aXZP + F,, avec a > 0 et F,, homogene de degre 2p et 
positif sur iii *. Tout polyncime homogene de deux variables et positif sur 11’ ’ 
&ant une somme de cart-es on a L(F,,) 2 0. Finalement il vient: 
car L est nulle sur R 2p- ,[X, Y]. On en dtduit que L(Xzp) = 0 et de la meme 
maniere on montre que L(Yzp) = 0. Enfin on considbe un monome de la 
forme X”Y” avec i, + i, = 2p, done soit i, > p, soit iz > p, par exemple 
i, > p, on ecrit alors X’IY’? = Xp[XilppYi2) et en appliquant la propritte (2) 
il vient L(Xi1Yi2) = 0 et finalement L = 0. 
(2) R E m [X, ,..., X,,] et R de la forme: 
R=R,-(a,X~+...+anX~P)-H2p, avec a,:-0, k==l, n, R,E 
11~3 2p-l IX, ,-.,X,1 et H,, homogene de degre 2p et element de V. done 
L(H,,) > 0. L etant comme nous l’avons vu nulle sur ‘G 2pmm, IX, ,..., X, 1 ii 
vient L(Xip) = . . . = L(XF) = 0. On consider-e ensuite un monome Xi avec 
1 i/ = 2p et on raisonne par recurrence sur le nombre m de variables d’ex- 
posant non nul dans Xi. Pour m = 1 on a vu que L(X’) = 0, soit 1 i m - II. 
on suppose L(X”) = 0 si m’ < m, soit alors Xi un monome dont exactement 
m + 1 variables sont d’exposant non nul. Si il existe r E { l,..., n} tel que 
i,> p on ecrit Xi=Xf[(nk,r X2) Xkpp] et avec la propriett (2) on a 
L(X’) = 0. Si pour tout r E (l,..., n), i, < p, en notant pour 1 E { l,..., n}: s, = 
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i, + ... fi, et s; =z/+, + . . . + i, avec la convention sg = 0, on voit qu’il 
existe k E (I,..., n - I} tel que Sk-r < p et Sk > p, on ecrit alors Xi sous la 
forme: 
x’ = [$I ...x~~~x::-““-‘][x~-Px~~:: . . . X>]* 
On applique de nouveau la propriete (2) qui, compte tenu de l’hypothese 
de recurrence, nous donne ,5(X’) = 0 et finalement L = 0. 1 
Remarque. Si on appeile compact algebrique de IR” un compact K 
pouvant s’icrire K = or! i P; ‘(IR +) pour une famille tinie de polynomes de 
lR[X, ,..., X,]. Alors nous pensons que le lemme precedent caracterise 
completement ces familles de polynomes en ce sens que fly=, R; ‘(IR +) est 
compact, equivaut a (R, ,..., R,)$ fIH= {0}, oti p est tel que p> 
max{2d0Ri;i= l,ml et (R,,...,R,)=V +R,V+ ... +R,V. Cette carac- 
tirisation constitue compte tenu de la mithode qui va suivre le point crucial 
de la resolution du probltme des moments sur un compact algebrique de IR” 
en vue d’obtenir des conditions optimales en termes de suites de type positif. 
LEMME 5. Soit L une forme lin6aire sur F?[X, ,..., X,] positive sur le 
c&e (R) et un polyn6me P E V, il existe une constante M, > 0 inde’pendante 
de L telle que 0 <L(P) < M,L(I). 
Preuve. Soit PE V, soit q E N tel que 2q> max(d’R, 2d’P). On 
introduit le cone convexe affine C = P + (R),, contenu dans Rzq[<, ,..., X,]. 
On prouve tout d’abord que C n iR1 # 0. Supposons le contraire, C # 0 car 
w2, contient le cone convexe V n IR,,[X, ,..., X,] qui engendre 
Rzq[Xl ,..., X,]. Avec le theoreme de Hahn-Banach dans l’espace de 
dimension finie Rlq[X1 ,..., X,] on voit qu’il existe une forme lineaire Z suf 
[R,,[X, ,***, X,] positive sur C et telle que Z(ll) = 0. On remarque ensuite que 
L verilie la proprieti suivante 
Si Q,, Q2 E YJX, ,..., X,1 on a z(Q, Q2)’ < z(Q:> z(p + Qi). (3) 
En particulier z(P)‘<t(l)E(P + P’) d’ou z(P) = 0. En deduit que t 
veritie la propriete (2) en remplacant p par q et que 2 E (R)!,. Avec le 
meme raisonnement qu’au debut de la preuve du lemme precedent on montre 
we i lRZq-,[& ,..., X,] = 0. On definit ensuite pour k = 1, n la forme lineaire 
Z, sur IR,,[X, ,..., Xn] par Z,(S) = Z(Xi’q-p’S); Z,(1) = Z(X:(q-p)) = 0 car 
2(p - q) < 2q, done z, E (R)$ 17 H = {O} d’apres le Lemme Fondamental. 
On tire de la que E(X:“) = 0 pour k = 1, n et on montre que z = 0 en 
terminant comme pour le lemme precedent. On arrive done a une 
contradiction, il s’en suit que C n iR1 # 0. 11 existe done une constante A 
telle que A = P+ Q avec Q E (R)2q, il vient L(A -P)=L(Q)>O, done 
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L(P) <L(A). On peut done bien choisir une constante M, > 0 independante 
de L telle que 0 <L(P) < M,L(‘ll). 1 
On introduit de nouveau le convexe n,(K) defini par z,(K) = (L E 
ri [X, )...) X,] *; Ll(,,>O et L(I)= 1). 0 n munit ensuite x1(K) de la 
topologie faible o(rr,(K), V), avec les deux lemmes precedents et le fait que V 
separe les points de n,(K) on voit que n.,(K) s’identifie a une partie du 
compact Lv IO, M,] et on virifie aisement qu’elle est fermee done 
compacte. Le convexe z,(K) &ant maintenant structure en convexe compact. 
l’etape suivante consiste a determiner ses points extremaux. On a: 
Si L E ex(T,(K)), L est multiplicative. (4) 
En effet. soit P E V, on pose a = L(P)/Mp E IO, 1 I. 




Lwf, - P)S) 
L(P) 
L(M,-P) . 
Avec ce qui precede et la stabilite de (R) pour le produit, on voit que L, et 
L, sont eux elements de n,(K) tels que L = aL, + (1 - a) L,. On en deduit 
alors par extremalite de L que L = L, et par suite que L(PS) = L(P) L(S) 
pour tout S de R [X, ,..., X,]. 
(2) Si a = 0 c’est-i-dire si L(P) = 0, alors la forme lineaire 2 definie 
par Z(S)= L(PS) est telle que L(ll)=O et L jCRj >O avec le Lemme 5 il 
vient z = 0 et par suite L(PS) = L(P) L(S) pour tout S de IF, IX, ,..., X, I. 
(3) Si a = 1, on raisonne comme precedemment avec z(S) = 
L((Mp - P)S). On a done dans tous les cas L(PS) = L(P) L(S) pour tout 
PE V et SEE= F?[X,,..., I,], ce qui suftit pour assurer que L est 
multiplicative. 
On continue alors comme dans la partie relative au compact d’interieur 
non vide de I?“. Le seul point a verifier est l’appartenance de x = (xk) avec 
sk = L(X,) pour 1 < k < n a K = R-(IR,), or ceci provient de ce que R(x) = 
L,(R) > 0. 
Nous pouvons maintenant donner le theoreme de resolution du problime 
des moments sur K = R -(IF? +) en termes de suites de type positif. 
TH~OR~ME 5. Soit R un polyno^me d plusieurs variables ayant la forme 
indiquPe au lemme fondamental et soit K = R -(I?+). Alors la suite (mr). 
k E N”, est la suite des moments dune unique mesure positive sur K si et 
seulement si (m,), k E N”, et (R(m),), k E N” sont deux suites de type positij: 
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Cm desp boules de IR”. Ici K={xElR”; ]~r]~+...+]x,]~<l} avec 
p E N. Si p est pair la question est reglee par le Theoreme 5. Sip est impair 
on introduit les polynomes 
R,= l+ T7 QX$ ou 
k:l 
& = (E/o E {-1, 1)“. 
On a K= C7s~,-l,l~n R -(IF?+) est done un compact algebrique. Le seul point 
a verifier comme nous l’avons deja remarque est le Lemme Fondamental en 
prenant le cone ((R ,)) = V + JJEE, _, ,r,” (R ,V). Soit done L E ((R ,))ip telle 
que L(1) = 0. Deja L veritie la propriete (2) et on montre comme 
precedemment que L /RzP-,tx ,,.,., x,l = 0. Soit k, E {I,..., n}, on detinit E, E’, q, 
et q’ par E = (-l,..., -I), E’ = (E;) avec E&= -1 et EL= 1 si kfk,, v= 
i;(n’+Xp)‘(R +R )+(;-Xp)‘(R +R )] 
l), q’ = (q:) avec q; = 1 et r;= -1 si k# k,, on a alors 1 -X2= 
d’ou O<L(ll -XX)= 
-L(X$) ‘it pa4 suit: L(X$) = Z pou: k, =“l, ‘,. On termine encore comme 
pour le Lemme Fondamental. On peut maintenant enoncer la resolution 
concernant les p boules gedralisant ainsi un resultat de Mac Gregor etabli 
dans [ lo] pour p = 2. 
THI~OR~ME 6. SoitBp={xEiR”;~x,~P+~~~+~~,~P~l}auecpEN,on 
distingue deux cas: 
(a) Si p est pair, une suite (m,), k E N”, est une suite de moments ur 
BP si et seulement si les deux suites (mk) et (m, - JJizI mk+pe,) sont de type 
positif; ozi ek dhigne kiime vecteur de la base canonique de IR “. 
(b) Sip est impair une suite (m,), k E N”, est une suite de moments 
sur BP si et seulement si les suites (mk) et (R C(m)k) pour E E { -1, 1)” sont de 
type positif. 
En utilisant une methode analogue a celle du theoreme de decomposition, 
on obtient le theoreme suivant: 
THI~OR~ME 4 (de representation). Soit R un polyno^me de la forme 
indiquPe dans le lemme fondamental et K = R -(IR +). Alors tout polyno^me 
strictement positif sur K s’thit P $ RQ avec P et Q E V. 
Preuve. Soit T un polynome strictement positif sur K et q E IN * tel que 
2q > d”T. (R),, est d’inttrieur non vide car il contient le cone convexe V n 
b,[X, 2.e.2 Xn] qui engendre R,,[X, ,..., Xn]. Si T @ (R),, avec le theoreme de 
Hahn-Banach en dimension finie on voit qu’il existe une forme lineaire L,, 
sur R,,[X, ,..., X,] telle que L,,(T) < 0 et L2q(@)2q > 0, (R)2q = (K),, par 
convexite, d’od L,,I(R),, > 0. On remarque ensuite que L,,(ll) > 0, sinon de 
L,,(1) = 0 et de la positivite de L,, sur (R),, on en tirerait en raisonnant 
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comme pour le lemme fondamental que L,, = 0, ce qui est absurde. On 
pro&de ensuite d’une manike analogue g celle du thkortme de d&corn- 
position pour construire une suite (L,), >zq d’+ments de R,[X, ,..., X, ) * 
vbrifiant L, / R,-,[X ,,..., X,]=L,~,etL,/(R),>O.Deliondkfinitune 
forme linkaire L sur tout R [X, ,..., X,] telle que L 1 F?,[X, ,..., X, ] = L,, d’oti 
L est positive sur (R) et avec le thirorime de r&solution du probltme des 
moments sur K = R -‘(IR +) on voit qu’il existe une mesure positive sur K 
telle que pour tout P E IF? [X, ,..., X,] L(P) = .(‘K P dp. En particulier Jh 1 dp = 
L(“l)=L,,(‘l)>O doncp#O et JKTdp=L(T)=L2JT)<0 done il existe 
x E K tel que T(x) < 0, ce qui contredit l’hypothkse T IA > 0. 1 
Remarque. (1) Contrairement au thiortme de d&composition il est fort 
probable que dans le thkorime prkckdent on puisse rep&enter tous les 
polykmes positifs sur K sous la forme P + RQ avec P et Q dans V. 
(2) Soit P un polykme strictement positif sur iFq”. Si n = 2. on 
suppose que la partie homogke de plus haut degrt est strictement positive 
sur FJ*\(O} et si n Y- 2, on suppose que la partie homogke de plus haut degri: 
est de la forme alXy + ... + u,,XF + H,, avec uk E ET pour k = 1, II et 
H,, homogine de degrk 2p et kltment de V. En posant R = -P on a P /* - 0 
avec K = R -‘(IF +) = 0 et en appliquant le thtorime de reprtsentation on 
voit qu’il existe Q, et Q, E V tels que P= Q, t RQz = Q, - PQ2 d’oli 
(1 + Q,)P = Q, soit encore P= Q,/(l + Q,), on kcrit alors Q, = Cz:,, Qt., 
et 1 + Q2 = Cay:, Q:,,. avec Q2,0 = 1. Ainsi P peut s’exprimer sous la forme: 
c’est-d-dire comme somme de car& de fractions rationnelles. On voit done 
que l’on obtient dans ces cas particuliers le thiorime d’Artin, rkpondant en 
1927 au 17e problime de Hilbert posk en 1900 au Congrk de 
Mathimatiques de Paris, voir [ 7; 8 1, comme une application immediate du 
thC?orime de reprksentation. 
REFERENCES 
I. A. AEMON. A moment problem for positive measures on the unit disc. PaciJic J. (44~afh. 
59 (2) (1975), 317-325. 
2. C. BERG. J. P. R. CHRISTENSEN. AND C. U. JENSEN. A remark on the multidimenslonai 
moment problem. Math. Ann. 243 (1979), 163-169. 
3. C. BERG AND P. H. MASERICK. Polynomially positive definite sequences, Math. Ann. 259 
(1982). 487-495. 
4. G. GASSIER. Le probEme des moments pour un convexe compact de :,‘I. C. R. Acud. St,!. 
Paris SPr. / Math. 296 (1983), 195-197. 








G. CASSIER, “Probleme des moments n dimensionnei, mesures quasi-spectrales et semi- 
groupes,” These 3eme cycle, Lyon 1983. 
B. FUGLEDE, The muldimensional moment problem, Exposition Math. I (1983), 47-65. 
N. JACOBSON, “Lectures in Abstract Algebra,” Van Nostrand, Toronto/New-York/ 
London, 1975. 
S. LANG, “Algebra,” Addison-Wesley, Amsterdam/London/Manila/Singapore/Sydney/ 
Tokyo, 1965. 
P. H. MASERICK, Moments of measures on convex bodies, Pucr>c J. Math. 68 (1977), 
135-152. 
J. L. MC GREGOR, Solvability criteria for certain N-dimensional moment problems, J. 
Approx. Theory 30 (1980), 315-333. 
R. R. PHELPS, Lectures on Choquet’s theorem, Van Nostrand Mathematical Studies 
No. 7, Princeton, N.J., 1966. 
