Listeners can recognize familiar human voices from variable utterances, suggesting the acquisition of speech-invariant voice representations during familiarization. However, the neurocognitive mechanisms mediating learning and recognition of voices from natural speech are currently unknown. Using electrophysiology, we investigated how representations are formed during intentional learning of initially unfamiliar voices that were later recognized among novel voices. To probe the acquisition of speech-invariant voice representations, we compared a "same sentence" condition, in which speakers repeated the study utterances at test, and a "different sentence" condition. Although recognition performance was higher for same compared with different sentences, substantial voice learning also occurred for different sentences, with recognition performance increasing across consecutive study-test-cycles. During study, eventrelated potentials elicited by voices subsequently remembered elicited a larger sustained parietal positivity (ϳ250 -1400 ms) compared with subsequently forgotten voices. This difference due to memory was unaffected by test sentence condition and may thus reflect the acquisition of speech-invariant voice representations. At test, voices correctly classified as "old" elicited a larger late positive component (300 -700 ms) at Pz than voices correctly classified as "new." This event-related potential OLD/NEW effect was limited to the same sentence condition and may thus reflect speech-dependent retrieval of voices from episodic memory. Importantly, a speech-independent effect for learned compared with novel voices was found in beta band oscillations (16 -17 Hz) between 290 and 370 ms at central and right temporal sites. Our results are a first step toward elucidating the electrophysiological correlates of voice learning and recognition.
Introduction
The ability to recognize voices is crucial for social interactions, particularly when visual information is absent. Whereas recognizing unfamiliar voices is error-prone (Clifford, 1980) , familiar voice recognition is remarkably accurate across variable utterances (Skuk and Schweinberger, 2013) . However, the neural mechanisms underlying the acquisition of representations of familiar voices remain poorly understood.
Understanding the transition from unfamiliar to familiar voices during learning is important, because processing familiar voices can be selectively impaired and relies on partially distinct cortical areas (Van Lancker and Kreiman, 1987; Kriegstein and Giraud, 2004) . Temporal voice areas (Belin et al., 2000) were reported to process acoustical information regardless of voice familiarity for simple vowels (Latinus, Crabbe, and Belin, 2011) . In contrast, right inferior frontal areas seemed sensitive to learned voices that were perceptually identical, suggesting their implication in voice identity processing (but see Andics et al., 2010) . This notion of hierarchical processing is consistent with traditional person perception models, which provide a conceptual framework for the present research . Accordingly, after acoustic analysis, voices are compared with longterm voice representations. Crucially, for recognition across utterances, these representations are thought to respond to familiar voices independent of speech content. Therefore, voice learning entails acquiring representations independently of low-level information, similar to face learning (Yovel and Belin, 2013) .
For faces, distinct event-related potentials (ERPs) marking these subprocesses include the occipitotemporal N170, which indexes face encoding preceding recognition (Eimer, 2011) . The occipitotemporal N250 reflects the acquisition and activation of representations for individual faces (Kaufmann, Schweinberger, and Burton, 2009; Zimmermann and Eimer, 2013) . A subsequent centroparietal positivity (from ϳ300 ms) may reflect retrieval of episodic and/or semantic person information (Schweinberger and Burton, 2003; Wiese, 2012) ; a similar positivity emerges for correctly recognized versus new nonface items (OLD/NEW effects; Friedman and Johnson, 2000) . Finally, ERP "differences due to subsequent memory" (Dms) indicate successful face encoding into memory (Sommer, Schweinberger, and Matt, 1991) .
Auditory equivalents to these components are less well established. Whereas early auditory potentials (N1-P2) are sensitive to sound repetitions, including voices (Schweinberger, 2001; Schweinberger et al., 2011b) , the "frontotemporal positivity to voice" (Charest et al., 2009 ) discriminates voices from other sounds from ϳ160 ms. Potential markers of voice recognition include the frontocentral mismatch negativity (ϳ200 ms), which may index detection of familiar among unfamiliar voices (Beauchemin et al., 2006) , and the parietal P3, which is sensitive to voice repetitions (from ϳ300 ms) despite phonetic changes (Schweinberger et al., 2011b) . However, electrophysiological correlates of voice learning are currently unknown.
We investigated the acquisition of familiar voice representations in a recognition memory paradigm. Despite some interdependence of speech and speaker perception (Perrachione and Wong, 2007) , familiar voices can be recognized across utterances (Skuk and Schweinberger, 2013) . To disentangle speechdependent and speech-invariant recognition, we tested voices with either the same or a different sentence than presented at study. Finally, because brain oscillations have been related to memory (Düzel, Penny, and Burgess, 2010) , we analyzed performance, ERPs, and time-frequency data in electrophysiological responses to studied and novel voices.
Materials and Methods
Participants. Twenty-four student participants (12 female, all righthanded and native speakers of German, mean age 24.0 years, range 19 -32) contributed data. None reported hearing difficulties, which was confirmed by a digital audio test by Cotral (Version 1.02B, available online), and none reported prior familiarity with any of the voices used in the experiment. Data from 8 additional participants were excluded due to extensive EEG artifacts (n ϭ 6) or familiarity with any of the voices before the experiment (n ϭ 2). Participants received a payment of 7.50 Euros or course credit, as well as an additional performance-based incentive of 1-3 Euros. All gave written informed consent. The study was conducted in accordance with the Declaration of Helsinki and was approved by the Faculty Ethics Committee of the Friedrich Schiller University of Jena.
Stimuli. Stimuli were recordings from 48 adult native speakers of German (24 female, age 18 -25 years, mean age 22.0 years). All 48 speakers uttered 12 German sentences (6 of which started with the article "der" and "die," respectively), resulting in 576 different stimuli. All sentences had the same syntactic structure and consisted of seven or eight syllables; for example, "Der Fahrer lenkt den Wagen" ("the driver steers the car") and "Die Kundin kennt den Laden" ("the customer knows the shop"). Utterances were chosen based on neutral valence ratings of written content as determined in a pilot questionnaire. Twelve raters (9 female, mean age 28 years, range 21-43) who did not participate in the main experiment judged 61 written sentences for their emotional valence as follows: negative (Ϫ1), neutral (0), or positive (ϩ1). Twelve sentences with the most neutral ratings (mean ratings between Ϫ0.2 and 0.2) were chosen as stimuli. Moreover, speakers were instructed to intonate sentences as emotionally neutral as possible. To standardize intonation and sentence duration and to keep regional accents to a minimum, speakers were encouraged to mimic as closely as possible a prerecorded model speaker (first author) presented via loudspeakers. Each sentence was recorded 4 -5 times in a quiet and semi-anechoic room by means of a Sennheiser MD 421-II microphone with pop protection and a Zoom H4n audio interface (16 bit resolution, 48 kHz sampling rate, stereo). The recordings with the least artifacts, the least background noise, and with clear pronunciation were chosen as stimuli. Using PRAAT software (Boersma and Weenink, 2001) , voice recordings were cut to contain one sentence starting exactly at plosive onset of "Der"/"Die." Voice recordings were then resampled to 44.1 kHz, converted to mono, and RMS normalized to 70 dB. Voices were set into eight random sets of six speakers (three female) to serve as study and test voices in the experiment. Mean sentence duration was 1719 ms (SD ϭ 114, range 1492-2048 ms) and did not differ significantly between speaker sets (univariate ANOVA with the factor set, F Ͻ 1). As practice stimuli, voices of four additional speakers (two female) uttering three sentences not used in the main experiment were used. Stimuli were presented diotically via Sennheiser HD 25-1 II headphones with an approximate peak intensity of 60 dB(A) as determined with a Brüel and Kjaer Precision Sound Level Meter Type 2206.
Procedure. Participants were tested individually in a dimly lit, soundattenuated booth. Instructions were presented in writing on a computer screen to minimize interference from the experimenter's voice. To maintain participants' motivation, they were told they could earn an additional performance-dependent bonus of 1-3 Euros.
The experiment was divided into two blocks, each comprising 12 study-test cycles (Fig. 1) . Each cycle consisted of a study phase and a Figure 1 . Top, Trial procedure for one study-test cycle. The example shows an "old" test voice presented with a different sentence than at study. Bottom, The 12 study-test cycles for same and different sentence blocks, respectively. subsequent test phase. In each study phase of a given block, participants heard the same set of six voices in random order all uttering the same sentence once. Participants were instructed to remember these voices for a subsequent test. Study trials started with a white fixation cross on a black background (2000 ms) announcing a voice sample. The fixation cross remained on screen for another 3500 ms after voice onset and was followed by a blank screen (500 ms), after which the next study trial started. Total trial duration was thus 6000 ms at all times. No responses were required from the participants on study trials.
During the test phase, participants made old/new decisions to 12 voices all uttering the same sentence, which were presented in randomized order. Of those voices, six (old) voices had been presented during the study phase and six (new) voices were novel. The structure of test trials was identical to study trials except that responses were required starting from voice onset until 3500 ms thereafter. Depending on experimental block, test voices either repeated the sentence from the study phase or uttered a different sentence (in which case, sentences always started with a different article). Importantly, participants were instructed to respond only to voice identity (i.e., regardless of sentence content) as quickly and accurately as possible. Responses were entered via "d" and "l" keys of a standard PC keyboard using index fingers of both hands. Assignment of keys to "old" or "new" responses was counterbalanced between participants. Responses later than 3500 ms were followed by the feedback "Please respond faster" (500 ms), which replaced the blank screen.
To facilitate learning, the same set of six study voices was repeated in 12 consecutive cycles of each experimental block using a new study sentence on each cycle. After the first 12 cycles (first block), a new set of six study voices was used in the remaining 12 cycles (second block). With 12 sentences being available overall, the same 12 sentences were used during study phases of the same and different sentence blocks. With respect to test phases, sentence conditions (same/different) varied between blocks, whereas test voice conditions (old/new) varied randomly within blocks. The order of sentence conditions was counterbalanced between participants. Because two of eight speaker sets were used as study voices in the first and second block, a total of six speaker sets were available as "new" voices. Each set of "new" test voices was used in two consecutive cycles. Therefore, after 12 cycles (first block), all of the six speaker sets had been encountered twice. To minimize spurious recognition of these "new" voices in two consecutive cycles, we used different test sentences across cycles. For the remaining 12 cycles (second block), the same six "new" test speaker sets were used.
The order of study and test sentences was balanced across participants, as was the assignment of study and test speaker sets to experimental conditions (test voice condition and sentence condition). Furthermore, we reasoned that participants' learning performance may depend on the phonetic variability of speech material. Therefore, we ensured that, for a given study voice, participants would hear exactly the same number of different sentences (n ϭ 12) across study-test cycles of the same and different sentence blocks. In addition to differences in overall performance between blocks (i.e., the same sentence condition vs the different sentence condition), we were also interested in whether there would be performance improvements from the first half of each block to the second half. Therefore, we controlled for sentence variability not only across sentence condition blocks, but also across block halves. Accordingly, whereas all test sentences in the "same sentence block" had by definition occurred in the preceding study block, all test sentences in the "different sentence" block had occurred or would occur as study sentences in another cycle of the respective block and of the respective block half. In this way, we avoided a possible confound of sentence condition and phonetic variability.
Altogether, there were 144 study trials (two blocks ϫ 12 cycles ϫ six trials) and 288 test trials (two blocks ϫ 12 cycles ϫ 12 trials). Individual breaks were allowed after every cycle. In total, the experiment lasted ϳ60 min.
After the experiment, participants answered a short questionnaire assessing the amount of verbal contact to people on a 6-point Likert scale where 1 ϭ "very often" and 6 ϭ "very rarely." We further asked how well participants thought they would recognize familiar and unfamiliar voices in everyday life situations without any visual cues, where 1 ϭ "very well" and 6 ϭ "very poorly," and how well they thought they had recognized voices in the present experiment both compared with their own performance in real-life situations and compared with other participants of the experiment. This was to test whether actual recognition performance in the experiment would be correlated with the amount of verbal contact or with subjective voice recognition abilities.
EEG recordings. The electroencephalogram (EEG) was recorded using a 64-channel Biosemi Active II system at electrode positions Fp1, FT9, AF3, F1, F3, F5, F7, FT7, TP9, FC3, FC1, C1, C3, C5, T7, TP7, PO9, CP3, CP1, P1, P3, O9, P7, P9, PO7, PO3, O1, Iz, Oz, POz, Pz, CPz, Fpz, Fp2, FT10, AF4, Afz, Fz, F2, F4, F6, F8, FT8, TP10, FC4, FC2, FCz, Cz, C2, C4, C6, T8, TP8, PO10, CP4, CP2, P2, P4, O10, P8, P10, PO8, PO4, and O2 (according to the extended international 10/20 system). Note that the Biosemi system uses a combined ground/reference circuit (http://www. biosemi.com/faq/cms&drl.htm). In addition, the horizontal electrooculogram (EOG) was recorded from the outer canthi of the eyes and the vertical EOG was recorded bipolarly from above and below the left eye. The EEG was recorded continuously at a sampling rate of 512 Hz (bandwidth: DC to 120 Hz).
ERP analysis. For the ERP analysis, we created epochs offline (Ϫ200 to 1500 ms relative to voice onset) both for study and test trials. Ocular artifact correction was computed automatically with BESA 5.1.8.10 (MEGIS Software) and data were recalculated to average reference. Any remaining artifacts such as drifts were removed manually based on visual inspection. Thresholds for subsequent automated artifact rejection were 100 V for amplitude, 75 V for gradient, and 0.1 V for low signal. Trials with missing responses were excluded as well. Trials were averaged according to four study conditions and four test conditions depending on voice recognition performance. Study conditions for the Dm analysis (subsequent hits Ϫ same test sentence; subsequent misses Ϫ same test sentence; subsequent hits Ϫ different test sentence; and subsequent misses Ϫ different test sentence) had average trial numbers (SEM) of 47.3 (1.3), 18.0 (1.1), 43.8 (1.9), and 22.6 (1.8), respectively. For the OLD/ NEW analysis all test conditions (same test sentence Ϫ hits; same test sentence Ϫ correct rejections; different test sentence Ϫ hits; and different test sentence Ϫ correct rejections) had a minimum number of 16 trials per participant. Average trial numbers (SEM) were 47.2 (1.2), 45.3 (1.6), 44.9 (2.0), and 44.1 (1.8) for each test condition, respectively. Averaged ERPs were low-pass filtered at 20 Hz with a zero phase shift digital filter.
Time-frequency analyses. For the time-frequency analysis, the continuous data were segmented into epochs from Ϫ2500 to 2500 ms relative to the voice onset. Only trials with correct behavioral responses were used. Compared with the ERP preprocessing, the segments were longer and so contained more artifacts, which would have led to high rejection rates when using an automated trial rejection procedure. Therefore, the strategy for controlling artifacts was different from that used for ERPs. In a first step, trials with movement artifacts or electrode artifacts were removed. In a second step, an independent component analysis was computed on the precleaned data (Delorme and Makeig, 2004) . Components that could be identified as artifactual were removed from the data. The main sources of artifacts were eye blinks, eye movements, and muscle activity. After back projecting the remaining components into EEG signal space, trials containing residual artifacts were identified by visual inspection and then removed from the data. Finally, the cleaned data were re-referenced to an average reference value.
Data were filtered by convolution in the time domain from 1 to 30 Hz in steps of 1 Hz and 10 ms. To that end, a filter containing seven cycles of the target frequency was multiplied with a data segment of the same length. Beforehand, the data segment was multiplied with a Hanning window to reduce the temporal smearing of the filter response. The resulting power estimates were baseline corrected by computing the percentage of signal change relative to the activity from Ϫ500 to 0 ms relative to the voice onset. The time-frequency decomposition and data analysis were accomplished with custom routines and the Fieldtrip toolbox (Oostenveld et al., 2011) for MATLAB environment (The Mathworks). The average number of trials (SEM) were 47.0 (1.2), 44.1 (1.7), 42.9 (2.0), and 42.1 (1.6) for the conditions old voice/same sentence, new voice/ same sentence, old voice/different sentence, and new voice/different sentence, respectively.
Results
Behavioral and EEG data were submitted to ANOVA and t tests. Where appropriate, epsilon corrections for heterogeneity of covariances (Huynh and Feldt, 1976) were performed throughout.
Performance
Errors of omission and responses faster than 200 ms from voice onset were excluded (0.4% of responses). To test recognition performance as a function of voice conditions, we collapsed six consecutive cycles of each test sentence block to obtain two block halves for each sentence condition. We refrained from a more fine-grained statistical analysis of learning curves due to the low number of trials available in each cycle. However, dЈ as a function of sentence condition and cycle pairs (data collapsed across two consecutive cycles) is depicted in Fig. 2B . We then analyzed signal detection parameters dЈ and response bias ( C) with repeated measures on block half (first/second) and sentence condition (same/different). Hit rates and false alarm rates equal to zero or one were adjusted according to MacMillan and Kaplan (1985) . ANOVAs for accuracies and correct reaction times (RTs) were performed analogously, but with the additional withinsubjects factor voice condition (old/new). Performance data are summarized in Table 1 .
Sensitivity
We found higher dЈ in the second block half compared with the first block half (F (1,23) ϭ 18.57, p Ͻ 0.001, p 2 ϭ 0.447; Fig. 2A ). Moreover, dЈ was higher when voices were tested with the same sentence as in the study phase than with a different sentence (F (1,23) ϭ 9.71, p ϭ 0.005, p 2 ϭ 0.297). Recognition performance was substantially above-chance (dЈ Ͼ 0) in all four conditions, as suggested by one-sample t tests (7.32 Ͻ t (23) Ͻ 13.27, p Ͻ 0.001, Bonferroni corrected).
Response criterion
For the criterion C, no significant main effects of block half or sentence condition were found ( p Ͼ 0.10). The interaction approached significance (F (1,23) ϭ 3.19, p ϭ 0.087, p 2 ϭ 0.122).
Accuracies
Significant main effects of block half (F (1,23) ϭ 18.07, p Ͻ 0.001, p 2 ϭ 0.440) and sentence condition (F (1,23) ϭ 10.76, p ϭ 0.003, p 2 ϭ 0.319) suggested an increase of accuracies from the first to the second block half, as well as higher accuracies in the same sentence condition than in the different sentence condition.
Correct RTs
A main effect of block half (F (1,23) ϭ 13.35, p ϭ 0.001, p 2 ϭ 0.373) suggested slower responses in the first compared with the second half. This effect seemed to be due to the same sentence condition, as indicated by the interaction of block half and sentence condition (F (1,23) ϭ 6.08, p ϭ 0.022, p 2 ϭ 0.209). A significant facilitation of response times from the first to the second block half occurred for the same sentence condition (F (1,23) ϭ 13.64, p ϭ 0.001, p 2 ϭ 0.372), but not for the different sentence condition (F (1,23) ϭ 1.15, p Ͼ 0.05, p 2 ϭ 0.047). The interaction of block half and voice condition (F (1,23) ϭ 7.74, p ϭ 0.011, p 2 ϭ 0.252) reflected that hits were faster than correct rejections (CR) in the first half (F (1,23) ϭ 6.49, p ϭ 0.018, p 2 ϭ 0.220), with no difference in the second half (F Ͻ 1).
EEG results

ERPs in study phases
We performed ANOVAs on mean amplitudes of studied voices with subsequent recognition (subsequent hits/subsequent misses) and sentence condition (same/different) as withinsubjects factors. We analyzed N1 and P2 at Cz where these components had their maximum repsonse. Based on findings that subsequent memory effects (Dms) can be broadly distributed both over time and across frontal-central-parietal electrodes (Paller et al., 1987) we analyzed Dm in three different timewindows between 250 and 1400 ms, and at F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4. Additional topographical factors were anteriority (frontal/central/parietal) and laterality (left/midline/right). Only effects involving the factors subsequent recognition and/or sentence condition are reported in the text as these are of particular interest. For a complete list of significant effects, please refer to Table 2 . N1 (90 -130 ms) and P2 (190 -230 ms) . Anaysis of N1 and P2 mean amplitudes at Cz did not reveal any significant effects.
Dm I (250 -400 ms). The earliest differences due to subsequent memory were seen at posterior sites from ϳ250 ms (Fig. 3 ). An ANOVA on mean amplitudes for Dm I (250 -400 ms) revealed an interaction of anteriority and subsequent recognition (F (2,46) ϭ 5.54, p ϭ 0.011, p 2 ϭ 0.194), which was further explored with separate analyses for the three levels of anteriority. A main effect of subsequent recognition was only found at parietal sites (F (1,23) ϭ 8.76, p ϭ 0.007, p 2 ϭ 0.276), with larger positivity for subsequent hits compared with subsequent misses. This Dm was not significantly modulated by sentence condition (F (1,23) ϭ 3.13, p ϭ 0.09, p 2 ϭ 0.120) or laterality (F Ͻ 1). Please see Figure  4 for voltage maps.
Dm II (400 -800 ms). The ANOVA revealed a main effect of subsequent recognition (F (1,23) 
ERPs in test phases
We performed ANOVAs on mean amplitudes for correct responses (i.e., hits for old voices and CRs for new voices) with voice condition (old/new) and sentence condition (same/different) as within-subjects factors. We analyzed the early auditory components N1 and P2 at Cz, where these components had their maximum response, consistent with earlier studies using similar acoustic stimuli (Schweinberger, 2001 ). We assessed OLD/NEW effects in the parietal late positive component (LPC) at Pz, where the LPC is typically more pronounced for previously encountered compared with novel stimuli (Friedman and Johnson, 2000) .
N1 (90 -130 ms) and P2 (190 -230 ms).
Analysis of N1 and P2 mean amplitudes at Cz did not reveal any significant effects.
LPC (parietal OLD/NEW effect, 300 -700 ms
). An ANOVA gave rise to a significant interaction of voice condition and sentence condition (F (1,23) ϭ 4.43, p ϭ 0.046, p 2 ϭ 0.162). This interaction reflected an OLD/NEW effect for the same sentence condition, with more positivity for voices correctly recognized as "old" than for voices correctly rejected as "new" (F (1,23) ϭ 4.78, p ϭ 0.039, p 2 ϭ 0.172) and with no OLD/NEW effect for the different sentence condition (F Ͻ 1; Fig. 5) .
700 -1400 ms segment. An analogous analysis for mean amplitudes in a later segment (700 -1400 ms) did not yield any significant effects involving the experimental variables.
Time-frequency analyses
In addition to the conventional analysis of ERP amplitudes, we performed a series of time-frequency analyses for test voices. To identify frequencies, time points, and electrodes of interest, in a first analysis step, a series of paired t tests were computed on the power differences between correctly classified old (hits) and new (CR) voices (␣ ϭ 0.05, two-sided). This was done at all 64 electrodes simultaneously and for each time and frequency bin within a subepoch from Ϫ400 to 800 ms relative to the voice onset. A randomization procedure was then conducted to adjust for multiple comparisons. In 5000 successive runs, the data were randomly exchanged between conditions within subjects and t tests were applied for all electrodes at random time points in the baseline interval. The number of significant electrodes was recorded after each run. This procedure was repeated for each frequency step, and then the fraction of runs was computed where the number of significant electrodes found in the randomized data exceeded the number of significant electrodes obtained during the first analysis step. The fraction can be interpreted as the probability p for finding a larger number of significant electrodes as those found in the actual data by chance. Results of the firststage analysis were only accepted if p Ͻ 0.05. This strategy en- sured a correction for multiple comparisons across electrodes, with a two-sided familywise ␣ level of 0.05 (Maris, Schoffelen, and Fries, 2007) . To also correct for multiple comparisons across frequencies and sample points, we considered only effects that occurred in more than 10 adjacent time and frequency bins (Volberg et al., 2013) .
The purpose of the randomization procedure was to select appropriate electrodes and time-frequency ranges for the further analysis. In a next step, we investigated whether the power at the regions that emerged from this procedure differed across conditions. To this end, the power for old and new voices was averaged over relevant time and frequency ranges as obtained from the permutation test. Electrodes in which the mean amplitude difference was significant were selected for further analysis. The mean amplitudes at the electrodes and within the time ranges of interest were subjected to a repeated-measures ANOVA with the factors voice condition (old/new) and sentence condition (same/different).
The results of the permutation procedure are depicted in Figure 6A . This revealed one significant time and frequency range at 16 and 17 Hz and between 290 and 370 ms. The difference had a maximum at 17 Hz, 300 -310 ms, where 12 electrodes were significant ( p corr ϭ 0.008 by permutation test). Although spurious differences also appeared at ϳ200 ms and within the baseline interval, none of those exceeded the criterion of 10 adjacent significant time and frequency bins. Figure 6B shows the mean power difference (percent signal change) for old minus new voices averaged within the relevant time (290 -370 ms) and frequency range (16 -17 Hz). There were two different scalp regions with significant differences. The first region had a central focus and comprised the electrodes CPz, Cz, C2, C4, CP4, and CP2. The second region had a right temporal focus and comprised electrodes FT8, TP10, T8, and TP8. The waveforms in Figure 6 , C and D, show the mean power (16 -17 Hz) for old and new voices at central and right temporal regions, respectively. After an initial power increase, the activity dropped below baseline at both regions. This decrease was more pronounced for old compared with new voices, so that a negative difference in the average power was observed.
Next, we investigated whether the difference between old and new voices was specific for the sentence conditions. Figure 6 , E and F, show the difference topographies on the average power within the previously identified time and frequency ranges, separately for the "same sentence" (Fig. 6E) and "different sentence" (Fig. 6F ) condition, old minus new voices, 16 -17 Hz, 290 -370 ms. Negative power differences at central and right temporal electrodes could be clearly identified in both cases. The average amplitudes at the central and the right temporal electrode groups were then subjected to repeated-measures ANOVAs with the factors voice condition (old/new) and sentence condition (same/different). The main effect of voice condition was significant at both sites (central: F (1,23) ϭ 8.74, p ϭ 0.007, p 2 ϭ 0.276; right temporal: F (1,23) ϭ 8.51, p ϭ 0.008, p 2 ϭ 0.270). Because only those electrodes and time-frequency ranges were used for the ANOVA in which power differences between old and new items occurred, this main effect was expected. Importantly, no further effects were observed. Specifically, there was no interaction between the factors voice condition and sentence condition (central : F (1,23) ϭ 0.04, p ϭ 0.842; right temporal: F (1,23) ϭ 0.01, p ϭ 0.935).
Finally, separate t tests were applied to power differences between old and new voices in the "same sentence" and "different sentence" conditions. The results are depicted in Figure 6 , G and H (mean Ϯ SEM). They show more negative values for old compared with new voices at both regions and in both conditions. In addition, the power changes had a similar overall size across conditions. For the central electrode group, the difference between old and new voices was significant in the "same sentence" condition (t (23) ϭ Ϫ2.36, p ϭ 0.027, p 2 ϭ 0.196), but not in the "different sentence" condition (t (23) ϭ Ϫ1.67, p ϭ 0.108, p 2 ϭ 0.109). For the right temporal electrode group, both differences were significant (same sentence:
Postexperimental questionnaire results
Note that scales for the questionnaire results were inverted for convenience of interpretation, such that positive correlations would reflect a higher performance with increasing contact or increasing subjective ratings of voice recognition abilities. There was a trend for a correlation of recognition scores (dЈ) with the average amount of self-reported verbal contact to people (r (22) ϭ 0.36, p ϭ 0.09). Because a previous study found a strong relationship between contact and recognition performance in female but not in male listeners (Skuk and Schweinberger, 2013), we performed the same correlation separately for participant sexes. The correlation was significant for female participants (r (10) ϭ 0.75, p ϭ 0.005), indicating that recognition scores increased with the amount of verbal contact to people for female participants, but not for male participants (r (10) ϭ 0.10, p Ͼ 0.05). There was also a trend toward women reporting more verbal contact (4.4) than men (3.8) (t (22) ϭ Ϫ1.76, p ϭ 0.093). We further correlated recognition scores (dЈ) with three measures of subjective voice recognition abilities: in everyday life in the absence of visual cues for once-heard unfamiliar people, for familiar people, and performance in the experiment compared with other participants. None of these correlations reached significance (Ϫ0.16 Յ r (22) Յ 0.37, all p Ն 0.08).
Discussion
We show here that learning unfamiliar voices from short sentences results in substantial voice recognition, which generalizes well to new speech samples. During encoding in the study phase, subsequent voice recognition was predicted by an ERP Dm, emerging as a sustained positivity that started ϳ250 ms and showed a right parietal maximum. At the time of testing, we observed a parietal ERP OLD/NEW effect (300 -700 ms), which was confined to instances when voices were tested with the same sentences as heard during study, and thus appears to reflect retrieval of the study episode rather than memory for voice identity per se. Voice identity recognition independent of test sentence was reflected in power differences in betaband oscillations (16 -17 Hz) at central and right temporal sites (290 -370 ms).
The present study shows that listeners can recognize newly learned voices even after relatively limited exposure to only six sentences (first block half). Importantly, although recognition performance was somewhat superior for identical study and test sentences, substantial recognition was also established for voices tested with previously unheard sentences. This indicates the acquisition of representations that store idiosyncratic voice properties, allowing voice identity recognition independent of speech content. This pattern of results is reminiscent of findings from the visual domain that face learning transfers to unseen images of a person (Kaufmann et al., 2009; Zimmermann and Eimer, 2013) . Our results are also consistent with reports that voice identification generalizes to unheard speech samples (Legge, Grosmann, and Pieper, 1984; Nygaard and Pisoni, 1998; Sheffert et al., 2002; Sheffert and Olson, 2004) . At the same time, and also consistent with earlier research (Read and Craik, 1995; Schweinberger, Herholz, and Stief, 1997) , voices were recognized somewhat more accurately from the same than from different sentences. We propose that this reflects a degree of interdependence between speech and voice in speaker perception (Perrachione and Wong, 2007; Remez, Fellowes, and Nagel, 2007; Perrachione, Del Tufo, and Gabrieli, 2011; Schweinberger et al., 2014) , which complements similar findings in word recognition (Craik and Kirsner, 1974; Nygaard, Sommers, and Pisoni, 1994; Campeanu, Craik, and Alain, 2013) . Note that this processing interdependence between linguistic and nonlinguistic information could also facilitate voice recognition from previously unheard sentences. Specifically, speakers may be recognized by individual patterns of articulation or pronunciation that persist across different utterances and represent important markers of identity (Belin, Fecteau, and Bédard, 2004) . A prediction derived from that notion is that the amount of phonetic overlap between study and test sentences should influence voice recognition.
The correlation between individual voice recognition performance and self-reported verbal contact to people generally fits the notion that perceptual experience with people improves person recognition memory, as demonstrated for faces (Valentine and Endo, 1992) . As a qualification, we saw this relationship for female listeners only. At present, we are unable to offer a straightforward account for why women, but not men, would benefit from voice experience. This issue deserves further investigation, particularly when considering that our results replicate findings for personally familiar voices (Skuk and Schweinberger, 2013) . Finally, the lack of a correlation between confidence and performance in voice recognition concurs with findings from forensic research (Clifford, 1980) . Most importantly, our findings provide the first electrophysiological evidence for brain processes during voice encoding predictive of subsequent recognition. Study voices subsequently remembered (vs voices subsequently forgotten) elicited a larger sustained parietal positivity (from ϳ250 ms), which was most pronounced over right hemispheric electrodes. These novel Dm effects for voices extend similar findings for other stimulus domains (Friedman and Johnson, 2000; Paller and Wagner, 2002) . Dm effects have been reported previously for written words (Paller, Kutas, and Mayes, 1987) , faces (Sommer et al., 1991) and musical stimuli (Klostermann, Loui, and Shimamura, 2009) and are generally thought to reflect successful encoding of stimuli from the re-spective categories into memory. Whereas the medial temporal lobe is believed to act as a common hub that binds representations together, promoting episodic memory formation (Paller and Wagner, 2002) , stimulus-specific activation patterns of Dm likely reflect the formation of category-specific representations in long-term memory (Sommer, Komoss, and Schweinberger, 1997) . In that sense, the encoding of words may rely more on left-hemispheric regions (Wagner et al., 1998) , whereas the encoding of pictorial information (Brewer et al., 1998) , including faces (Sommer et al., 1991) and musical stimuli (Klostermann et al., 2009 ), appears to involve predominantly right-lateralized regions.
Previous studies (Belin et al., 2000; Belin, Zatorre, and Ahad, 2002; Belin and Zatorre, 2003; von Kriegstein et al., 2003; Formisano et al., 2008) suggested a prominent role of the right hemisphere for human voice processing regardless of speech content. Relative to those findings, the lateralization of the present voice Dm establishes a specific role of the right hemisphere for the encoding of voices into long-term memory. Importantly, the similarity between the same and different sentence conditions suggests that the present voice Dm reflects a correlate of the acquisition of speech-invariant representations of voice identity. Concerning timing, several studies reported an onset of voice identity processing at ϳ250 -300 ms in both recognition and matching tasks (Spreckelmeyer et al., 2009; Schweinberger et al., 2011b; Schweinberger, Kloth, and Robertson, 2011a) . Although the voice Dm reflects encoding rather than recognition, its onset at ϳ250 ms could provide an interesting parallel to those findings.
At the time of testing, voices correctly classified as "old" elicited a more pronounced parietal LPC (300 -700 ms) than voices correctly classified as "new." Importantly, this OLD/NEW effect was confined to the same sentence condition, suggesting that it relates to the detailed explicit retrieval of the stimulus from episodic memory. This interpretation both fits and extends similar OLD/NEW effects for other categories, such as words (Paller et al., 1987) , faces (Guerin and Miller, 2009) , pictures and natural sounds (Shannon and Buckner, 2004) , and musical sounds (Klostermann et al., 2009) . Note that the functional interpretation of the parietal OLD/NEW effect differs from that of earlier perceptual ERP repetition effects, which typically start at ϳ200 ms and are independent of explicit retrieval (Rugg and Allan, 2000) . The parietal OLD/NEW effect is believed to reflect source memory for the study episode and thus relatively slow explicit recollection (Rugg and Curran, 2007) . This entails retrieval of specific stimulus features (which here define the specific utterance during study).
Whereas an electrophysiological correlate reflecting voice (as opposed to item) recognition was absent in the conventional ERP analyses, time-frequency analyses revealed such an effect. Regardless of sentence condition at the time of testing, we observed a stronger decrease of power in beta-band oscillations (16 -17 Hz) for old compared with new voices. This effect occurred in a central and a right temporal electrode cluster at a latency of 290 -370 ms. Whereas current functional understanding of beta-band activity (BBA) is poor compared with other frequency bands, BBA has been related to various cognitive and motor processes (Engel and Fries, 2010) . Regarding audition, BBA has been linked to the detection of novel sounds (Haenschel et al., 2000) . Of potential relevance, Haenschel et al. (2000) found smaller BBA (12-20 Hz) in repeated versus novel sounds (sinusoidal tones) between 200 and 400 ms. We propose that the present BBA attenuation for learned compared with novel voices is a correlate of the access to speech-invariant voice identity representations established during learning. The topography of the effect over central and right temporal sites could reflect the respective involvement of bilateral auditory cortices in superior temporal gyri (Pantev et al., 1991) and in right temporal cortex areas selectively responsive to (familiar) voices (Belin et al., 2000 Belin and Zatorre, 2003) .
We propose that our results from the test phase reflect two types of memory. The first is memory for a specific study item (episodic memory). This type of memory depends on speech content and is reflected in the parietal OLD/NEW effect. The second is memory for voice identity, reflecting the activation of speech-invariant representations for learned voices. Note that we investigated recognition after relatively limited prior exposure. Whereas this has the advantage of allowing precise experimental control over perceptual exposure during learning, the implications of our results for understanding learning and recognition of personally well known people's voices remain to be determined. Our results may capture the initial stages of voice learning, but not necessarily the acquisition of robust voice representations for highly familiar people. Moreover, whereas our results demonstrate the acquisition of speech-invariant representations for voice identity, our study did not require identification of individual speakers via naming or providing unique semantic information. It remains for future research to establish how identification, compared with recognition of voices as familiar, is reflected in electrophysiological brain responses.
The present study has established electrophysiological correlates of both voice encoding and recognition in a learning paradigm. Whereas the observed Dm reflects a correlate of encoding of voice identity into memory, the factors that determine whether a particular voice will be subsequently recognized remain to be explored. For faces, there is consistent evidence both that distinctive faces are recognized more easily than typical ones (Schulz et al., 2012) and that facial distinctiveness is intimately related to Dm during face encoding (Sommer et al., 1995) . Although the role of distinctiveness for voice recognition is less well explored, there is evidence that distinctive personally familiar voices are recognized more easily (Skuk and Schweinberger, 2013) . Moreover, perceived voice distinctiveness is parametrically related to activation in voice-sensitive temporal cortex areas (Latinus et al., 2013) , perhaps suggesting that voice identity is represented in a norm-based fashion. Exploring the relationships between (norm-based) voice distinctiveness and electrophysiological correlates of voice encoding and recognition will be of considerable future interest.
