$L_p$-Convergence of higher order Hermite or Hermite-Fej\'er
  interpolation polynomials with exponential-type weights by Jung, Hee Sun & Sakai, Ryozi
ar
X
iv
:1
40
7.
37
02
v1
  [
ma
th.
CA
]  
10
 Ju
l 2
01
4
Lp-CONVERGENCE OF HIGHER ORDER HERMITE OR
HERMITE-FEJE´R INTERPOLATION POLYNOMIALS WITH
EXPONENTIAL-TYPE WEIGHTS
HEE SUN JUNG1 AND RYOZI SAKAI2
Abstract. Let R = (−∞,∞), and let Q ∈ C1(R) : R → R+ = [0,∞) be
an even function, which is an exponent. We consider the weight wρ(x) =
|x|ρe−Q(x), ρ > 0, x ∈ R, and then we can construct the orthonormal polyno-
mials pn(w2ρ;x) of degree n for w
2
ρ(x). In this paper we obtain Lp-convergence
theorems of even order Hermite-Feje´r interpolation polynomials at the zeros{
xk,n,ρ
}n
k=1
of pn(w2ρ; x).
MSC; 41A05, 41A10
Keywords; higher order Hermite-Feje´r interpolation polynomials
1. Introduction
Let R = (−∞,∞), and let Q ∈ C1(R) : R → R+ = [0,∞) be an even function.
Consider the weight w(x) = exp(−Q(x)) and define for ρ > − 12 ,
(1.1) wρ(x) := |x|
ρw(x), x ∈ R.
Suppose that
∫∞
0
xnw2ρ(x)dx < ∞ for all n = 0, 1, 2, . . .. Then, we can construct
the orthonormal polynomials pn,ρ(x) = pn(w
2
ρ;x) of degree n for w
2
ρ(x), that is,∫ ∞
−∞
pn,ρ(x)pm,ρ(x)w
2
ρ(x)dx = δmn(Kronecker’s delta).
Denote
pn,ρ(x) = γnx
n + . . . , γn = γn,ρ > 0,
and the zeros of pn,ρ(x) by
−∞ < xn,n,ρ < xn−1,n,ρ < . . . < x2,n,ρ < x1,n,ρ <∞.
Let Pn denote the class of polynomials with degree at most n. For f ∈ C(R) we
define the higher order Hermite-Feje´r interpolation polynomial Ln(ν, f ;x) based at
the zeros {xk,n,ρ}
n
k=1 as follows:
L(i)n (ν, f ;xk,n,ρ) = δ0,if(xk,n,ρ) for k = 1, 2, . . . , n and i = 0, 1, . . . , ν − 1.
Ln(1, f ;x) is the Lagrange interpolation polynomial, Ln(2, f ;x) is the ordinary
Hermite-Feje´r interpolation polynomial, and Ln(4, f ;x) is the Krilov-Stayermann
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polynomial. The fundamental polynomials hk,n,ρ(ν;x) ∈ Pνn−1 for the higher order
Hermite-Feje´r interpolation polynomial Ln(ν, f ;x) are defined as follows:
(1.2)
hk,n,ρ(ν;x) = l
ν
k,n,ρ(x)
∑ν−1
i=0 ei(ν, k, n)(x− xk,n,ρ)
i,
lk,n,ρ(x) =
pn(w
2
ρ;x)
(x−xk,n,ρ)p′n(w
2
ρ;xk,n,ρ)
,
hk,n,ρ(ν;xp,n,ρ) = δk,p, h
(i)
k,n,ρ(ν;xp,n,ρ) = 0,
k, p = 1, 2, . . . , n, i = 1, 2, . . . , ν − 1.
Using them, we can write Ln(ν, f ;x) as follows:
Ln(ν, f ;x) =
n∑
k=1
f(xk,n,ρ)hk,n,ρ(ν;x).
Furthermore, we extend the operator Ln(ν, f ;x). Let l be a non-negative integer,
and let l ≤ ν − 1. For f ∈ Cl(R) we define the (l, ν)-order Hermite-Feje´r interpo-
lation polynomials Ln(l, ν, f ;x) ∈ Pνn−1 as follows: For each k = 1, 2, . . . , n,
Ln(l, ν, f ;xk,n,ρ) = f(xk,n,ρ),
L
(j)
n (l, ν, f ;xk,n,ρ) = f
(j)(xk,n,ρ), j = 1, 2, . . . , l,
L
(j)
n (l, ν, f ;xk,n,ρ) = 0, j = l + 1, l + 2, . . . , ν − 1.
Especially, Ln(0, ν, f ;x) is equal to Ln(ν, f ;x), and for each P ∈ Pνn−1 we see
Ln(ν−1, ν, P ;x) = P (x). The fundamental polynomials hs,k,n,ρ(l, ν;x) ∈ Pνn−1, k =
1, 2, . . . , n, of Ln(l, ν, f ;x) are defined by
(1.3)
hs,k,n,ρ(l, ν;x) = l
ν
k,n,ρ(x)
∑ν−1
i=s es,i(ν, k, n)(x− xk,n,ρ)
i,
h
(j)
s,k,n,ρ(l, ν;xp,n,ρ) = δs,jδk,p, j, s = 0, 1, . . . , ν − 1, p = 1, 2, . . . , n.
Then we have
Ln(l, ν, f ;x) =
n∑
k=1
l∑
s=0
f (s)(xk,n,ρ)hs,k,n,ρ(l, ν;x).
For the ordinary Hermite and Hermite-Feje´r interpolation polynomial Ln(1, 2, f ;x),
Ln(2, f ;x) and the related approximation process, Lubinsky [15] gave some inter-
esting convergence theorems.
In [7] we obtained uniform convergence theorems with respect to the interpola-
tion polynomials Ln(ν, f ;x) and Ln(l, ν, f ;x) with even integer ν. In this paper
we will give the Lp-convergence theorems of Ln(ν, f ;x) and Ln(l, ν, f ;x) with even
order ν. If we consider the higher order Hermite-Feje´r interpolation polynomial
Ln(ν, f ;x) on a finite interval, then we can see a remarkable difference between the
cases of an odd number ν and of an even number ν, for example, as between the
Lagrange interpolation polynomial Ln(1, f ;x) and the Hermite-Feje´r interpolation
polynomial Ln(2, f ;x) ([17]-[22]). We can also see a similar phenomenon in the
cases of the infinite intervals ([7]-[14]). In this paper, we consider the even case in
Lp-norm. We will discuss the odd case in Lp-norm elsewhere.
Here, we give the class of weights which is treated in this paper. We say that
f : R → R+ is quasi-increasing if there exists C > 0 such that f(x) ≤ Cf(y), 0 <
x < y. In the following, we introduce the class of weights defined in [16].
Definition 1.1 (see [16]). Let Q : R→ R+ be a continuous even function satisfying
the following properties:
(a) Q′(x) is continuous in R and Q(0) = 0.
3(b) Q′′(x) exists and is positive in R \ {0}.
(c) limx→∞Q(x) =∞.
(d) The function
T (x) :=
xQ′(x)
Q(x)
, x 6= 0
is quasi-increasing in (0,∞), with
T (x) > Λ > 1, x ∈ R+ \ {0}.
(e) There exists C1 > 0 such that
Q′′(x)
|Q′(x)|
≤ C1
|Q′(x)|
Q(x)
, a.e. x ∈ R \ {0}.
Then we say that w = exp(−Q) is in the class F(C2). Besides, if there exists a
compact subinterval J(∋ 0) of R and C2 > 0 such that
Q′′(x)
|Q′(x)|
> C2
|Q′(x)|
Q(x)
, a.e. x ∈ R \ J,
then we say that w = exp(−Q) is in the class F(C2+). If T (x) is bounded, then
w is called a Freud-type weight, and if T (x) is unbounded, then w is Erdo¨s-type
weight.
Some typical examples in F(C2+) are given as follows:
Example 1.2 (see [16]). (1) For α > 1 and a non-negative integer ℓ, we put
Q(x) = Qℓ,α(x) := expℓ(|x|
α)− expℓ(0),
where for ℓ > 1,
expℓ(x) := exp(exp(exp(· · · expx) . . .)) (ℓ-times)
and exp0(x) := x.
(2) For m > 0, α > 0 with α+m > 1, we put
(1.4) Q(x) = Qℓ,α,m(x) := |x|
m{expℓ(|x|
α)− α∗ expℓ(0)},
where for ℓ > 0 we suppose α∗ = 0 if α = 0; α∗ = 1 otherwise. For ℓ = 0 we
suppose m > 1 and α = 0. Note that Qℓ,0,m is a Freud-type weight.
(3) For α > 1, we put
Q(x) = Qα(x) := (1 + |x|)
|x|α − 1.
To consider the higher order Hermite-Feje´r interpolation polynomial we define a
class of further strengthened weights for ν > 2 than Definition 1.1 as follows:
Definition 1.3 (cf.[7]). Let w(x) = exp(−Q(x)) ∈ F(C2+), and let ν > 2 be an
integer. Assume that Q(x) is a ν-times continuously differentiable function on R
and satisfies the following:
(a) Q(ν+1)(x) exists and Q(i)(x), 0 ≤ i ≤ ν + 1, are positive for x > 0.
(b) There exist constants Ci > 0 such that∣∣∣Q(i+1)(x)∣∣∣ ≤ Ci ∣∣∣Q(i)(x)∣∣∣ |Q′(x)|
Q(x)
, x ∈ R\{0}, i = 1, 2, . . . ν.
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(c) There exist 0 ≤ δ < 1 and c1 > 0 such that
(1.5) Q(ν+1)(x) ≤ C
(
1
x
)δ
, x ∈ (0, c1].
Then we say that w(x) = exp(−Q(x)) is in the class Fν(C
2+).
(d) Suppose one of the following:
(d-1) Q′(x)/Q(x) is quasi-increasing on a certain positive interval [c2,∞).
(d-2) Q(ν+1)(x) is non-decreasing on a certain positive interval [c2,∞).
(d-3) There exist constants C > 0 and 0 ≤ δ < 1 such that Q(ν+1)(x) ≤ C(1/x)δ
on (0,∞).
Then we write w(x) = exp(−Q(x)) ∈ F˜ν(C
2+).
In this paper we treat the weight wρ(x) = |x|
ρ exp(−Q(x)), ρ > 0 of type
(1.1). For wρ(x) = |x|
ρ exp(−Q(x)), w(x) = exp(−Q(x)) ∈ F˜ν(C
2+), we write
wρ ∈ F˜ν,ρ(C
2+).
In the following, we give specific examples of w ∈ F˜ν(C
2+).
Example 1.4 (cf.[6, Theorem 3.1]). Let ν be a positive integer, and let Qℓ,α,m be
defined in (1.4).
(1) Let m and α be non-negative even integers with m + α > 1. Then w(x) =
exp(−Qℓ,α,m) ∈ Fν(C
2+), and one has the following.
(a) If ℓ > 0, then we see that Q′ℓ,α,m(x)/Qℓ,α,m(x) is quasi-increasing on a
certain positive interval (c1,∞), and Qℓ,0,m(x) is non-decreasing on (0,∞).
(b) If ℓ = 0, then we see that Q0,0,m(x),m > 2, is non-decreasing on (0,∞).
Hence w(x) = exp(−Qℓ,α,m) ∈ F˜ν(C
2+).
(2) Let m + α − ν > 0. Then w(x) = exp(−Qℓ,α,m) ∈ Fν(C
2+), and one has the
following.
(c) If ℓ > 2 and α > 0, then there exists a constant c1 > 0 such thatQ
′
ℓ,α,m(x)/Qℓ,α,m(x)
is quasi-increasing on (c1,∞).
(d) Let ℓ = 1. If α > 1, then there exists a constant c2 > 0 such that
Q′1,α,m(x)/Q1,α,m(x) is quasi-increasing on (c2,∞), and if 0 < α < 1, thenQ
′
1,α,m(x)/Q1,α,m(x)
is quasi-decreasing on (c2,∞).
(e) Let ℓ = 1, and 0 < α < 1, then Q
(ν+1)
1,α,m(x) is non-decreasing on a certain
positive interval on (c2,∞). Hence w(x) = exp(−Qℓ,α,m) ∈ F˜ν(C
2+).
Example 1.5 ([6, Theorem 3.5]). Let ν be a positive integer and α > ν. Then
w(x) = exp(−Qα(x)) belongs to Fν(C
2+). Moreover, there exists a positive
constant c2 > 0 such that Q
′
α(x)/Qα(x) is quasi-increasing on (c2,∞). Hence
w(x) = exp(−Qα) ∈ F˜ν(C
2+).
In Section 2, we report the Lp-convergence theorems. We write some lemmas to
prove the theorems and then we prove them in Section 3.
In what follows we abbreviate several notations as xk,n := xk,n,ρ, hkn(x) :=
hk,n,ρ(ν, x), lkn(x) := lk,n,ρ(x), hskn(x) := hs,k,n,ρ(ν, x) and pn(x) := pn,ρ(x) if
there is no confusion. For arbitrary nonzero real valued functions f(x) and g(x),
we write f(x) ∼ g(x) if there exist constants C1, C2 > 0 independent of x such that
C1g(x) ≤ f(x) ≤ C2g(x) for all x. For arbitrary positive sequences {cn}
∞
n=1 and
{dn}
∞
=1 we define cn ∼ dn similarly.
5Throughout this paper C,C1, C2, . . . denote positive constants independent of
n, x, t or polynomials Pn(x), and the same symbol does not necessarily denote the
same constant in different occurrences.
2. Theorems
We use the following notations.
(1) Mhaskar-Rakhmanov-Saff numbers ax:
x =
2
π
∫ 1
0
axuQ
′(axu)
(1− u2)1/2
du, x > 0.
(2)
(2.1) ϕu(x) =


|x|
u
1− |x|
a2u√
1− |x|
au
+δu
, |x| ≤ au;
ϕu(au), au < |x|,
where
δu = (uT (au))
−2/3, u > 0.
In the rest of this paper, we assume the following:
Assumption 2.1. Let the weight wρ ∈ F˜ν,ρ(C
2+), ρ > 0.
(a) If T (x) is bounded, then we suppose that for some C > 0
Q(x) > C|x|2,
and for δ in (1.5),
(2.2) an ≤ Cn
1/(1+ν−δ).
(b) There exist 0 ≤ γ < 1 and C(γ) > 0 such that
(2.3) T (an) ≤ C(γ)n
γ ,
here, if T (x) is bounded, that is, the weight w is a Freud weight, then we set γ = 0.
We put
(2.4) εn :=
{
an
n ,
T (an)
an
< 1;
1
n1−γ ,
T (an)
an
> 1.
Lemma 2.2 ([4, Theorem 1.4]). (1) Let w = exp(−Q) ∈ F(C2), and let T (x) be
unbounded. Then, for any η > 0 there exists C(η) > 0 such that for t > 1,
(2.5) at ≤ C(η)t
η .
(2) Let λ := C1 be the constant in Definition 1.1 (e), that is,
Q′′(x)
Q′(x)
≤ λ
Q′(x)
Q(x)
, a.e. x ∈ R\ {0} .
If 1 < λ, and if η is defined in (2.5), then there exists C(λ, η) such that
T (at) ≤ C(λ, η)t
2(η+λ−1)
λ+1 ,
and if λ ≤ 1 + η, then there exists C(λ, η) such that
(2.6) T (at) ≤ C(λ, η)t
4η , t > 1.
Remark 2.3. (1) If T (x) is unbounded, then for any L > 0 we have Q(x) ≥
C|x|L([24, Lemma 3.2]) and (2.2) holds ([4, Theorem 1.4]).
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(2) (2.3) holds for
γ =
2(η + λ− 1)
λ+ 1
, 0 < λ < 3.
(3) Let us denote the MRS-number an and the function T (x) for Qr,α,m by an,r,α,m
and Tr,α,m respectively. Then Tr,α,m(an,r,α,m) satisfies (2.3). In fact, we obtain
from [23, Proposition 4] and [16, Example 2 and (1.34)],
an,r,α,m ∼ (1 + log
+
r n)
1/α,
where
log+r (x) =
{
log(log(log(... log x))) (rtimes), if x > expr(0),
0, otherwise ,
and for every 0 < γ < 1,
Tr,α,m(an,r,α,m) ∼ (1 + log
+
r n)(1 + log
+
r−1 n)(1 + log
+ n) < nγ
by
Tr,α,m(an,r,α,m) = m+ Tr,α,0(an,r,α,m).
(4) If the weight w = exp(−Q) ∈ F(C2+) satisfies
µ = lim inf
x→∞
Q(x)Q′′(x)
(Q′(x))2
= lim sup
x→∞
Q(x)Q′′(x)
(Q′(x))2
,
then we say that the weight w is regular. For the regular weight w we have
µ = lim
x→∞
Q(x)Q′′(x)
(Q′(x))2
= 1,
therefore, we obtain (2.6) for any fixed η > 0 (see [24, Corollary 5.5]). We note
that all of examples in Example 1.4 are regular.
(5) (2.5) means
0 < C ≤
n
an
(
T (an)
an
)ν−1
.
Let
Xn(ν, f ;x) :=
n∑
k=1
f(xk,n)l
ν
kn(x)
ν−2∑
i=0
ei(ν, k, n)(x− xk,n)
i,
Yn(ν, f ;x) :=
n∑
k=1
f(xk,n)l
ν
kn(x)eν−1(ν, k, n)(x− xk,n)
ν−1,
Zn(l, ν, f ;x) :=
n∑
k=1
l∑
s=1
f (s)(xk,n)l
ν
kn(x)
ν−1∑
i=s
esi(ν, k, n)(x− xk,n)
i.
Then we know
Ln(ν, f ;x) = Xn(ν, f ;x) + Yn(ν, f ;x),
and
Ln(l, ν, f ;x) = Ln(ν, f ;x) + Zn(l, ν, f ;x).
Let
(2.7) Φ(x) :=
1
(1 +Q(x))2/3T (x)
.
7Then we see that for 0 < d ≤ |x|,
Φ(x) ∼
Q(x)
1
3
xQ′(x)
.
Moreover, if we define
(2.8) Φn(x) := max
{
δn, 1−
|x|
an
}
, n = 1, 2, 3, ....,
then we have the following:
Lemma 2.4 ([7, Lemma 3.4]). For x ∈ R we have
Φ(x) ≤ CΦn(x), n > 1.
We have a chain of results as follows. In this section, we let wρ ∈ F˜ν,ρ(C
2+),
ρ > 0, and we suppose Assumption 2.1. In addition, we let α > 0,∆ > −1,
1 < p < ∞. Let Cf be a positive constant depending only on f , and let C > 0 be
a constant.
Proposition 2.5. Let ν = 2, 3, 4, ..., and let
(2.9) ∆ >
1
p
−min {1, α} .
For f ∈ C(R) satisfying
(2.10) |f(x)|(1 + |x|)α
{
Φ−
3
4 (x)wρ(x)
}ν
≤ Cf , x ∈ R,
we have
(2.11)
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Xn(ν, f ;x)
∥∥∥∥
Lp(R)
≤ CCf .
Proposition 2.6. Let ν = 2, 4, 6, ... and assume that (2.9) holds. For f ∈ C(R)
satisfying
(2.12) |f(x)|(1 + |x|)α
{
Φ−
3
4 (x)wρ(x)
}ν (
|Q′(x)|+
1
|x|
)
≤ Cf , x ∈ R \ {0}
we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Yn(ν, f ;x)
∥∥∥∥
Lp(R)
≤ CCf εn(an + logn),
where εn is defined by (2.4).
Proposition 2.7. Let ν = 2, 3, 4, ... and assume that (2.9) holds. For f ∈ Cl(R),
0 ≤ l ≤ ν − 1 satisfying
(2.13) |f (s)(x)|(1 + |x|)α
{
Φ−
3
4 (x)wρ(x)
}ν
≤ Cf , x ∈ R, s = 1, 2, ..., l,
we have ∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Zn(l, ν, f ;x)
∥∥∥∥
Lp(R)
≤ Cf
a2n logn
n


1, ∆p < 1;
log an
an
, ∆p = 1;
1
an
, ∆p > 1.
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Proposition 2.8. Let ν = 2, 3, 4, ... and assume that (2.9) holds. Let P ∈ Pνn−1
be fixed. Then, we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
(Ln(ν, P ;x)− P (x))
∥∥∥∥
Lp(R)
→ 0 as n→∞.
Proposition 2.9. Let ν = 2, 4, 6, ... and assume that (2.9) holds. Let P ∈ Pνn−1
be fixed. Then, we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
(Xn(ν, P ;x)− P (x))
∥∥∥∥
Lp(R)
→ 0 as n→∞.
Remark 2.10. Let f ∈ C(R) satisfy that for given 0 < η < 1 and α > 0,
(2.14)
|f(x)|(1 + |x|)αwν−η(x)
{
|Q′(x)|+
1
|x|
}
≤ Cf , x ∈ R and lim
x→0
f(x)
x
≤ Cf ,
where Cf is a constant depending only on f . Then,
(1) (2.10) and (2.12) hold.
(2) Let f ∈ Cl(R) for a certain 0 ≤ l ≤ ν − 1. Then (2.13) holds.
(3) Let (2.14) be satisfied, then we see f(0) = 0.
Theorem 2.11. Let ν = 2, 4, 6, ... and assume that (2.9) holds. For f(x) satisfying
(2.14) we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
(Ln(ν, f ;x)− f(x))
∥∥∥∥
Lp(R)
→ 0 as n→∞.
Theorem 2.12. Let ν = 2, 4, 6, ... and assume that (2.9) holds. For f(x) satisfying
(2.14) and (2.13), we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
(Ln(l, ν, f ;x)− f(x))
∥∥∥∥
Lp(R)
→ 0 as n→∞.
Remark 2.13. From the formulas (2.2), (2.4) and (2.5), we have
εn(an + logn)→ 0 as n→∞,
and
a2n log n
n


1, ∆p < 1;
log an
an
, ∆p = 1;
1
an
, ∆p > 1
→ 0 as n→∞.
3. Lemmas and Proof of Theorems
For the coefficients esi(ν, k, n)(ei(ν, k, n) := e0i(ν, k, n)) in (1.2) or (1.3) we have
the following estimates.
Lemma 3.1 ([3, Theorem 2.6]). Let w(x) = exp(−Q(x)) ∈ F(C2+). We have the
following. For each s = 0, 1, ..., ν − 1 and i = s, s+ 1, ..., ν − 1,
e0(ν, k, n) = 1, |esi(ν, k, n)| ≤ C
{
n
(a22n − x
2
k,n)
1/2
}i−s
.
9Lemma 3.2 ([5, Theorem 4.4 and Lemma 3.7 (3.20)]). Let wρ ∈ F˜ν,ρ(C
2+). If
xkn 6= 0 and |xk,n| ≤ an(1 + δn), then e0(ν, k, n) = 1 and for i = 1, 2, . . . , ν − 1,
|ei(ν, k, n)| ≤ C
{
T (an)
an
+ |Q′(xk,n)|+
1
xk,n
}〈i〉{
n
a2n − |xk,n|
+
T (an)
an
}i−〈i〉
,
where
< i >=
{
1, if i is odd,
0, if i is even.
For xkn = 0, we see e0(ν, k, n) = 1 and
|ei(ν, k, n)| ≤ C
(
n
an
)i
i = 1, 2, . . . , ν − 1.
We have the following.
Lemma 3.3 ([1, Theorem 2.4]). Let wρ ∈ F˜ν,ρ(C
2+) (ρ > 0), 0 < p ≤ ∞, and
β ∈ R. Then given r > 1, there exist C, n0, α > 0 such that for n > n0 and P ∈ Pn,
∥∥(Pw)(x)|x|β∥∥
Lp(arn≤|x|)
≤ exp(−Cnα)
∥∥(Pw)(x)|x|β∥∥
Lp(L
an
n
≤|x|≤an(1−Lηn))
.
Lemma 3.4. (1) Let P ∈ Pνn−1. Then, we have
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
P (x)
∥∥∥∥
Lp(a2n≤|x|)
≤ Ce−C1n
η
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
P (x)
∥∥∥∥
Lp(|x|≤a2n)
.
So, if
∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x| + 1)ρ}ν P (x)∥∥∥
Lp(R)
<∞,
then we have
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
P (x)
∥∥∥∥
Lp(a2n≤|x|)
→ 0 as n→∞.
Proof. (1) Now, we denote the Mhaskar-Rakhmanov-Saff numbers for the expo-
nents Q(x) and νQ(x) by an(Q) and an(νQ) respectively. Then, we have an(Q) =
aνn(νQ). From (2.7) we note that (1 + |x|)
∆Φ(x)−3ν/4 is quasi-increasing. Then
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applying Lemma 3.3 with wννρ(x) = exp(−νQ(x))|x|
νρ, we have∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
P (x)
∥∥∥∥
Lp(a2n(Q)≤|x|)
≤ C
∥∥∥wν(x)(|x|+ an
n
)νρ
P (x)
∥∥∥
Lp(a2νn(νQ)≤|x|)
≤ Ce−C(νn)
η
∥∥∥wν(x)(|x|+ an
n
)νρ
P (x)
∥∥∥
Lp(|x|≤a2νn(νQ))
≤ C
e−Cν
ηnη
(1 + a2n(Q))−∆Φ(a2n(Q))3ν/4
×
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)(w(x)(|x| + ann
)ρ}ν
P (x)
∥∥∥∥
Lp(|x|≤a2n(Q))
≤ Ce−C1n
η
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
P (x)
∥∥∥∥
Lp(|x|≤a2n(Q))
→ 0 as n→∞,
because that (1 + a2n(Q))
∆Φ(a2n(Q))
−3ν/4 has order ns for some s > 0. 
In the rest of this section we let wρ ∈ F˜ν,ρ(C
2+), ρ > 0, and we suppose
Assumption 2.1. In addition, we let α > 0,∆ > −1, 1 < p < ∞, and Cf be a
positive constant depending only on f .
To simplify the proofs of theorems we use the results of [7]. In what follows we
use the following notation. Let x0,n := x1,n+ϕn(x1,n), and xn+1,n = −x0,n. When
|x| ≤ x0,n, we define
(3.1) xm,n := xm(x),n; |x− xm,n| = min
0≤j≤n
|x− xj,n|.
If |x − xj+1,n| = |x − xj,n|, then we set xm,n := xj,n. If x0,n < x, then we put
m = 0. And if x < xn+1,n, then we put m = n+1. Here, we note that there exists
a constant δ > 0 such that |x− xm,n| ≤ δϕn(xm,n).
Lemma 3.5 (cf.[7]). Let m := m(x) be defined by (3.1).
(1) If (2.10) holds, then, we have
(3.2){
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
|Xn(ν, f ;x)| ≤ Cf
n∑
j=0
(1+|xj,n|)
−α
ν−2∑
i=0
(
1
1 + |m− j|
)ν−i
.
(2) If (2.12) holds, then, we have
(3.3){
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
|Yn(ν, f ;x)| ≤ Cf εn
n∑
j=0
(1 + |xj,n|)
−α
(
1
1 + |m− j|
)
.
(3) If (2.13) holds, then, we have{
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
|Zn(l, ν, f ;x)|
≤ Cf
an
n
n∑
j=0
(1 + |xj,n|)
−α
ν−1∑
i=0
(
1
1 + |m− j|
)ν−i
.(3.4)
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Proof. In [7, Propositions 3.7, 3.8 and 3.9] we got the similar estimations in L∞(R)-
space. Now, in there we can exchange f(x) with f(x)(1+ |x|)α, and then we obtain
the results in Lp(R) by the similar methods as the proofs of [7, Propositions 3.7,
3.8 and 3.9] (see [7, p.16-p.23]). 
Lemma 3.6. (1) [7, Lemma 4.3] Uniformly for n ≥ 1,
(3.5) sup
x∈R
|pn,ρ(x)w(x)|
(
|x|+
an
n
)ρ
Φ
1
4 (x) ≤ Ca
− 12
n .
(2) [2, Theorem 2.5(a)] Uniformly for n ≥ 1,
(3.6) |p′n,ρw|(xj,n)
(
|xj,n|+
an
n
)ρ
∼ ϕn(xj,n)
−1[a2n − x
2
j,n]
−1/4.
Lemma 3.7. Let w(x) = exp(−Q(x)) ∈ F(C2+). For the zeros xj,n = xj,n,ρ, we
have the following.
(1) [2, Theorem 2.2, (b)] For n > 1 and 1 ≤ j ≤ n− 1,
xj,n − xj+1,n ∼ ϕn(xj,n),
and [2, Lemma A.1 (A.3)]
ϕn(xj,n) ∼ ϕn(xj+1,n).
(2) [2, Theorem 2.2, (a)] For the minimum positive zero x[n/2],n ([n/2] is the largest
integer ≤ n/2), we have
x[n/2],n ∼ ann
−1,
and for large enough n,
1−
x1,n
an
∼ δn.
(3) [2, Lemma 4.7]
bn =
γn−1
γn
∼ an ∼ x1,n.
Lemma 3.8. Let w = exp(−Q) ∈ F(C2+). Let L > 0 be fixed. Then we have the
following.
(a) ([16, Lemma 3.5, (a)]) Uniformly for t > 0,
aLt ∼ at.
(b) ([16, Lemma 3.5, (b)]) Uniformly for t > 0,
Q(j)(aLt) ∼ Q
(j)(at), j = 0, 1.
Moreover,
T (aLt) ∼ T (at).
(c) ([16, Lemma 3.11 (3.52)]) Uniformly for t > 0,∣∣∣∣1− aLtat
∣∣∣∣ ∼ 1T (at) .
From Lemma 3.6 it is sufficient that we estimate Proposition 2.5, 2.6 or 2.7 for
only |x| ≤ a2n.
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Proof of Proposition 2.5. First we set
Xn(ν, f ;x) =
n∑
j=1
f(xj,n)l
ν
jn(x)
ν−2∑
i=0
ei(ν, j, n)(x − xj,n)
i
= :
∑
j ;|xj,n|>
an
3
+
∑
j ;|xj,n|<
an
3
=: X1,n(ν, f ;x) +X2,n(ν, f ;x).
Using (3.2), we see∣∣∣∣(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
X1,n(ν, f ;x)
∣∣∣∣
≤ Cf (1 + |x|)
−∆
∑
|xj,n|>
1
3an
(1 + |xj,n|)
−α
ν−2∑
i=0
(
1
1 + |m− j|
)ν−i
≤ CCfa
−α
n (1 + |x|)
−∆.
Therefore, we have by (2.9)∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
X1,n(ν, f ;x)
∥∥∥∥
Lp(|x|≤a2n)
≤ Cfa
−α
n
∥∥(1 + |x|)−∆∥∥
Lp(|x|≤a2n)
≤ Cfa
−α
n


a
1
p
−∆
n , ∆p < 1,
log an, ∆p = 1,
1, ∆p > 1
≤ Cf .
Now, we will estimate for X2,n(ν, f, x). For |x| < 1, since we have from (3.2){
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
|X2,n(ν, f ;x)| ≤ Cf ,
we see
(3.7)
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
|X2,n(ν, f ;x)|
∥∥∥∥
Lp(|x|≤1)
≤ Cf .
Let |x| ≥ 1. We divide it into two sums as follows:
X2,n(ν, f ;x) =:
∑
j; |xj,n|<
an
3 ,
|x−xj,n|>
|x|
2
+
∑
j; |xjn|<
an
3 ,
|x−xj,n|<
|x|
2
=: X
[1]
2,n(ν, f ;x) +X
[2]
2,n(ν, f ;x).
Using (2.10), Lemma 3.7(2), (3.5) and (3.6) with ϕn(xj,n) ∼ an/n, we see that{
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν ∣∣f(xj,n)lνjn(x)∣∣(3.8)
≤ Cf (1 + |xj,n|)
−α
∣∣∣∣∣∣
{
Φ
3
4 (xj,n)Φ
3
4 (x)w(x)
(
|x|+ ann
)ρ}
pn(x)
p′n(xj,n)w(xj,n)(
an
n + |xj,n|)
ρ
∣∣∣∣∣∣
ν
≤ CCf (1 + |xj,n|)
−α
(an
n
)ν
and Lemma 3.1
ν−2∑
i=0
ei(ν, j, n)(x− xj,n)
i ≤ C
ν−2∑
i=0
(
n
an
)i
|x|i−ν ≤ C
(
n
an
)ν−2
|x|−2.
13
Then, we have ∣∣∣∣{Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
X
[1]
2,n(ν, f ;x)
∣∣∣∣
≤ Cf
∑
j ;|xj,n|<
an
3 ,
|x−xj,n|>
|x|
2
(1 + |xj,n|)
−α
(an
n
)2
|x|−2 ≤ CCf
a2n
n
1
x2
.
Therefore, we have, using ∆ > −1,∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
X
[1]
2,n(ν, f ;x)
∥∥∥∥
Lp(1≤|x|≤a2n)
≤ Cf
a2n
n
∥∥∥(1 + |x|)−(∆+2)∥∥∥
Lp(1≤|x|≤a2n)
≤ CCf
a2n
n
≤ CCf(3.9)
(note (2.2) and (2.5)). Since, for |x− xj,n| <
|x|
2 , we see |xj,n| ∼ |x|, the inequality
(3.2) implies{
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
X
[2]
2,n(ν, f ;x)(3.10)
≤ CCf
∑
j; |xj,n|<
an
3 ,
|x−xj,n|<
|x|
2
(1 + |xj,n|)
−α
ν−2∑
i=0
(
1
1 + |m− j|
)ν−i
≤ CCf (1 + |x|)
−α.
Therefore, we obtain by (2.9)∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
X
[2]
2,n(ν, f ;x)
∥∥∥∥
Lp(1≤|x|≤a2n)
(3.11)
≤ CCf
∥∥∥(1 + |x|)−(α+∆)∥∥∥
Lp(|x|≤a2n)
≤ CCfa
1
p
−(α+∆)
n ≤ CCf .
Hence, from (3.7), (3.8), (3.9), (3.11) and Lemma 3.4 we conclude (2.11) 
Proof of Proposition 2.6. We repeat the methods of the proof of Proposition 2.5.
Yn(ν, f ;x) =:
∑
j;|xj,n|>
an
3
+
∑
j;|xj,n|<
an
3
=: Y1,n(ν, f ;x) + Y2,n(ν, f ;x).
Then we have by (3.3), (2.9), (2.2) and (2.5)∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Y1,n(ν, f ;x)
∥∥∥∥
Lp(|x|≤a2n)
≤ Cfa
−α
n εn logn
∥∥(1 + |x|)−∆∥∥
Lp(|x|≤a2n)
≤ CCfa
−α
n εn logn


a
1
p
−∆
n , ∆p < 1;
log an, ∆p = 1;
1, ∆p > 1
≤ CCf εn logn


1, ∆p < 1;
log an
an
, ∆p = 1;
1
an
, ∆p > 1.
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Now, we estimate Y2,n(ν, f ;x). For |x| ≤ 1 we obtain that from (3.3),∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Y2,n(ν, f ;x)
∥∥∥∥
Lp(|x|≤1)
≤ CCf εn logn.
Let |x| > 1 and
Y2,n(ν, f ;x) =:
∑
j ;|xj,n|<
an
3 ,
|x−xj,n|>
|x|
2 >0
+
∑
j ;|xj,n|<
an
3 ,
|x−xj,n|<
|x|
2
=: Y
[1]
2,n + Y
[2]
2,n.
Then we have similarly to (3.10) and (3.11),∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Y
[2]
2,n(ν, f ;x)
∥∥∥∥
Lp(1≤|x|≤a2n)
≤ CCf εn logn
∥∥∥(1 + |x|)−(α+∆)∥∥∥
Lp(|x|≤a2n)
≤ CCfa
1
p
−(α+∆)
n εn logn ≤ CCfεn logn
(see (2.9)). Finally, we estimate Y
[1]
2,n. Let |xj,n| <
an
3 and |x − xj,n| >
|x|
2 . Then,
from Lemma 3.2, (2.12), (3.5) and (3.6), we have{
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν ∣∣f(xj,n)lνjn(x)∣∣ |x− xj,n|ν−1eν−1(ν, k, n)(3.12)
≤ CCf (1 + |xj,n|)
−α
{
|Q′(xj,n)|+
1
|xj,n|
}−1
×
∣∣∣∣∣∣
{
Φ
3
4 (xj,n)Φ
3
4 (x)w(x)
(
|x|+ ann
)ρ}
pn(x)
p′n(xj,n)w(xj,n)(
an
n + |xj,n|)
ρ
∣∣∣∣∣∣
ν
1
|x− xj,n|
×
{
T (an)
an
+ |Q′(xk,n)|+
1
xk,n
}{
n
a2n − |xk,n|
}ν−2
≤ CCf (1 + |xj,n|)
−α
{
|Q′(xj,n)|+
1
|xj,n|
}−1
×Φ
3ν
4 (xj,n)ϕ
ν
n(xj,n)
(
1−
|xj,n|
an
) ν
4 1
|x− xj,n|
×
{
T (an)
an
+ |Q′(xk,n)|+
1
xk,n
}{
n
a2n − |xk,n|
}ν−2
.
On the other hand, from (2.1), (2.8) and |xj,n| < an/3, we easily see
(3.13) Φ
3ν
4
n (xj,n)ϕ
ν
n(xj,n)
(
1−
|xj,n|
an
) ν
4
(
n
a2n − |xj,n|
)ν−2
≤ C
(an
n
)2
.
Moreover, since |Q′(xj,n)|+
1
|xj,n|
> C > 0 for some constant C, we see
(3.14){
T (an)
an
+ |Q′(xj,n)|+
1
|xj,n|
}{
|Q′(xj,n)|+
1
|xj,n|
}−1
≤ Cmax
{
1,
T (an)
an
}
and since |x− xj,n| >
|x|
2 , we have
(3.15)
1
|x− xj,n|
≤
2
|x|
.
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Thus, using (3.12), (3.13), (3.14) and (3.15), we can estimate for Y
[1]
2,n(ν, f ;x) as
follows: {
Φ
3
4 (x)w(x)
(
|x|+
an
n
)ρ}ν
Y
[1]
2,n(ν, f ;x)
≤ CCf max
{
1,
T (an)
an
}
1
|x|
(an
n
)2 ∑
j; |xj,n|<
an
3 ,
|x−xj,n|>
|x|
2
(1 + |xj,n|)
−α
≤ CCf max
{
1,
T (an)
an
}
1
|x|
a2n
n
≤ CCfanεn
1
|x|
.
Therefore we have by (2.9)∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x| + ann
)ρ}ν
Y
[1]
2,n(ν, f ;x)
∥∥∥∥
Lp(1≤|x|≤a2n)
≤ CCfanεn
∥∥∥(1 + |x|)−(∆+1)∥∥∥
Lp(1≤|x|≤a2n)
≤ CCfanεna
1
p
−(∆+1)
n ≤ CCfanεn.

Proof of Proposition 2.7. Using (3.4), we have from (2.2) and (2.5)∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Zn(l, ν, f ;x)
∥∥∥∥
Lp(R)
≤ CCf
an logn
n
∥∥(1 + |x|)−∆∥∥
Lp(|x|≤a2n)
≤ CCf
an logn
n


a
1
p
−∆
n , ∆p < 1;
log an, ∆p = 1;
1, ∆p > 1
≤ CCf
a2n logn
n


1, ∆p < 1;
log an
an
, ∆p = 1;
1
an
, ∆p > 1.

Proof of Proposition 2.8. Since we see for a fixed polynomial P ∈ Pνn−1
Ln(ν, P )− P = Ln(ν, P )− Ln(ν − 1, ν, P ) = Zn(ν − 1, ν, P ),
we can obtain from Proposition 2.7,∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
{Ln(ν, P )− P}
∥∥∥∥
Lp(R)
≤ CCf
a2n logn
n


1, ∆p < 1;
log an
an
, ∆p = 1;
1
an
, ∆p > 1.
→ 0 as n→∞
(note Remark 2.13). 
Proof of Proposition 2.9. Since we see for a fixed polynomial P ∈ Pνn−1
Xn(ν, P )− P = Ln(ν, P )− P + Yn(ν, P )
and εn(an + logn) → 0 as n → 0, we have the result from Proposition 2.6 and
Proposition 2.8. 
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Proof of Theorem 2.11. Let ε > 0 be taken arbitrarily. Then there exists a poly-
nomial P such that
(3.16)
∥∥∥∥(f(x)− P (x)) (1 + |x|)α {Φ− 34 (x)w(x)(|x|+ ann
)ρ}ν− η2 ∥∥∥∥
L∞(R)
< ε.
In fact, by (2.14) we see
lim
|x|→∞
∣∣f(x)wν−η(x)∣∣ = 0,
hence as [7, (4.55)] we obtain (3.16). Then we also have
(3.17)
∥∥∥(f(x)− P (x)) (1 + |x|)α {Φ− 34 (x)wρ(x)}ν∥∥∥
L∞(R)
< Cε,
and from ∥∥∥∥(1 + |x|)∆−α {Φ− 34 (x)w(x)(|x|+ ann
)ρ}ν/2∥∥∥∥
L∞(R)
<∞,
with (3.16), we have
(3.18)
∥∥∥∥(f(x)− P (x)) (1 + |x|)∆ {Φ− 34 (x)w(x)(|x|+ ann
)ρ}ν∥∥∥∥
L∞(R)
< Cε.
Now, we see
|Ln(ν, f)− f | ≤ |Xn(ν, f − P )|+ |Xn(ν, P )− P |+ |P − f |+ |Yn(ν, f)| .
From Proposition 2.5 with Cf−P = Cε and (3.17), we know
(3.19)
∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
Xn(ν, f − P )
∥∥∥∥
Lp(R)
≤ Cε.
Then, using (3.18), (3.19), Proposition 2.9 and Proposition 2.6, we conclude∥∥∥∥(1 + |x|)−∆ {Φ 34 (x)w(x)(|x|+ ann
)ρ}ν
(Ln(ν, f)− f)
∥∥∥∥
Lp(R)
≤ Cε.
Hence, we have the result. 
Proof of Theorem 2.12. If we split |Ln(l, ν, f)− f | as follows:
|Ln(l, ν, f)− f | ≤ |Ln(ν, f)− f |+ |Zn(l, ν, f)| ,
then the result is proved from Theorem 2.11 and Proposition 2.7. 
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