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We derive a theory for the generation of arbitrary spin-spin interactions in superconducting cir-
cuits via periodic time modulation of the individual qubits or the qubit-qubit interactions. The
modulation frequencies in our approach are in the microwave or radio frequency regime so that the
required fields can be generated with standard generators. Among others, our approach is suitable
for generating spin lattices that exhibit quantum spin liquid behavior such as Kitaev’s honeycomb
model.
I. INTRODUCTION
Floquet theory provides a convinient framework to
study periodically driven quantum systems. Manipulat-
ing slow dynamics of physical systems by applying peri-
odic modulations, denoted as Floquey engineering [1, 2],
has turned into an active and rich area of research in
recent years. This is motivated by the novel phenom-
ena that can arise in these systems but are absent in
their static counterparts. Following Floquet theory, the
dynamics of periodically driven systems can, on longer
time scales, typically be described in terms of an effec-
tive time-independent Hamiltonian. The idea of Floquet
engineering is to shape the properties of this effective
Hamiltonian by designing appropriate driving schemes.
Depending on the frequency of the external time modu-
lation, one can distinguish between two different regimes
of Floquet engineering. In the off-resonance or high-
frequency regime the frequency of the modulation is much
larger than the intrinsic frequencies of the system and the
description of this regime is thus based on high-frequency
or Magnus expansions [3–5]. In contrast, in the resonant
modulation regime, the modulation frequency is similar
to the intrinsic frequencies of the system and the theory
for high modulation frequencies is not directly applica-
ble. For explicit resonances [6], one can transform the
system to the rotating frame of the resonant interaction
to obtain an effective high-frequency regime. Yet, the ap-
plicability of such an approach is not clear where implicit
resonances happen in higher order of perturbation [7]. In
this work, we develop a Floquet engineering approach in
the resonant modulation regime and apply it to coupled
superconducting qubits.
In recent years, superconducting circuits have made
tremendous advances in implementing engineered quan-
tum dynamics in both, quantum information processing
[8–13] and quantum simulation [14–19]. This technol-
ogy has thus reached a stage of development that of-
fers intriguing avenues for emulating and exploring quan-
tum many-body physics [18, 20–22]. In superconduct-
ing circuits, Floquet theory has so far been applied to
studty multi-photon transitions in a single Flux qubit [23]
and for quantum simulation of 1D spin chains via high-
frequency modulation [24]. Moreover, Floquet states of
a superconducting qubit were experimentally observed
[25].
Here we apply resonant Floquet engineering to super-
conducting circuits and present an approach for the ana-
log quantum simulation of any spin-spin interactions of
the form
Jeiθσα1 σ
β
2 + H.c., (1)
where α, β ∈ {x, y, z,+,−} and σαj are Pauli operators, J
the amplitude and θ the phase of the coupling constant.
In particular, we extend Floquet engineering to the case
of quasi-periodic (bimodal) driving.
The strength of couplings between superconducting
qubits is typically weak compared to the transition fre-
quencies of the qubits. This leads to a simple hopping
interaction that conserves the number of excitations and
only becomes efficient if the transition frequencies of the
qubits are tuned close to each other. Interactions that do
not conserve the number of excitations are accessible in
the ultrastrong coupling regime [26], but such coupling
strengths lead to long-range interactions in many-qubit
systems and the validity of a local mode description for
large lattices is not clear.
Arbitrary spin-spin interactions can also be engineered
via digital quantum simulation where the target evolu-
tion is implemented as a Trotter sequence of elementary
interaction steps. Yet, this approach requires an intricate
gate sequence with an execution time that can exceed
the coherence time of the qubits, particularly for multi-
qubit systems. Employing shorter pulses does not solve
this problem as such pulses are broader in frequency and
may thus lead to unwanted resonances. Moreover, digital
quantum simulation suffers from the error of the Trotter
decomposition which hampers scalability to larger sys-
tems.
Our single frequency or bimodal modulation approach,
in contrast, realizes arbitrary spin-spin interaction in an
analog manner in the rotating frame of the qubits, re-
quiring only moderate interaction strength among the
qubits. The engineered spin-spin interactions can be used
as building blocks of analog quantum simulators with
superconducting circuits which circumvent problems en-
countered in digital quantum simulation.
Our approach considers both, modulations applied to
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2the individual qubits and to the coupling between them
can be described. In the scheme with modulated cou-
plings, one can obtain stronger interaction strength at
the cost of a slightly higher complexity, as it requires ad-
ditional control for the dynamical coupler compared to
the driven qubit setup.
Our Floquet engineering is based on the seminal work
by Shirley [27]. This powerful method is particulary ver-
satile since it can be easily generalized to multi-mode Flo-
quet systems, where the external drive includes several
frequencies [28, 29]. We use a generalization of Salwen
nearly degenerate perturbation theory [30] to derive an
effective Hamiltonian from the infinite-dimensional Flo-
quet matrix. Using this method, we are able to analyti-
cally extract the parameters of the effective Hamiltonian
to arbitrary orders of perturbation beyond rotating wave
approximation.
The remainder of this paper is organized as follows.
In section II we give an overview of the theoretical tools
we employ, including single and multimode Floquet the-
ory, adiabatic elimination and Salwen perturbation the-
ory. The reader who is only interested in the results may
directly go to sections III and IV where we describe the
spin-spin interactions that can be generated by driving
the involved qubits or the coupling circuits. In section V
we then show how the generated interactions can be put
together for realizing the honeycomb model by Kitaev
and conclude in section VI.
II. THEORETICAL TOOLBOX
In this section, we introduce the theoretical toolbox
that we later apply to various superconducting circuits.
We use Shirley’s Floquet formalism for a single mode
driven system [27] and generailze it to many modes. This
formalism gives an exact non-perturbative treatment of
a periodically-driven system in terms of an infinite di-
mensional time-independent matrix. Through adiabatic
elimination of high-energy states of this matrix, an ef-
fective Hamiltonian can be derived, which gives an ac-
curate description of the system on slow time-scales in
terms of low-energy states. For the adiabatic elimination
of high-energy states, we apply a generalized approach to
Salwen’s nearly degenerate perturbation theory [30].
A. Single-mode Floquet theory
We assume that H(t) is a T-periodic Hamiltonian de-
fined on a Hilbert space H such that
H(t) = H(t+ T ) = H0 +H1(t) (2)
Here, H0 is the static and non-interacting part of H(t)
with eigenstates |ψα〉 and eigenenergies E(0)α and H1(t)
is the interacting and time periodic part. H1(t) thus
contains both, the couplings between the qubits as well
as all terms that describe time modulations by an ex-
ternal drive. For two qubits, H is four dimensional, i.e.
α = 1, 2, 3, 4. Floquet theory [31] states that the solu-
tion to the Schro¨dinger equation, i∂t |ψ(t)〉 = H(t) |ψ(t)〉
is given by a T-periodic function, |ψ˜(t)〉 = |ψ˜(t+ T )〉,
modulated by a complex prefactor, such that |ψ(t)〉 =
exp(−it) |ψ˜(t)〉. The Schro¨dinger equation is then re-
cast into the form,
[H(t)− i∂t] |ψ˜(t)〉 =  |ψ˜(t)〉 , (3)
where  is called the quasienergy of the system and plays
the same role as energy in static systems. By expressing
H(t) and ψ˜(t) in terms of Fourier components, Shirley
[27] showed that Eq. (3) can be equivalently written in
terms of an infinite-dimensional time-independent Flo-
quet matrix HF as,
HF |ψ˜〉〉 =  |ψ˜〉〉 (4)
which is defined over a composite Hilbert space Hc =
H ⊗ T [32], where T is the Fourier space of T-periodic
functions. The basis of T is denoted by {|m〉}, m ∈ Z
with the property that 〈t|m〉 = exp (imωdt) and ωd =
2pi/T . m is the Fourier index and has the physical mean-
ing of the number of quanta (photons) exchanged with
the drive. The states |ψα,m〉〉 = |ψα〉 ⊗ |m〉 form a ba-
sis of Hc, the quasienergies  are the eigenvalues of the
Floquet matrix HF , whose matrix elements read,
〈〈ψβ , n|HF |ψα,m〉〉 = H˜(n−m)βα + nωdδβαδnm (5)
where H˜(n) are the Fourier components of H(t), i.e.
H(t) =
∑
n H˜
(n)einωdt. The construction of the Floquet
matrix is facillitated by introducing operators Fn and N
in the Fourier space T ,
〈m′|Fn|m〉 = δm′−m,n, 〈m′|N |m〉 = mδm′,m, (6)
so that
HF =
∑
n
H˜(n) ⊗ Fn + ωd1⊗N (7)
The explicit form of the Floquet matrix HF is given in
appendix A.
One can decompose HF into a non-interacting part
HF0 (corresponding to H0) and an interaction part V
(corresponding to H1) such that HF = HF0 +V . There-
fore the states |ψα,m〉〉 are the eigenstates of HF0 with
quasienergy 
(0)
(α,m) = E
(0)
α + mωd. We denote the eigen-
states of the full Floquet matrix HF corresponding to the
bare states |ψα,m〉〉 by |ψ˜α,m〉〉 and their quasienergies by
α,m. These quasienergies (α,m) satisfy the periodicity
relation, (α,m) = (α,0) +mω.
For the Floquet matrix HF , we can define a time-
evolution operator UF (t− t0) from an initial time t0 to a
final time t as,
UF (t− t0) = e−iHF (t−t0), (8)
3which is related to the time-evolution operator in the
Hilbert space, U(t, t0), via
〈ψβ |U(t, t0)|ψα〉 =
∑
m
〈〈ψβ ,m|UF (t− t0)|ψα, 0〉〉 eimωt
(9)
The essence of our Floquet engineering approach is that,
by choosing an appropriate working point for the mod-
ulation, we can find a set of four Floquet eigenstates of
HF0 that describe two coupled spin-1/2 systems and form
a four-fold degenerate manifold S, which oscillates at
zero frequency in a suitable rotating frame. By virtue of
Eq. (9) the Floquet time-evolution in this rotating frame
in Floquet space Hc is identical to the time-evolution in
the rotating frame of the qubits in the original Hilbert
space H.
The dynamics of the two coupled spins is, in this ro-
tating frame generated by the interaction V . The de-
generate slow subspace is separated from higher energy
state by an energy gap. Hence if the interaction V is weak
compared to the energy gap, the dynamics of the Floquet
Hamiltonian is confined to the slow space S and one can
adiabatically eliminate higher energy states (fast space)
to approximate the dynamics by an effective Hamiltonian
that only acts on S.
To test whether the desired effective Hamiltonian and
hence the desired evolution is indeed generated, we here
analyze the time-dependent transition probability from
an initial state |ψα〉 to final state |ψβ〉,
Pα→β(t− t0) =| 〈ψβ |U(t, t0)|ψα〉 |2 (10)
=
∑
n
| 〈〈ψβ , n|UF (t− t0)|ψα, 0〉〉 |2,
which can be time-averaged over t− t0 to give,
P¯α→β =
∑
n,γ,m
| 〈〈ψβ , n|ψ˜γ,m〉〉 〈〈ψ˜γ,m|ψα, 0〉〉 |2 (11)
We now turn to explain the procedure of adiabatically
eliminating fast rotating subspaces of the Floquet Hamil-
tonian.
B. Adiabatic elimination and derivation of an
effective Hamiltonian
We apply a generalized approach to (nearly) degen-
erate perturbation theory due to Salwen [30] to derive
the desired effective Hamiltonian. This perturbation the-
ory leads to a matrix equation for the slow space, which
should be solved in a self-consistent way to give the
quasienergies and eigenstates of the effective Hamilto-
nian, see appendix B for details.
For brevity we drop index m from |ψα,m〉〉 for the
four states in the slow manifold and denote them by
|ψα〉〉 ≡ |ψα,m〉〉, assuming that α tacitly distinguishes
m. Hence |ψα〉 is a state in H and |ψα〉〉 is a state in
the slow manifold of the composite space Hc. Accord-
ingly the quasienergy corresponding to |ψα〉〉 is denoted
by 
(0)
α ≡ (0)(α,m). For the Floquet matrix HF , the gen-
eralized Salwen perturbation theory leads to the matrix
equation,
4∑
β=1
hαβ() 〈〈ψβ |ψ˜〉〉 =  〈〈ψα|ψ˜〉〉 with (12)
hαβ() = 〈〈ψα|HF0 + T ()|ψβ〉〉
for α = 1, 2, 3, 4, the solution of which determines the
quasienergies α and Floquet states |ψ˜α〉〉 of the slow
manifold of the interacting system. Here,
T () =
+∞∑
k=0
[V GP ]kV (13)
is the scattering matrix, where GP =∑′
α,m(|ψα,m〉〉 〈〈ψα,m|)/[ − (0)(α,m)] is the Greens
function associated with fast space of HF0 and the
notation
∑′
indicates that the degenerate space is
excluded from the sum. Since T is a function of , the
set of equations (12) needs to be solved self-consistently.
In the absence of interactions, T () ≡ 0 and the Flo-
quet quasienergies j = 
(0)
j for j = 1, 2, 3, 4 are recovered
from Eq. (12). For nonzero interactions, we make the
ansatz that the quasienergies α, and thus T () and hαβ ,
associated to the slow space can be written as a pertur-
bative expansion in interaction strength λ (V ∝ λ),
α = 
(0)
α + δα, with δα =
∞∑
p=1
κα,pλ
p (14)
hαβ = hαβ(
(0)
α ) +
∞∑
p=1
hαβ,pλ
p (15)
where κα,p and hαβ,p are the expansion coefficients. In
practice we truncate the expansion at a desired cut-off or-
der p = pc and calculate the eigenvalues of the effective
Hamiltonian using Eq. (15). Note that the p-th order of
α modifies the matrix elements hαβ in (p + 2)-th order
because of the form of T () in Eq. (13), which subse-
quently changes the quasienergies of the updated matrix
in (p + 2)-th order. Hence the results (quasienergies)
are exact up to p-th order. This suggests that the κα,p
are determined by the following procedure: 1) truncate
α to pc-th order, 2) calculate the matrix elements and
quasienergies of the matrix and 3) compare the expansion
(14) and calculated quasienergies.
Since V contains both, couplings between qubits and
external drives, the expansions in Eqs. (14) and (15) ex-
pand in the strengths of the qubit-qubit couplings as well
as in the amplitude of the drives. We consider scenarios,
where both processes occur at similar rates, which justi-
fies treating them on the same footing in our perturbation
theory.
4C. Generalization to many-mode Floquet-theory
The single-mode Floquet theory can be generalized to
a case where the system is not strictly periodic but rather
quasi-periodic, i.e. it is driven by a multi-tone drive [28].
Here we present the theory for a bimodal driven system
which we apply in the subsequent sections. The general-
ization to higher number of modes is straight forward.
We consider a static system H0 as in Sec. II A, but
now assume the system is simultaneously modulated by
two periodic perturbations H1(t) and H2(t) with fre-
quencies ωd1 and ωd2. For this bimodal driven system
H(t) = H0 +
∑
i=1,2Hi(t), there is a time-independent
Floquet representation in the composite Hilbert space
Hc = H⊗ T1 ⊗ T2, where Ti is defined to be the Fourier
space of functions with periodicity 2pi/ωdi for i = 1, 2.
The basis for the composite Hilbert space is denoted by
|ψα,m1,m2〉〉 ≡ |ψα〉⊗|m1〉⊗|m2〉, where {|mi〉 |mi ∈ Z}
form a basis for Ti for i = 1, 2. The Hamiltonian can be
written in terms of its Fourier components as,
H =
∑
(n1,n2)
H˜(n1,n2) exp [i(n1ωd1 + n2ωd2)t] (16)
and the Floquet matrix reads,
HF =
∑
(n1,n2)
H˜(n1,n2) ⊗ Fn1 ⊗ Fn2 (17)
+ωd1 1⊗ 1⊗N + ωd2 1⊗N ⊗ 1
Following Eq. (2), we decompose HF into non-interacting
part HF0, corresponding to H0, and an interaction part
V , corresponding toH1 andH2. The states |ψα,m1,m2〉〉
are thus the eigenstates of HF0 with quasienergies

(0)
(α,m1,m2)
= E
(0)
α + m1ωd1 + m2ωd2 and we denote the
eigenstates and quasienergies of the interacting system
HF by |ψ˜α,m1,m2〉〉 and (α,m1,m2) — with periodicity
relation (α,m1,m2) = (α,0,0) + m1ωd1 + m2ωd2. Here,
the projection relations for the time-evolution operators
from the composite space to the Hilbert space read,
〈ψβ |U(t, t0)|ψα〉 =
=
∑
m1,m2
〈〈ψβ ,m1,m2|UF (t− t0)|ψα, 0, 0〉〉×
× exp [i(m1ωd1 +m2ωd2)t]
(18)
Accordingly one can define time-dependent and time-
averaged transition probabilities as in the case of single-
mode system, see Eqs. (10) and (11).
Note that the definition for the composite space
and the form of the many-mode Fourier decomposition
Eq. (16) is not unique here. Depending on the explicit
form of Hi(t), one may find it more convinient to redefine
the Fourier spaces Ti. For example if ωd1 = ω1 + ω2 and
ωd2 = ω1−ω2, we could equivalently work in the Fourier
space of the functions with periodicity 2pi/ωi.
To find the effective interaction Hamiltonians, we
proceed as in the single mode case and adiabatically
Ct
C1 C2
F1(t) 1
a F2(t) 2
a
EJ1 EJ2
FIG. 1. Driven qubit scheme. We here consider two ca-
pacitively coupled transmon qubits driven by single mode or
bimodal driving functions. In the single mode case, one of
the qubits (e.g. qubit 1) is modulated by a drive as defined in
Eq. (24). In this system the ZX, ZY , hopping and squeezing
terms are engineered. In the bimodal case, both of the qubits
are driven via two-mode Hamiltonian (26). In this case XX,
Y Y , XY , Y X and ZZ spin interactions are enabled.
eliminate all Floquet states except for the four in the
low-energy manifold to effectively describe the infinite-
dimensional Floquet matrix by a 4 × 4 matrix. Drop-
ping again the Fourier index for the low-energy states
and quasienergies and denoting them by |ψα〉〉 and (0)α ,
the Green’s function of the fast space reads GP() =∑′
α,m1,m2
(|ψα,m1,m2〉〉 〈〈ψα,m1,m2|)/( − (0)(α,m1,m2))
where  is the quasienergy of the degenerate manifold
in the interacting limit and the sum runs over the fast
space where the degenerate states are excluded. The pro-
cedure of constructing the self-consistent matrix equation
and solving for its quasienergies runs analogous to the
single-mode case, c.f. Eqs. (12), (13), (14) and (15).
We now turn to apply the formalism developed above
to specific physical set-ups and derive the corresponding
effective interaction Hamiltonians.
III. DRIVEN QUBIT SCHEMES
In this section we apply the formalism developed in
Sec. II to capacitively coupled qubits with single-mode
or bimodal driving. We consider two superconducting
Transmon qubits [35] with Josephson energies EJi and
capacitances Ci (i = 1, 2), see Fig. 1, that are coupled
via a capacitance Ct with Ct  Cj . The dynamics of
the system can be described in terms of the nodal phases
φ1 (φ2) and their conjugate variables n1 (n2) with the
Hamiltonian,
H =
∑
j=1,2
−EJj cos(φj) + ECjn2j + Eccn1n2, (19)
where ECj = ~2(2φ20Cj)−1(1 − Ct/Cj), Ecc =
~2(φ20C1C2)−1Ct and φ0 = ~/(2e) is the rescaled flux
quantum. In the phase regime (EJj/ECj  1), rel-
evant for Transmon qubits, we have ||φj ||  1 and
5can approximate cos(φj) ≈ −φ2j/2! + φ4j/24! + const.
The Hamiltonian in this regime describes two nonlin-
ear oscillators that are coupled through the last term
in Eq. (19). It is quantized via the canonical commu-
tation relations [φi, nj ] = iδij , resulting in the substitu-
tions φj = φj(aj + a
†
j) and nj = −i(2φj)−1(aj − a†j),
where a†j(aj) are creation (destruction) operators and
φj = (ECj/2EJj)
1
4 the zero-point motion amplitude of
qubit j. The quantized Hamiltonian reads (~ = 1),
H =
∑
j=1,2
(ωja
†
jaj − Uja†ja†jajaj) + gc(a1 − a†1)(a2 − a†2)
(20)
with,
ωj =
√
2EJjECj + 2Uj , j ∈ {1, 2}
Uj = −EJjφ4j/4,
gc = −Ecc/(4φ1φ2)
(21)
Throughout the text, we assume that the two qubits are
detuned from each other with a detuning ∆ = ω1−ω2 > 0
of the order of ωj (j = 1, 2). Due to their nonlinear
spectrum, we further assume that the Hamiltonian can
be truncated to the single excitation subspace, |0j〉 and
|1j〉 with a†jaj |nj〉 = nj |nj〉, where it reads in terms of
Pauli operators,
H =
∑
j=1,2
ωjσ
+
j σ
−
j + gcσ
y
1σ
y
2 . (22)
Since we consider the coupling gc in a perturbation ex-
pansion, the background Hamiltonian H0, c.f. Eq. (2,
reads,
H0 =
∑
j=1,2
ωjσ
+
j σ
−
j . (23)
We introduce the states |ψ1〉 = |11, 12〉, |ψ2〉 = |11, 02〉,
|ψ3〉 = |01, 12〉 and |ψ4〉 = |01, 02〉, which form a basis for
the Hilbert space. They are the eigenstates of H0 with
eigenenergies E
(0)
1 = ω1 + ω2, E
(0)
2 = ω1, E
(0)
3 = ω2 and
E
(0)
4 = 0. In the limit where gc  ωj , the interaction
between the two qubits is ineffective due to their detun-
ing. For this system single mode and bimodal driving are
implemented as follows.
By a single-mode drive we denote the scenario, where
one of the qubits (e.g. qubit 1) is modulated by the
periodic Hamiltonian,
Hd(t) = F1(t)σ
a
1 for a = x, z, (24)
where
F1(t) = b cos(ωdt+ θ) (25)
and b is the strength, θ the phase, and ωd the frequency of
the modulation. We refer to the two cases with a = x and
a = z as transverse and longitudinal modulations. In an
implementation, the transverse modulation is realized by
coupling the first qubit to a charge line which is typically
used for the standard readout processes. For longitudinal
modulation, a small oscillating flux is threaded on top of
the dc flux through the loop of the qubit’s SQUID to
modulate its effective Josephson energy, c.f. [7].
As a bimodal modulation we refer to a quasiperiodic
Hamiltonian,
Hd(t) = F1σ
a
1 + F2σ
a
2 for a = x, z, (26)
where,
Fi =
∑
j=1,2
bij cos(ωdjt+ θij) for i = 1, 2 (27)
and bij are the amplitudes of the modulations. ωd1 and
ωd2 are the two incommensurate frequencies, and θij pos-
sible relative phases of the drives.
In all cases considered here, we assume each ωdj is
off-resonant with respect to the transition frequency ωj
of the corresponding driven qubit(s). This ensures that
the drive cannot create excitations in the qubit it drives
without a coupling to another qubit. Moreover, for both
driving scenarios, the total Hamiltonian can be split as
in Eq. (2), where
H1(t) = gcσ
y
1σ
y
2 +Hd(t) (28)
with Hd(t) given by Eqs. (24) or (26) and H0 as in
Eq. (23).
In the following sections, we derive an effective time-
independent Hamiltonian in the rotating frame of the
qubits by means of the Floquet formalism. We will show
that arbitrary spin-spin interaction can be realized in this
system by choosing the right driving scheme. We first
summarize our results for this part.
A. Summary of results
A large variety of spin-spin interaction can be realized
in this system by choosing the right driving scheme. In
the case of a single-mode drive, these are:
1. When the first qubit is driven with a = x and
ωd = ω2, the interaction Jzxσ
z
1σ
x
2 and Jzyσ
z
1σ
y
2 are
implemented for θ = 0 and θ = pi. This interaction
is second order including single photon exchange
with the drive i.e. Jzx ∼ Jzy ∼ 2ω2ω21−ω22 gcb. Alterna-
tively by driving the second qubit one can realize
σx1σ
z
2 and σ
y
1σ
z
2 .
2. For a = z, θ = 0, the hopping term Jhσ
+
1 σ
−
2 +
H.c. is enabled if ωd = ω1 − ω2 and the squeezing
term Jsσ
+
1 σ
+
2 + H.c. is enabled if ωd = ω1 + ω2.
Both processes are second order with single photon
exchange and hence Js ∼ 2bgcω1+ω2 and Jh ∼
2bgc
ω1−ω2 .
6In the case of bimodal driving with modulation frequen-
cies ωd1 = ω1 + ω2 and ωd2 = ω1 − ω2 the realizable
interactions are:
3. For a = z and θij = 0, Jxxσ
x
1σ
x
2 and Jyyσ
y
1σ
y
2 can be
realized by setting the modulation amplitudes such
that η = (b11+b21)/(ω1+ω2) = ±(b12−b22)/(ω1−
ω2) (− for the XX interaction and + for the Y Y
interaction). The interaction is second-order with
the strength Jxx = Jyy ∼ 2ηgc.
4. If a = z and θij = pi, we get the interactions
Jxyσ
x
1σ
y
2 and Jyxσ
y
1σ
x
2 when the modulation am-
plitudes are chosen such that η = (b11 + b21)/(ω1 +
ω2) = ±(b12 − b22)/(ω1 − ω2) (− for xy and + for
yx). The interaction strength is Jxy = Jyx ∼ 2ηgc.
5. For a = x and θ = 0, a σzσz interaction is imple-
mented, which is a third order term in the coupling
strength and thus is the weakest among all other
types of effective spin-spin interactions (with a sin-
gle photon exchange).
B. Single-mode driven system
We first consider a case in which one of the qubits
is driven as described in Eq. (24), see Fig. 1. We use
the equivalent time-independent Floquet representation
of the system, c.f. Eq. (7), where, for the Hamiltonian
(2), there are just three Fourier components,
H˜(0) = H and H˜(1) = (H˜(−1))∗ = (b/2)eiθσa1 (29)
from which we can construct the Floquet matrix HF ac-
cording to Eq. (7). For this model we now first discuss
the engineering of interactions at single photon transi-
tions for transverse (a = x) and longitudinal (a = z)
modulations and then discuss the possibility of engineer-
ing interactions at multi-photon exchange.
1. Transverse modulation at single photon transition
We here explain our Floquet approach for generating
an effective parity-breaking interaction σz1σ
x
2 or σ
z
1σ
y
2 in
a single-mode driven system with transverse modulation.
This also reproduces existing gate schemes [39–41].
We first assume θ = 0. An example of quasiener-
gies of the bare Floquet matrix HF0 as a function of
ωd for ω1/(2pi) = 12 GHz and ω2/(2pi) = 9 GHz
is shown in Fig. 2. In the frame defined by Uq1 =
exp (−iω1tσ+1 σ−1 ⊗ 1) in the composite space, the Flo-
quet matrix HF0 transforms to HF0 → HF0−ω1σ+1 σ−1 ⊗
1. In this frame, which is equivalent to the rotating frame
of the qubits, and in the absence of interactions, the
Floquet states |ψ1,m〉〉 and |ψ3,m〉〉 are degenerate with
quasienergy ω2 + mωd, and the Floquet states |ψ2,m〉〉
and |ψ4,m〉〉 are degenerate with quasienergy mωd.
(a)
(b)
FIG. 2. (a) Low-lying quasienergies of the Floquet Ma-
trix HF0 as a function of ωd(GHz) for ω1/(2pi) = 12 GHz,
ω2/(2pi) = 9 GHz. The states with blue color give rise to the
effective Hamiltonian in the rotating frame of the qubits. ∆g
is the relevant gap for HF0 which is ∆g ≈ ω1−ω2 at the cross-
ing point. The shaded area is the Floquet Brillouin zone. The
inset shows the bare and dressed quasienergies of degenerate
states at zero energy at the crossing point. (b) Quasienergies
in the rotating frame defined with respect to ω1σ
+
1 σ
−
1 ⊗ 1.
The gap in the rotating frame changes to ∆g ≈ ωd at the
crossing point.
As can be seen in Fig. 2, at the specific point ωd =
ω2, the four Floquet states |ψ1,m = −1〉〉, |ψ2,m = 0〉〉,
|ψ3,m = −1〉〉 and |ψ4,m = 0〉〉 form a degenerate man-
ifold S with quasienergy (0)(α,m) = 0. Here m = −1 in-
dicates that a single-photon exchange with the drive is
responsible for the degeneracy of the states. This zero-
frequency manifold is separated from states with higher
quasienergies by a gap of size ω1−ω2. We therefore elim-
inate the high energy states by applying the perturbation
toolbox introduced in the Sec. II B. For this single mode
transverse driven system at ωd = ω2, the Salwen matrix
has the structure,h11() h12() 0 0h21() h22() 0 00 0 h33() h34()
0 0 h43() h44()
 (30)
7where the hα,β are as in Eq. (12). Therefore S decouples
into two subspaces, one spanned by S1 = {|ψ1〉〉 , |ψ2〉〉}
and another spanned by S2 = {|ψ3〉〉 , |ψ4〉〉} (As ex-
plained in Sec. II we drop the index m for the degenerate
manifold).
Setting λ = b, c.f. Eq. (14), and introducing the ratio
η = gc/b we obtain δα for α = 1, 2 as given in Eq. (14),
where the coefficients read,
κα,1 = 0 (31)
κα,2 =
−(2 + η2)ω1 ±
√
η2(4 + η2)ω2
ω21 − ω22
(32)
κα,4 = −κα,2η˜(ω
2
1 + ω
2
2) + 2ω1(1± κα,2|η|
√
2 + η˜ω2)
(ω1 − ω2)2(ω1 + ω2)2 ,
(33)
where where α = 1(2) for the upper(lower) sign, η˜ =
2+η2 and we have truncated the expansion at 4th order.
The corresponding eigenstates |ψ˜1〉〉 and |ψ˜2〉〉 are,
|ψ˜α〉〉 = 1N
(
−1±
√
4 + η2
2
|ψ1〉〉+ |ψ2〉〉
)
, (34)
where α = 1(2) for the upper(lower) sign and N is a
normalization factor. For the subspace S2 we get,
δ3 = −δ2, δ4 = −δ1 (35)
and
|ψ˜α〉〉 = 1N
(
1∓
√
4 + η2
2
|ψ3〉〉+ |ψ4〉〉
)
, (36)
where α = 3(4) for the upper(lower) sign.
The effective Hamiltonian in Flouet space, H˜eff =∑
α α |ψ˜α〉〉 〈〈ψ˜α|, can then, after some elementary al-
gebra, be written in terms of spin operators as,
H˜eff =
(ω1
2
+ δω1
)
σz1 + δω2σ
z
2 + Jzxσ
z
1σ
x
2 (37)
This Hamiltonian describes the effective dynamics in the
Floquet space, where δω1 and δω2 are frequency shifts
incurred on the two qubits due to the interaction, and
Jzx is the strength of the effective interaction between
the qubits. These parameters read,
δω1
ω1
=
(2 + η2)
ω21 − ω22
b2 (38)
− ((2 + η
2)2 + 2)ω21 + (3(2 + η
2)2 + 10)ω22
(ω21 − ω22)3
b4,
δω2
ω2
= − η
2
ω21 − ω22
b2 +
η2(2 + η2)ω2(3ω
2
1 + ω
2
2)
(ω21 − ω22)3
b4, (39)
Jzx =
2ηω2
ω21 − ω22
b2 − 2η(2 + η
2)(3ω21 + ω
2
2)ω2
(ω21 − ω22)3
b4 (40)
An example of the parameters and dynamics of the effec-
tive Hamiltonian is given in table I.
Parameters (MHz)
δω1/(2pi) δω2/(2pi) Jzx/(2pi)
GSM (2nd order) −40.952 −12.857 −21.428
GSM (4th order) −40.191 −12.499 −20.833
GSM (6th order) −40.224 −12.513 −20.860
Exact result −40.222 −12.515 −20.855
TABLE I. Numerical values for frequency shifts δωi (i = 1, 2)
and interaction strength Jzx in Eq. (37) for ω1/(2pi) = 12
GHz, ω2/(2pi) = ωd/(2pi) = 9 GHz, b/(2pi) = 250MHz and
η = 1.2. GSM means Generalized Slawen method.
The expression for Jzx shows that the effective interac-
tion to the lowest order is second-order in b and is formed
by two processes: (i) a single photon exchange with the
drive (∝ b) and (ii) a σ(1)y σ(2)y interaction (∝ gc = ηb).
The physical meaning of the above interactions can be
obtained via Eq. (9) that relates the time-evolution as
observed in the lab, U(t, t0), with time-evolution opera-
tor in the Floquet space, UF (t, t0). To simplify the right
hand side of Eq. (9), we introduce the operators Uq1 =
exp (iω1tσ
+
1 σ
−
1 ⊗ 1) and Uq2 = exp (iω2tσ+2 σ−2 ⊗ 1), with
Uq2 |ψα,m〉〉 = eimωdt |ψα,m〉〉 on the degenerate sub-
space and U†q1Uq1 = 1. We can thus write
〈ψβ |U(t, t0)|ψα〉 =
∑
m1,m2
〈〈ψβ ,m2|U†q1Uq1UF (t− t0)U†q1Uq1|ψα,m1〉〉 ei(m1−m2)ωdt (41)
= 〈〈ψβ |U†q1U†q2Uq1UF (t− t0)U†q1Uq2Uq1|ψα〉〉 ,
where we have ignored all states except for the low-energy
manifold. Since the Uqi are defined over the infinite-
dimensional Floquet space, their truncation to the low-
energy space is,
Uq1(t) = exp (iω1tσ
z
1/2), Uq2(t) = exp (iω2tσ
z
2/2)
(42)
8and we can write
〈ψβ |U(t, t0)|ψα〉 = 〈ψβ |U†q1U†q2UeffUq1Uq2|ψα〉 (43)
The operators Uqi simply define the rotating frame
of the qubits and thus |ψ(r)i 〉 = Uq1Uq2 |ψi〉 is the
state |ψi〉 transformed to the rotating frame of the
qubits. Hence Eq. (43) simply reads 〈ψβ |U(t, t0)|ψα〉 =
〈ψ(r)β |Ueff (t− t0)|ψ(r)α 〉. This means Ueff is the time evo-
lution operator,
Ueff = Uq1e
−iH˜eff (t−t0)U†q1 = e
−iHeff (t−t0) (44)
with,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jzxσ
z
1σ
x
2 (45)
the effective Hamiltonian in the rotating frame of the
qubits.
The incurred local detunings of the qubits due to the
modulation cause a shift in the resonance in the tran-
sition probabilities such that one needs to detune the
frequency of the drive accordingly to ωd = ω2 + δω2 to
get efficient interactions. In Fig. 3a, this shift in reso-
nance is shown in the time-averaged transition probabil-
ity |00〉 → |01〉, c.f. Eq. (11), as a function of external
drive frequency ωd and coupling strength gc. In Fig. 3b,
the probability of an erroneous process |00〉 → |10〉 is
given for comparison. With the shifted external fre-
quency and in the rotating frame of the qubits with re-
spect to the modified qubit frequencies (i.e. ωi → ωi+δωi
in Eq. (42)), the system exhibits a pure interaction
Heff = Jzxσ
z
1σ
x
2 . Analogously, for θ 6= 0 an effective
interaction Heff = Jeff exp (iθ)σ
z
1σ
+
2 + H.c. is realized
(Jeff ∼ Jzx), leading to Heff = Jzyσz1σy2 for θ = pi.
2. Longitudinal modulation at single photon transition
We now show how to engineer a squeezing or hop-
ping interaction in a single-mode driven system with
longitudinal modulation, i.e. a = z in Eq. (24), see
also Fig. 1. We first set θ = 0. The relevant mod-
ulation frequency for squeezing is ωd = ω1 + ω2. At
this modulation frequency, the two bare Floquet states
|ψ1,m = −1〉〉 and |ψ4,m = 0〉〉 are resonantly coupled
through a single photon transition and the relevant man-
ifold for the effective Hamiltonian is S = {|ψ1,m = −1〉〉,
|ψ4,m = 0〉〉, |ψ2,m = −1〉〉, |ψ3,m = 0〉〉}. These states
have quasienergies 
(0)
1 = 
(0)
4 = 0, 
(0)
2 = −ω2
and 
(0)
3 = ω2. They are, nonetheless, degenerate at
zero frequency in the rotating frame defined by U− =
exp (iω2t/2(σ
z
1 − σz2)⊗ 1), which is identical to the rotat-
ing frame of the qubits in the Hilbert space. The Salwen
matrix in the subspace S takes the form,
h11() 0 0 h14()
0 h22() h23() 0
0 h32() h33() 0
h41() 0 0 h44()
 (46)
This structure implies that the Hilbert space decou-
ples again into two subspaces: S1 = {|ψ1〉〉 , |ψ4〉〉} and
S2 = {|ψ2〉〉 , |ψ3〉〉}, i.e. as opposed to the transverse
modulation |ψ1〉〉 is not coupled to |ψ2〉〉 but |ψ4〉〉. The
effective Hamiltonian for squeezing thus reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Js(σ
+
1 σ
+
2 + H.c.) (47)
with the parameters,
δω1 = − b
2η2ω1
ω21 − ω22
− b
4η2((2 + η2)ω41 − 4ω31ω2 + (1 + 3η2)ω21ω22 + ω42)
ω1(ω21 − ω22)3
+O(b6),
δω2 =
−b2η2ω2
ω21 − ω22
+
b4η2ω2((2 + 3η
2)ω31 − 5ω21ω2 + (2 + η2)ω1ω22 + ω32)
ω1(ω21 − ω22)3
+O(b6),
Js =
2b2η
ω1 + ω2
− 2b
4η(2 + η2)
(ω1 + ω2)3
+O(b6)
(48)
As an example, for ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz,
b/(2pi) = 200 MHz and gc/(2pi) = 500 MHz (η = 2.5),
we get to the fourth order δω1/(2pi) = 46.46 MHz (exact:
46.52 MHz), δω2/(2pi) = −34.57 MHz (exact: −34.63
MHz) and Js/(2pi) = 9.51 MHz (exact: 9.51 MHz).
Alternatively, for ωd = ω1 − ω2 an effective hop-
ping Jhσ
+
1 σ
−
2 + H.c. is enabled through a one pho-
ton transition. For this working point, the two states
|ψ2〉〉 and |ψ3〉〉 are coupled and the quasienergies of
the states in S after subtracting an irrelevant constant
read 
(0)
2 = 
(0)
3 = 0, 
(0)
1 = ω2 and 
(0)
4 = −ω2.
The relevant states S1 = {|ψ1,m = −1〉〉 , |ψ4,m = 0〉〉}
and S2 = {|ψ2,m = −1〉〉 , |ψ3,m = 0〉〉} are degener-
ate at zero energy in the rotating frame set by U+ =
exp [i(ω2t/2)(σ
z
1 + σ
z
2)⊗ 1] which is identical to the ro-
tating frame of the qubits in the Hilbert space. The
9(a) (b)
FIG. 3. (a) Time-averaged transition probability |00〉 → |01〉 as a function of external drive frequency ωd and gc. The resonance
is due to the effective interaction σ1zσ
y
2 at single photon transition. The dashed line is the resonance condition ωd = ω2 + δω2
in which δω2 is given by Eq. (38). (b) Time-averaged transition probability of unwanted process |00〉 → |10〉 which is closest
to resonance. Parameters: ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz and b/(2pi) = 150 MHz.
effective Hamiltonian for the hopping thus is,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jh(σ
+
1 σ
−
2 + H.c.) (49)
with,
δω1 =
b2η2ω1
ω21 − ω22
− b
4η2((2 + η2)ω41 + 4ω
3
1ω2 + (1 + 3η
2)ω21ω
2
2 + ω
4
2)
ω1(ω21 − ω22)3
+O(b6),
δω2 =
−b2η2ω2
ω21 − ω22
+
b4η2ω2((2 + 3η
2)ω31 + 5ω
2
1ω2 + (2 + η
2)ω1ω
2
2 − ω32)
ω1(ω21 − ω22)3
+O(b6),
Jh =
−2b2η
ω1 − ω2 −
2b4η(2 + η2)
(ω1 − ω2)3 +O(b
6)
(50)
For ω1/(2pi) = 12 GHz, ω2/(2pi) = 9 GHz, gc/(2pi) =
250 MHz and b/(2pi) = 100 MHz, we get δω1/(2pi) =
11.80 MHz, δω2/(2pi) = −8.83 MHz and Jh/(2pi) =
−16.51 MHz. For a θ 6= 0 one could also incorporate
a static gauge field into the squeezing or hopping i.e.
Js → Jseiθ and Jh → Jheiθ.
The degeneracy of low-energy states can however be
achieved not only for a single photon transitions but also
for multiple-photon exchange with the drive. While this
typically leads to lower strength of the effective inter-
actions, it only requires lower frequencies for the driv-
ing fields, which can be of a practical advantage. We
therefore briefly discuss the engineering of interactions
via multi-photon transitions in appendix C.
C. Bimodal driven system
We now consider a scenario in which both of the lin-
early coupled qubits are driven, resulting in a bimodal
drive with frequencies ωd1 = ω1 + ω2 and ωd2 = ω1 − ω2,
see Fig. 1. The explicit form of the drive Hamiltonian is
given in Eq. (26). We will here show that the interac-
tions σxσx, σyσy, σxσy and σzσz can be realized in this
system using appropriate forms of the drive.
Based on the generalization of single-mode Floquet
theory to many-modes discussed in Sec. II C, we can
represent this quasiperiodic Hamiltonian in the compos-
ite Hilbert space Hc = H⊗T1⊗T2 via the Floquet matrix
given in Eq. (17), where the non-vanishing Fourier com-
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ponents read,
H˜(0,0) = H (51)
H˜(1,1) = (H˜(−1,−1))∗ =
∑
j=1,2
bj1
2
exp(iθj1)σ
a
j (52)
H˜(1,−1) = (H˜(−1,1))∗ =
∑
j=1,2
bj2
2
exp(iθj2)σ
a
j (53)
with a = x for the transverse driving scheme and a = z
for the longitudinal driving scheme, c.f. Eq. (26).
In the non-interacting limit, gc = bij =
0, the states |ψα,m1,m2〉〉 are the eigenstates of
HF0 ≡ HF
∣∣
gc,bij=0
with quasienergies (α,m1,m2) =
E
(0)
α + m1ω1 + m2ω2. In particular, the four
states |ψ1〉〉 ≡ |ψ1,m1 = −1,m2 = −1〉〉, |ψ2〉〉 ≡
|ψ2,m1 = −1,m2 = 0〉〉, |ψ3〉〉 ≡ |ψ3,m1 = 0,m2 = −1〉〉
and |ψ4〉〉 ≡ |ψ4,m1 = 0,m2 = 0〉〉 have energy zero and
there is a gap of size ω1 − ω2 between these degener-
ate states and other higher energy states. For interac-
tions such that |gc|, |bij |  ω1−ω2, the effective dynam-
ics can be described in terms of these sates and we can
adiabatically eliminate all other Floquet states. For the
derivation of the effective Hamiltonian one calculates the
scattering matrix T using the Green’s function GP and
perturbation V = HF − HF0 as in Sec. II C. We now
apply this procedure to the two types of perturbations,
transverse and longitudinal bimodal modulation.
1. Longitudinal driving scheme
In the case of a longitudinal drive with Hd(t) =∑
i=1,2 Fiσ
z
i the matrix equation has the same struc-
ture as Eq. (46), where the subspace spanned by S1 =
{|ψ1〉〉 , |ψ4〉〉} decouples from that spanned by S2 =
{|ψ2〉〉 , |ψ3〉〉} and we can solve for quasienergies in each
subspace independently.
We first assume θ1 = θ2 = 0. In order to expand
in a single variable, we define ηij = bij/gc. Using the
ansatz of Eq.(14) for the quasienergies and expanding
the matrix elements, one can verify that κα,1 = 0 and
κα,2 = ±b2/(ω1 + ω2) + O(b4) (for the two states of S1,
+(−) for α = 1(4)) and κα,2 = ±b2/(ω1 − ω2) + O(b4)
(for S2, +(−) for α = 2(3)). Including κα,2, the effective
Hamiltonian is exact to fourth order in the amplitudes
bij and the coupling gc. It reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxxσ
x
1σ
x
2 + Jyyσ
y
1σ
y
2 (54)
Parameters (MHz)
δω1/(2pi) δω2/(2pi) Jxx/(2pi)
GSM (2nd order) 15.052 −10.662 13.170
GSM (4th order) 14.942 −10.557 13.129
Exact result 14.944 −10.559 13.129
TABLE II. Numerical values for frequency shifts δωi (i =
1, 2) and interaction strength Jxx. Parameters: ω1/(2pi) =
12GHz, ω2/(2pi) = 8.5GHz, b/(2pi) = 300MHz, η11 = η21 =
0.75, η12 = 0.256, η22 = 0. GSM means Generalized Slawen
method.
where,
δω1 =
b2ω1
ω21 − ω22
+O(b4),
δω2 = − b
2ω2
ω21 − ω22
+O(b4),
Jxx = b
2(
−η12 + η22
ω1 − ω2 +
η11 + η21
ω1 + ω2
) +O(b4),
Jyy = b
2(
η12 − η22
ω1 − ω2 +
η11 + η21
ω1 + ω2
) +O(b4)
(55)
To leading order, the frequency shifts δωi are indepen-
dent from the external modulations and originate from
the capacitive coupling. These shifts can be absorbed
in the effective Hamiltonian by detuning the external
drives according to ωd1 → ωd1 + δω1 + δω2 and ωd2 →
ωd2 + δω1− δω2, which sets the external drives back into
resonance with the desired processes. The rotating frame
of the qubits also needs to be re-defined with respect to
the modified frequencies, i.e. ωi → ωi + δωi.
By choosing the values for ηij such that (η12 −
η22)/(ω1 −ω2) = −(η11 + η21)/(ω1 +ω2), we get Jyy ≈ 0
and the interaction is purely σx1σ
x
2 . In turn, if (η12 −
η22)/(ω1−ω2) = (η11 +η21)/(ω1 +ω2), then Jxx ≈ 0 and
a pure σy1σ
y
2 interaction is implemented (see table II for a
numerical example). Finally, for θji = pi/2, the effective
Hamiltonian takes the form,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxyσ
x
1σ
y
2 + Jyxσ
y
1σ
x
2 (56)
and a mixed interaction is implemented. The parameters
of this Hamiltonian can be obtained from Eq. (55) by
replacing Jxx → Jxy and Jyy → Jyx.
2. Transverse driving scheme
In the case of a transverse driving scheme with Hd(t) =∑
i=1,2 Fiσ
x
i , the off-diagonal elements of the effective
matrix are zero, and therefore the effective Hamiltonian
is written as,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jzzσ
z
1σ
z
2 (57)
To third order in interaction strength b the parameters
read,
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δω1 =
−b2(η211 − η212)
ω2
+
b2ω1
ω21 − ω22
+
b2(η211(2ω1 − ω2) + η212(2ω1 + ω2)
4ω21 − ω22
+O(b4),
δω2 =
−b2(η221 − η222)
ω1
− b
2ω2
ω21 − ω22
+
b2(η221(ω1 − 2ω2)− η222(ω1 + 2ω2)
ω21 − 4ω22
+O(b4),
Jzz =
4b3(η11η21 − η12η22)
ω1ω2
+
4b3η12η22
3ω1(2ω1 − ω2) +
4b3η11η21
3ω1(2ω1 + ω2)
− 8b
3η12η22
3ω1(ω1 − 2ω2) −
8b3η11η21
3ω1(ω1 + 2ω2)
+O(b4)
(58)
For ω1/(2pi) = 9GHz, ω2/(2pi) = 5GHz, b/(2pi) =
400MHz, η1 = η3 = 0.6 and η2 = η4 = 0 we here for
example get Jzz/(2pi) = 1.8MHz.
IV. DRIVEN COUPLING SCHEME
In Sec. III, we considered a linear coupling of the form
gc(a1−a†1)(a2−a†2) between two Transmons and discussed
the possibility of generating spin-spin interaction by us-
ing an appropriate single or bimodal driving of the qubits.
The implemented interactions are at least second-order in
modulation strength and/or coupling strength such that
interactions of the order of 10-15MHz are realized with
that setting.
In this section, we turn to a different type of coupling,
namely a driven nonlinear coupling, see Fig. 4. As we
will show in the following, higher effective interaction
strengths can be achieved with this nonlinear coupling
as the effective interaction is first-order in the modula-
tion strength. In contrast to the linear coupling, parity-
breaking interactions can however not be realized in this
setup since all of the contributing terms in the Hamilto-
nian are parity-conserving. This coupling circuit also re-
quires some additional control circuitry, which can make
the driven qubit circuit a better choice for applications
that require only moderate interaction strength.
We here consider two Transmon qubits with Joseph-
son energies EJi and capacitances Ci coupled via a dc-
SQUID with Josephson energy EJs and capacitance Cs,
see Fig. 4. We further assume that the coupling SQUID
is modulated via an external time-dependent flux φext(t).
The Hamiltonian of the circuit reads,
H =
∑
j=1,2
(
EJqj cos(φj) + ECqjn
2
j
)
(59)
+ Eccn1n2 + EJs cos(φext/2) cos(φ1 − φ2)
For the external flux, we assume a superposition of a
constant and a bimodal contribution,
φext(t) = φdc + F (t),
F (t) = 2φac,1 cos(ωd1t+ θ) + 2φac,2 cos(ωd2t)
(60)
where ωd1 = ω1 + ω2, ωd2 = ω1 − ω2 and for φac  φdc,
we have cos(φext/2) ≈ cos(φdc/2) + sin(φdc/2)F (t). In
the single excitation subspace, the quantized Hamilto-
C1 C2
EJ1 EJ2
φext(t)
EJS
FIG. 4. Two Transmons with Josephson energy EJj and ca-
pacitance Cj coupled via driven SQUID with Josephson en-
ergy EJs and negligible capacitance. The form of the bimodal
external flux φext(t) is defined in Eq. (60).
nian reads,
H = H0 +H1(t)
H0 =
∑
j=1,2
ωjσ
+
j σ
−
j
H1(t) =
[
cos
(
φdc
2
)
+ sin
(
φdc
2
)
F (t)
]
H ′1
(61)
with,
H ′1 =
∑
j=1,2
gjσ
+
j σ
−
j + gxσ
x
1σ
x
2 + gzσ
z
1σ
z
2 , (62)
where gj = EJsφ
2
j/2, gx = −EJsφ1φ2, gz = EJsφ
2
1φ
2
2/4
and gc = −Ecc/(4φ1φ2). We have here assume a weak
capacitive coupling, gc  gx, gz, gj , and neglected a term
gcσ
y
1σ
y
2 in the Hamiltonian H1.
To discuss the generation of effective spin-spin interac-
tions in this circuit, we first outline the idea using a more
heuristic argument based on a Rotating Wave Approxi-
mation and then turn to derive more precise expressions
with our Floquet engineering approach. Before entering
the discussion of the derivation, we summarize the results
for this section.
A. Summary of results
For a single and bimodal drives, applied to the coupling
circuit, the following interactions may be generated:
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1. For φdc 6= npi with odd integer n, an interaction
Jzzσ
z
1σ
z
2 with Jzz ∼ gz is generated.
2. If the coupler is driven with ωd,1 = ω1 − ω2, the
hopping term J+−φac,1σ+1 σ
−
2 +H.c. with J+− ∼ gx
is enabled.
3. If the coupler is driven with ωd,2 = ω1 + ω2, the
squeezing terms J++φac,2σ
+
1 σ
+
2 + H.c. with J++ ∼
gxare enabled.
4. If φac = φac,1 = φac,2, the interaction Jxxφacσ
x
1σ
x
2
is generated for θ = 0 and the interaction
Jyyφacσ
y
1σ
y
2 for θ = pi, where Jxx ∼ Jyy ∼ gx.
The precise values for these interactions are given in
Eq. (69).
B. Rotating Wave Approximation (RWA)
Let us first assume that the oscillating drive is turned
off, φac,1 = φac,2 = 0. In this case, the Hamiltonian
reads H =
∑
j=1,2 ω˜jσ
+
j σ
−
j + g˜xσ
x
1σ
x
2 + g˜zσ
z
1σ
z
2 , where
ω˜j = ωj + cos(φdc/2)gj is the modified qubit transition
frequency, g˜x = cos(φdc/2)gx and g˜z = cos(φdc/2)gz.
In the rotating frame of the qubits defined by Uqj =
exp(−iω˜jtσ+j σ−j ), the Hamiltonian and the spin opera-
tors transform as H → H −∑j=1,2 ω˜jσ+j σ−j and σ±j →
exp(±iω˜jt)σ±j . Therefore, the term g˜xσx1σx2 rotates at
the two frequencies ω˜d1 = ω˜1 + ω˜2 and ω˜d2 = |ω˜1 − ω˜2|.
Provided g˜x  ω˜d1, ω˜d2, which is typically the case, we
can therefore discard it. The Hamiltonian is then well-
approximated by the non-rotating term H ≈ g˜zσz1σz2 .
If instead, we apply the oscillating flux described in
Eq. (60) and set φdc = pi, the term σ
+
j σ
−
j and σ
z
1σ
z
2 in
H ′1 rotate at the frequencies ωd1 and ωd2 in the rotating
frame of the qubits. For gj , gz  ωd1, ωd2 these terms
can then be neglected in a rotating wave approximation.
The only non-rotating contribution is then given by the
term F (t)gxσ
x
1σ
x
2 , which, in the rotating frame, reads
gxe
iθφac,1σ
+
1 σ
+
2 + gxφac,2σ
+
1 σ
−
2 + H.c. (63)
where we have dropped rotating terms which oscillate at
2ωdj and 2ωj for j = 1, 2, since gx  2ωdj , 2ωj .
Therefore, if φac = φac,1 = φac,2, we get H ≈
gxφacσ
x
1σ
x
2 for θ = 0 and H ≈ gxφacσy1σy2 for θ = pi.
We also note that for the two single mode driving cases,
φac,1 = 0 or φac,2 = 0 a hopping or a squeezing term
would be enabled, see also [42].
C. Bimodal Floquet Theory
We now derive more accurate expressions for the ef-
fective interactions generated by the drive described in
Eq. (60) with φdc = pi via our Floquet engineering ap-
proach. The infinite-dimensional matrix HF to represent
this bimodal driven system in Floquet space is given in
Eq. (17) where here,
H˜(0,0) = H0 (64)
H˜(1,1) = (H˜(−1,−1))∗ = φac,1eiθH ′1 (65)
H˜(1,−1) = (H˜(−1,1))∗ = φac,2H ′1 (66)
In the limit |gj |, |gx|, |gz|  |ω1 − ω2|, we can de-
rive an effective Hamiltonian in terms of the four
states |ψ1〉〉 ≡ |ψ1,m1 = −1,m2 = −1〉〉, |ψ2〉〉 ≡
|ψ2,m1 = −1,m2 = 0〉〉, |ψ3〉〉 ≡ |ψ3,m1 = 0,m2 = −1〉〉
and |ψ4〉〉 ≡ |ψ4,m1 = 0,m2 = 0〉〉. Using Salwen’s
method, the effective matrix again decouples into two
subspaces S1 = {|ψ1〉〉 , |ψ4〉〉} and S2 = {|ψ2〉〉 , |ψ3〉〉}.
For φac = φac,1 = φac,2 and θ = 0, we get the following
quasienergies for these subspaces,
α = b−
(
1
ω21
+
1
ω22
+
32η2α
(ω1 − ω2)2 +
1 + 16η2α
(ω1 + ω2)2
)
b3 +O(b5) for α = 1, 2
α = −b−
(
3
ω21
+
3
ω22
+
32η2α
(ω1 − ω2)2 +
3 + 16η2α + 32η
2
z
(ω1 + ω2)2
)
b3 +O(b5) for α = 3, 4.
(67)
where η1 = η4 = (g1 − g2)/gx, η2 = η3 = (g1 + g2)/gx, ηz = gz/gx and b = gxφac. The effective Hamiltonian thus
reads,
Heff = δω1σ
z
1 + δω2σ
z
2 + Jxxσ
x
1σ
x
2 + Jyyσ
y
1σ
y
2 (68)
13
and the parameters of this Hamiltonian to third order in b are,
δω1 =
b2
4
(
2
ω1
+
1
ω1 − ω2 +
1
ω1 + ω2
)
− 2b3(η1 − η2)ηz
(
1
ω1 − ω2 +
1
ω1 + ω2
)
,
δω2 =
b2
4
(
2
ω2
− 1
ω1 − ω2 +
1
ω1 + ω2
)
− 2b3(η1 + η2)ηz
(
1
ω1 − ω2 +
1
ω1 + ω2
)
,
Jxx = b+ b
3
(
2η2z − η21
(ω1 − ω2)2 +
2ηz − η22
(ω1 + ω2)2
)
,
Jyy = b
3
(
η21
(ω1 − ω2)2 +
1
2ω1ω2
− η
2
2
(ω1 − ω2)2
)
(69)
The effective Hamiltonian (68) differs from Eq. (63),
which was obtained from a rotating wave approxima-
tion, in two aspects: it contains frequency shifts on the
qubits and interaction terms of third order. Higher or-
der interaction terms can also be derived if desired. For
θ = 0, we can eliminate the σy1σ
y
2 interaction by assum-
ing a slight difference in the driving amplitudes, i.e. by
choosing φac,1 = φac and φac,2 = φac + δφac. To linear
order in δφac, the strength of the σ
y
1σ
y
2 interaction is then
given by,
Jyy = Jyy|δφac=0 +Dyδφac = 0, where (70)
Dy =
gx
2
(
1 +
3b2
2ω1ω2
+
6b2η2z
(ω1 − ω2)2 +
6b2(ηz2 − η22)
(ω1 + ω2)2
)
≈ gx/2
and Jyy|δφac=0 is given in Eq. (69). Hence for an ampli-
tude mismatch of δφac ≈ 2Jyy/gx, the Y Y -interaction is
suppressed, Jyy = 0.
V. QUANTUM SIMULATION OF KITAEV
HONEYCOMB LATTICE MODEL
We now put the engineered spin-spin interactions
together to develop a proposal for a superconducting
quantum simulator for the Kitaev honeycomb lattice
model [33, 34]. In this model, the degrees of freedom
are spins at the vertices of a honeycomb lattice, see
Fig. 5. Each spin is coupled to its three nearest neighbors
through three different types of interactions σxσx, σyσy
and σzσz. These interactions are shown as color coded
links in Fig. 5, where each spin is represented as a dot.
The Hamiltonian of the model reads,
H = Jxx
∑
blue links
σxi σ
x
j + Jyy
∑
green links
σyi σ
y
j + Jzz
∑
pink links
σzi σ
z
j (71)
In our implementation of this model in superconducting
circuits, Transmon qubits form the spin degrees of free-
dom and we use the two driving schemes discussed in
sections III and IV to realize the spin-spin interactions,
c.f. Fig. 6 and 7.
For the qubits, we use two sets of transition frequen-
cies, indicated by the pink and orange colors of the dots
representing qubits in Fig. 5. This ensures that, for each
qubit, all three nearest neighbors have a different transi-
tion frequency than the qubit itself. Each qubit is thus
off-resonant to its three nearest neighbors.
We now discuss the two implementations individually.
A. Implementation based on driven qubit scheme
In an implementation based on driven qubit scheme,
the XX and Y Y couplings are realized through fixed ca-
pacitive couplings as discussed in Sec. III C. The ZZ cou-
pling is realized using an unmodulated dc-SQUID which
can be tuned via the dc flux through its loop to ad-
just the coupling strength, see Sec. IV. As we discussed
in Sec. III C, the XX and Y Y interactions are second-
order while the ZZ coupling is fourth-order in the cou-
pling strength. To ensure that any first-order couplings
are ineffective, we therefore assume that nearest neighbor
qubits are mutually detuned by several GHz. This large
detuning is indicated by the two different colors used for
the dots representing qubits in Fig. 5. To furthermore
suppress next-nearest neighbor interactions, we moreover
slightly detune next-nearest neighbor qubits, i.e. any two
qubits of the same color in Fig. 5 which share a common
neighbor.
In this scheme based on qubit modulations, each qubit
i of the lattice is modulated via a longitudinal drive
Fi(t)σ
z
i . To determine the form of Fi(t), let us first con-
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FIG. 5. The Kitaev honeycomb lattice model. Spins sitting on the vertices of a honeycomd lattice constitute the degrees of
freedom of the model. Each spin interacts via 3 different color coded interactions XX, Y Y and ZZ with nearest neighbors.
sider two neighboring qubits i and j that form a XX or
Y Y link. Following the discussion in Sec. III C, engineer-
ing these interactions requires both frequencies ωi ± ωj .
For a pair of qubits, a XX or Y Y interaction can how-
ever be generated by driving one qubit at the sum and the
other at the difference of the two transition frequencies.
We can therefore choose,
Fi = bij cos[(ωi + ωj)t], Fj = bji cos[(ωi − ωj)t] (72)
where bij is the amplitude of the drive applied to qubit
i to engineer the interaction with qubit j and vice versa
for bji. The drive amplitudes need to fulfill,
bij
ωi + ωj
= ± bji
ωi − ωj (73)
with the +(−) sign to generate a pure XX(Y Y ) interac-
tion.
Since, in the honeycomb model, each spin has a XX
interaction with one neighbor and a Y Y interaction with
another neighbor, and because we assume that these
neighbors have different transition frequencies, four dif-
ferent modulation frequencies are required to generate
both interactions. For qubit i, that forms XX or Y Y
interactions with qubits j and j′, these frequency com-
ponents read,
ωi ± ωj and ωi ± ωj′ . (74)
Following the idea presented in Eq. (72) for one qubit
pair, we can however work with a reduced number of
frequency components applied to a qubit and use the
drive,
Fi(t) = bij cos[(ωi + ωj)t] + bij′ cos[(ωi − ωj′)t] (75)
for qubit i. Here the first component of the drive is re-
sponsible for generating the interaction with qubit j and
the second component for the interaction with qubit j′.
Note that, due to the assumed detunings between next-
nearest neighbors j and j′, the first (second) component
does not affect the interaction between i and j′ (j).
As the drive in Eq. (75) is not symmetric with respect
to the neighbors of the qubit i, the positions of the neigh-
bors j and j′ need to be fixed consistently for all qubits.
We thus choose qubit j(j′) to be to the right (left) of
qubit i. One could equally choose the opposite conven-
tion, but it is important to stick to a uniform convention
when applying the drive (75) to qubits. For example, in
Fig. 6, qubit i is to the left of qubit j, so the drive Fj ,
applied to qubit j has a frequency component ωj − ωi.
On the other hand, qubit i is to the right of qubit j′,
so that the drive Fj′ applied to qubit j
′ has a frequency
component ωj′ + ωi. In this way, each pair of qubits is
driven by both the difference and sum of their transition
frequencies andXX or Y Y interactions are implemented.
1. Numerical test of the approximations
To numerically investigate the accuracy of the approx-
imations we used, we now consider a four-qubit module
of the honeycomb lattice which consists of a central qubit
and its three nearest neighbors, see Fig. 6b.
Via numerical simulations we verify, for this setup, (i)
that the drive in Eq. (75) does generate the required in-
teractions for the honeycomb lattice and (ii) that this
drive does not generate any long-range interactions that
are not present in the honeycomb model.
For the considered four-qubit module, we consider the
drives,
F1(t) = b12 cos(ω1 − ω2) + b13 cos(ω1 + ω3),
F2(t) = b21 cos(ω1 + ω2),
F3(t) = b31 cos(ω1 − ω3)
(76)
where we have neglected the drive acting on qubit 4, c.f.
Fig. 6b, since the XX and Y Y interactions of this qubit
are not contained in the considered subsystem. For the
same reasons we also neglected the other components of
F2 and F3, because qubit 2 only has a Y Y interaction and
qubit 3 only a XX interaction in the considered subsys-
tem. Due to the chosen pattern of transition frequencies
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all omitted driving components are off resonant for all
couplings between the considered qubits and can there-
fore safely be neglected.
According to the relation (73), we choose the drive
amplitudes to fulfill,
b12
ω1 − ω2 =
b21
ω1 + ω2
and
b13
ω1 + ω3
= − b31
ω1 − ω3 (77)
As an example for the parameters of the minimal cir-
cuit, we choose ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 9.6 GHz,
ω3/(2pi) = 9.1 GHz and ω4/(2pi) = 9.9 GHz for the tran-
sition frequencies of the four qubits, gc/(2pi) = 200 MHz
for the capacitive couplings [c.f. Eq. (20)], gx/(2pi) = 200
MHz and gz/(2pi) = 10 MHz for the ZZ coupling of
the SQUID, c.f. Eq. (61) for F (t) ≡ 0. For the co-
efficients bij in Eq. (76), we assume b12/(2pi) = 213.3
MHz, b21/(2pi) = −48 MHz, b13/(2pi) = −41.7 MHz and
b31/(2pi) = 204.1 MHz. The Floquet matrix of this min-
imal circuit has four individual modes with four qubit
degrees of freedom. We truncate the infinite space of the
drive to 9 states (n = −4 to n = 4) for the numerical
calculation of the effective Hamiltonian. This results in
the Hamiltonian,
Heff =
4∑
j=1
δωjσ
z
j +Jxxσ
x
1σ
x
3 +Jyyσ
y
1σ
y
2 +Jzzσ
z
1σ
z
4 (78)
with coupling strength Jxx/(2pi) = 5.21 MHz,
Jyy/(2pi) = −5.20 MHz, Jzz/(2pi) = −9.9 MHz and fre-
quency shifts δω1/(2pi) = −13.41 MHz, δω2/(2pi) = 6.77
MHz, δω3/(2pi) = 7.38 MHz and δω4/(2pi) = −6.96 MHz.
In order to estimate the effect of neglecting couplings
to qubits outside the considered subsystem, we have also
considered cases, where each qubit only interacts with
one neighbor. This led to deviations of less than 1% for
the frequency shifts and less than 4% for the couplings,
which confirms that our test also provides a good esti-
mate for the full lattice.
Fig. 8a shows the lowest quasienergies of the fast space
of the four-body Floquet matrix and the maximal matrix
element tmax of the scattering matrix T between this part
of the fast subspace and the considered slow subspace.
The plot shows results for two cases that result in almost
the same effective couplings: the first with weaker cou-
plings in the unmodulated lattice and stronger drive and
the second in the opposite limit.
For both cases the ratio tmax/ never exceeds 0.1 which
confirms the validity of adiabatic elimination. This ratio
is lower for the case with weak lattice coupling and strong
driving, indicating that the unmodulated couplings set
the limit for adiabatic elimination. Hence weakly cou-
pled lattice with stronger driving result in a cleaner im-
plementation.
XXYY
ZZ
i
j' j
(a)
(b)
FIG. 6. (a) Implementation of a honeycomb cell in quantum
simulation of the Kitaev model on a honeycomb lattice using
driven qubit scheme (b) A typical qubit and three adjacent
neighbors used for numerical simulations.
B. Implementation based on driven coupluing
scheme
In the driven coupling scheme the XX and Y Y links
are implemented by driven SQUIDs, c.f. Sec. IV, and the
ZZ links are implemented by an unmodulated SQUID,
see Fig. 7. For the external flux through the coupler
SQUID between two qubits i and j which form a XX or
Y Y link we choose,
φij(t) = pi + 2φij,1 cos ((ωi − ωj)t+ θij) (79)
+ 2φij,2 cos ((ωi + ωj)t)
where θij = 0(pi) for a XX(Y Y ) link.
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FIG. 7. (a) Implementation of the Kitaev model on a hon-
eycomb lattice in superconducting circuits based on driven
coupling scheme (b) A typical qubit and three nearest neigh-
bors considered for numerical simulations.
Let us first comment on the transition frequency pat-
tern of the qubits in this scheme. Note that as opposed
to the driven qubit scheme, here the XX and Y Y in-
teractions are first order in the coupling strength, which
gives us more freedom to choose the pattern of transi-
tion frequencies. Hence, while it is possible to choose the
same transition frequency pattern as for the driven qubit
scheme, the transition frequencies of the qubits lying on
a zigzag line formed by XX and Y Y links can also be
chosen to be closer to each other. The qubits on the ZZ
links, in turn, are still required to be largely detuned,
since the ZZ interaction is fourth-order and there is a
strong first-order coupling associated with this coupler.
We therefore explore two regimes of qubit transition fre-
quencies of the four-body circuit shown in Fig. 7.
1. Numerical test of the approximations
To numerically test our predictions for the driven cou-
pling regime, we take a four-qubit circuit as shown in
Fig. 7b and explore two patterns of transition frequencies.
(1) a large detuning regime, with transition frequencies
ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 9.6 GHz, ω3/(2pi) = 9.1
GHz and ω4/(2pi) = 9.9 GHz, and (2) a small detun-
ing regime with transition frequencies ω1/(2pi) = 6.1
GHz, ω2/(2pi) = 6.45 GHz and ω3/(2pi) = 6.55 GHz and
ω4/(2pi) = 9.9 GHz.
For both regimes we use the same coupling parameters:
gx/(2pi) = 300 MHz, gj/(2pi) = 150 MHz, gz/(2pi) = 10
MHz and φij,1 = φij,2 = 0.1 for the XX and Y Y cou-
plings (here between qubits 1 and 2 and between qubits 1
and 3), and gx/(2pi) = 200 MHz and gz/(2pi) = 10 MHz
for the ZZ coupling (here between qubits 1 and 4), c.f.
Eq. (61).
Performing the adiabatic elimination of the fast sub-
space via the Salwen method, we can verify that the ef-
fective Hamiltonian takes the same form as in Eq. (78).
In the large detuning regime, we get the parameters
Jxx/(2pi) = Jyy/(2pi) = 30 MHz and Jzz/(2pi) = 10
MHz for the effective couplings and δω1/(2pi) = −13.92
MHz, δω2/(2pi) = 0.22 MHz, δω3/(2pi) = 0.24 MHz and
δω4/(2pi) = −13.88 MHz. In the small detuning regime,
we optain, Jxx/(2pi) = 29.78 MHz, Jyy/(2pi) = 29.80
MHz, Jzz/(2pi) = 9.8 MHz, δω1/(2pi) = −14.85 MHz,
δω2/(2pi) = 0.72 MHz, δω3/(2pi) = 0.57 MHz and
δω4/(2pi) = −14.78 MHz.
To validate the adiabatic elimination, we have again
calculated the maximum coupling strength between the
states that give rise to the effective Hamiltonian (i.e. the
degenerate manifold at zero energy) and the lowest en-
ergy state in the fast space. The result is shown in Fig. 8b
and shows that there is an effective gap ∼ 400MHz be-
tween the two fast and slow subspaces, while the coupling
reaches a maximum of ∼ 40MHz, indicating that the ef-
fective Hamiltonian in Eq. (78) indeed provides a good
approximation.
VI. CONCLUSIONS
In conclusion, we here introduced a scheme for an ana-
log implementation of a complete set of spin-spin inter-
actions in circuits of coupled transmon qubits. Using the
Floquet formalism for periodically and quasi-periodically
modulated quantum systems, we presented a generic pro-
cedure to derive an effective Hamiltonian for the low fre-
quency subspace of the system in the rotating frame of
the qubits. We discussed several single-mode and bi-
modal driving schemes to realize different spin-spin in-
teractions in transmon circuits with driven qubits and
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FIG. 8. Validity of adiabatic elimination in the driven honeycomb lattice. The maximum coupling element tmax between
the slow space and the lowest states of the fast space of the driven four-body circuit is shown as a function of quasienergies
of the fast space, , for two driving cases. (a) Driven qubit scheme Blue (magenta) squares show the data for weaker
(stronger) couplings in the lattice with stronger (weaker) modulation. Both cases have the same effective couplings ( ∼ 5.2
MHz for XX and Y Y and ∼ 10 MHz for ZZ) and an effective gap of ∼ 300 MHz. Parameters b12/(2pi) = 213.3(177.7) MHz,
b21/(2pi) = −48(−40) MHz, b13/(2pi) = −41.7(−34) MHz and b31/(2pi) = 204.1(166.2) MHz for data shown in blue (magenta).
The parameters of the undriven Hamiltonian are gc/(2pi) = gx/(2pi) = 200(250) MHz and gz/(2pi) = 10 MHz. (b) Driven
coupling scheme Blue (magenta) squares shows the data for small (large) detuning regime of qubit transition frequencies.
Both cases have an effective coupling of ∼ 30 MHz. For the large detuning regime the couplings are well approximated by
RWA. Parameters: ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 6.45 GHz and ω3/(2pi) = 6.55 GHz and ω4/(2pi) = 9.9 GHz for blue data
and ω1/(2pi) = 6.1 GHz, ω2/(2pi) = 9.6 GHz, ω3/(2pi) = 9.1 GHz and ω4/(2pi) = 9.9 GHz for the data in magenta.
driven nonlinear couplings.
We then combined the developed schemes for generat-
ing spin-spin interactions to show that the Kitaev hon-
eycomb model can be generated in a lattice of coupled
transmon qubits. We showed that both, driving the
qubits directly and driving nonlinear couplers between
them can implement the honeycomb model. In the for-
mer, the desired XX and Y Y interactions are second
order processes and the strengths of these interactions
were |Jxx| ∼ |Jyy| ∼ 5MHz in our numerical example.
The ZZ is implemented via an unmodulated SQUID and
can have a strength of |Jzz| ∼ 10MHz.
In the scheme with driven couplers, the ZZ interaction
is implemented in the same way and thus has the same
strength, whereas the XX and Y Y interactions can here
have a strength of |Jxx| ∼ |Jyy| ∼ 30MHz as they are
first order.
It is important to note that in both schemes Jxx, Jyy
and Jzz can be tuned independently. The first two are
tuned via the modulation amplitudes and the latter is
modified by the dc flux through the coupling SQUID. It
is thus feasible to explore both phases of the honeycomb
model, the Abelian and the non-Abelian phase [34].
The Abelian phase is realized when |Jα| > |Jβ |+ |Jγ |,
where α, β, γ ∈ {xx, yy, zz}. In this phase the model can
be mapped onto the toric code model [7]. Using our pro-
posed circuits, one can also investigate the non-abelian
phase of the model. Compared to the abelian phase,
the topological properties of this gapless phase are less
explored [38]. An applied magnetic field of the form,
HB =
∑
j(hxσ
x
j + hyσ
y
j + hzσ
z
j ) would open a spectral
gap in this phase. In our implementation scheme, this
magnetic field term could be implemented by incorpo-
rating additional resonant modulations of the qubits.
Finite size effects of an implementation were predicted
to become negligible for lattices of 36 spins, [36]. In con-
trast to previously proposed implementations of the Ki-
taev honeycomb model [37], our approach does not in-
voke an ultra-strong coupling regime, which hasn’t yet
been realized in multi-site lattices. Moreover, no long-
range coupling terms would appear as compared to the
approach in [37].
Appendix A: Explicit form of Floquet matrix
The Floquet matrix HF in Eq. (7) explicitely reads,
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HF =

. . .
. . . H˜(0) + 2ω11 H˜(1) H˜(2) H˜(3) H˜(4) . . .
. . . H˜(−1) H˜(0) + ω11 H˜(1) H˜(2) H˜(3) . . .
. . . H˜(−2) H˜(−1) H˜(0) H˜(1) H˜(2) . . .
. . . H˜(−3) H˜(−2) H˜(−1) H˜(0) − ω11 H˜(1) . . .
. . . H˜(−4) H˜(−3) H˜(−2) H˜(−1) H˜(0) − 2ω11 . . .
. . .

(A1)
Appendix B: Projection-operator approach to
Salwen perturbation theory
We here present a generalized approach to Salwen per-
turbation theory [30]. For an unperturbed Hamiltonian
H0 on Hilbert spaceH with eigenstates and eigenenergies
|ψα〉 and (0)α , we assume that H = S⊕F in which S is a
the subspace of nearly degenerate eigenstates of H0 such
that each |ψα〉 ∈ S is separated in energy from all other
states |ψβ〉 ∈ F with an energy gap, i.e.
|α − γ |  |β − γ | (B1)
for any |ψγ〉 ∈ S. We simply denote |ψα〉 ∈ O by α ∈ O
for O ∈ S, F,H. We now consider a perturbation V to
the Hamiltonian H0 and write the Schro¨dinger equation
for the perturbed Hamiltonian H = H0 + V as,
H |ψ˜α〉 = α |ψ˜α〉 , α ∈ H (B2)
in which |ψ˜α〉 is the eigenstate corresponding to |ψα〉 with
energy α. The goal is to find an effective Hamiltonian
Heff defined on S which has the same eigenenergies α as
H. To derive this effective description perturbatively, we
assume that the energy gap is larger than any coupling
element 〈ψα|V |ψβ〉 for α, β ∈ H. This means that the
states in S maintain large overlap with S after turning on
the interaction. We define P and Q to be the projectors
onto the two subspaces S and F respectively,
P =
∑
α∈S
|ψα〉 〈ψα| , Q =
∑
β∈F
|ψβ〉 〈ψβ | , (B3)
where Q = 1 − P, P2 = P and Q2 = Q. By applying
these projectors onto Eq. (B2) and using Q = 1−P, the
Schro¨dinger equation can now be written as two coupled
equations,
PHP |ψ˜α〉+ PHQ |ψ˜α〉 = αP |ψ˜α〉 ,
QHP |ψ˜α〉+QHQ |ψ˜α〉 = αQ |ψ˜α〉 ,
(B4)
for α ∈ S. We are just concerned with the perturbed
eigenstates of S, so ||Q |ψ˜α〉 ||  1. We can thus solve
the second equation of (B4) for Q |ψ˜α〉 to get,
Q |ψ˜α〉 = G(α)QV P |ψ˜α〉 (B5)
where we used PH0Q = QH0P = 0. G(α) = (α1 −
QHQ)−1 is the Green’s function associated with the sub-
space F of the interacting system. We plug Eq. (B5) into
Eq. (B4) to get an equation which defines the effective
Hamiltonian for the subspace S,
HeffP |ψ˜α〉 ≡ αP |ψ˜α〉 (B6)
with,
Heff (α) ≡ PHP + PVQG(α)QV P (B7)
One can now calculate G as a perturbative expansion in
V ,
G(α) = G0
∞∑
n=0
(V G0)n (B8)
where G0(α) = Q(α1−H0)−1Q is the Green’s function
of the non-interacting system projected onto F ,
G0(α) =
∑
β∈F
|ψβ〉 〈ψβ |
α − (0)β
(B9)
The effective Hamiltonian now reads,
Heff (α) = P(H0 + T (α))P (B10)
where we have defined the scattering matrix T as,
T (α) = V
∞∑
n=0
(G0V )n (B11)
Note that the condition ||Q |ψ˜α〉 ||  1 indicates that
| 〈ψβ |Q|ψ˜α〉 | ≈ | 〈ψβ |G0V |ψα〉 |  1, so | 〈ψβ |V |ψα〉 | 
|β − α|, i.e. the coupling between the two subspaces
should be much smaller than the gap as stated ealier. The
effective Schro¨dinger Eq. (B6) is a self-consistent equa-
tion as the effective Hamiltonian Heff depends on the
unknown energy α. To get the effective Hamiltonian to
second order, we can approximate α ≈ (0)α . For higher
order corrections, one can solve for the eigenenergies of
Heff (
(0)
α ) and plug them back to Eq. (B6) to continue
recursively. We however take an alternative approach
and make a perturbative ansatz for α as explained in
the main text.
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Parameters (MHz)
δω1/(2pi) δω2/(2pi) Js/(2pi)
GSM (3rd order) 23.91 −7.37 −2.31
GSM (4th order) 23.34 −7.31 −2.30
GSM (6th order) 23.37 −7.30 −2.22
Exact result 23.37 −7.30 −2.22
TABLE III. Numerical values for frequency shifts δωi (i =
1, 2) and squeezing interaction strength (Js) for parame-
ters ω1/(2pi) = 11 GHz, ω2/(2pi) = 9 GHz, b/(2pi) = 120
MHz and η = 1.5 MHz. This effective interaction is con-
structed through two-photon exchange. GSM means Gener-
alized Slawen method.
Appendix C: Engineering interactions at
multiple-photon transition
In Sections III B 1 and III B 2, we discussed Floquet
engineering at single photon exchange which leads to ef-
fective interactions of second order. The degeneracy of
low-energy states can however be achieved not only for a
single photon transitions but also for multiple-photon ex-
change with the drive. While this typically leads to lower
strength of the effective interactions, it only requires
lower frequencies for the driving fields, which can be a
practical advantage. We therefore briefly discuss here the
engineering of interactions via multi-photon transitions.
a. Longitudinal modulation: In this case the states
|ψ1〉〉 = |ψ1,m = −k〉〉, |ψ2〉〉 = |ψ2,m = −k〉〉, |ψ3〉〉 =
|ψ3,m = 0〉〉 and |ψ4〉〉 = |ψ4,m = 0〉〉 are relevant for
low-energy effective Hamiltonian (in the rotating frame
of the qubits) when the external drive frequency is set to
ωd = ω1±ω2/k (+ for squeezing and − for hopping) with
k being an integer. The case of k = 1 was discussed in
Sec. III B 2. We find through the Salwen method that the
effective Hamiltonian has the same structure as Eq. (46)
for any k. For k = 2 the strengths of the squeezing and
hopping read,
Js =
−8ηb3
(ω1 + ω2)2
+O(b5), Jh =
−8ηb3
(ω1 − ω2)2 +O(b
5)
(C1)
which are third order interactions with two-photons in-
volved. An example of squeezing at two photon transition
is shown in Fig. 9a. The parameters of the squeezing are
given in table III. Multi-photon transitions have the ad-
vantage of using a lower drive frequency while the caveat
is that the frequency ωd = (ω1 + ω2)/2 is closer to the
frequency of the qubits. Hence this leads to unwanted
processes and in practice it is limited to lower interac-
tion strength. For example the process |00〉 → |10〉 which
excites just the first qubit has an average probability of
0.013 in the given example.
b. Transverse modulation: For ωd = ω2/k, the
states |ψ1,m = −k〉〉, |ψ2,m = 0〉〉, |ψ3,m = −k〉〉 and
|ψ4,m = 0〉〉 form the degenerate manifold (see Fig. 10)
and one would anticipate that the parity-breaking pro-
cesses can be realized for arbitrary k as in the case of
k = 1, c.f. Sec. III B 1. However, depending on whether
k is odd or even the effective Hamiltonian given by the
perturbation toolbox takes two different structures. For
odd k, the Hamiltonian is block diagonal as in Eq. (30),
while for even k, the structure is the same as Eq. (46).
The reason is that the effective interaction is constructed
in (k + 1)-th order of perturbation with k photons ex-
change. Note that applying the perturbation Hd ∼ σx1
an even number of times restores the parity and there-
fore renders effective Hamiltonian non-interacting. On
the otherhand for odd k, one can engineer the parity
breaking interactions. For k = 3, the interaction (i.e.
Jzx) is of the fourth order with the strength,
Jzx =
4ηb4ω2
(ω21 − ω22)(ω21 − ω22/9)
+O(b6) (C2)
A numerical example for k = 3 is given in Fig. 9b. For
b = 600MHz the strength of the interacting is 1MHz and
the average occupation of the process |00〉 → |10〉 (closest
unwanted process to resonance) is almost 0.02.
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