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SUMMARY 
The main problem in this paper is to find the estimations of the rate of not equal convergence in 
the maximum and minimum schemes using the Burr distribution. The reason why this distribution was 
chosen is because of the relationships between the Burr distribution and various other distributions, 
like the log-logistic distribution, the Pareto distribution. This is very important, because the Burr 
distribution is the main one of them. The Burr distribution can be used to model the loss distribution, 
the income distribution, the distribution of wealth etc. 
The extreme value theory is used to find the limit theorems. It says that if there are a lot of 
components in the structure of data, then to simplify the modeling of data we can change the Burr 
distribution to the limit distribution. Then we can make the model which is based on the observations 
of maximum or minimum values of data. If the number of components in the structure of data is 
unknown then we should know how these components are distributed. So now we can approximate our 
distribution with the limit distribution by using the theorems of the limit distributions. In this case we 
have to compute the occurring errors. Then we are ready to find the estimates of errors. In this work 
errors are estimated theoretically. There is a program, which allows computing values, shows graphics 
of errors and estimations of errors, shows values and graphics of estimations of errors when number of 
components is known and when it is known how they are distributed. In conclusion we can state that 
our estimations of errors are of the same magnitude as 
n
1 . 
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ĮVADAS 
Darbe tiriame atsitiktinių dydžių, turinčių Būro skirstinį, ekstremumų asimptotika. 
Būro skirstinys yra plačiai naudojamas įvairiose srityse. Viena iš sričių yra draudimas, kur gali 
būti modeliuojama optimali draudimo išmoka gamtos katastrofos, nelaimingo atsitikimo ir kitais 
atvejais (5, 6). 
Taip pat Būro skirstinys yra naudojamas įvertinant turto pasiskirstymą (11). Vienas iš naudojamų 
pavyzdžių yra palyginti 10 procentų turtingiausiųjų turtą su 10 procentų vargšų turtu. Daugelyje 
pasaulio bendruomenių turtingiausiųjų 10 procentų kontroliuoja daugiau nei pusę viso nagrinėjamo 
turto. 
Būro skirstinys naudojamas ir įvertinti gaunamų pajamų pasiskirstymą (16). Tarkime, pajamų 
pasiskirstymas ekonomikoje, tai toks skirstinys, kuris parodo, kaip šalies visa ekonomika yra 
pasiskirsčiusi tarp jos gyventojų skaičiaus. Taip pat gali būti naudojamas skirstinys analizuojant namų 
ūkio įplaukas. 
Jei nagrinėjamų duomenų skaičius yra didelis, tuomet galima taikyti ekstremalių reikšmių 
teoriją. Ji yra paremta duomenų stebėjimu, iš kurių galime parinkti maksimalias arba minimalias 
reikšmes ir jas tirti. Pavyzdžiui, galime sudaryti modelį gaunamų pajamų įvertinimui. Tarkime, turime 
50 metų senumo duomenis. Iš kiekvienų metų kiekvieno mėnesio išrenkam maksimalias reikšmes. 
Sudarome modelį, pagal kurį galime nuspėti, kokios bus gaunamos pajamos ateinančius dešimt metų. 
Jei stebėjimo duomenys yra labai maži, tuomet išrenkame minimalias reikšmes ir jas analogiškai 
tiriame (9). 
Darbe yra nagrinėjami atsitiktinių dydžių maksimumai ir minimumai, kai dydžiai yra pasiskirstę 
pagal Būro skirstinį. Kai komponenčių skaičius didelis, naudojamos ribinės ekstremumų teoremos. Jei 
komponenčių skaičius yra atsitiktinis, bet žinoma jo pasiskirstymo funkcija, tuomet naudojamos 
ribinės perkėlimo teoremos. Jos leidžia sudėtingus skirstinius aproksimuoti paprastesniais. Tačiau dėl 
to atsiranda paklaidos. 
Taigi pagrindiniai magistro darbo uždaviniai yra tokie: 
• Gauti konvergavimo greičio į ribinį skirstinį paklaidų įvertį , kai komponenčių skaičius yra 
neatsitiktinis maksimumų ir minimumų schemose. 
• Gauti konvergavimo greičio į ribinį skirstinį paklaidų įvertį , kai komponenčių skaičius yra 
atsitiktinis maksimumų ir minimumų schemose. 
• Palyginti gautus įverčius. 
Pirmame skyriuje yra pateikiama teorinė dalis, tai yra apibrėžiamos ribinės teoremos, paklaidų 
įverčių gavimas ir kita teorija. Antroje darbo dalyje yra plačiau aprašomas Būro skirstinys, jo 
naudojimas. Randami ribiniai skirstiniai bei netolygieji konvergavimo greičių įverčiai maksimumų ir 
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minimumų schemose. Programinės įrangos realizacija ir instrukcija vartotojui yra pateikiama trečioje 
darbo dalyje. Toliau yra pateikiama gautų rezultatų interpretacija (ketvirtoji darbo dalis) bei išvados. 
Pirmame priede yra pateikiamas programos tekstas, o antrame priede – pranešimas, kuris buvo 
skaitytas VII studentų konferencijoje. Pranešimas yra pateiktas (4) šaltinyje. 
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1. TEORINĖ DALIS 
1.1. BENDROSIOS SĄVOKOS 
Tarkime, kad nXXX ,...,, 21  - nepriklausomi vienodai pasiskirstę atsitiktiniai dydžiai su 
skirstinio funkcija: 
( ) ( )xXPxF j <= , nj ,1= . (1.1) 
Apibrėžiame struktūras: 
( )nn XXXZ ,...,,max 21= , (1.2) 
( )nn XXXW ,...,,min 21= . (1.3) 
Atsitiktinių dydžių nZ  ir nW  skirstinio funkcijos: 
( ) ( ) ( )xFxZPxH nnn =<= , (1.4) 
( ) ( ) ( )( )nnn xFxWPxL −−=<= 11 . (1.5) 
Kad egzistuotų tokios konstantų na  ir nb  bei nc  ir nd sekos, su kuriomis normalizuoti 
atsitiktiniai dydžiai 
n
nn
b
aZ −
 ir 
n
nn
d
cW −
 silpnai konverguoja, skirstinio funkcijos ( )xH n  ir ( )xLn  turi 
tenkinti sąlygas: 
( ) ( )xHaxbH nnnn =+⋅∞→lim , (1.6) 
( ) ( )xLcxdL nnnn =+⋅∞→lim , (1.7) 
čia ( )xH  ir ( )xL  - neišsigimusios skirstinio funkcijos. 
(1.6) ir (1.7) formulės yra ekvivalenčios tokioms formulėms: 
( ) ( )xHaxbF nnnn =+⋅∞→lim , (1.8) 
( )( ) ( )xLcxdF nnnn −=+⋅−∞→ 11lim . (1.9) 
Apibrėžimas. Dydis ( )Fω  vadinamas viršutiniu kraštiniu skirstinio funkcijos F  tašku ir 
apibrėžiamas sąryšiu: 
( ) ( ){ }1:sup <= xFxFω . (1.10) 
O apatinis kraštinis skirstinio funkcijos F  taškas yra apibrėžiamas tokiu sąryšiu: 
( ) ( ){ }0:inf >= xFxFα . (1.11) 
Tegul nNNN ,...,, 21  yra teigiami sveikieji diskretūs dydžiai, nepriklausomi nuo jX , 1≥j , ir jų 
skirstinio funkcija yra tokia: 
( ) ( )xNPxA nn ≤= . (1.12) 
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 Apibrėžiame struktūras: 
( )
nn NN
XXXZ ,...,,max 21= , (1.13) 
( )
nn NN
XXXW ,...,,min 21= . (1.14) 
 Pažymime: 
( ) ( )( )nnn abxFnxu +⋅−⋅= 1 , (1.15) 
( ) ( )nnn cdxFnxv +⋅⋅= . (1.16) 
Pateiksime vidurkio radimo formulę: 
( )∫
∞
⋅=
0
dxxpxEX nn , (1.17) 
čia ( )xp  - tankio funkcija. 
Pateiksime kelias Gama funkcijos išraiškas: 
( ) ( ) ( )11
0
1 −Γ⋅−=⋅=Γ ∫
∞
−− ααα α dxex x , (1.18) 
( ) ( )αα
α
Γ
⋅
=Γ
∫ −−
x
y dyey
x 0
1
; , (1.19) 
( ) ( )1−Γ⋅=Γ βββ . (1.20) 
Pateiksime kelias Beta funkcijos išraiškas: 
( )∫
∞
−− +⋅=




 −⋅
0
1 1;1 dxxx
c
k
c
kB
c
ck αα , (1.21) 
( ) ( )∫ −− −⋅=
1
0
11 1, dxxxkcB ck , (1.22) 
( ) ( ) ( )( )kc
kckcB
+Γ
Γ⋅Γ
=, . (1.23) 
Pateiksime paklaidas, kai komponenčių skaičius n  yra neatsitiktinis: 
( ) ( ) ( )xHabxZPx nnnn −+⋅<=∆ , (1.24) 
( ) ( ) ( )( )xLcdxWPx nnnn −−+⋅<=∆ 1 . (1.25) 
Pateiksime paklaidas, kai komponenčių skaičius N  yra atsitiktinis: 
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( ) ( ) ( )xabxZPx nnNN nn Ψ−+⋅<=∆ , (1.26) 
( ) ( ) ( )xcdxWPx nnNN nn Ψ−+⋅<=∆ , (1.27) 
čia ( )xH , ( )xL , ( )xΨ  - neišsigimusios skirstinio funkcijos. 
Pateiksime nelygybę: 
n
eu
n
ue
un
u
−
− ⋅≤




 −−≤
2
10 , nu ≤≤0 . (1.28) 
1.2. EKSTREMUMŲ RIBINĖS TEOREMOS 
1.2.1. MAKSIMUMŲ RIBINĖS TEOREMOS 
Pateikiame teoremas, kurios įrodytos (7) monografijoje. Taip pat šio teoremos ir skirstiniai, 
susiję su jomis, yra pateikti šiuose literatūros šaltiniuose (17, 14, 12, 15, 18). 
1.1 teorema. Jei egzistuoja tokios normalizavimo konstantos na  ir 0>nb , su kuriomis 
( ) ( )xuxunn →∞→lim , (1.29) 
tai 
( )xu
n
nn ex
b
aZP −→





<
−
. (1.30) 
1.2 teorema. Tarkime, kad ( ) +∞=Fω  ir egzistuoja tokia konstanta 0>γ , kad 
( )
( )
γ−
+∞→
=
−
⋅− x
tF
xtF
t 1
1lim . (1.31) 
Tada egzistuoja tokia konstantų 0>nb  seka, kad 
( ) ( )xHxZbP nnt γ,1lim =<⋅+∞→ , (1.32) 
čia 
( )




≤
>
=
−−
0,0
0,
,1 x
xexH
x γ
γ . (1.33) 
Normavimo konstantas nb  galima parinkti taip: 
( )





 ≤−=
n
xFxbn
11:inf . (1.34) 
1.3 teorema. Tarkime, kad ( ) +∞<Fω  ir skirstinio funkcija ( ) ( ) 




 −=
x
FFxF 1* ω  tenkina 
(1.31) sąlygą. Tada galima rasti tokias konstantų na  ir 0>nb  sekas, kad 
 14 
( ) ( )xHaxbZP nnnn γ,2lim =+⋅<∞→ , (1.35) 
čia 
( )
( )



<
≥
=
−− 0,
0,1
,2 xe
x
xH
x γγ
. (1.36) 
Normalizavimo konstantas na  ir 0>nb  galima parinkti tokiu būdu: 
( )
( ) ( )





 ≤−−=
=
n
xFxFb
Fa
n
n
11:infω
ω
. (1.37) 
1.4 teorema. Tarkime, kad kiekvienam α  teisingas sąryšis 
( )( )
( )
∞<−∫
F
dyyF
ω
α
1  (1.38) 
ir visiems ( ) ( )FtFt ωα <<:  apibrėžiame funkciją ( )tR : 
( )
( )( )
( )
( )tF
dyyF
tR
F
t
−
−
=
∫
1
1
ω
. (1.39) 
Sakykime, kad visiems Rx ∈  egzistuoja riba 
( )
( )( )
( )
x
Ft
e
tF
tRxtF −
→
=
−
⋅+−
1
1lim
ω
. (1.40) 
Tada egzistuoja tokios konstantų na  ir 0>nb  sekos, su kuriomis 
( ) ( )xHaxbZP nnnn 0,3lim =+⋅<∞→ , (1.41) 
čia 
( ) RxexH xe ∈= −− ,0,3 . (1.42) 
Normalizavimo konstantas na  ir 0>nb  galima parinkti tokiu būdu: 
( )
( )nn
n
aRb
n
xFxa
=





 ≤−=
11:inf
. (1.43) 
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1.2.2. MINIMUMŲ RIBINĖS TEOREMOS 
Pateikiame teoremas, kurios įrodytos (7) monografijoje. 
1.5 teorema. Jei egzistuoja tokios normalizavimo konstantos nc  ir 0>nd , su kuriomis 
( ) ( )xvxvnn →∞→lim , (1.44) 
tai 
( )xv
n
nn ex
d
cWP −−→





<
−
1 . (1.45) 
1.6 teorema. Tarkime, kad ( ) −∞=Fα  ir egzistuoja tokia konstanta 0>γ , kad visiems 0>x : 
( )
( )
γ−
−∞→
=
⋅ x
tF
xtF
t
lim . (1.46) 
Tada egzistuoja tokia konstantų 0>nd  seka, kad 
( ) ( )xLxdWP nnt γ,1lim =⋅<+∞→ , (1.47) 
čia 
( )
( )




>
<−=
−−−
0,1
0,1
,1 x
xexL
x γ
γ . (1.48) 
Normavimo konstantas nd  galima parinkti taip: 
( )





 ≤−=
n
xFxdn
1:sup . (1.49) 
1.7 teorema. Tarkime, kad ( )Fα  yra baigtinis ir pasiskirstymo funkcija ( ) ( ) 




 −=
x
FFxF 1* α , 
0<x  tenkina (1.46) sąlygą. Tada galima rasti tokias konstantų nc  ir 0>nd  sekas, kad 
( ) ( )xLcxdWP nnnn γ,2lim =+⋅<∞→ , (1.50) 
čia 
( )




>
<−
=
−
0,0
0,1
,2 x
xexL
xγ
γ . (1.51) 
Normalizavimo konstantas nc  ir 0>nd  galima parinkti tokiu būdu: 
( )
( ) ( )F
n
xFxd
Fc
n
n
α
α
−





 ≤=
=
1:sup
. (1.52) 
1.8 teorema. Tarkime, kad kiekvienam baigtiniam α  teisingas sąryšis 
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( )
( )
∞<∫
α
α F
dyyF , (1.53) 
apibrėžiame funkciją ( )tr : 
( )
( )
( )
( ) ∞<=
∫
tF
dyyF
tr
t
Fα , ( )Ft α> . (1.54) 
Sakykime, kad visiems Rx ∈  egzistuoja riba 
( )
( )( )
( )
x
Ft
e
tF
trxtF −
→
=
⋅+
α
lim . (1.55) 
Tada egzistuoja tokios konstantų nc  ir 0>nd  sekos, su kuriomis 
( ) ( )xLcxdWP nnnn 0,3lim =+⋅<∞→ , (1.56) 
čia 
( ) RxexL xe ∈−= − ,10,3 . (1.57) 
Normalizavimo konstantas nc  ir 0>nd  galima parinkti tokiu būdu: 
( )
( )nn
n
crb
n
xFxc
=





 ≤=
1:sup
. (1.58) 
1.3. EKSTREMUMŲ PERKĖLIMO TEOREMOS 
1.3.1. MAKSIMUMŲ PERKĖLIMO TEOREMOS 
Pateikiame teoremas, kurios įrodytos (7) monografijoje. 
1.9 teorema. Tarkime, egzistuoja tiesinio normalizavimo konstantos na  ir 0>nb  ir neišsigimusi 
funkcija ( )xH  tokia, kad: 
( )xHx
b
aZP
n
nn
n
=





<
−
∞→
lim . (1.59) 
Be to, 
( ) ( )xAxnAx
n
NP nn
n
n
=⋅=




 ≤
∞→∞→
limlim . (1.60) 
Tada 
( )xx
b
aZ
P
n
nN
n
n Ψ=





≤
−
∞→
lim , (1.61) 
čia skirstinio funkcija 
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( ) ( ) ( )∫
∞
⋅−=Ψ
0
zdAex xuz . (1.62) 
 Pastaba. Šioje teoremoje nN  nepriklauso nuo jX , 1≥j . 
1.10 teorema. Tarkime, egzistuoja tiesinio normalizavimo konstantos na  ir 0>nb  ir 
neišsigimusi funkcija ( )xH , su kuriomis teisinga (1.59) sąlyga. Be to, 
ξ→Pn
n
N . (1.63) 
Tada 
( )xx
b
aZ
P
n
nN
n
n Ψ=





≤
−
∞→
lim , (1.64) 
čia skirstinio funkcija 
( ) ( ) ( )∫
∞
<=Ψ
0
xdPxHx z ξ . (1.65) 
 Pastaba. Čia nN  ir jX  gali būti priklausomi. 
1.3.2. MINIMUMŲ PERKĖLIMO TEOREMOS 
Pateikiame teoremas, kurios įrodytos (7) monografijoje. 
1.11 teorema. Tarkime, egzistuoja tiesinio normalizavimo konstantos nc  ir 0>nd  ir 
neišsigimusi funkcija ( )xL  tokia, kad: 
( )xLx
d
cWP
n
nn
n
−=





<
−
∞→
1lim . (1.66) 
Be to, 
( ) ( )xAxnAx
n
NP nn
n
n
=⋅=




 ≤
∞→∞→
limlim . (1.67) 
Tada 
( )xx
d
cW
P
n
nN
n
n Ψ=





≤
−
∞→
lim , (1.68) 
čia skirstinio funkcija 
( ) ( )( ) ( )∫
∞
−−=Ψ
0
11 zdAxLx z . (1.69) 
Pastaba. Šioje teoremoje nN  nepriklauso nuo jX , 1≥j . 
1.12 teorema. Tarkime, egzistuoja tiesinio normalizavimo konstantos nc  ir 0>nd  ir 
neišsigimusi funkcija ( )xL , su kuriomis teisinga (1.66) sąlyga. Be to, 
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ξ→Pn
n
N . (1.70) 
Tada 
( )xx
d
cW
P
n
nN
n
n Ψ=





≤
−
∞→
lim , (1.71) 
čia skirstinio funkcija 
( ) ( )( ) ( )∫
∞
<−−=Ψ
0
11 xdPxLx z ξ . (1.72) 
Pastaba. Čia nN  ir jX  gali būti priklausomi. 
1.4. KONVERGAVIMO GREIČIŲ ĮVERTIS EKSTREMUMŲ PERKĖLIMO 
TEOREMOSE 
1.4.1. KONVERGAVIMO GREIČIŲ ĮVERTIS MAKSIMUMŲ PERKĖLIMO 
TEOREMOJE 
Pateikiame teoremą, kuri įrodyta (1) straipsnyje. 
1.13 teorema. Tegul sąlygos ( )xHx
b
aZP
n
nn
n
=





<
−
∞→
lim  ir ( )xAx
n
NP n
n
=




 ≤
∞→
lim , ( ) 00 =+A  
yra teisingos. Tuomet kiekvienam x , tenkinančiam sąlygą ( )
2
1
≤
n
xun , teisingas įvertis: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∫∫
∞∞
⋅−⋅⋅+⋅⋅⋅





+≤∆
00
2
dzxHzAznAxuzndAxzx
n
xux znn
z
nn
n
n δρ , (1.73) 
čia ( ) ( ) ( )( )xHabxFx nnnn ,max +⋅=δ , ( ) ( ) ( )xuxux nn −=ρ . 
1. teiginys. ( ) ( ) ( )( )1,max xn nexHx ρδ −⋅≤ . 
2. teiginys. Jei ∞<nEN , tai ( ) ( ) n
ENzndAxz nn
z
n ≤⋅⋅∫
∞
0
δ . 
3. teiginys. Jei ( ) 1== nNP n , tai ( ) ( ) ( )xzndAxz nnzn δδ =⋅⋅∫
∞
0
. 
4. teiginys. Jei ( ) 0≥xnρ , tai ( ) ( ) ( ) ( )∫∫
∞∞
⋅⋅≤⋅⋅
00
zndAxHzzndAxz n
z
n
z
nδ . 
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1.4.2. KONVERGAVIMO GREIČIŲ ĮVERTIS MINIMUMŲ PERKĖLIMO 
TEOREMOJE 
Pateikiame teoremą, kuri įrodyta (2) straipsnyje. 
1.14 teorema. Tegul sąlygos ( ) ( )xvxvnn =∞→lim  ir ( )xAxn
NP n
n
=




 ≤
∞→
lim  yra teisingos bei 
( ) 00 =+A . Tuomet kiekvienam x , tenkinančiam sąlygą ( )
2
1
≤
n
xvn , teisinga įverčio lygybė: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∫∫
∞
⋅−
∞
⋅−⋅⋅+⋅⋅⋅





+≤∆
00
2
dzezAznAxvzndAxzx
n
xvx xvznn
z
nn
n
n δρ , (1.74) 
čia ( ) ( )( ) ( )( )xvnnnn ecdxFx −+⋅−= ,1maxδ , ( ) ( ) ( )xvxvx nn −=ρ . 
1.5. KONVERGUOJANČIOS EILUTĖS 
Žemiau pateikti teiginiai ir jų įrodymai yra (3) literatūros šaltinyje. 
Apibrėžimas. Jei egzistuoja ∑
∞
=1n
na  eilutės dalinių sumų sekos { }nS  baigtinė riba, kai ∞→n , 
t.y. jei nnn SS →= lim , tai ši riba S  vadinama eilutės suma, o pati eilutė – konverguojančiąja. 
Jei iš konverguojančios eilutės atimame arba prie jos pridedame baigtinį skaičių narių, tai 
gauname konverguojančiąją eilutę. 
Apibrėžimas. Alternuojančiąja vadinama eilutė 
( ) ...1... 14321 +⋅−++−+− − nn aaaaa , (1.75) 
kurios 0≥na , ,...2,1=n . 
1.15 teorema (Leibnico požymis). Jeigu (1.75) alternuojančiąją eilutę sudarantys nariai yra 
tokie, kad ...321 ≥≥≥ aaa  ir 0lim =∞→ nn a , tai (1.75) eilutė konverguoja, jos suma yra neneigiama ir ne 
didesnė už pirmąjį eilutės narį. 
Apibrėžimas. Eilutė ( )∑
∞
=1n
n xu  vadinama tolygiai konverguojančia srityje D  prie sumos ( )xS , 
jeigu ( ) ( ) εεε <⇒∈∀∧>=∃>∀ xrDxNnNN n:0 . 
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2. TIRIAMOJI DALIS IR REZULTATAI 
2.1. BŪRO SKIRSTINYS 
1942 m. Būras pasiūlė keletą didėjančių skirstinio funkcijų formų, kurios galėjo būti naudingos 
apibendrinti duomenis. Pagrindinis tikslas pasirenkant vieną iš šių formų yra palengvinti matematinę 
analizę, kurios pagrindinis tikslas yra gauti pagrįstą aproksimaciją. Būras (1942, 1968, 1973) ir kiti 
(Būras ir Cislak (1968), Hatke (1949), Rodrigues (1977)) skyrė visą dėmesį vienai iš šių formų, 
pažymėtai XII tipu (8). Ši Būro skirstinio forma ir yra nagrinėjama darbe.  
Tarkime, kad nXXX ,...,, 21  yra nepriklausomi vienodai pasiskirstę atsitiktiniai dydžiai su 
skirstinio funkcija (10) 
( )
α
τλ
λ






+
−=
x
xF 1 , 0>x , 0>λ , 0>α , 0>τ . (2.1) 
Tankio funkcija: 
( ) ( ) 11 −−− +⋅⋅⋅⋅= αττα λλτα xxxp . (2.2) 
Naudodami Gama ir Beta skirstinių formules, aprašytas pirmame skyriuje, pateiksime momentų 
radimo formulę: 
( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )1
1
1
1111
111111
11;1;1
11
;;
1
0
1
1
0
11
1
0
21
1
111
1
1
1
0
21
1
1
1
1
1
1
1
11
1
21
1
1
1
11
0
11
0
11
1
1
1
0
1
1
1111111
0
11
0
11
+Γ





 −Γ⋅




 +Γ
⋅⋅=⋅−⋅⋅=
=⋅−⋅⋅=⋅−⋅⋅−⋅−⋅⋅=
=⋅−⋅




+⋅














−+⋅





−⋅





−⋅⋅⋅=
=





⋅−⋅−=−=+==
=+⋅⋅⋅⋅=+⋅⋅⋅⋅⋅⋅⋅⋅=
=⋅















⋅+⋅







⋅⋅







⋅⋅⋅⋅=





=⋅=⋅==
=+⋅⋅⋅⋅=+⋅⋅⋅⋅⋅=
∫
∫∫
∫
∫∫
∫
∫∫
−−
−−−−−+−
−
−
−−−
−−
−−
−
−
−−−−−
∞
−−−+
∞
−−−+−−−
∞
−−−
−
∞
−−−+
∞
−−−
α
τ
α
τλαλα
λαλα
τ
λτα
τ
λταλλλλλλτα
λλλλλλταλλλ
λλταλλτα
ττ
α
ττ
αττταττ
τ
ατ
τ
τ
τττ
τττ
αττταττταττα
τ
ατ
τ
τ
ττατττ
αττααττα
nn
dxxx
dxxxdxxxxxx
dxxxxxx
dxxxdzxzzx
dzzzdzzz
dzzzzdzdxzxxz
dxxxdxxxxEX
nnnn
nnnn
nn
n
n
n
n
n
nnn
. 
Taigi momentų formulę perrašome taip: 
( )α
τ
α
τλτ
Γ





 −Γ⋅




 +Γ
⋅=
nn
EX
n
n
1
, n>⋅τα . (2.3) 
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Būro skirstinio funkcijos grafikas pavaizduotas 2.1 paveiksle. 
0 2 4 6 8 10
0.2
0.4
0.6
0.8F x 1,  1,  1,  ( )
F x 2,  2.25,  1,  ( )
F x 2,  1,  3,  ( )
F x 4,  1,  1.7,  ( )
x
 
2.1 pav. Būro skirstinio funkcijos grafikas 
 Būro skirstinys apibendrina daug kitų skirstinių. Pavyzdžiui, kai 1=τ , tuomet gauname Pareto 
skirstinį, kai 1=λ , tuomet gauname log-logistinį skirstinį (8). 
Būro skirstinys yra plačiai naudojamas įvairiose srityse, tokiose kaip ekonomika, matematika, 
draudimas. Plaučiau aprašyta darbo įvade. 
2.2. MAKSIMUMŲ SCHEMA 
2.2.1. ATSITIKTINIŲ DYDŽIŲ MAKSIMUMŲ RIBINIS SKIRSTINYS, KAI n – 
NEATSITIKTINIS 
Atsitiktiniai dydžiai yra pasiskirstę pagal Būro skirstinio funkciją (2.1). 
Nagrinėjame struktūrą ( )nn XXZ ,...,max 1= . 
Rasime dydžio nZ  ribinį skirstinį. Pasinaudoję 1.2 teorema randame ribą: 
( )
( ) ( )
τα
α
τ
τ
λ
λ ⋅−
∞→∞→
=





⋅+
+
=
−
⋅− x
xt
t
tF
xtF
tt
lim
1
1lim . 
Kadangi ( ) +∞=Fϖ  ir ( )( )
τα⋅−
∞→
=
−
⋅− x
tF
xtF
t 1
1lim , tai dydis 
n
nn
b
aZ −
 silpnai konverguoja į ( )xH τα⋅,1 . 
Rasime konstantą na : 
0=na . (2.4) 
Rasime konstantą nb : 
( )
n
bFb nn
11: =− ; 
nbn
1
=





+
α
τλ
λ ; 
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τ
ατλ
1
11
1






−⋅= nbn . (2.5) 
Galime užrašyti taip:  
( )( )
α
αα
1111
11 −
+≈−+=
nnn . (2.6) 
 Įstatę reikšmę (2.6) į formulę (2.5) gauname konstantą nb : 
( ) τ
α
λ
1
1





 −⋅=
nbn . (2.7) 
 Atsitiktinių dydžių maksimumo ribinis skirstinys: 
( ) τατ
α
λ ⋅−−
+∞→
−
 →








<




 −⋅⋅ xnn ex
nZP
1
1 , 0>x . (2.8) 
2.2.2. KONVERGAVIMO GREITIS Į RIBINĮ SKIRSTINĮ, KAI n – 
NEATSITIKTINIS 
Paklaida Būro skirstinio atveju: 
( ) ( ) ( )
( )
τα
α
τ
τ
α
α
α
λ ⋅−−
⋅
−





−⋅+
−=−













 −⋅⋅<=∆ x
n
nn enx
xHnxZPx
1
11
1
. (2.9) 
Remiantis 1.13 teorema, rasime netolygųjį paklaidos įvertį. Taikome maksimumų įverčio 
formulę (1.73). Nagrinėjame panariui. 
Kadangi komponenčių skaičius n  yra neatsitiktinis, tai ( ) ( ) 0=−⋅ zAznAn , nes 
( ) ( )zAznAn =⋅ . 
Taip pat integralas yra ( ) ( ) ( )xzndAxz nnzn δδ =⋅⋅∫
∞
0
. 
Įvertis užrašomas taip: 
( ) ( ) ( ) ( ) ( ) ( )x
n
xuxx
n
xux nnnnnn ρδρ +≤⋅





+≤∆
22
, (2.10) 
čia  
 ( ) ( )( )
α
τ
α
−











 −⋅+⋅=+⋅−⋅=
111 nxnabxFnxu nnn , (2.11) 
( ) ( ) ( ) τα
α
τ
α
ρ ⋅−
−
−










 −⋅+⋅=−= xnxnxuxux nn
11 . (2.12) 
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 Formules (2.11) ir (2.12) sustatę į (2.10) gauname paklaidos įvertį, kai komponenčių skaičius n  
yra neatsitiktinis. 
( ) τα
α
τ
α
τ
αα
⋅−
⋅
−

















 −⋅+
⋅+











 −⋅+
≤∆ x
nx
n
nx
nxn 11
1
11
2 . (2.13) 
Paklaidos ( )xn∆  ir paklaidos įverčio reikšmės bei jų skirtumai pateikti 2.1 lentelėje. 
2.1 lentelė 
Paklaidų ir įverčių reikšmės maksimumų schemoje, kai n - neatsitiktinis 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |  Ivertis (n - neats.) | Paklaida (n - neats.) |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.0833389783626028    | 0.076468821480184     | 0.00687015688241879   | 
| 5                     | 0.0441178542047876    | 0.0402926093609537    | 0.00382524484383382   | 
| 7                     | 0.030000028672        | 0.0273533049632449    | 0.00264672370875513   | 
| 9                     | 0.0227272796960867    | 0.020704537234643     | 0.00202274246144367   | 
| 11                    | 0.0182926852425679    | 0.0166560008999643    | 0.00163668434260367   | 
| 13                    | 0.0153061233881986    | 0.0139318075367652    | 0.00137431585143342   | 
| 15                    | 0.0131578951742052    | 0.011973475825289     | 0.00118441934891621   | 
| 17                    | 0.0115384617638693    | 0.0104978435521801    | 0.00104061821168918   | 
| 19                    | 0.0102739727282896    | 0.00934602434861667   | 0.000927948379672971  | 
| 21                    | 0.00925925933361409   | 0.00842196991369626   | 0.000837289419917828  | 
| 23                    | 0.00842696633841424   | 0.00766420021508841   | 0.000762766123325827  | 
| 25                    | 0.00773195879289961   | 0.00703153560927127   | 0.000700423183628337  | 
| 27                    | 0.00714285716300496   | 0.00649535689505553   | 0.000647500267949433  | 
| 29                    | 0.00663716815552216   | 0.00603515569077028   | 0.000602012464751877  | 
| 31                    | 0.00619834711731557   | 0.00563585123191602   | 0.000562495885399549  | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
Remiantis 2.1 lentele, nubrėžiame paklaidos ir paklaidos įverčio grafiką, kuris pateiktas 2.2 
paveiksle, kai 2=x , 1=α , 2=τ . 
2 4 6 8 10
0.2
0.4
0.6
0.8
∆ n_paklaida 2 1,  2,  n,  ( )
∆ n_ivertis 2 1,  2,  n,  ( )
n
 
2.2 pav. Paklaidos ir įverčio grafikas maksimumų schemoje, kai n - neatsitiktinis 
Iš grafiko matome, kad didėjant n  reikšmėms, netolygaus paklaidos įverčio reikšmė artėja prie 
paklaidos reikšmės. 
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2.2.3. ATSITIKTINIŲ DYDŽIŲ MAKSIMUMŲ RIBINIS SKIRSTINYS, KAI N – 
ATSITIKTINIS 
Ribinė maksimumų skirstinio funkcija yra 
( ) τατα
⋅−−
⋅ =
xexH ,1 , 0>x . (2.14) 
Tegul nNNN ,...,, 21  yra teigiami sveikieji atsitiktiniai dydžiai, čia 1; ≥nnN  ir 1; ≥jjX  yra 
nepriklausomi dydžiai, su geometrinio skirstinio funkcija (13): 
( ) ( ) 11 1 −− −⋅=⋅== knnknnn ppqpkNP , 1≥k . (2.15) 
( ) [ ]xnn qxNP −=≤ 1 . (2.16) 
 ( ) [ ] ( ) { }xnxnnxnnnn pqxnNPxn
NP ⋅−⋅⋅ −−=−=⋅≤=




 ≤ 111 , (2.17) 
čia 
n
pn
1
= ; { }xn ⋅  - realioji dalis, o xn ⋅  - sveikoji dalis. Tuomet 
{ }xnxn
n
nn
x
n
NP
⋅⋅





 −⋅




 −−=




 ≤
11111 . (2.18) 
 Apskaičiuojame ribą: 
xn
n
ex
n
NP −
∞→
−=




 ≤ 1lim , 0≥x . (2.19) 
Prilyginame: 
( ) xexA −−= 1 , 0≥x . (2.20) 
Nagrinėjame struktūrą ( )
nn NN
XXZ ,...,max 1= . 
Pritaikę perkėlimo 1.9 teoremą randame ribinę skirstinio funkciją, kai komponenčių skaičius N  
yra atsitiktinis: 
( ) ταψ ⋅−+
=
x
x
1
1 , 0>x . (2.21) 
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2.2.4. KONVERGAVIMO GREITIS Į RIBINĮ SKIRSTINĮ, KAI N – 
ATSITIKTINIS 
Paklaida Būro skirstinio atveju: 
( ) ( ) ( )xnxZPx
nn NN
Ψ−













 −⋅⋅<=∆
τ
α
λ
1
1 , (2.22) 
čia ( )
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τ
α
τ
τ
α
α
α
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111111
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1
1
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n
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nnxZP
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; ( ) ταψ ⋅−+
=
x
x
1
1 . 
Remiantis 1.13 teorema, gauname netolygųjį paklaidos įvertį, kai komponenčių skaičius N  yra 
atsitiktinis: 
( ) 










 +⋅+⋅≤∆
⋅−⋅−
n
x
n
xx
nN
11
2
1
τατα
. (2.23) 
Paklaidos ( )x
nN
∆  ir paklaidos įverčio reikšmės bei jų skirtumai pateikti 2.2 lentelėje. 
2.2 lentelė 
Paklaidų ir įverčių reikšmės maksimumų schemoje, kai N - atsitiktinis 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |   Ivertis (n - ats.)  |  Paklaida (n - ats.)  |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.223296369066345     | 0.0953252530800285    | 0.127971115986317     | 
| 5                     | 0.13061867872211      | 0.051337687391787     | 0.0792809913303226    | 
| 7                     | 0.0922707472348647    | 0.0351279809455704    | 0.0571427662892944    | 
| 9                     | 0.0713218056909136    | 0.0266981329999695    | 0.0446236726909442    | 
| 11                    | 0.0581228587390053    | 0.0215311812176967    | 0.0365916775213086    | 
| 13                    | 0.0490453583069543    | 0.0180398810712362    | 0.031005477235718     | 
| 15                    | 0.042419845334804     | 0.0155228389558066    | 0.0268970063789974    | 
| 17                    | 0.0373711586393998    | 0.0136221829554894    | 0.0237489756839104    | 
| 19                    | 0.0333963005352969    | 0.0121361961407333    | 0.0212601043945636    | 
| 21                    | 0.0301856329698363    | 0.0109425222728409    | 0.0192431106969954    | 
| 23                    | 0.0275381167980216    | 0.00996263253067024   | 0.0175754842673514    | 
| 25                    | 0.0253175414921745    | 0.00914381487787249   | 0.016173726614302     | 
| 27                    | 0.0234283444157266    | 0.00844937053981885   | 0.0149789738759078    | 
| 29                    | 0.021801501457218     | 0.00785296243522287   | 0.0139485390219951    | 
| 31                    | 0.0203859129781228    | 0.00733519932984924   | 0.0130507136482735    | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
Remiantis 2.2 lentele, nubrėžiame paklaidos ir paklaidos įverčio grafiką, kuris pateiktas 2.3 
paveiksle, kai 5.1=x , 1=α , 7.1=τ . 
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2.3 pav. Paklaidos ir įverčio grafikas maksimumų schemoje, kai N - atsitiktinis 
Iš grafiko matome, kad didėjant n  reikšmėms, netolygaus paklaidos įverčio reikšmė artėja prie 
paklaidos reikšmės. 
2.2.5. KONVERGAVIMO GREIČIŲ PALYGINIMAS 
Konvergavimo greičio paklaidos įverčio (2.13), kai komponenčių skaičius n  yra neatsitiktinis, ir 
konvergavimo greičio paklaidos įverčio (2.23), kai komponenčių skaičius N  yra atsitiktinis, reikšmės 
yra pateiktos 2.3 lentelėje. Jų kitimas yra pateiktas 2.4 paveiksle. 
2.3 lentelė 
Konvergavimo greičio paklaidų įverčių palyginimas maksimumų schemoje 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |   Ivertis (n - ats.)  |  Ivertis (n - neats.) |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.716671604672135     | 0.0816538516656624    | 0.635017753006472     | 
| 5                     | 0.410925781614243     | 0.0458991333885383    | 0.365026648225705     | 
| 7                     | 0.28767846201353      | 0.0327529482226076    | 0.254925513790922     | 
| 9                     | 0.221226478234195     | 0.025557814564483     | 0.195668663669712     | 
| 11                    | 0.179689626737824     | 0.0209729103505706    | 0.158716716387253     | 
| 13                    | 0.151275413808187     | 0.0177876037683462    | 0.13348781003984      | 
| 15                    | 0.130616200141735     | 0.0154438436331489    | 0.115172356508586     | 
| 17                    | 0.114919533322482     | 0.0136464191464305    | 0.101273114176051     | 
| 19                    | 0.102589598970926     | 0.0122240196497904    | 0.0903655793211352    | 
| 21                    | 0.0926484021016123    | 0.0110702720843671    | 0.0815781300172452    | 
| 23                    | 0.0844632238660074    | 0.0101155928071577    | 0.0743476310588497    | 
| 25                    | 0.0776066328374796    | 0.00931253354243965   | 0.06829409929504      | 
| 27                    | 0.0717794864495633    | 0.0086276219453296    | 0.0631518645042337    | 
| 29                    | 0.0667661661355987    | 0.00803656620426176   | 0.0587295999313369    | 
| 31                    | 0.062407331756863     | 0.00752130838176946   | 0.0548860233750936    | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
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2.4 pav. Konvergavimo greičio paklaidų įverčių palyginimas maksimumų schemoje 
Iš 2.3 lentelės ir 2.4 paveikslo matome, kad konvergavimo greičio įvertis, kai komponenčių 
skaičius N  yra atsitiktinis, įgyja didesnes reikšmes už konvergavimo greičio įvertį, kai komponenčių 
skaičius n  yra neatsitiktinis. 
2.3. MINIMUMŲ SCHEMA 
2.3.1. ATSITIKTINIŲ DYDŽIŲ MINIMUMŲ RIBINIS SKIRSTINYS, KAI n – 
NEATSITIKTINIS 
Atsitiktiniai dydžiai yra pasiskirstę pagal skirstinio funkciją (2.1). 
Nagrinėjame struktūrą ( )nn XXW ,...,min 1= . 
Rasime dydžio nW  ribinį skirstinį. Kadangi ( ) 0=Fα  yra baigtinis, tai pasinaudoję 1.7 teorema, 
pasiskirstymo funkciją pakeisime taip: 
( ) ( )
( )
α
τλ
λα 





−+
−=




−=




 −= −xx
F
x
FFxF 111* . 
Skaičiuojame ribą, kai 0<x : 
( )
( )
( )
( )
τ
α
τ
τ
λ
λ −
−
−
−∞→−∞→
=





−+
⋅−+
=
⋅ x
x
xt
tF
xtF
tt
limlim . 
Kadangi ( ) 0=Fα  yra baigtinis ir ( )( )
τ−
−∞→
=
⋅ x
tF
xtF
t
lim , tai dydis 
n
nn
d
cW −
 silpnai konverguoja į 
( )xL τ,2 . 
Rasime konstantą nc : 
( ) 0== Fcn α . (2.24) 
Rasime konstantą nd : 
( )
n
dFd nn
1: = ; 
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Galime užrašyti taip:  
( )1
11
1
11
1
11
−⋅
+≈





−
+=


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− nnn
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α
αα
. (2.26) 
 Įstatę reikšmę (2.26) į formulę (2.25) gauname konstantą nb : 
( )
τ
α
λ
1
1 






−⋅
=
n
bn . (2.27) 
Atsitiktinių dydžių maksimumo ribinis skirstinys: 
( )
ττ
α
λ x
nn exn
WP −+∞→
−
− →








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−⋅
⋅ 1
1
1
, 0>x . (2.28) 
2.3.2. KONVERGAVIMO GREITIS Į RIBINĮ SKIRSTINĮ, KAI n – 
NEATSITIKTINIS 
Paklaida Būro skirstinio atveju: 
( ) ( ) ( ) ( )
n
x
nn n
xexL
n
xWPx











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





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


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
−⋅
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−
−
αττ
αα
λ τ
1
1
1
1
. (2.29) 
Iš lygybės 1.28 ir vietoj x  įrašę 
x
1  gauname netolygųjį paklaidos įvertį: 
( )
n
e
xx
x
n
τ
τ
121 −
⋅





≤∆ , 0>x . (2.30) 
Paklaidos ( )xn∆  ir paklaidos įverčio reikšmės bei jų skirtumai pateikti 2.4 lentelėje. 
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2.4 lentelė 
Paklaidų reikšmės minimumų schemoje, kai n - neatsitiktinis 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |  Ivertis (n - neats.) | Paklaida (n - neats.) |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.180447044315484     | 0.113260475440061     | 0.0671865688754223    | 
| 5                     | 0.10826822658929      | 0.0611363370754876    | 0.0471318895138026    | 
| 7                     | 0.0773344475637787    | 0.0418573473575198    | 0.0354771002062589    | 
| 9                     | 0.0601490147718279    | 0.0318207417608413    | 0.0283282730109865    | 
| 11                    | 0.0492128302678592    | 0.0256659907214808    | 0.0235468395463784    | 
| 13                    | 0.0416416256112654    | 0.0215061099772242    | 0.0201355156340413    | 
| 15                    | 0.0360894088630967    | 0.0185065405743044    | 0.0175828682887923    | 
| 17                    | 0.0318435960556736    | 0.0162412528387518    | 0.0156023432169217    | 
| 19                    | 0.028491638576129     | 0.0144700339914892    | 0.0140216045846398    | 
| 21                    | 0.0257781491879262    | 0.0130471439503537    | 0.0127310052375725    | 
| 23                    | 0.0235365709976718    | 0.0118790302933168    | 0.011657540704355     | 
| 25                    | 0.021653645317858     | 0.0109028883843654    | 0.0107507569334926    | 
| 27                    | 0.0200496715906093    | 0.0100749884112008    | 0.00997468317940845   | 
| 29                    | 0.0186669356188431    | 0.00936394485164765   | 0.00930299076719548   | 
| 31                    | 0.017462617191821     | 0.00874664788627199   | 0.008715969305549     | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
Remiantis 2.4 lentele, nubrėžiame paklaidos ir paklaidos įverčio grafiką, kuris pateiktas 2.5 
paveiksle, kai 5.0=x , 2=α , 1=τ . 
2 4 6 8 10
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∆ n_paklaida 0.5 2,  1,  n,  ( )
∆ n_ivertis 0.5 2,  1,  n,  ( )
n
 
2.5 pav. Paklaidos ir įverčio grafikas minimumų schemoje, kai n - neatsitiktinis 
Iš grafiko matome, kad didėjant n  reikšmėms, netolygaus paklaidos įverčio reikšmė artėja prie 
paklaidos reikšmės. 
2.3.3. ATSITIKTINIŲ DYDŽIŲ MINIMUMŲ RIBINIS SKIRSTINYS, KAI N – 
ATSITIKTINIS 
Ribinė minimumų skirstinio funkcija yra 
( ) ττ xexL −−= 1,2 , 0>x . (2.31) 
 Tegul nNNN ,...,, 21  yra teigiami sveikieji atsitiktiniai dydžiai, su geometrinio skirstinio 
funkcija. Plačiau apie tai aprašyta 2.2.3. skyrelyje. Funkcija ( )xA  yra pateikta (2.20) formulėje. 
Nagrinėjame struktūrą ( )
nn NN
XXW ,...,max 1= . 
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Pritaikę perkėlimo 1.11 teoremą randame ribinę skirstinio funkciją, kai komponenčių skaičius N  
yra atsitiktinis: 
( ) τx
x
+
−=Ψ
1
11 , 0>x . (2.32) 
2.3.4. KONVERGAVIMO GREITIS Į RIBINĮ SKIRSTINĮ, KAI N – 
ATSITIKTINIS 
Paklaida Būro skirstinio atveju: 
( ) ( ) ( )xnxWPx nn NN Ψ−

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, (2.33) 
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Remiantis 1.14 teorema, gauname netolygųjį paklaidos įvertį, kai komponenčių skaičius N  yra 
atsitiktinis: 
( )
( )
( ) ( )ττ
ττ
τ
τ
x
N en
e
xn
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xn
xnx
n
−
⋅
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
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2
. (2.34) 
Paklaidos ( )x
nN
∆  ir paklaidos įverčio reikšmės bei jų skirtumai pateikti 2.5 lentelėje. 
2.5 lentelė 
Paklaidų reikšmės minimumų schemoje, kai N - atsitiktinis 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |   Ivertis (n - ats.)  |  Paklaida (n - ats.)  |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.241935655041166     | 0.0788732394366197    | 0.163062415604546     | 
| 5                     | 0.134357855923585     | 0.0409191994069681    | 0.0934386565166165    | 
| 7                     | 0.0932994077160552    | 0.0276231981226953    | 0.06567620959336      | 
| 9                     | 0.0715134970941219    | 0.0208483926193647    | 0.0506651044747573    | 
| 11                    | 0.057990575447235     | 0.016742136825358     | 0.041248438621877     | 
| 13                    | 0.0487740603429257    | 0.0139872068230277    | 0.034786853519898     | 
| 15                    | 0.042087756841823     | 0.0120108046987876    | 0.0300769521430354    | 
| 17                    | 0.0370148274723611    | 0.010523779694502     | 0.0264910477778591    | 
| 19                    | 0.0330338881199396    | 0.00936439547031685   | 0.0236694926496228    | 
| 21                    | 0.0298264600937377    | 0.00843511332364491   | 0.0213913467700928    | 
| 23                    | 0.0271869815494976    | 0.00767361555186085   | 0.0195133659976367    | 
| 25                    | 0.0249768234260922    | 0.00703822409602272   | 0.0179385993300695    | 
| 27                    | 0.0230990905870045    | 0.00650000917044183   | 0.0165990814165627    | 
| 29                    | 0.0214840126272523    | 0.0060382613098723    | 0.01544575131738      | 
| 31                    | 0.0200800712065661    | 0.00563776530457448   | 0.0144423059019916    | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
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Remiantis 2.5 lentele, nubrėžiame paklaidos ir paklaidos įverčio grafiką, kuris pateiktas 2.6 
paveiksle, kai 5.0=x , 2=α , 2=τ . 
2 4 6 8 10
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∆ N_ivertis 0.5 2,  2,  n,  ( )
n
 
 
2.6 pav. Paklaidos ir įverčio grafikas minimumų schemoje, kai N - atsitiktinis 
Iš grafiko matome, kad didėjant n  reikšmėms, netolygaus paklaidos įverčio reikšmė artėja prie 
paklaidos reikšmės. 
2.3.5. KONVERGAVIMO GREIČIŲ PALYGINIMAS 
Konvergavimo greičio paklaidos įverčio (2.30), kai komponenčių skaičius n  yra neatsitiktinis, ir 
konvergavimo greičio paklaidos įverčio (2.34), kai komponenčių skaičius n  yra atsitiktinis, reikšmės 
yra pateiktos 2.6 lentelėje. Jų kitimas yra pateiktas 2.7 paveiksle. 
2.6 lentelė 
Konvergavimo greičio paklaidų įverčių palyginimas minimumų schemoje 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
|           n           |   Ivertis (n - ats.)  |  Ivertis (n - neats.) |      Skirtumas        | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
| 3                     | 0.241935655041166     | 0.0976834074065823    | 0.144252247634584     | 
| 5                     | 0.134357855923585     | 0.0586100444439494    | 0.0757478114796352    | 
| 7                     | 0.0932994077160552    | 0.0418643174599638    | 0.0514350902560914    | 
| 9                     | 0.0715134970941219    | 0.0325611358021941    | 0.0389523612919278    | 
| 11                    | 0.057990575447235     | 0.0266409292927043    | 0.0313496461545307    | 
| 13                    | 0.0487740603429257    | 0.0225423247861344    | 0.0262317355567913    | 
| 15                    | 0.042087756841823     | 0.0195366814813165    | 0.0225510753605065    | 
| 17                    | 0.0370148274723611    | 0.0172382483658675    | 0.0197765791064936    | 
| 19                    | 0.0330338881199396    | 0.0154236959063025    | 0.0176101922136372    | 
| 21                    | 0.0298264600937377    | 0.0139547724866546    | 0.015871687607083     | 
| 23                    | 0.0271869815494976    | 0.0127413140095542    | 0.0144456675399434    | 
| 25                    | 0.0249768234260922    | 0.0117220088887899    | 0.0132548145373024    | 
| 27                    | 0.0230990905870045    | 0.0108537119340647    | 0.0122453786529398    | 
| 29                    | 0.0214840126272523    | 0.010105180076543     | 0.0113788325507093    | 
| 31                    | 0.0200800712065661    | 0.00945323297483054   | 0.0106268382317355    | 
+-----------------------+-----------------------+-----------------------+-----------------------+ 
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0 2 4 6 8 10
0.2
0.4
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0.8
∆ n_neatsitiktinis 0.5 2,  2,  n,  ( )
∆ N_atsitiktinis 0.5 2,  2,  n,  ( )
n
 
 
2.7 pav. Konvergavimo greičio paklaidų įverčių palyginimas minimumų schemoje 
Iš 2.6 lentelės ir 2.7 paveikslo matome, kad konvergavimo greičio įvertis, kai komponenčių 
skaičius N  yra atsitiktinis, įgyja didesnes reikšmes už konvergavimo greičio įvertį, kai komponenčių 
skaičius n  yra neatsitiktinis. 
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3. PROGRAMINĖ REALIZACIJA IR INSTRUKCIJA VARTOTOJUI 
Darbe buvo naudojamos šio programinės priemonės: „Mathcad“ bei „C++ Builder“. Su 
programa „Mathcad“ buvo skaičiuojamos ribos, brėžiami grafikai ir panašiai. Detalesnė instrukcija su 
programa „C++ Builder“ yra aprašyta žemiau. 
3.1. PROGRAMOS DALIES „BŪRO SKIRSTINYS“ APRAŠYMAS 
Programos dalies „Būro skirstinys“ realizacija yra pateikta 3.1 paveiksle. 
 
3.1 pav. Programos dalies „Būro skirstinys“ realizacija 
 Žemiau pateiksime kiekvieno lauko ir mygtuko aprašymą. 
 - įvedame argumento x  pradinę reikšmę, kur 0≥x .  
 - įvedame argumento x  galutinę reikšmę, kur argumento x  galutinė reikšmė 
turi būti didesnė už argumento x  pradinę reikšmę. 
 - įvedame žingsnį h . Jis yra naudojamas grafikui nubrėžti ir apskaičiuoti 
reikšmėms lentelėje. Kuo bus įvestas mažesnis žingsnis, tuo grafikas bus tiksliau nubrėžtas. 
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 - įvedame kintamojo α  reikšmę, kur 0>α . 
 - įvedame kintamojo λ  reikšmę, kur 0>λ . 
 - įvedame kintamojo τ  reikšmę, kur 0>τ . 
 - jei norime pakartotinai apskaičiuoti duomenis ir nubrėžti grafiką, tuomet 
spaudžiame mygtuką „Valyti“, kuris išvalo rezultatų lentelę ir grafiką. 
 - suvedę duomenis, spaudžiame mygtuką „Skaičiuoti“. Lentelė yra užpildoma 
duomenimis, nubrėžiamas grafikas. 
 - norėdami baigti darbą, spaudžiame mygtuką „Baigti“. 
 - Būro skirstinio funkcija. 
 - rezultatų lentelė. 
Joje yra pateikiamos argumento x  ir atitinkamos apskaičiuotos Būro skirstinio reikmės. 
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 - Būro skirstinio 
grafikas. 
3.2. PROGRAMOS DALIES „MAKSIMUMŲ SCHEMA“ APRAŠYMAS 
Programos dalies „Maksimumų schema“ realizacija yra pateikta 3.2 paveiksle. 
 
3.2 pav. Programos dalies „Maksimumų schema“ realizacija 
Žemiau pateiksime kiekvieno lauko ir mygtuko aprašymą. 
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 - šiame lauke pasirenkame, ką norime apskaičiuoti ir nubrėžti. Jei norime, kad 
apskaičiuotų ir nubrėžtų paklaidos ir įverčio reikšmes bei grafiką, kai komponenčių skaičius n  yra 
neatsitiktinis, tai pasirenkame reikšmę „n - neatsitiktinis“. Jei norime, kad apskaičiuotų ir nubrėžtų 
paklaidos ir įverčio reikšmes bei grafiką, kai komponenčių skaičius n  yra atsitiktinis, tai pažymime 
reikšmę „n - atsitiktinis“. Reikšmę „Įverčių palyginimas“ renkamės tada, kai norime, kad nubrėžtų 
įverčius, kai komponenčių skaičius n  yra atsitiktinis ir kai - neatsitiktinis. 
 - pažymime „Brėžti F(n) = 1/n“ tada, jei norime, kad bendrame grafike būtų 
nubrėžta funkcija ( )
n
nF 1= . 
 - šiame lauke įrašome komponenčių skaičiaus n  pradinę reikšmę, kur 3≥n . 
 - šiame lauke įrašome komponenčių skaičiaus n  galutinę reikšmę, kur 
komponenčių skaičiaus n  galutinė reikšmė turi būti didesnė už komponenčių skaičiaus n  pradinę 
reikšmę. 
 - įvedame žingsnį h . Jis yra naudojamas grafikui nubrėžti ir apskaičiuoti 
reikšmėms lentelėje. Kuo bus įvestas mažesnis žingsnis, tuo grafikas bus tiksliau nubrėžtas. 
 - įvedame argumento x  reikšmę, kur 0>x . 
 - įvedame kintamojo α  reikšmę, kur 0>α . 
 - įvedame argumento τ  reikšmę, kur 0>τ . 
 - jei norime pakartotinai apskaičiuoti duomenis ir nubrėžti grafiką, tuomet 
spaudžiame mygtuką „Valyti“, kuris išvalo rezultatų lentelę ir grafiką. 
 - suvedę duomenis, spaudžiame mygtuką „Skaičiuoti“. Lentelė yra užpildoma 
duomenimis, nubrėžiamas grafikas. 
 - norėdami baigti darbą, spaudžiame mygtuką „Baigti“. 
 - ribinė skirstinio funkcija maksimumų schemoje, kai komponenčių skaičius n  
yra neatsitiktinis. 
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 - ribinė skirstinio funkcija maksimumų schemoje, kai komponenčių skaičius n  
yra atsitiktinis. 
 - rezultatų lentelė. 
Joje yra pateikiamas komponenčių n  skaičius, apskaičiuotos paklaidos įverčio bei paklaidos reikšmės 
bei jų skirtumas. 
 - rezultatų grafikas. 
Jame yra pateikiamos paklaidos įverčio ir paklaidos kreivės. Paklaidos įverčio kreivė yra mėlynos 
spalvos, o paklaidos kreivė – raudonos spalvos. Šiame grafike yra nubrėžiama ir funkcija ( )
n
nF 1= , jei 
buvo pažymėta ją brėžti. Šios funkcijos kreivės spalva yra juoda. 
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3.3. PROGRAMOS DALIES „MINIMUMŲ SCHEMA“ APRAŠYMAS 
Dalies „Minimumų sckema“ realizacija yra pateikta 3.3 paveiksle. 
 
3.3 pav. Programos dalies „Minimumų schema“ realizacija 
Žemiau pateiksime kiekvieno lauko ir mygtuko aprašymą. 
- šiame lauke pasirenkame, ką norime apskaičiuoti ir nubrėžti. Jei norime, kad 
apskaičiuotų ir nubrėžtų paklaidos ir įverčio reikšmes bei grafiką, kai komponenčių skaičius n  yra 
neatsitiktinis, tai pasirenkame reikšmę „n - neatsitiktinis“. Jei norime, kad apskaičiuotų ir nubrėžtų 
paklaidos ir įverčio reikšmes bei grafiką, kai komponenčių skaičius n  yra atsitiktinis, tai pažymime 
reikšmę „n - atsitiktinis“. Reikšmę „Įverčių palyginimas“ renkamės tada, kai norime, kad nubrėžtų 
įverčius, kai komponenčių skaičius n  yra atsitiktinis ir kai - neatsitiktinis. 
 - pažymime „Brėžti F(n) = 1/n“ tada, jei norime, kad bendrame grafike būtų 
nubrėžta funkcija ( )
n
nF 1= . 
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 - šiame lauke įrašome komponenčių skaičiaus n  pradinę reikšmę, kur 3≥n . 
 - šiame lauke įrašome komponenčių skaičiaus n  galutinę reikšmę, kur 
komponenčių skaičiaus n  galutinė reikšmė turi būti didesnė už komponenčių skaičiaus n  pradinę 
reikšmę. 
 - įvedame žingsnį h . Jis yra naudojamas grafikui nubrėžti ir apskaičiuoti 
reikšmėms lentelėje. Kuo bus įvestas mažesnis žingsnis, tuo grafikas bus tiksliau nubrėžtas. 
 - įvedame argumento x  reikšmę, kur 0>x . 
 - įvedame kintamojo α  reikšmę, kur 0>α . 
 - įvedame kintamojo τ  reikšmę, kur 0>τ . 
 - jei norime pakartotinai apskaičiuoti duomenis ir nubrėžti grafiką, tuomet 
spaudžiame mygtuką „Valyti“, kuris išvalo rezultatų lentelę ir grafiką. 
 - suvedę duomenis, spaudžiame mygtuką „Skaičiuoti“. Lentelė yra užpildoma 
duomenimis, nubrėžiamas grafikas. 
 - norėdami baigti darbą, spaudžiame mygtuką „Baigti“. 
 - ribinė skirstinio funkcija minimumų schemoje, kai komponenčių skaičius n  
yra neatsitiktinis. 
 - ribinė skirstinio funkcija minimumų schemoje, kai komponenčių skaičius n  
yra atsitiktinis. 
 40 
 - rezultatų lentelė. 
Joje yra pateikiamas komponenčių n  skaičius, apskaičiuotos paklaidos įverčio bei paklaidos reikšmės 
bei jų skirtumas. 
 - rezultatų grafikas. 
Jame yra pateikiamos paklaidos įverčio ir paklaidos kreivės. Paklaidos įverčio kreivė yra mėlynos 
spalvos, o paklaidos kreivė – raudonos spalvos. Šiame grafike yra nubrėžiama ir funkcija ( )
n
nF 1= , jei 
buvo pažymėta ją brėžti. Šios funkcijos kreivės spalva yra juoda. 
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4. DISKUSIJA 
Magistro darbe yra sprendžiamos konvergavimo greičio įverčių radimo problemos. Pirmiausia 
yra randami ribiniai skirstiniai maksimumų ir minimumų schemose. Atsiranda paklaidos. Randame šių 
paklaidų įverčius ir įvertiname. 
Būro skirstinys maksimumų schemoje, kai komponenčių skaičius n  yra neatsitiktinis, buvo ir 
anksčiau nagrinėtas. Tačiau savo darbe konvergavimo greičio įvertį radau naudodama kitus metodus. 
Iš lentelių ir grafikų pastebime, kad paklaidos ir paklaidos įverčio skirtumas yra mažesnis, kai 
argumentas 2≥x , 1=α , 0>τ . Kai komponenčių skaičius yra atsitiktinis, tuomet rekomenduotinos 
parametrų reikšmės yra tokios: 5.0≥x , 1=α , 20 << τ . Lygindami konvergavimo greičio įverčius, 
kai komponenčių skaičius yra neatsitiktinis ir komponenčių skaičius yra atsitiktinis, iš lentelių ir 
grafikų pastebime, kad skirtumas tarp šių įverčių yra mažesnis, kai argumentas 2.19.0 ≤≤ x , 1=α , 
0>τ . 
Nagrinėjame minimumų schemą, kai komponenčių skaičius n  yra neatsitiktinis. Iš lentelių ir 
grafikų pastebime, kad paklaidos ir paklaidos įverčio skirtumas yra mažesnis, kai argumentas 5.0>x , 
1>α , 1=τ . Kai kintamojo α  reikšmės didėja, tai paklaida įgyja didesnes reikšmes nei įvertis esant 
mažam komponenčių skaičiui n , t. y. ,...3,2=n . Kai komponenčių skaičius yra atsitiktinis, tuomet 
rekomenduotinos parametrų reikšmės yra tokios: 5.0>x , 1>α , 1>τ . Lygindami konvergavimo 
greičio įverčius, kai komponenčių skaičius yra neatsitiktinis ir komponenčių skaičius yra atsitiktinis, iš 
lentelių ir grafikų pastebime, kad skirtumas tarp šių įverčių mažai kinta nepriklausomai, kokios 
kintamųjų reikšmės. 
Minimumų schemoje Būro skirstinys mažai nagrinėtas. Tačiau daugiau yra nagrinėtas atskiras jo 
atvejis, t.y. Pareto skirstinys. 
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IŠVADOS 
1. Būro atsitiktinių dydžių maksimumo ribinis skirstinys yra ( )xH τα⋅,1 , kai komponenčių skaičius n  - 
neatsitiktinis. 
2. Būro atsitiktinių dydžių minimumo ribinis skirstinys yra ( )xL τ,2 , kai komponenčių skaičius n  - 
neatsitiktinis. 
3. Grafiškai palyginome paklaidą ir paklaidos įvertį. Paklaidos įverčio kreivė yra aukščiau paklaidos 
kreivės, dėl to paklaidos įvertis yra didesnis už paklaidą. Iš lentelių ir grafikų matome, jog didėjant 
n , paklaidos mažėja. 
4. Paklaidos įvertis, kai komponenčių skaičius yra atsitiktinis, yra didesnis už paklaidos įvertį, kai 
komponenčių skaičius yra neatsitiktinis. Tai matome tiek maksimumų, tiek minimumų schemoje. 
5. Visais atvejais gavome netolygiuosius įverčius, kurie yra 
n
1  eilės, n  atžvilgiu. 
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1. PRIEDAS. PROGRAMOS TEKSTAS 
//--------------------------------------------------------------------------- 
 
#include <vcl.h> 
#pragma hdrstop 
 
#include "Unit1.h" 
//--------------------------------------------------------------------------- 
#pragma package(smart_init) 
#pragma resource "*.dfm" 
TForm1 *Form1; 
//--------------------------------------------------------------------------- 
__fastcall TForm1::TForm1(TComponent* Owner) 
        : TForm(Owner) 
{ 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::FormResize(TObject *Sender) 
{ 
        Form1->Width = 800; 
        Form1->Height = 600; 
} 
//--------------------------------------------------------------------------- 
long double TForm1::BurroSkirstinys(long double x, long double a, long double l, 
long double t) { 
     long double tmp; 
     tmp = powl(x, t); 
     tmp = l/(l + tmp); 
     tmp = 1 - powl(tmp, a); 
     return tmp; 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MaxPakNA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2; 
        tmp1 = powl(1./(1. + powl(x, t)*((n - 1.)/a)), a ); 
        tmp2 = expl(-powl(x, -a*t)); 
        return fabsl(powl((1. - tmp1), n) - tmp2); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MaxPakA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2, tmp3; 
          tmp1 = 1. - powl(1./(1. + powl(x, t)*((n-1.)/a)), a); 
          tmp2 = ((1./n)*tmp1)/(1. - (1. - 1./n)*tmp1); 
          tmp3 = 1./(1. + powl(x, -a*t)); 
        return fabsl(tmp2 - tmp3); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MinPakNA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2; 
          tmp1 = powl(1. / (1. + powl(x, t)*(1./(a*(n - 1.)))), a); 
          tmp2 = expl(-powl(x, t)); 
        return fabsl(powl(tmp1, n) - tmp2); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MinPakA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2, tmp3; 
          tmp1 = powl(1./(1. + powl(x, t)*(1./(a*(n - 1.)))), a); 
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          tmp2 = ((1./n)*tmp1)/(1. - (1. - 1./n)*tmp1); 
          tmp3 = 1./(1. + powl(x, t)); 
        return fabsl(tmp2 - tmp3); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MaxIvertisNA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2, tmp3; 
          tmp1 = n/powl( 1. + powl(x, t)*((n - 1.)/a), 6.*a ); 
          tmp2 = n/powl(1. + powl(x, t)*((n - 1.)/a), a ); 
          tmp3 = powl(x, -a*t); 
        return fabsl(tmp1 + fabsl(tmp2 - tmp3)); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MaxIvertisA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2; 
          tmp1 = powl(x, -a*t)/n; 
          tmp2 = 1. + (powl(x, -a*t)*(1. + 1./n))/2; 
        return fabsl(tmp1*tmp2); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MinIvertisNA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2; 
          tmp1 = 1./powl(x, t); 
          tmp2 = powl(tmp1, 2.)*expl(-tmp1); 
        return fabsl(tmp2/n); 
} 
//--------------------------------------------------------------------------- 
long double TForm1::MinIvertisA(long double n, long double x, long double a, long 
double t) { 
        long double tmp1, tmp2, tmp3; 
          tmp1 = (n*powl(x, 2.*t))/powl(n - 1. + powl(x, t), 2.); 
          tmp2 = (powl(x, t)*(1. - powl(x, t)))/(n - 1. + powl(x, t)); 
          tmp3 = (expl(1./2.)*(1. - expl(-powl(x, t))))/n; 
        return fabsl(tmp1 + fabsl(tmp2) + tmp3); 
} 
//--------------------------------------------------------------------------- 
AnsiString TForm1::Eilute(long double x, int m) { 
        AnsiString eilute = FloatToStr(x); 
        eilute = " " + eilute; 
        while (eilute.Length() < m) 
                eilute = eilute + " "; 
        return eilute; 
} 
//--------------------------------------------------------------------------- 
void __fastcall TForm1::Button1Click(TObject *Sender) 
{ 
        Memo1->Clear(); 
        Series1->Clear(); 
} 
//--------------------------------------------------------------------------- 
void __fastcall TForm1::Button2Click(TObject *Sender) 
{ 
        long double x, y, xp, xg, hx, a, l, t; 
        Memo1->Clear(); 
        Series1->Clear(); 
        try { 
                xp = StrToFloat(Edit1->Text); 
                xg = StrToFloat(Edit2->Text); 
                hx = StrToFloat(Edit3->Text); 
                a = StrToFloat(Edit4->Text); 
                l = StrToFloat(Edit5->Text); 
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                t = StrToFloat(Edit6->Text); 
                if (xp > xg) throw -1; 
                if (hx <= 0) throw -1; 
                if (xp < 0) throw -1; 
                if (a <= 0) throw -1; 
                if (l <= 0) throw -1; 
                if (t <= 0) throw -1; 
        } 
        catch (...) { 
                Memo1->Lines->Add("Ivesti blogi duomenys!"); 
                return ; 
        } 
        Memo1->Lines->Add("+-----------------------+-----------------------+"); 
        Memo1->Lines->Add("|           x           |          F(x)         |"); 
        Memo1->Lines->Add("+-----------------------+-----------------------+"); 
        x = xp; 
        while (x <= xg) { 
                y = BurroSkirstinys(x, a, l, t); 
                Memo1->Lines->Add("|" + Eilute(x, 23) + "|" + Eilute(y, 23) + 
"|"); 
                Series1->AddXY(x,y,"",clBlue); 
                x = x + hx; 
        } 
        Memo1->Lines->Add("+-----------------------+-----------------------+"); 
        Chart1->SaveToBitmapFile("grafikas1.bmp"); 
} 
//--------------------------------------------------------------------------- 
void __fastcall TForm1::Button3Click(TObject *Sender) 
{ 
        Close();         
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button4Click(TObject *Sender) 
{ 
        Memo2->Clear(); 
        Series2->Clear(); 
        Series3->Clear(); 
        Series4->Clear(); 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button5Click(TObject *Sender) 
{ 
        long double x, y, g, z, n, np, ng, hn, a, t; 
        Memo2->Clear(); 
        Series2->Clear(); 
        Series3->Clear(); 
        Series4->Clear(); 
        try { 
                np = StrToInt64(Edit7->Text); 
                ng = StrToInt64(Edit8->Text); 
                hn = StrToInt64(Edit9->Text); 
                x = StrToFloat(Edit10->Text); 
                a = StrToFloat(Edit11->Text); 
                t = StrToFloat(Edit12->Text); 
                if (np > ng) throw -1; 
                if (hn <= 0) throw -1; 
                if (np < 3) throw -1; 
                if (x < 0) throw -1; 
                if (a <= 0) throw -1; 
                if (t <= 0) throw -1; 
        } 
        catch (...) { 
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                Memo2->Lines->Add("Ivesti blogi duomenys!"); 
                return ; 
        } 
        Memo2->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        if (RadioGroup1->ItemIndex == 0) 
                Memo2->Lines->Add("|           n           |  Ivertis (n - neats.) 
| Paklaida (n - neats.) |      Skirtumas        |"); 
        else if (RadioGroup1->ItemIndex == 1) 
                Memo2->Lines->Add("|           n           |   Ivertis (n - ats.)  
|  Paklaida (n - ats.)  |      Skirtumas        |"); 
        else 
                Memo2->Lines->Add("|           n           |   Ivertis (n - ats.)  
|  Ivertis (n - neats.) |      Skirtumas        |"); 
        Memo2->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        n = np; 
        while (n <= ng) { 
                if (RadioGroup1->ItemIndex == 0) { 
                        y = MaxIvertisNA(n, x, a, t); 
                        g = MaxPakNA(n, x, a, t); 
                } 
                else if (RadioGroup1->ItemIndex == 1) { 
                        y = MaxIvertisA(n, x, a, t); 
                        g = MaxPakA(n, x, a, t); 
                } 
                else { 
                        y = MaxIvertisA(n, x, a, t); 
                        g = MaxIvertisNA(n, x, a, t); 
                } 
                z = y - g; 
                Memo2->Lines->Add("|" + Eilute(n, 23) + "|" + Eilute(y, 23) + "|" 
+ Eilute(g, 23) + "|" + Eilute(z, 23) + "|"); 
                Series2->AddXY(n, y, "", clBlue); 
                Series3->AddXY(n, g, "", clRed); 
                if (CheckBox1->Checked) 
                        Series4->AddXY(n, 1./n, "", clBlack); 
                n = n + hn; 
        } 
        Memo2->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        Chart2->SaveToBitmapFile("grafikas2.bmp"); 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button6Click(TObject *Sender) 
{ 
        Close(); 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button7Click(TObject *Sender) 
{ 
        Memo3->Clear(); 
        Series5->Clear(); 
        Series6->Clear(); 
        Series7->Clear(); 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button8Click(TObject *Sender) 
{ 
        long double x, y, g, z, n, np, ng, hn, a, t; 
        Memo3->Clear(); 
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        Series5->Clear(); 
        Series6->Clear(); 
        Series7->Clear(); 
        try { 
                np = StrToInt64(Edit7->Text); 
                ng = StrToInt64(Edit8->Text); 
                hn = StrToInt64(Edit9->Text); 
                x = StrToFloat(Edit10->Text); 
                a = StrToFloat(Edit11->Text); 
                t = StrToFloat(Edit12->Text); 
                if (np > ng) throw -1; 
                if (hn <= 0) throw -1; 
                if (np < 3) throw -1; 
                if (x < 0) throw -1; 
                if (a <= 0) throw -1; 
                if (t <= 0) throw -1; 
        } 
        catch (...) { 
                Memo3->Lines->Add("Ivesti blogi duomenys!"); 
                return ; 
        } 
        Memo3->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        if (RadioGroup2->ItemIndex == 0) 
                Memo3->Lines->Add("|           n           |  Ivertis (n - neats.) 
| Paklaida (n - neats.) |      Skirtumas        |"); 
        else if (RadioGroup2->ItemIndex == 1) 
                Memo3->Lines->Add("|           n           |   Ivertis (n - ats.)  
|  Paklaida (n - ats.)  |      Skirtumas        |"); 
        else 
                Memo3->Lines->Add("|           n           |   Ivertis (n - ats.)  
|  Ivertis (n - neats.) |      Skirtumas        |"); 
        Memo3->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        n = np; 
        while (n <= ng) { 
                if (RadioGroup2->ItemIndex == 0) { 
                        y = MinIvertisNA(n, x, a, t); 
                        g = MinPakNA(n, x, a, t); 
                } 
                else if (RadioGroup2->ItemIndex == 1) { 
                        y = MinIvertisA(n, x, a, t); 
                        g = MinPakA(n, x, a, t); 
                } 
                else { 
                        y = MinIvertisA(n, x, a, t); 
                        g = MinIvertisNA(n, x, a, t); 
                } 
                z = y - g; 
                Memo3->Lines->Add("|" + Eilute(n, 23) + "|" + Eilute(y, 23) + "|" 
+ Eilute(g, 23) + "|" + Eilute(z, 23) + "|"); 
                Series5->AddXY(n, y, "", clBlue); 
                Series6->AddXY(n, g, "", clRed); 
                if (CheckBox2->Checked) 
                        Series7->AddXY(n, 1./n, "", clBlack); 
                n = n + hn; 
        } 
        Memo3->Lines->Add("+-----------------------+-----------------------+------
-----------------+-----------------------+"); 
        Chart3->SaveToBitmapFile("grafikas3.bmp"); 
} 
//--------------------------------------------------------------------------- 
 
void __fastcall TForm1::Button9Click(TObject *Sender) 
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{ 
        Close(); 
} 
//--------------------------------------------------------------------------- 
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2 PRIEDAS. STRAIPSNIS 
KONVERGAVIMO GREITIS MAKSIMUMŲ SCHEMOJE 
 
R.Žilinskaitė, prof. dr. A.Aksomaitis 
Kauno technologijos universitetas 
 
 Tarkime, kad nXXX ,...,, 21  yra nepriklausomi vienodai pasiskirstę atsitiktiniai dydžiai su skirstinio funkcija 
( )
α
τλ
λ






+
−=
x
xF 1 , 0>x , 0>α , 0>λ , 0>τ . Tegul nNNN ,...,, 21  yra teigiami nepriklausomi diskretūs 
dydžiai, pasiskirstę pagal skirstinio funkciją ( ) xxA = , 10 ≤≤ x . 
 Apibrėžiame struktūras: 
( )nn XXZ ,...,max 1= , ( ) nnnn baZZ /−= , Ran ∈ , 0>nb ; 
( )
nn NN
XXZ ,...,max 1= , ( ) nnNN baZZ nn /−= , Ran ∈ , 0>nb . 
 Egzistuoja tokios konstantos na ir 0>nb , su kuriomis skirstinio funkcija artėja į ribinį skirstinį ([1]): 
( ) ( )( ) ( )xzaxbFnxu nnn →+⋅−⋅= 1 , kai ∞→n . ( ) ( )xzexH −= . 
 Kai 0=na , 
τ
α λλ
1
1






−⋅= nbn , tuomet 
( )( ) ( )( )( ) τααττα ⋅−∞→−  →+−⋅=+⋅−⋅ xxxnaxbFn nnn 1/11 /1 . Iš čia 
( ) τα⋅−−= xexH . 
 Pritaikome perkėlimo teoremą ([1]), kur 
( )( ) ( )xHxbaZP nnn ⇒<− / , ( ) ( )xAxnNP n ⇒</ , tada ( )( ) ( )xxbaZP nnN n Ψ⇒<− / . 
 Iš čia gauname  
( ) ( ) ( ) ( )
( )
( )
( )
( ) τα
τα
⋅−
− ⋅−−
=
−
====Ψ ∫∫ x
e
xH
xH
xH
xH
dzxHzdAxHx
xz
zz 1
ln
1
ln
1
0
1
0
1
0
 Apskaičiuojame paklaidą: 
( ) ( ) ( )xxZPx nNn Ψ−≤=∆ , kur ( ) ( )( )( )( )∑
=
−⋅+−⋅=≤
n
k
k
N nx
n
xZP n
1
/1 11/111 αατ  
 Randame paklaidos netolygųjį įvertį ([2]): 
( ) ( ) ( ) ( )( ) ( ) ( ) nxunxuxunxux nnn /2/12/1/2 +⋅+⋅−+≤∆ , ( ) ( )xuxun → . 
( ) 










 +⋅+⋅≤∆
⋅−⋅−
n
x
n
xxn
11
2
1
τατα
. 
Kai 7.0=x , 5.0=α , 3=τ , nubrėžiame paklaidos ir paklaidos įverčio grafikus, kurie pateikti 1 paveiksle. 
0 5 10 15 20
0.5
1
1.5
2
∆ n_paklaida 0.7 0.5,  3,  n,  ( )
∆ n_ivertis 0.7 0.5,  3,  n,  ( )
n
 
1 paveikslas 
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Iš šių grafikų matome, kad didėjant n  reikšmėms, netolygaus paklaidos įverčio reikšmė artėja prie paklaidos 
reikšmės. Randame tolygųjį paklaidos įvertį, kuris yra 
n
1
 eilės. 
( ) 0=′∆ xn ; ( )
τα
τα
⋅
⋅






+
⋅−=
1
1
n
nx ; ( ) ( )12
3sup
+⋅
≤∆
n
xn
x
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