ABSTRACT. It was shown in the previous study that the increase of pole coordinates prediction error for about 100 days in the future is mostly caused by irregular short period oscillations. In this paper, the ultra short-term prediction of pole coordinates is studied for 10 days in the future by means of combination of empirical mode decomposition (EMD) and neural networks (NN), denoted EMD-NN. In the algorithm, EMD is employed as a low pass filter for eliminating high frequency signals from observed pole coordinates data. Then the annual and Chandler wobbles are removed a priori from pole coordinates data with high frequency signals eliminated. Finally, the radial basis function (RBF) networks are used to model and predict the residuals. The prediction performance of the EMD-NN approach is compared with that of the NN-only solution and the prediction methods and techniques involved in the Earth orientation parameters prediction comparison campaign (EOP PCC). The results show that the prediction accuracy of the EMD-NN algorithm is better than that of the NN-only solution and is also comparable with that of the other existing prediction method and techniques.
INTRODUCTION
The Earth orientation parameters (EOP): universal time (UT1-UTC), p x , p y pole coordinates and nutation-precession corrections d\ , dH , are demanded for various domains related to reference frames such as interplanetary spacecraft tracking and navigation, positional astronomy, geodesy and precise orbit determinations of artificial Earth satellites (Gambis and Luzum, 2011) . Technically, they are the parameters which provide the transformation of the International Terrestrial Reference System (ITRS) to the International Celestial Reference System (ICRS) as a function of time. EOP derived from advanced space geodetic technologies, e.g., Global Navigation Satellite System (GNSS), Very Long Baseline Interferometry (VLBI), Satellite Laser Ranging (SLR), Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS), are available with a latency of several days due to the complexity of the data processing. Thus, regularly generated EOP predictions are published by several international and national services, e.g., the International Earth Rotation and Reference Systems Service (IERS), or the EOP Service of the Institute for Applied Astronomy (IAA) in Saint Petersburg, Russia (Malkin and Skurikhina, 1996) .
EOP prediction is very complex to handle owing to the irregularities of EOP time series and hence it is theoretically much more rational to predict EOP by using neural networks (NN) since NN are very strong tools for forecasting stochastic and irregular signals (Zhang et al., 2012) . It is proved that three-layer feed-forward NN can approximate any continuous function to any desired accuracy (Kurkova, 1992) . NN require no a priori models in advance and thus it can avoid the model error and makes modeling of complicated time series quite feasible. NN have already been successfully applied to EOP prediction with accuracy equal to or even better than that of other prediction methods (Schuh et al., 2002; Kosek et al., 2005; Wang et al., 2008 Wang et al., , 2014 Liao et al., 2012; Xu et al., 2012; Zhang et al., 2012; Lei et al., 2015) . This paper focuses on predicting p x , p y pole coordinates utilizing the NN technology.
It has been found that the increase of polar motion prediction error for about 100 days in the future is mostly caused by irregular short period oscillations, which is predominately excited by the equatorial components of atmospheric and oceanic angular momentum (AAM and OAM), and it is expected that those short period variations would not have as significant impacts on prediction error of pole coordinates (Kosek, 2011) . The purpose of the present study is to supply accurate and rapid predictions of pole coordinates for 10 days in the future that are of significance for real-time and precision applications such as space navigation and precise orbit determinations of artificial Earth satellites. Since NN have high potential for prediction of quasi-periodic and irregular signals and empirical mode decomposition (EMD) is a forceful tool for separation of different frequency bands in time series, the integration of EMD into NN has been developed to enhance the prediction quality of polar motion. Here, EMD is employed as a data pre-processing tool to remove high frequency signals from the observed time series of pole coordinates mainly because of its merit of adaptive decomposition. After removal of high frequency signals, the pre-processed data are forecasted by means of radial basis function (RBF) neural networks. This paper is divided into four sections. Following the introduction, Section 2 reviews EMD and RBF network algorithms and describes the methodology for predicting pole coordinates based on the combination of EMD and RBF networks. The results predicted by the proposed hybrid method are analyzed and compared with those obtained by other prediction approaches in Section 3, followed by summary and conclusions in Section 4.
METHODOLOGY

EMPIRICAL MODE DECOMPOSITION (EMD)
EMD can be an important tool for analyzing non-linear and non-stationary time series. It has some advantages over wavelet decomposition (Huang et al., 1998 (Huang et al., , 2003 . Firstly, EMD is easy to understand and use. Secondly, EMD dose not need to use a mother function unlike wavelet decomposition. Most important of all, EMD is a fully data-driven tool for reducing any given data into a collection of intrinsic mode functions (IMF). In other words, EMD can adaptively decompose a signal into several independent fluctuation components according to local characteristics of a signal.
The basic principle of EMD is to decompose raw time series into a finite and small number of oscillatory functions, namely IMF. These IMF have to satisfy the following two prerequisites (Huang et al., 1998 (Huang et al., , 2003 .
(1) In whole data set, the total number of local maxima and minima and the number of zero crossings must either be equal or differ at most by one, and (2) the mean value of the envelope defined by local maxima and minima must be zero at all points.
The essence of EMD is a sifting procedure which extracts IMF from an original signal. The EMD algorithm can be described as follows (Huang et al., 1998 (Huang et al., , 2003 .
Step 1: Identify all local maxima and minima in raw time series ( ) s t .
Step 2: Connect all the local maxima by a cubic spline line as the upper envelope up ( ) e t .
Repeat the procedure for the local minima to produce the lower envelope low ( ) e t .
Step 3: Compute the mean value of the point-by-point envelope from the upper and lower envelope and then derive the mean envelope ( ) m t by the formula up low
Step 4: Calculate the difference between the mean envelope ( ) m t and original time
Step 5: Check whether the proto-intrinsic mode function ( ) Step 6: Steps 1-5 are repeated until the size of the standard deviation calculated from the two consecutive sifting results is smaller than the pre-determined threshold.
By using the above-described sifting process, a collection of IMF can be obtained from high frequency to low frequency and accordingly the original time series ( ) s t can be decomposed into a set of IMF and one residual as
where n is the number of IMF, ( ) n r t is the residual trend and
represents IMF that are nearly orthogonal to each other and periodic. Each IMF is independent and specific for expressing local characteristics of an original signal.
RADIAL BASIS FUNCTION (RBF) NEURAL NETWORKS
RBF neural networks typically have three layers: an input layer, a hidden layer with a non-linear RBF activation function and a linear output layer (Park and Sandberg, 1991) . The input can be modeled as a vector of real numbers 
where m is the number of neurons in the hidden layer, i w is the weight of i th neuron in the linear output neuron, i c is the center vector for i th neuron in the hidden layer, and g and ) ( g I represent the Euclidean distance and the RBF, respectively. Functions that rely only on the distance from a center vector are radially symmetric about that vector, hence the name RBF. In the basis form all inputs are connected to each hidden neuron. The RBF is commonly taken to be Gaussian:
where i V is the width of the i th RBF. The parameters i w , i c and i V can be determined in a manner that optimizes the fit between the network output and the target output.
RBF networks are typically trained by a two-step algorithm. In the first step, the center vector i c is chosen. This step can be performed in several ways. For instance, i c can be randomly sampled from some set of samples or it can be determined using k-means clustering. 
where ni y and di y are the network output and the desired target output for the i th neuron in output layer, respectively.
EMD-NN PREDICTION METHOD
For the prediction of pole coordinates, a hybrid scheme is developed as depicted in the flowchart of Figure 1 , represented as the EMD-NN. It comprises three main stages. In the first stage, observed data of pole coordinates is pre-processed where EMD is employed to decompose raw time series into a small number of IMF and then those IMF corresponding to the high frequency components of pole coordinates are removed from original data. The second stage involves generation of the a priori model to extract the seasonal fluctuations including the annual and Chandler wobbles and derive the residuals of pole coordinates. In the third stage, a NN model is composed based on the derived residuals. The subsequently predicted residuals are then added to the a priori model to obtain the forecasted values of pole coordinates.
The following three sections briefly explain the methodology for predicting pole coordinates, including implementation of EMD filtering procedure, generation of the a priori model and composition of the training patterns. 
DATA PRE-PROCESSING USING EMD
It have been proved that EMD can act as a filter bank of low pass, high pass or band pass (Flandrin et al., 2004) . In this work, EMD is essentially used as a filter bank of high pass to remove high frequency signals from observed pole coordinates resembling wavelet decomposition. Observed pole coordinates data is first decomposed into a finite number of IMF by the EMD algorithm. Next those first generated IMF corresponding to very high frequency components highly correlated with AAM and OAM are removed from the raw time series, and then the return time series ( )
where
are those IMF representing high frequency components in original time series, and u has to be selected according to a matter of experience.
GENERATION OF THE A PRIORI MODEL
Observed time series of pole coordinates consist of a linear trend and some seasonal fluctuations such as the annual and Chandler wobbles. In order to avoid the error coming from the extrapolation problem, a linear part plus seasonal oscillations are reduced from filtered data of polar motion. 
COMPOSITION OF THE TRAINING PATTERNS
After time series of pole coordinates have been reduced, the training patterns are composed for prediction days in the future based on the residuals ( )
. Considering the fact that the closer the observational data is to the day to be forecasted, the greater influence on the prediction is, we form the training patterns as bellows where the residuals of the last 1, 2, 3, 4 and 5 days are used to extrapolate the residual of the next day
Unlike conventional training patterns, the patterns utilize predicted values as inputs in already existing models to compute the corresponding prediction values for the future days. The pattern matrices are then shifted along whole residual time series to construct a multitude of pattern pairs.
PREDICTION RESULTS AND COMPARISON WITH OTHER METHODS
DATA DESCRIPTION
The IERS publishes daily values of EOP series (EOP C04) with a latency of several days after the processing of observations of all advanced space geodetic techniques (GNSS, VLBI, SLR and DORIS) gathered at the receivers of permanent ground stations distributed around the world. The EOP series are estimated together with the station coordinates and velocities from each technique. The subsequently estimated EOP from all the above-mentioned techniques are then combined to derive the final EOP solutions. These finally combined EOP solutions are regularly published at the IERS website (ftp://hpiers.obspm.fr/iers/eop/eopc04/eopc04_IAU2000.62-now). In this contribution, the IERS EOP C04 series are used as data base.
NUMERICAL EXAMPLES AND RESULTS
The predictions based on the EMD-NN method and the NN-only method have been calculated. The NN-only scheme employs raw time series of pole coordinates without the EMD filtering process and uses same training patterns as the EMD-NN method. and the raw signal ( ) s t , respectively. After the models have been set up, the composed models are used to produce a predicted set of pole coordinates for the future 1-360 days. Figure 3 and Table 1 illustrate the results comparing the accuracy of the predictions by the EMD-NN and NN-only methods, where the root mean squares error (RMSE) is computed for the ith day in the future as follows.
where p F represents the forecasted value of the composed models for the prediction day p , p O denotes the corresponding observed value of the IERS 08C04 series and k is the number of predictions made for the particular prediction day. 200 predictions starting at different days have been made for each prediction day to calculate the RMSE i.e. From Figure 3 and Table 1 it can be seen that the results of predictions for 10 days in the future obtained by the developed EMD-NN algorithm are more accurate than those by the NN-only strategy. For the predictions of the p x component of pole coordinates, the accuracy of predictions by the EMD-NN approach improves by about 22.09% at most and about 10.69% on average in contrast to that by the NN-only method in terms of RMSE. For the p y component of polar motion, the prediction accuracy based on the EMD-NN scheme enhances by about 18.22% at most and about 7.79% on average compared with the accuracy of the direct NN predictions. What can be concluded with the information available from the numerical results is that the prediction error of pole coordinates obtained after removing three frequency components with the highest frequencies are noticeably smaller than the prediction error of raw pole coordinates data at least for a few days in the future. In other words, if pole coordinates data are composed of the annual, Chandler and longer periodic variations then the prediction error becomes very small. It means that the short periodic variations have significant influences on the prediction error of polar motion. In order to furthermore assess the performance of the presented EMD-NN prediction model, the results of this model are also compared with those of the Earth orientation parameters prediction comparison campaign (EOP PCC) lasting from October 1, 2005 to February 28, 2008 , in which the prediction period and validation scheme had been clearly specified in advance (Kalarus et al., 2008 (Kalarus et al., , 2010 . Using the well-defined rules a comparison with other prediction methods and techniques participating in the EOP PCC is shown in Figure 4 , where the prediction period is the same, the statistics are referred to the IERS EOP 05 C04 series and the mean absolute error (MAE) is used as the statistical measure computed by the following
From the comparison it can be said that the accuracy of the predictions for 1 5 days in the future by the EMD-NN model is equal to or even better than the prediction accuracy of the most accurate prediction technique for polar motion forecast, namely the LS extrapolation of the harmonic model and autoregressive prediction. Since the 6 th day, the prediction error of the EMD-NN model gradually increases and is much bigger than that of the most accurate prediction technique, but is comparable with that of the other existing prediction approaches yet. It should be noted that in the real-time day-to-day competition real-time EOP C04 estimates for the last days are used, while in our prediction the more precise re-estimated values are utilized. Thus in spite of using the same equation for the computing MAE and same EOP reference series (EOP 05 C04 of IERS), this might have influenced the results of the other participants. 
SUMMARY AND CONCLUSIONS
It has been revealed that prediction error of pole coordinates for about 100 days in the future is mostly caused by the wideband short period fluctuations with periods less than half a year in the previous research. These high frequency variations in pole coordinates data are predominately excited by the equatorial components of AAM and OAM. In order to reduce the contribution of the irregular short period oscillations to prediction error of pole coordinates, these wideband signals with short periods have to be removed from observed time series of pole coordinates. In the present study, a hybrid model called the EMD-NN method is recommended for prediction of pole coordinates data, in which EMD is used for subtracting the components with highest frequencies from the original time series. It has been shown that EMD can be employed to filter those high frequency stochastic signals from pole coordinates data. Additionally, direct NN predictions are made with the same data set to perform an objective comparison. The architecture of the NN model has been kept the same for both prediction methods. Individual prediction approaches were realized for the prediction of specific days in the future.
The results show that the ultra short-term prediction error for 10 days in the future is much smaller when pole coordinates data are smoothed by removing the components with short periods using the multi-scaling nature of EMD, demonstrating the contribution of high frequency signals to prediction errors of polar motion. The combined EMD-NN prediction scheme performs better than the NN-only method using raw polar motion data at least for ultra short-term prediction. In addition, the comparison with the EOP PCC results illustrates that the prediction accuracy is comparable with the existing prediction methods and techniques. So the presented EMD-NN prediction method is an appropriate tool for predicting pole coordinates data. The last but not least conclusion is that the short period fluctuations in pole coordinates data should not been involved in prediction algorithms and should be removed from original data before modeling since the prediction error increase is indeed caused by those high frequency oscillations.
