I observe a panel with T = 500, where the cross-sectional dimension varies across simulations (see Table 1 ). The variables exhibit the following factor structure: With F tk i.i.d.
∼ N (0, 1), k = 1, 2 for all t, Λ is a matrix of ones and zeros such that:
for j ∈ A c 2 X j = F 1 + F 2 + e j , for j ∈ A 2 .
The cardinality of A 2 is varied from n 1 4 to n 3 4 . Finally, I allow the idiosyncratic errors to exhibit both cross-sectional as well as intertemporal correlation. I follow Onatski [2010] and model the errors as follows: 
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Online Appendix Figure 4 : Theoretical divergence rate of T u zk as a function of both factor strength α and tuning parameter u extending past u = 2 for τ = .5.
For example, with u = 3:
Lemma 3. Under Assumptions 1-3, for all n and T,
Proof. See Lemma 1(i) in Bai and Ng [2002] , using Assumption 3 (b).
Lemma 4. Under Assumptions 1-4, for any fixed K, let A be a T × K matrix A such that A A =
Then:
Proof.
By Assumption 4(a), the inner most sum is O p (n 1 2 α k ). I conclude:
which completes the proof. I note that in most cases at least one factor will be strong, corresponding to α 1 = 1. In that case, the above rate becomes O p ( √ n).
Lemma 5. Under Assumptions 1-4, for any fixed K, let A be a T × K matrix A such that A A =
where the last equality follows from Lemma 4 and Assumption 3(e). 
and for l = 1, . . . , rF
Proof. DecomposeF 1 as follows:
SinceF
by Assumptions 1(b) and (c), and
(by Lemma 5).
The second term on the RHS is simply the difference between the largest eigenvalue of XX /T and F Λ ΛF /T . Following the reasoning in the proof of Theorem 1 that difference is O p (n 1 2 α 1 ). It follows that the first term on the RHS is also O p (n 1 2 α 1 ). I therefore obtain
Since also, by (1),
α 1 ), and thereforeF
1 It then also follows that, for l = 2, . . . , r :F
1 Here, and throughout the paper, I assume that the sign indeterminacy ofF is resolved by adding the normalization that the diagonal elements ofF F are nonnegative.
Lemma 7. LetF be the T × K matrix of the first K eigenvectors of XX , normalized such that F F T = I K . Then, under Assumptions 1-4, for each k = 1, . . . , K and l = 1, . . . , r:
Proof. The result for the first row ofF F T is given in Lemma 6. For the remaining columns we repeat the steps above in orthonormal subspaces. My strategy is therefore similar to the one followed in Stock and Watson [2002] . However, allowing for varying factor strengths requires a more nuanced consideration of the subsequent principal components. Additionally, unlike Stock and Watson [2002] , I explicitly derive the rates of convergence for all quantities of interest.
Using the same reasoning as in the previous lemma, we decomposeF k , the kth column ofF , as follows:
again using Lemma 5. Following the reasoning in the proof of Theorem 1, the second term on the RHS is O p (n 1 2 α k ). This implies for the first term that
We further note thatF
This also implies a lower bound on the factor strength, indicated by α k , for which ξ 2 k is guaranteed to converge:
Lemma 8. LetF be the T × K matrix of the first K eigenvectors of XX , normalized such that
K , whereD K is a diagonal matrix with the K largest eigenvalues of X X T on the main diagonal. Then, under Assumptions 1-4:
where H k· denotes the kth row of H .
Proof. Note that by the properties of eigenvectors and eigenvaluesF = XX TFD −1 K . Then:
This is related to the decomposition first derived in Bai and Ng [2002] and used extensively in the literature since its introduction (e.g. Bai [2003 ], Choi [2012 ). The following derivations therefore follow those in Bai and Ng [2002] and Bai [2003] , who consider only strong factors. For a particular t we may write:
s e s ΛF t .
, by Cauchy-Schwarz and submultiplicity of the norm:
, where:
, with the r-by-1 vectorF s replaced by the scalarF sk in each of I t ,II t and III t above.
Consider each of the above three terms separately:
Since this part does not involve any non-standard assumptions (it does not involve the factor loadings), the last equality follows using the same arguments as in the proof of Theorem 1 in Bai and Ng [2002] using Lemma 3 and Assumption 3(c). Details are not worth repeating. For the next part:
by Assumption 4(a). Finally, for III tk one can show in a similar manner that
Consequently,
Lemma 9. Define a matrix H = Λ Λ
K , whereD K is a diagonal matrix with the K largest eigenvalues of X X T on the main diagonal. Accordingly, let H ·k denote the kth column of H. Then, under Assumptions 1-4,
Proof. First note that
where d k andd k denote the kth entry on the diagonal of Λ Λ andD K respectively. Consider entry
Finally, from Lemma 8:
Further,
Since
Combining this with (3)- (5), we obtain r l =k
Split the sum above into three parts according to the relationship between α k and α l and start with the elements for which α k > α l . Then,
Next, consider elements in the sum for which α k = α l . Then,
Finally consider the remaining terms. First note that for the remaining sum the upper limit for the entire sum still holds, as the terms in the first two cases are small enough. Further note that all terms in this remaining sum are positive with probability 1. Thus, each term is bounded by their overall sum and for all k such that α k < α l :
Since the LHS in (6) is equal to H 2 lk up to a negligible term, this establishes that
−α k ) in this last case, thus finishing the proof.
Lemma 10. Under Assumptions 1-4, withF and H defined as in the previous lemma:
Proof. Revisit the decomposition from Lemma 8. It follows that
Start with I tk and decompose as follows:
F s [e s e t − E(e s e t )]
F s E(e s e t ).
For the first part:
[e s e t − E(e s e t )] 
By Lemma 8 the first term is O p (n 1 2 −α k ). For the second term inside the brackets of (7):
[e s e t − E(e s e t )]
This is O p (n) by Assumption 3(c), and thus the first part of the decomposition of
For the second part in the decomposition of I tk :
by Assumption 3(d). Next consider the third part of I tk :
by Lemma 8 and Assumption 3(b). Finally, for the last part of I tk ,
by Assumption 3(b) and using the fact that max s F s < C. It follows that
Next, consider II tk :
For the second part:
Further:
and by Lemma 8
−α k ). Therefore:
Finally, consider III tk :
Start with the first term:
For the second term:
using Assumption 4(b). It follows that
Combining these partial results I obtain that
Note that we achieve convergence as long as α k > .5. Further, in the case of r strong factors (α min = α 1 = 1), the rates above reduce tô
This is in line with the literature (Bai [2003] ).
Lemma 11. Under Assumptions 1-4, withF and H defined as in the previous lemmata:
sk e s e t e ti + 1 
Consider these four terms in turn:
[e s e t − E(e s e t )]e ti
where the boundedness of the last term follows from Assumption 3(c). For the next term, ignoring H, take expectations:
For the third term:
using Lemma 3. Finally, ignoring H, take expectations of the last term:
since both the first and third term in the final sum is bounded and using Assumption 3(b). Therefore
Again consider both terms separately and start with the second:
[e tj e ti − E(e tj e ti )] + n j=1 λ j E( e j e i T )
where the boundedness of the last term follows from Assumption 3(b). Similarly for the first term:
λ j e tj e ti
using the same arguments as above. We conclude that
Finally, using similar arguments as in the proof of II k , one can show that the same bounds apply to III k , and it follows that
Combined they imply the stated bound on the difference. Finally, consider the case max{ }, the first bound is the tighter one and thus applies.
Lemma 13. There exists a constant c > 0 such that
Proof. First note that
It follows thatT
For α k > 0, there exists a c 1 > 0 such that
and thus Equation (11) in the paper and following Assumption 3 (e), there exists a constant c 2 > 0, such that P ψ k * XX T ≥ c 2 = 1 for k * = r 1 + 1, . . . , r max . Then, for any finite c 3 > 0,
Next, consider k = 1, . . . , r 1 − 1. We already established that, for any finite q 1 > 0,
It then immediately follows that there exists an h > 0 such that
But since there exists a finite q 2 > 0 with lim n→∞ P ψ k
Finally, consider k = r 1 . By Assumption 5, α k > .5 and thus lim n→∞ P ψ k XX T > q 1 √ n = 1 for any finite q 1 > 0. On the other hand,
and thus there exists a q 2 > 0, such that P ψ r 1 +1
Then, for any finite q 3 > 0
where
α k ) following the reasoning in the proof of Theorem 1. Using Newton's generalized binomial theorem:
I can thus distinguish between two cases as follows:
Next, consider the difference in II. For (a), with α k > τ :
C.3 Arbitrage Pricing Theory
Proof of Proposition 1. The proof largely follows the proof of Theorem 3 in Green and Hollifield [1992] . Define the set of demeaned portfolios
and construct the factor-mimicking portfolios by projecting the zero vector and the strongest K factors k = 1, . . . , K onto Ξ n , such that:
where E(ξ nk R j ) = 0 for j = 1, . . . , n (noting that R * n0 will be the minimum-variance portfolio with zero betas). For asset j, consider the combination of K factor-mimicking portfolios with the same factor risk:
Recalling that W n denotes the sup-norm on the asset weights w i , we can invoke the following result by Green and Hollifield [1992] .
Theorem (Theorem 1 of Green and Hollifield [1992] ). The efficient portfolio with mean µ = ν is well diversified (i.e. |w i | ≤ W n ∀i) if and only if the return, R * , on every portfolio with weights that sum to one, satisfies
Cov(R * , R i ) , and the payoff, Π * , on every hedge position with weights that sum to zero, satisfies
where γ n is uniformly bounded away from zero by the assumption of no asymptotic arbitrage.
Therefore, if the efficient frontier contains a well-diversified portfolio, this implies that
Cov(Π 
Cov(F w λ i + e i , F w λ j + e j )
Cov(e i , e j )
I therefore conclude that
2 ) . This completes the proof.
