We prove that any 4-dimensional geodesically complete spacetime with a timelike Killing field satisfying the vacuum Einstein field equation Ric(g M ) = λg M with nonnegative cosmological constant λ ≥ 0 is flat. When dim ≥ 5, if the spacetime is assumed to be static additionally, we prove that its universal cover splits isometrically as a product of a Ricci flat Riemannian manifold and a real line.
Introduction
A Lorentzian manifold (M, g M ) or a spacetime is a differentiable manifold M equipped with a Lorentzian metric g M of signature (−1, +1, · · · , +1). In general relativity, the gravity is described by a spacetime 4-manifold (M, g M ), the Lorentzian metric g M satisfies the Einstein field equation:
where T is the energy-momentum tensor due to the presence of matter or fields, κ and Λ are constants. In this paper, we are interested in the solutions to (1.1) with timelike Killing fields. These solutions are called stationary solutions. Stationary solutions are used to model the possible time-independent limit states of a cosmological system. For instance, Kerr metrics are stationary and vacuum solutions (T = 0, Λ = 0) to (1.1), while Schwarzschild metrics are static and vacuum solutions (T = 0, Λ = 0). Here, static means that the spacetime has a timelike Killing field whose orthogonal complement is an integrable distribution, i.e., the timelike Killing field is locally orthogonal to spacelike hypersurfaces. These stationary solutions, including Schwarzchild, Kerr, Reissner-Nordstrom (electrovac static), Kerr-Newmann metrics (electrovac stationary), have been central to the study of the black hole spacetimes, see [7] [15] .
If the spacetime (M, g M ) admits an isometric R-action such that the R-orbits are timelike curves, the infinitesimal generator of the R-action is a timelike Killing field. In many literatures, the terminology " stationary" was also used to referring
on M ≈ R × N , where u, θ are some function and 1−form on N , g N is a Riemannian metric on N , π : M → N is the projection map from M to the space of R-orbits N . The argument in [1] used the collapsing theory(c.f. [3] ) for a sequence of 3-Riemannian manifolds which are the orbit spaces of the isometric R−actions. When the orbit spaces N are noncompact and have dimension equal to 3, Anderson [1] argued that the collapsing can be unwrapped by considering their universal covers. Recently, J. Cortier and V. Minerbe [6] gave a new proof of Anderson's theorem [1] under an extra assumption on the norm of the timelike Killing field X. Without chronological condition, the orbit space could be very "bad". A simple compact example is Minkowski flat torus T 2 (see [10] ), here we take the constant vector field with irrational slope as a timelike Killing field. In this case, any Killing orbit is dense in T 2 , so the quotient topology just consists of two elements: the empty set and the whole space. For noncompact examples, one can take a product of such a torus with a real line.
Whether the chronological condition can be removed in Anderson's theorem is a question asked in [1] (see [1] §1 second paragraph), so Theorem 1.1 answers this question affirmatively.
Direct generalization of Theorem 1.1 to higher dimensions is not true, because we have to allow non-flat examples which are product of a Ricci flat Riemannian manifold with a real line. So when dimension ≥ 5, the best we can hope is a splitting result. Actually, if the spacetimes are assumed to be static, we can prove that it is really the case: Theorem 1.2 Let (M, g M ) be a geodesically complete spacetime of dimension n + 1 with a timelike Killing field whose orthogonal complement is integrable. Suppose the metric g M satisfies the Einstein equation Ric(g M ) = λg M , where λ ≥ 0. Then λ = 0 and the universal cover of (M, g M ) is isometric to R × N equipped with a product metric −dt 2 + g N , where (N, g N ) is a complete Ricci flat Riemannian manifold of dimension n.
As we mentioned before, the result in Theorem 1.2 is not true for λ < 0. It should be noted that recently M. Reiris [14] has shown Theorem 1.2 under the chronological condition. More precisely, M. Reiris [14] has obtained the same result for static solutions to Einstein-scalar equation under the assumption that the spacetime splits topologically as M ≈ R × N and the metric has global form (1.2) with θ = 0. Theorems 1.1 and 1.2 are derived by proving a local curvature estimate or a local gradient estimate of the norm of the Killing field X. To state the result, we need to introduce a Riemannian metric which is naturally associated to the stationary spacetime (M, g M , X).
Let X * be the 1-form on M obtained from X by lowering indices. We definê
which is a Riemannian metric on M . It can be shown that the vector field X is still a Killing field for the metricĝ. In other words, one can associate a stationary Riemannian metricĝ to a stationary Lorentzian metric g M with the same Killing field. See [4] and [5] for similar ideas in treating the injectivity radius estimate and local optimal regularity of Einstein spacetimes. Our local curvature or gradient estimates are the followings:
be a spacetime of dimension 4 with a timelike Killing field X and g M satisfies the Einstein equation Ric(g M ) = λg M . LetB(x 0 , a) be â g−metric ball centered at x 0 of radius a > 0 with compact closure in M . Then there is a universal constant C > 0 such that
be a spacetime of dimension n+1 with a timelike Killing field X whose orthogonal complement is integrable, and g M satisfies Einstein equation Ric(g M ) = λg M . LetB(x 0 , a) be aĝ−metric ball centered at x 0 of radius a > 0 with compact closure in M . Then there is a universal constant C > 0 such that
Note that max{−λ, 0} = 0 if λ ≥ 0 in Theorems 1.3 and 1.4. To prove Theorems 1.1 and 1.2 from Theorems 1.3 and 1.4, we need a fact that g M -geodesic completeness impliesĝ-geodesic completeness (see Theorem 3.3 in Section 3).
When dimension equals to 4, actually we can show that a local curvature estimate holds on more general spacetimes which are not necessarily vacuum (see Theorems 5.3, 5.4) . The result roughly says that if the energy momentum tensor is controlled, then the full curvature tensor of the spacetime can also be controlled quantitatively. The non-vacuum Einstein field equation coupled with specific matter fields will be treated in forthcoming papers.
The paper is organized as follows. In section 2, we prepare some preliminary formulas that will be used throughout the paper. Sections 2.1, 2.2 and 2.3 involve many straight forward computations on the connections and curvatures, and the formulas work for stationary Lorentzian and stationary Riemannian manifolds. In section 3, we prove that the g M -geodesic completeness implies theĝ-geodesic completeness. In section 4, we prove Theorems 1.4 and 1.2. Theorems 1.3 and 1.1 are proved in section 5.
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Stationary spacetime and its associated Riemannian metric
Suppose (M, g M , X) is a stationary spacetime of dimension n + 1, where g M is a smooth Lorentzian metric on M and X is a timelike Killing field. Denote the set of integral curves of X by N , π : M → N the projection map.
A local coordinate system
Fix a point P ∈ M , we will construct a natural coordinate system {x α } around P in the followings so that the metric has the form (1.2) locally. Let Ψ τ be the (local) diffeomorphisms generated by X such that Ψ 0 = id, and Ψ τ 1 Ψ τ 2 = Ψ τ 1 +τ 2 wherever they are defined. Now we fix a codimensional one spacelike submanifold Σ ⊂ M passing through P such thatΣ is compact. Considering the affine parameters of all integral curves of X starting from Σ, we obtain a function t defined on an open neighborhood of Σ in M such that t = 0 on Σ. Given a local coordinate system (x 1 , · · · , x n ) on Σ around P . We can construct a local coordinate system (x 0 , x 1 , · · · , x n ) on M around P , where x 0 = t. Actually, for any point Q ∈ Σ lying in the coordinate chart in Σ, we require x i (Ψ t (Q)) = x i (Q) for i = 1, 2 · · · , n, and x 0 (Ψ t (Q)) = t. Throughout the paper, we use Greek letters α, β, · · · to indicate the indices varying from 0 to n and Latin letters i, j, k, · · · varying from 1 to n. The coordinate system {x α } depends on the choice of spacelike submanifold Σ and the coordinate system {x i } on Σ.
Let X * be the 1-form obtained by lowering indices of X. The induced Riemannian metric on the horizontal distribution H = X ⊥ is given by g H = g M − 1 g M (X,X) X * ⊗X * . It is clear that the horizontal metric g H and 1-form
It we choose a different spacelike submanifold, say Σ ′ , and denote the corresponding time function and one-form by t ′ and θ ′ , we have θ − θ ′ = dψ, where ψ = t ′ − t is a locally defined smooth function. Note that the integrability of the horizontal distribution H is equivalent to dX * = 0 mod X * (Frobenius condition), or dθ = 0.
The metric g M now has the following form
on a neighborhood of P . In the above local coordinate system {x α }, we have
Roughly speaking, the equations in (2.2) say that u, θ, g ij are essentially quantities on the space N of X-integral curves. Actually, if we identify Σ with π(Σ) using the projection map π : M → N and equip π(Σ) ⊂ N the Riemannian structure from (Σ, g H ). The equations in (2.2) are equivalent to u = π * u, θ = π * (θ), π * g = g.
Connection and curvature matrices
Now we will do some straight forward calculations for metrics of the formḡ = w(dt + θ) 2 + g, where w, θ, g are t−independent. The metric is Lorentzian if w < 0, and Riemannian if w > 0.
Sinceḡ 00 = w,ḡ 0i = wθ i ,ḡ ij = g ij + wθ i θ j , one can calculate the inverse matrix (ḡ αβ ) of (ḡ αβ ):ḡ
where θ i = g ij θ j and |θ| 2 = g ij θ i θ j . It is useful to choose a good frame to calculate the connection coefficients.
It can be shown that [e 0 , e j ] = 0, [e i , e j ] = −Λ ij e 0 and e 0 , e i = 0, e i , e j = g ij , where Λ ij = ∇ i θ j − ∇ j θ i , ∇ i θ j is the covariate derivative of the tensor θ w.r.t. the horizontal metric g.
The dual frame of {e α } is {ω α }, 
The 1st equation in (2.4) says that the connection is torsion free, the 2nd says it is compatible with the metricḡ. 
Combining (2.5) and (2.6), we havē
where {ω i j } is the connection matrix of the horizontal metric g = g H w.r.t. the natural frame { ∂ ∂x i }. Now one can calculate the curvature matrix by using (2.7) and the 3rd equation in (2.4) :
Using the formula De α =ω β α ⊗ e β , (2.7) may be paraphrased as follows:
Using Ω α β =
2R
α βγδ ω γ ∧ ω δ andR(e α , e β , e γ , e δ ) = e α , e ǫ R ǫ βγδ , (2.8) can be rewritten as
R(e i , e 0 , e j , e 0 ) = − 1 2
(2.10)
Here, our convention for the sign of the curvature tensor is that we require R ijij > 0 on spheres. (2.10) can also be obtained alternatively by using (2.9) and the following formula:R (e α , e β , e γ , e
Since we have computed all connection coefficients (see (2.9)), it is not difficult to compute the Hessian and the Laplacian of any time-independent function f :
The formulas (2.11) and (2.12) are important in the calculations of sections 4 (see (4.4) and 5.
Ricci curvature
By taking traces on (2.10), we get the Ricci curvature formula:
where R ij is the Ricci curvature of the horizontal metric g ij . Let w = −u 2 < 0 in (2.1) and (2.13), we have
(2.14)
be the Riemannian metric defined in (1.3) on M . Combining (2.14) and (2.13), we getR
Ric(e 0 , e j ) = −Ric(e 0 , e j )
Ric(e i , e j ) = −u 2 g kl Λ ik Λ jl +Ric(e i , e j ), (2.16) whereRic andRic are Ricci curvatures of metricsĝ andḡ. It is helpful to introduce a new metricg conformal to g on horizontal distribution. This metric will play an important role in a priori estimates(see Section 5.3). Let g = u 2 n−2 g be a conformal change of the horizontal metic g. The Christoffel symbols ofg can be given by (see Chapter 5 in [16] )
This implies
for any t-independent smooth function L on M . The Ricci curvature ofg can be computed by the following formula (see Chapter 5 in [16] 
where we have used (2.14). By direct computations, we also have
(2.20)
is a Riemannian Einstein manifold with the same cosmological constant as g M , i.e., Ric(ĝ) = λĝ.
Proof. This follows from (2.16) by noting that dθ = 0 on static spacetimes. ✷ Corollary 2.2 Let (M, g M , X) be a geodesically complete stationary and chronological spacetime of dimension n + 1 with a timelike Killing field X such that the X−orbit space N is a compact smooth manifold. Then the followings hold
we have λ = 0, the conclusion of i) holds, and (N, g N ) is Ricci flat.
Proof. First of all, by [10] (c.f. [1] , [12] ), M is diffeomorphic to R × N , and the metric g M now has the global form (1.2). From the first equation of (2.14), we know Ric M (X, X) = u△u + u 4 4 |Λ| 2 . For i), since △u ≤ 0, by strong maximum principle, we have Ric M (X, X) = 0 and dθ = Λ = 0 and u ≡ const.. This shows i). If we assume Ric(g M ) = λg M , then Ric M (X, X) = −λu 2 . By i), we know λ ≤ 0. The first equation of (2.14) implies △u = −λu. Since u > 0, we know λ = 0 and u = const. by strong maximum principle. The conclusion of ii) holds. ✷ Remark 2.1 Under the assumptions of Corollary 2.2 and i),
Completeness
Before the discussion of completeness, we need to do some preliminary work on projecting curves to horizontal ones. Here, we say a curve is horizontal if its tangent vectors are horizontal.
Lemma 3.1 Let (M, g M ) be a spacetime with a timelike Killing field X. Letγ : I → M be a smooth curve on M , where I ⊂ R is an interval. Fix s 0 ∈ I, p 0 = Ψ τ 0 (γ(s 0 )), there is a unique maximal smooth horizontal curve σ :
for any s ∈ I ′ , where τ : I ′ → R is a smooth function, Ψ τ is the local flow generated by X. Moreover, I ′ = I provided that the vector field X is complete.
Here σ is maximal means that any such horizontal projection curve ofγ passing p 0 is only a part of σ. The vector field X is said to be complete if any integral curves of X can be defined, for their affine parameters, on the whole real line R.
Proof. Consider the curve Ψ τ 0 (γ). Note that the map Ψ τ 0 might not be defined on wholeγ, so the parameters of the curve Ψ τ 0 (γ) lie in a connected subinterval of I.
on the coordinate system {x α }, where we require
Note that the function y(s) is determined uniquely by these requirements. Soγ has a unique horizontal projection Ψ τ (s) (γ(s)) on this chart, where τ (s) = τ 0 + y(s) − x 0 (s) is clearly a smooth function. Because the manifold may be covered by chronological coordinate charts used in §2.1, one can extend the horizontal projection curve ofγ to a maximal one. ✷ Remark 3.1 It is clear that in Lemma 3.1, we have
which implies that ifγ is not horizontal, then theĝ-length of the horizontal projection curve σ will become strictly smaller.
Lemma 3.2 Let (M, g M ) be a time-geodesically complete spacetime with a timelike Killing field X. Then X is complete.
Proof. We only need to show that any integral curve ζ : [a, b) → M of X can be extended over b. When c > a is close to a, there is a timelike geodesic γ :
By time-completeness assumption, γ can be extended to be defined on all affine parameters. Ψ b−c is clearly defined near ζ(a) and Ψ b−c (ζ(a)) = ζ(b − (c − a)), where Ψ t are the local diffeomorphisms generated by X. To prove the lemma, it suffices to show that the maps Ψ τ , for τ ∈ [0, b − c] can be defined on whole γ. Suppose this is not true, there will be a smooth family of X−integral curves connecting γ(s) and σ(s) for s lying in a maximal interval I = (a ′ , b ′ ). Without loss of generality, we assume b ′ < ∞. The integral curve η of X starting at γ(b ′ ) can only be defined on a maximal interval [0, c ′ ) where c ′ < b − c. Considering the timelike geodesic ξ(s) = Ψ c ′ (γ) defined on (a ′ , b ′ ), it can also be extended to all affine parameters. Near the point ξ(b ′ ), by considering the integral curves of −X starting at ξ(s) for s ∈ (b ′ − ǫ, b ′ ], we find η can actually be extended over c ′ , and η(c ′ ) = ξ(b ′ ). This is a contradiction. ✷
In general, the horizontal projection curve of a geodesic is no longer a geodesic, but it still satisfies a "good" ODE. Indeed, in a coordinate system {x α } in §2.1, by using (2.9) and direct computations, we havē
3)
This implies thatγ is a geodesic on (M,ḡ) if and only if the curve γ = π(γ), γ(s) = (x 1 (s), · · · , x n (s)), satisfies
where iγdθ is the 1-form obtained from the contraction of 2-form Λ = dθ with the tangent vectorγ = T i ∂ ∂x i . The first equation of (3.4) can be derived alternatively by
since X is Killing and∇ T T = 0. Proof. Fix p ∈ M , we will show that the exponential map expĝ ofĝ can be defined on the whole tangent space T p M at p. Letr be the supremum of all r > 0 such that the exponential map expĝ can be defined on a ball of radius r centered at 0 in T p M . We have to showr = ∞. We argue by contradiction. Supposer < ∞. Letγ : [0,r) → M be a normalĝ-geodesic parameterized by arclength,γ(0) = p, |γ(0)|ĝ = 1, andγ can not be extended over timer (as aĝ-geodesic). From the definition ofr, for any r <r, we know B(p, r) = expĝ(B(0, r)) andB(p, r) = expĝ(B(0, r)), where B(p, r) = {q ∈ M : dĝ(q, p) < r},B(p, r) = {q ∈ M : dĝ(q, p) ≤ r}, B(0, r) = {v ∈ T p M : |v| < r}, andB(0, r) = {v ∈ T p M : |v| ≤ r}. Therefore,B(p, r) = {q ∈ M : dĝ(q, p) ≤ r} is compact provided r <r.
We assume thatγ is not horizontal, otherwiseγ can be extended to whole real line R, because a horizontalĝ-geodesic is also a horizontal g M -geodesic (see (3.4) Proof. Suppose λ > 0. We know Ric(ĝ) = λĝ by (2.16). On the other hand, (M,ĝ) is complete by Theorem 3.3. This implies that M is compact by Bonnet-Myers theorem. From (2.12) and (2.14), we have△ log u = −λ on M . At the minimum point of log u, we find −λ ≥ 0, which is a contradiction with λ > 0. ✷
Static solutions
In this section, we will handle static spacetimes. We will first derive a local gradient estimate on the norm of the Killing field. The idea comes from Yau's gradient estimate of harmonic functions on Riemannian manifolds (see [17] or §1.3 in [16] ).
Static vacuum solutions
In the following Theorem 4.1, we assume (M, g M , X) is a static Einstein spacetime of dimension n + 1 with a timelike Killing field X whose orthogonal complement is integrable, and Ric(g M ) = λg M . Letĝ be the Riemannian metric defined by (1.3) . Note that
is a time-independent function, we have |∇ log u| 2 g = |∇ log u| 2 g by (2.3). |∇ log u |ĝ≤ C(
Proof. By (2.11), we know∇ 2 log u(e 0 , e 0 ) = |∇u| 2 ∇ 2 log u(e 0 , e i ) = 0 Let ρ be theĝ-distance function centered at x 0 . Let ψ : R + → R be a smooth nonnegative decreasing cutoff function such that ψ = 1 on [0, 
We consider the nonnegative function f = ψ( ρ a )|∇ log u| 2 onB(x 0 , a). Suppose f achieves its maximum at some smooth point x 1 ∈B(x 0 , a) of ρ. Then we havê △f (x 1 ) ≤ 0 and∇f (x 1 ) = 0. Hence
We first consider λ ≥ 0 case. In this case, we have the Laplacian comparison theorem △ρ ≤ n ρ . Hence a −1△ ρψ ′ ≥ 2na −2 ψ ′ . Multiplying both sides of (4.6) by ψ, we get 2f (x 1 ) 2 − Cna −2 f (x 1 ) ≤ 0, which implies f (x 1 ) ≤ Cna −2 . In particular, we have
If x 1 lies in the cut locus of x 0 , by applying a standard support function technique (see [17] , or Theorem 3.1 in [16] ), (4.6) and (4.7) still hold. Now we assume λ < 0. In this case, Laplacian comparison theorem tells uŝ △ρ ≤ n ρ (1 + |λ| n ρ) (see Corollary 1.2 in [16] ). This gives a −1△ ρψ ′ ≥ (2na −2 + a −1 |λ|n)ψ ′ . Multiplying both sides of (4.6) by ψ, we get f (x 1 ) ≤ C(|λ| + na −2 ), where C is a universal constant (independent of n). The proof is complete. ✷ Proof of Theorem 1.2. If (M, g M ) is geodesically complete, we know (M,ĝ) is complete from Lemma 3.3. If λ ≥ 0, letting a → ∞ in Theorem 4.1, one can prove u = const.. Now the 1-form X * dual to X becomes closed. On the universal cover, X * = df must hold for some function f , the level set {f = const.} is a global integrable submanifold of the horizontal distribution. It is easy to see that {f = const.} is complete and Ricci flat. The universal cover of (M, g M ) will be isometric to R × {f = const.}.
The argument of Theorem 4.1 essentially provides a proof of the following:
) be a Einstein Riemannian manifold with a nowhere vanishing Killing field X such that the orthogonal complement of X is integrable and Ric = λg. Then for any metric ball B(x 0 , a) with compact closure in M n , we have
where C is a universal constant. Moreover, if λ ≥ 0 and (M n , g) is complete, then |X| = const. and the universal cover of (M n , g) is isometric to R × N , where N is a complete Ricci flat Riemannian manifold. |∇ log u| ≤ C(
where C is a universal constant. Moreover, u = const. and (N n , g) is Ricci flat if λ ≥ 0 and (N n , g) is complete.
Proof. Let M = R × N n be a manifold equipped with a static Riemannian metriĉ g = u 2 dt 2 + g. Now X ∂ ∂t is a Killing field. One can show that Ric(ĝ) = λĝ (see (2.13)). The same argument as in Theorem 4.1 will give (4.9). Because the projection from M to N n of anyĝ-Cauchy sequence on M is also a g-Cauchy sequence on N n , the completeness of N n will imply the completeness of M . The last assertion of the corollary holds. ✷
4-d stationary vacuum spacetimes

Preliminaries
In this section, we focus on the usual dimension of spacetime, i.e., dim M = 4. Now fix a point x 0 ∈ M , let {x α } be a coordinate system used in §2.1, which covers some open neighborhood M ′ ⊂ M of x 0 . Let π : M → N be the projection from M to the X− orbit space N . Equip N ′ = π(M ′ ) the horizontal Riemannian metric g ij . Since X * = −u 2 (dt + θ), the Hodge dual of X * ∧ dX * (on (M,ḡ)) is ±u 3 * dθ, where * dθ is the Hodge dual of dθ (on (N ′ , g)). Denote ω = u 3 * dθ. Note that |ω| 2 = u 6 |dθ| 2 = u 6 2 |Λ| 2 , where the norm for a 2-form is taken by requiring |e 1 ∧ e 2 | 2 = 1 if e 1 , e 2 are orthonormal. Now
It should be noted that ω ⊗ ω is globally defined on M no matter whether M is orientable or not. Now we can rewrite equations (2.14) and (2.16) as follows:
Ric(e i , e j ) = −u −4 (|ω| 2 g ij − ω i ω j ) +Ric(e i , e j ).
Recall thatg u 2 g in section 2.3, and we have (see (2.19) (2.20) (5.1)):
By taking trace on the first equation of (5.3), we find that the scalar curvatureR of g satisfies
whereR is the scalar curvature of (M,ḡ).
A map Φ
Throughout this subsection, we assume the following condition holds:
where X is the timelike Killing field. In general, condition (5.5) does not hold, while it holds when (M,ḡ) is Einstein, i.e., Ric(ḡ) = cḡ. When condition (5.5) holds, from the last equation of (5.1), we know ω = dψ holds locally for some function ψ by Poincare lemma. In this case, we havê △ψ = 4 ∇ψ, ∇ log u ĝ , △ψ = 4 ∇ψ, ∇ log u g .
(5.6) Let g −1 = y −2 (dx 2 + dy 2 ) be the hyperbolic metric (sectional curvature ≡ −1) on Poincare upper half plane H = {(x, y) : x ∈ R, y > 0}. We define a map Φ : M ′ → H by Φ = (ψ, u 2 ) = (x, y). Because ψ and u are time-independent, Φ is also a map from N ′ = π(M ′ ) to H.
∂ ∂y , where△Φ( or△Φ) is the harmonic map Laplacian between two Riemannian manifolds (M ′ ,ĝ)(or (N ′ ,g)) and (H, g −1 ) .
Proof. We can calculate the Christoffel symbols Γ a bc of g −1 as follows:
From the definition of the Hessian of a map from (M,ĝ) to (H, g −1 ), we have
Combining with (5.7), it follows
Taking traces on (5.9) with respect toĝ, we get
where we have used (5.6) (5.1) and (2.12)). ✷ Corollary 5.2 When (M,ḡ) is Ricci flat, the map Φ = (x, y) = (ψ, u 2 ) is a harmonic map from (M ′ ,ĝ) (or (N,g)) to (H, g −1 ). Now we can apply the standard Bochner formulâ
where
Here we have used (5.4). Now we compute the term I 1 = ∇ Φ,∇△Φ first. By Lemma 5.1 and (5.7), we havê
Hence,
The 3rd term on the right hand side of (5.11) can be computed as follows:
(5.14)
Since g −1 has constant sectional curvature K ≡ −1, we have
Now we compute the term |∇ αβ Φ| 2 at a given point (x, t 0 ). By definition,
). Let {x i } be a normal coordinate system around the fixed pointx ∈ N . Let
On the other hand, we have
From (5.9), we get
To compute the term
we need (see (2.11))
Combining (5.21) (5.19) (5.15)(5.14)(5.13), we havê
(5.23)
A priori estimates
The main result of this section is the following:
be a spacetime of dimension 4 with a timelike Killing field X. Denoteĝ = − 2 g M (X,X) X * ⊗ X * + g M the Riemannian metric associated to X. LetB(x 0 , a) be aĝ-metric ball centered at x 0 of radius a > 0 with compact closure in M , and assume
Then there is a universal constant C such that
where u 2 = −g M (X, X). Moreover, for any p > 1, there is a constant C p > 0 depending only on p such that
Proof. By scaling invariance, we may assume a = 1. The argument is divided into two cases: Case 1: ∂B(x 0 , a) = φ; Case 2: ∂B(x 0 , a) = φ. We treat Case 1 first. Let h(x) = 2|∇ log u| 2 (x) +
Since f is a nonnegative function onB(x 0 , 1), vanishes on ∂B(x 0 , 1), there is a pointx ∈B(x 0 , 1) such that f (x) = sup x∈B(x 0 ,1) f (x). To prove the theorem, it suffices to prove that there is a universal constant C > 0 such that f (x) < C. We will argue by contradiction. Suppose there are a sequence of spacetimes (M l , g M l ) andĝ l −ballsB(x l , 1) ⊂ M l with compact closure satisfying (5.24) with a = 1, but f (x l ) → ∞ as l → ∞, where
Now we will work on a fixed space (M l ,ĝ l ). For simplicity, we drop the subscript l. For any fixed 0 < ǫ < 1, and any x ∈B(x 0 , 1) with
(5.27)
Note that the function f (x) is invariant under the scaling of the metric. The metricḡ = −u 2 (dt + θ) 2 + g is invariant under normalizations u → u(x) −1 u, t → u(x)t, θ → u(x)θ, ω → u(x) −2 ω. Therefore, the equation (5.1) remains invariant under such normalizations. So without loss of generality, by scaling u and the metric g by suitable positive constants, we may assume u(x) = 1 and h(x) = 1. Now (5.27) becomes
, where D ≥ 1 is a fixed constant independent of l, we have
By (5.3) and (5.29), it can be shown that the sectional curvature ofg onB(x, D) satisfies
Let E = Hx ⊂ TxM be the orthogonal complement of X atx equipped with the Euclidean metric induced fromḡ orĝ. Let exp E : E → M be the restriction of the exponential map (of the conformal metric u 2 (ḡ) or u 2 (ĝ)). Clearly, exp E is a smooth map.
Claim 1: There is a universal constant δ 1 > 0 such the exponential map exp E is an immersion from B(0, δ 1 ) ⊂ E toB(x, 1). Moreover, the pull back (0, 2)-tensor field exp * Eg is strictly positive definite everywhere on B(0, δ 1 ), whereg =
Note that one can always construct a contractible 3-dimensional smooth spacelike immersed submanifold σ : Σ → M so that there is a smooth mapγ : [0, 1] → Σ satisfying γ = σ •γ. Actually, let {E 1 (s), E 2 (s), E 3 (s)}, where E 3 (s) =γ(s), be a parallel and horizontal orthogonal u 2ḡ -frame along γ, let Σ = [0, 1]×{|w 1 | 2 +|w 2 | 2 < ǫ 2 } ⊂ R 3 , then the map σ : Σ → M , where σ(s, w 1 , w 2 ) exp Eγ(s) (w 1 E 1 (s) + w 2 E 2 (s)), will be an immersion when ǫ is sufficiently small. By considering the integral curves of X passing through σ(Σ) and setting the affine parameters t = 0 on Σ, there is a small positive number δ > 0 such that the map F : Σ×(−δ, δ) → M , where F (x, t) = Ψ t (σ(x)), is also an immersion. Let π : Σ × (−δ, δ) → Σ, π(x, t) = x be the natural projection map. Now we pull back the metricḡ by F to Σ × (−δ, δ), and equip Σ the horizontal metric(still denoted by u 2 g) induced from the metric F * (u 2ḡ ).
Note that we can lift the family of horizontal geodesics ǫ → γ ǫ on M to a family of horizontal geodesics ǫ →γ ǫ on Σ × (−δ, δ) such that F (γ ǫ ) = γ ǫ . Denote the variational vector field onγ byŨ . Now π(γ ǫ ) is a variation of geodesics on (Σ, u 2 g)(see (3.4) ), π * Ũ is the variational Jacobi field such that π * Ũ (0) = 0. π * Ũ is nontrivial since its derivative atγ(0) with respect toγ(0) is π * (v 2 ) = 0. By (5.30), the conjugate radius of the exponential map of (Σ, u 2 g) atγ(0) is greater than
max , we must have π * Ũ (1) = 0 and hence (exp * Eg ) v 1 (v 2 ) = 0. This finishes the proof of Claim 1.
Claim 2: The identity map from E to itself is the exponential map at point 0 of (B(0, δ 1 ), exp * Eg ). The Claim 2 is clear by our construction. We denote the metric exp * Eg still bỹ g. The point is that the injectivity radius ofg at 0 is at least δ 1 . One can also pull back the functions u, the 1-form ω by the exponential map exp E to B(0, δ 1 ). Since B(0, δ 1 ) is contractible, the function ψ satisfying dψ = ω can be globally defined on B(0, δ 1 ). We denote these pulled back quantities still by the same notations u, ψ, ω. From the first equation of (5.3) and our assumption, it is important to know that the curvature ofg is bounded on (B(0, δ 1 ). By [11] , one can construct a harmonic coordinate system {z i } of radius 2δ 2 > 0 around 0 such that the estimate
holds on {|z| < 2δ 2 }. By the second and third equations of (5.3), we know△u and dω and δω are uniformally bounded by our assumption. By elliptic regularity, |u| C 1,α and |ω| C α are uniformally bounded on a smaller ball. By Arzela-Ascoli theorem, one can take a C 1,α and W 2,p convergent subsequence forg and u, and C α , W 1,p convergent subsequence of ω. We denote the limit byg ∞ , u ∞ , ω ∞ . Since h only involves ∇u, ω and g, we know that the C α norm of h is uniformally bounded on {|z| < 3 2 δ 2 }(independent of l). The limit h ∞ is C α and must satisfy
on {|z| < 3 2 δ 2 }. Now we attempt to show that the limit (g ∞ , u ∞ , ω ∞ ) is actually smooth and satisfies the vacuum Einstein equation.
Recall that in the above harmonic coordinate system {z i }, Ricci curvature 2R ij = −g kl ∂ 2 ∂z k ∂z lgij + Q ij (∂g,g), where Q is quadratic in ∂g, with polynomial coefficients ing,g −1 .
For each scaled solution g l , u l , ω l , in the above harmonic coordinate system {z i }, multiplying the first equation of (5.3) by a function ξ ∈ W 1,p 0 (B(0, δ 2 )), p > 1, and integrating by parts, we get:
Since the norm ofRic(e i , e j ) − u −2R ic(X, X)g ij is bounded by Ch(x l ) −1 → 0 by our scaling, we know I 4 → 0 as l → ∞. Note that the C α -norms of ∂g, ω, ∂u are uniformally bounded, (5.33) must converge to
, and coefficients (g ∞ ) kl ∈ W 2,p , we knowg ∞ ∈ W 3,p by standard L p −estimate for elliptic equations of divergence form. Now we can apply the same technique to the rest equations of (5.3) to obtain
where the above equations hold in the sense of integration by parts as in (5.34).
Since 
on {|z| < δ 3 }. Now we can apply the strong maximum principle on equation (5.36) since (5.32) holds. It follows that h ∞ ≡ const., and the right hand side of (5.36) vanishes everywhere on {|z| < δ 3 }. In particular, this implies |∇ log u ∞ | 4 ≡ 0 and
Hence h ∞ ≡ 0, which is a contradiction with h ∞ (0) = 1. This proves Case 1.
For Case 2, the maximum of h(x) can be achieved at some pointx by the compactness of M . The result can be proved by following the same argument of Case 1. The proof of the theorem is complete.
✷ From the proof of Theorem 5.3, if we integrate the vector field X for a short time along the image of the horizontal exponential map, one can obtain a local covering map which provides a "good" local "coordinate system" (c.f. (5.31)).
Theorem 5.4
Under the assumptions of theorem 5.3, there is a smooth non-degenerate map Ψ : {|z 0 | 2 + |z 1 | 2 + |z 2 | 2 + |z 3 | 2 < c 2 a 2 } →B(x 0 , a), Ψ (0) = x 0 such that Ψ * g M =ḡ αβ dz α dz β = −u 2 (dz 0 + θ i dz i ) 2 + g ij dz i dz j satisfies 1 1 + C 0 < u < 1 + C 0 , |θ| < C 0
where u, θ and g ij are z 0 − independent, (z 1 , z 2 , z 3 ) are harmonic coordinates for g ij dz i dz j , C p are constants depending only on nonnegative integers p ≥ 0. for some universal constant C.
Proof. When λ = 0, one can apply Theorem 5.3 to derive (5.38) since condition (5.24) holds trivially in this case. We only need to handle λ > 0 case. By scaling invariance of the estimate, one can assume a = 1. We mimic the proof of Theorem 5.3. We treat the case ∂B(x 0 , 1) = φ first. Let h(x) = 2|∇ log u| 2 (x) + 1 2 u −4 |ω| 2 (x) + 6λ, f (x) = h(x)d 2 g (x, ∂B(x 0 , 1)), and x ∈B(x 0 , 1) such that f (x) = sup x∈B(x 0 ,1) f (x). To prove f (x) < C for some universal constant C, we will argue by contradiction. Suppose there are a sequence of 4-Lorentzian manifolds (M l ,ḡ l ) satisfying Ric(ḡ l ) = λ lḡl (λ l ≥ 0) and a sequence ofĝ l -ballsB(x l , 1) ⊂ M l with compact closure such that f (x l ) → ∞ as l → ∞, where
(5.39)
Scaling u l andḡ l by u l (x l ) −1 and h l (x l ) respectively, one can assume u l (x l ) = 1, h l (x l ) = 1. We still use the same notations u l , ω l ,ḡ l , etc., to denote the corresponding scaled quantities.
Note that the boundedness of h l implies that the sectional curvature ofg is uniformally bounded on Bĝ l (x l , 1). As in Theorem 5.3, one can use the horizontal exponential map (w.r.t. metric u 2 lḡ l ) to pull backg l , ω l and u l to horizontal tangent space. Using the harmonic coordinates {z i } on the horizontal tangent space and a boot strap argument as in Theorem 5.3 , one can show that {u l , ω l ,g l } has a subsequence converging to a smooth limit (u ∞ , ω ∞ ,g ∞ ). Note that on (5.22), I 2 + I 3 = 4λ|∇ log u| 2 + 3λu −4 |ω| 2 ≥ 0 for each (u l , ω l ,g l ). So I 2 + I 3 ≥ 0 still holds for the limit {u ∞ , ω ∞ ,g ∞ }. By applying the strong maximum principle to equation 
