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We propose an adiabatic reweighting algorithm for computing the free energy along an external
parameter from adaptive molecular dynamics simulations. The adaptive bias is estimated using
Bayes identity and information from all the sampled configurations. We apply the algorithm to
a structural transition in a cluster and to the migration of a crystalline defect along a reaction
coordinate. Compared to standard adaptive molecular dynamics, we observe an acceleration of
convergence. With the aid of the algorithm, it is also possible to iteratively construct the free
energy along the reaction coordinate without having to differentiate the gradient of the reaction
coordinate or any biasing potential.
An important task of molecular simulation in material
science, chemistry or biophysics is the computation of the
free energy A(ζ) along an external parameter ζ that may
be inverse temperature, pressure or a chemical potential.
In these situations, the free energy is useful for charac-
terizing the conditions of phase equilibria, for example
between the solid-like and liquid-like states of an atomic
cluster. A related quantity that is frequently desired is
the free energy along a reaction coordinate ξ(q), where ξ
is a function of the internal degrees of freedom, here the
position q of the system. In systems presenting broken er-
godicity or metastabilities resulting from rare crossings
of entropic or energetic barriers, the free energy along
ξ(q) is often used within transition state theory [1] to es-
timate the rates of barrier crossings. Those may be the
jump frequencies of a defect in a crystal to give a second
practical example.
Basic techniques allowing to computeA(ζ) fromMonte
Carlo or molecular dynamics (MD) simulations [2, 3] are
thermodynamic integration, free energy perturbation and
nonequilibrium work methods. [4, 5] To improve the ac-
curacy of the results, a reweighting procedure [6–10] is
often implemented to post-process and combine the data
harvested in multiple simulations performed with differ-
ent values of the external parameter. Reweighting applies
in particular to rare barrier crossing problems, in which
case external parameters are introduced to restrain the
system across the barrier via harmonic coupling to the
reaction coordinate. [11–13] It then allows to obtain the
free energy of the reaction coordinate without having
to evaluate its second-order derivatives. These second-
order derivatives are often difficult to compute and ap-
pear when the free energy is differentiated with respect
to the reaction coordinate, as in the constrained thermo-
dynamic integration [14] method or in the adiabatic free
energy dynamics [15] (AFED) method.
A common feature of reweighting algorithms is that, in
order to minimize the statistical variance, the informa-
tion of any configuration sampled at a given value of the
external parameter is included in the estimators for the
free energies at all values of the external parameter. How-
ever, this information is not used in the course of the sim-
ulations to improve the construction of the samples. In
this communication, we show how to adaptively perform
the sampling by reweighting the information contained
in all configurations previously generated. We focus here
on the adaptive biasing force (ABF) framework. [16, 17]
In ABF methods, [16, 17] a biasing force is adapted
and used in the molecular dynamics to achieve uniform
sampling of the chosen reaction coordinate. We thus con-
sider that ζ is a reaction coordinate taking values in Z
and write A as a potential of mean force: [18]
A(ζ⋆) = −β−1 ln
(∫
Z∪Q
1(ζ⋆|ζ)e−βU(ζ,q)dζdq
)
(1)
where β−1 denotes the reference temperature, q the co-
ordinates of the multi-particle system, Q its phase space,
1(ζ⋆|·) the characteristic function of the histogram bin
containing ζ⋆ and U(ζ, q) the extended potential. This
one usually takes the form U(ζ, q) = V (q) + ζE(q) in
alchemical free energy calculations, where V and V + E
are the reference and target potentials, respectively. In
another common simulation set-up, ζ is a restraining pa-
rameter harmonically coupling to a reaction coordinate
ξ(q) via U(ζ, q) = V (q) + 1
η
|ζ − ξ(q)|2 where η−1 is a
spring stiffness. Restraining potentials with functional
forms different from linear or quadratic in ζ may also
be used. Let ∂ζU and ∇qU denote the derivatives of U .
Since Z is independent of Q, the mean force A′(ζ) is
formally equal to
E [∂ζU (ζ, ·) |ζ] =
∫
Q
∂ζU(ζ, q)e
−βU(ζ,q)dq∫
Q
e−βU(ζ,q)dq
,
the conditional expectation of ∂ζU given ζ. The biasing
force used in ABF at time t is A′t, the current estimate of
A′ obtained here using the histograms accumulated along
the past trajectory. Denoting the system coordinates at
time t by (ζt, qt), an ABF algorithm in the extended sys-
2tem (ABF-E) writes [13]
A′t(ζt) =
∫ t
0
∂ζU(ζs, qs)1(ζt|ζs)ds
τ +
∫ t
0
1(ζt|ζs)ds
, (2a)
dζt = [A
′
t(ζt)− ∂ζU (ζt, qt)] dt+
√
2/βdW¯t, (2b)
dqt = −∇qU [ζt, qt] dt+
√
2/βdWt. (2c)
The bias A′t is set to 0 outside [ζ
min, ζmax] interval. The
Langevin dynamics (2b,2c) is driven by Wiener process
(dW¯t, dWt) and by a biasing force converging toA′ within
[ζmin, ζmax] in the long time limit. [19] The time τ in the
denominator is a small factor (that may be zero or de-
cay to zero [20, 21]) introduced to prevent an initially
too large bias from driving the dynamics out of equilib-
rium. The dynamics (2) is such that, at convergence, the
variable ζt freely explore the interval [ζ
min, ζmax].
Here, we use Bayes formula to more efficiently estimate
the running average (2a) associated with the histogram
bins of ζ. Let us first consider a time-independent bi-
asing potential A(ζ). The biased potential is therefore
UA(ζ, q) = U(ζ, q) − A(ζ) − ϕA, the constant ϕA nor-
malizing the canonical distribution at temperature β−1.
Thus, the joint probability of (ζ, q) is e−βUA(ζ,q). The
marginal probability of q is P¯A(q) =
∫
Z
e−βUA(ζ,q)dζ
and the conditional probability of ζ given q is π¯A(ζ|q) =
e−βUA(ζ,q)/P¯A(q). Denoting the conditional expectation
associated with π¯A by EA, we have
EA [∇qU(·, q)|q] =
∫
Z
∇qU(ζ, q)e−βUA(ζ,q)dζ/P¯A(q),
which corresponds to minus the gradient of β−1 ln P¯A(q).
Therefore, the following Langevin dynamics
dqt = −EA [∇qU(·, qt)|qt] dt+
√
2/βdWt (3)
samples P¯A(q)dq. Even though ζ is not propagated
in (3), the conditional probability of q given ζ may be
evaluated from the conditional probability of ζ given q
using Bayes formula
π(q|ζ) = π¯A(ζ|q)P¯A(q)∫
Q
π¯A(ζ|q˜)P¯A(q˜)dq˜
. (4)
The integral in the denominator defines PA(ζ), the
marginal probability of ζ. Owing to the ergodic theorem
and to Bayes formula (4), the conditional expectation of
any observable O(ζ, q) given ζ can be estimated from
E [O(ζ, ·)|ζ] = lim
t→+∞
∫ t
0
O(ζ, qs)π¯A(ζ|qs)ds∫ t
0
π¯A(ζ|qs)ds
, (5)
where {qs}0≤s≤t is a long trajectory generated using (3).
The scheme implementing the expectation form of Bayes
indentity (5) is called “adiabatic reweighting”. Here, adi-
abaticity refers to the virtual dynamical decoupling that
is involved: when qs evolves very slowly compared to ζs,
the latter variable has enough time to fully explore its
subspace Z and visits any value of ζ with the current
equilibrium probability π¯A(ζ|qs). Concommitantly, the
force exerted upon qs is −EA [∇qU(·, qs)|qs], the average
of −∇qU(ζ, qs) taken over the current equilibrium distri-
bution of ζ given qs. To perform ABF simulations with
adiabatic reweighting, we first notice that setting O to
∂ζU in (5) yields an estimate of A′. We next, in analogy
with (2), suggest to adapt the biasing force A′t by setting
π¯A to π¯As in (5) and EA to EAt in (3). This leads to a
new ABF scheme (for ζ ∈ [ζmin, ζmax])
A′t(ζ) =
∫ t
0 ∂ζU (ζ, qs) π¯As(ζ|qs)ds
τ +
∫ t
0 π¯As(ζ|qs)ds
, (6a)
dqt = −EAt [∇qU(·, qt)|qt] dt+
√
2/βdWt. (6b)
The resemblance with the original ABF-E scheme is strik-
ing, except that ζ is not dynamically propagated. The
computation of A′t and its numerical integration to ob-
tain At are performed at each time step on the same grid.
Nζ = 10
3 grid points are used. From At, the weights πAt
are evaluated and used to average ∇qU(·, qt) in (6b) (on
the grid) and to update the numerator and denomina-
tor in (6a) for the next step. The computational cost of
these operations is typically a small fraction of the one
required for evaluating and differentiating the potential
energies.
Note that, as an alternative to the ABF framework,
we may adapt the biasing potential [22–25] rather than
its gradient. An adaptive biasing potential method with
adiabatic reweighting consists in replacing (6a) by
dAt(ζ)
dt
= −ωβ−1 ln
[
1 + τ−1
∫ t
0
π¯As(ζ|qs)ds
]
(7)
where the positive constant ω is the updating rate. Tun-
ing this additional simulation parameter is not straight-
forward. Hence, we restrict the present investigation to
the ABF framework. Note also that the AFED method
enforces an adiabatic decoupling that is opposite to the
one involved in Eqs. (5) or (6a): the particle system is
therein assumed to fully explore the conditional distri-
bution of q given the instantaneous value of the reaction
coordinate, whose dynamics is, owing to a large damping
coefficient, slowed down and decoupled from the ones of
the remaining coordinates. [15]
The ABF algorithm with adiabatic reweighting (ABF-
AR) is now applied to two benchmark systems illustrat-
ing respectively the alchemical and reaction coordinate
cases. The alchemical application aims at characteriz-
ing the thermodynamic structural transition between the
liquid-like and solid-like states of LJ55, a cluster sys-
tem consisting of 55 particles interacting via a Lennard-
Jones potential. [3, 26] The global energy minimum is
−279.248ǫLJ where ǫLJ is the depth of the Lennard-
Jones potential well. Its struture is a Mackay icosahe-
dron. The cluster potential energy is E and the refer-
ence potential is 0, so that βU(ζ, q) = ζE(q). From
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FIG. 1: (a) PA(ζ) is scaled to the uniform distribution, as
estimated in the adaptive run (At) and production run (Aˆ);
(b) contour map of ln P(E|ζ) with some isolines, and with
color-box displayed in (c); the thick white dashed and thick
black solid lines represent the {ζ,A′(ζ)} and {β−1S′(E), E}
curves, respectively; (d) {ln ρ
Aˆ
(E), E} curve. Lennard-Jones
units are used.
β∂ζU = E, it follows that βA′ is the mean potential
energy and that βζ−1A(ζ) is the Helmholtz free energy
(up to an additive constant) at effective temperature
T = (βζ)−1. Let S(E) denote the microcanonical en-
tropy and P(E|ζ) = exp [S(E) + βA(ζ) − βζE] be the
conditional probability of E given ζ. The signature of a
thermodynamic transition is the presence of an inflection
point on the curve {ζ,A′(ζ)}, or of a loop on the (van der
Waals) curve
{
β−1S′(E), E
}
where S′ = dS/dE. These
two curves are the locus of the stationary points satisfy-
ing ∂ζP(E|ζ) = 0 and ∂EP(E|ζ) = 0, respectively.
First, we obtain an estimate of the free energy by gen-
erating an ABF-AR dynamics of 109 steps using ∆t =
10−4 in Lennard-Jones units and τ = 0. We set β−1 =
0.3ǫLJ andZ = [2.5/(βǫLJ), 5/(βǫLJ)]. The biasing force
A′t(ζ) is estimated within Z. The final biasing potential
obtained by this procedure is denoted by Aˆ. In a second
step, we perform a production run of the same duration
as before replacing A by Aˆ in (3), and estimate P(E|ζ)
by adiabatic reweighting (5) where the observable is re-
placed by the characteristic function 1E,E+∆E. The his-
togram bin width is ∆E = 0.1. We also estimate PA(ζ)
by averaging π¯A(ζ|qt) in the adaptive run (6) and pro-
duction run (3). The density of states g(E) = exp[S(E)]
is proportional to ρ
Aˆ
(E)/P
Aˆ
(qE), the histogram of the
sampled energies divided by the marginal probability of
any configuration of energy E. This proportionality re-
lation with the sampled data of the production run is
used to construct the
{
β−1S′(E), E
}
and {ζ,A′} curves
(standard reweighting [27]).
Results are displayed in Fig. 1. Panel (a) shows that
the estimated marginal probability of ζ is flat over Z:
the converged biasing forces fully compensate the mean
forces. Results for P(E|ζ), up to a normalizing factor, are
shown in the contour map of panel (b). The stationary
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FIG. 2: ABF simulations with adiabatic reweighting (AR) or
extended dynamics (E): (a) trajectory averages of the biasing
force along ζ at two times t, compared to Aˆ′, the reference
mean force; (b) error defined as a standard deviation from the
reference curve A′; (c) ρ represents the reduction of statistical
variances resulting from adiabatic reweighting, estimated at
t = 104 from 200 trajectories. Energies are given in ǫLJ units.
points on the isolines are perfectly located on the su-
perimposed {ζ,A′(ζ)} and {β−1S′(E), E} curves. Adi-
abatic and standard reweighting techniques yield match-
ing results. The van der Waals loop clearly evidences the
liquid-solid transition. The distribution of the sampled
energies, shown in panel (c), is bimodal. This feature
results from the phase coexistence occurring at interme-
diate inverse temperatures around ζc = 3.42.
To assess the efficiency of ABF-AR, we make a numer-
ical comparison with ABF-E. We generate 103 dynamical
trajectories of 107 time-steps (of duration 103) with both
ABF-AR and ABF-E. Initial configurations are drawn
from the canonical distribution at β = 0.3. The trajec-
tory average of A′t and a measure of the average error
are displayed in panels (a) and (b) of Fig. 2, respectively,
both as a function of ζ and at two times. We observe a
faster convergence with adiabatic reweighting: the speed-
up is significant at the early stage t = 20 but more mod-
erate at later times t = 103. We estimate the asymptotic
statistical variance of ABF-AR and ABF from 200 long
runs of duration t = 104 in a narrower temperature range.
The reduction ρ of the statistical variance displayed in
panel (c) of Fig. 1 is around 15%.
In the reaction coordinate application, ξ(q) describes
the migration of a vacancy in α-Iron, a rare event on
the femtosecond scale. The rate of vacancy migration
is controlled by the free-energy barrier overcome by an
atom jumping into a neighboring vacancy. The simu-
lation set-up [29, 30] is as follows: an embedded atom
model potential [28] describes the atomic interactions V
and the reaction coordinate is the projection of the mi-
grating atom into a 〈111〉 direction of the bcc crystalline
structure that is aligned with the initial sites of the va-
cancy and of the jumping atom. The mean force along ξ
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FIG. 3: Time evolution of 〈d(t)〉√t for ABF and ABF-AR
(AR); 〈d(t)〉 is the error averaged over 100 independent runs.
is a conditional expectation in Q [16, 31–33]:
F ′(ξ⋆) = E
[∇V · ∇ξ
|∇ξ|2 −
1
β
∇ · ∇ξ|∇ξ|2
∣∣∣∣ ξ(q) = ξ⋆
]
. (8)
This different notation is used to avoid confusion with
A′(ζ). A reference free energy profile along ξ(q) is com-
puted at T = 500 K with ABF which uses ∇ξ(qt) ·
F ′t (ξ(qt)) as biasing force, where F
′
t is the current esti-
mate of F ′ at ξ⋆ = ξ(qt). A first run of 2 · 107 time-steps
(of duration t1) is generated. Then, F
′
t1
is frozen and
102 production runs of same duration are generated to
construct p(ξ) = 〈1ξ〉, the occupation histograms of ξ.
Our reference free energy is Fˆ (ξ) = Ft1(ξ) − β−1 ln p(ξ)
where Ft1 is an integral of F
′
t1
.
In ABF-AR simulations, ζ is an additional parame-
ter controlling the volume visited by ξ(q) via a harmonic
coupling of stiffness η−1. We use τ = ∆t/Nζ in (6) where
∆t is the time-step. The derivatives of U(ζ, q) write
∂ζU(ζ, q) = [ζ − ξ(q)] /η and ∇qU = ∇V −∇ξ∂ζU . We
set η = 3.20 · 10−2A˚2/eV in order to have a strong cou-
pling between ζ and ξ (compare
√
ηT = 3.71 ·10−2A˚ and
the cubic unit cell parameter a0 = 2.8553A˚). The strong
coupling does not affect the convergence of F ′t compared
to ABF. To show this, we monitor F ′t using both ABF-
AR and ABF, integrate to obtain Ft and measure the
distance to Fˆ using d(t) = 1
n
∑n
ℓ=1|Ft(ξℓ)− Fˆ (ξℓ)| where
the ξℓ are the positions of the n histogram bins. The
distance is averaged over 100 runs. The error 〈d(t)〉√t
is plotted in Fig. 3 as a function of time: both adaptive
MD simulations exhibit the same transient regime and
the same plateau value.
Estimating the mean force from Eq. (8) is often tedious
due to the presence of the second-order space derivatives
of ξ(q). In practice, F ′(ξ) may also be estimated using
Hamiltonian dynamics with only the first-order deriva-
tives of ξ(q) with respect to space and time. [17] Here,
two additional alternatives to (8) are proposed for es-
timating F ′(ξ) using Langevin dynamics. The estima-
tion can be achieved by histogram correction, noticing
that the biasing potential Ft1 [ξ(q)] in ABF is to be re-
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FIG. 4: (a) scaled histograms p(ξ) of ξ for ABF and ABF with
adiabatic reweighting (AR). Error bars correspond to σ, the
standard deviation of the 100 runs; ζ-histogram in the insert
is evaluated with AR and with frozen A to At1 ; (b) histogram
of ξ after a second iteration of ABF-AR (see text); inserts of
panels (a) and (b) display the corresponding ζ-histograms;
(c) Estimated free energy with histogram correction (HC) or
second iteration (SI), with a zoom on the barrier (insert).
placed in ABF-AR by the integrated bias B [ξ(q)] =
β−1 ln
[
P¯At1 (q)/P¯0(q)
]
where P¯0(q) denotes the unbiased
probability of q. We thus construct the occupation his-
tograms of both ξ and ζ from 102 production runs with
frozen biasing forces A′t1 and same duration. Results are
displayed in Fig. 4.a. Error lines are plotted from the es-
timated standard errors σ. The histograms in ξ for ABF
and in ζ for ABF-AR are reasonably flat given the rel-
atively short duration of the two simulations. The p(ξ)
histogram for ABF-AR, shown in Fig. 4 (a), is not flat
and rather characterizes a small residual barrier result-
ing from the additional spring. The ABF-AR estimate of
F(ξ) is Bt1(ξ)− β−1 ln p(ξ).
Our second alternative to (8) consists in adapting the
potential UA along ξ using the integrated bias B. Let
P¯BA(q) denote the marginal probabability of q associated
with the updated potential UA − B ◦ ξ. We perform a
second ABF-AR simulation of duration t2 = 10 × t1 to
obtain At2 starting from At=0 = 0 with the updated po-
tential. We observe that the histogram p(ξ), shown in
Fig. 4 (b), is flattened. As a result, the new bias, inte-
grated from the relation C [ξ(q)] = β−1 ln[P¯BA(q)/P¯0(q)]
where A = At2 , is expected to be an improved estimate
of the free energy F over the migration barrier. The ex-
cellent agreement between the F(ξ) estimates obtained
after the second iteration and from histogram correction
is shown in Fig. 4 (c). With ABF-AR, the residual bar-
rier after the first iteration being 1.44% the estimated
free energy barrier, the residual error after the second
iteration is expected to be negligible compared to the
statistical error of the sampling.
5In conclusion, we observe that adiabatic reweighting
accelerates the initial convergence of the biasing forces
along the external parameter in adaptive MD simula-
tions. Moreover, with the aid of the reweighting algo-
rithm, it is also possible to iteratively construct the free
energy of a reaction coordinate without differentiating its
gradient or any biasing potential. Whenever the reaction
coordinate is not differentiable, the Langevin dynamics
that was employed in the present study is to be replaced
by a Metropolis algorithm. Adiabatic reweighting may
also be combined with the waste-recycling Monte Carlo
approach [29, 34–36] for further improving the phase
space sampling and reducing the statistical variances.
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