Abstract. A parallel algorithm for computing the visible portions of a simple polygonal chain with n vertices from a point in the plane is presented. The algorithm runs m O(log n) time using 0( n / log n) processors in the EREW-PRAM computational model, and hence is asymptotically optimal.
Introduction
Visibility is one of the most fundamental topics in computational geometry. Visibility problems find applications in many areas, such as graphics and robotics. Also, visibility problems often appear as subproblems of many other problems in computational geometry (like finding shortest obstacle-avoiding paths). In this paper, we consider an important visibility problem: Given a point q and a simple n-vertex polygonal chain P in the plane, find all the points of P The research of M. J, Atallah was supported by the Office of Naval Research under grants NOO014-86-K-0689, and the National Science Foundation (NSF) under grant DCR 84-51393, with matching funds from AT&T.
A preliminary and weaker version of this work appeared in Proceedings of the 5th Annual A CM symposium on Computational Geonzetry (Saarbruchen, West Germany, June 5-7). ACM, New York, 1989. pp. 114-123. that are visible from q if P is opaque. Our goal is to provide an efficient parallel algorithm for this problem in the EREW-I?RAM computational model. Recall that the EREW-PRAM is the synchronous shared-memory model where no two processors can simultaneously access the same memory location.
One of the major tasks of parallel algorithm design for PRAM models is to come up with parallel algorithms that are optimal, that is, that run as fast as theoretically possible for the problem they solve and simultaneously have a time x processors bound that is within a constant factor of the time complexity of the best sequential algorithm for the problem they solve. This goal has been elusive for many simple problems that are trivially in the class NC (recall that NC is the class of problems that can be solved in polylogarithmic time with a polynomial number of processors). Until recently, the convex hull problem was one of the few geometric problems for which an optimal algorithm was known. Recently, the "cascading divide-and-conquer" technique [1, 4] has yielded a long list of optimal algorithms for geometric problems, in particular an EREW-PRAM algorithm for the visibility problem when the opaque objects are n non-intersecting line segments. The algorithm in [1] runs in O(log n) time using 0(n) processors, which is optimal for n arbitrary nonintersecting line segments, but is suboptimal when the line segments form a simple (possibly closed) polygonal chain. No modification of [1] seems to yield an optimal EREW-PRAM algorithm for that problem. Indeed, in order to obtain an optimal EREW-PRAM algorithm for that problem, this paper follows a very different approach, and provides an algorithm that takes O(log n) time and uses 0( n / log n) EREW-PRAM processors. The contribution of this paper is actually twofold; first, it provides the first optimal parallel algorithm in the EREW-PRAM for the problem of visibility of a simple polygonal chain from a point, which also gives efficient parallel algorithms for other geometric problems on a simple polygonal chain (some of them are mentioned in the concluding section); second, it presents geometric insigii!s that allow efficient detection of intersections between the visibility chains of different portions of the polygonal chain. These insights are likely to be useful in solving other problems about simple polygonal chains.
This algorithm is optimal to within a constant factor because (i) there is an obvious Q(n) sequential lower bound for the problem, and (ii) an Q(log n) lower bound on its EREW-PRAM time complexity can be obtained by reducing to it the problem of computing the maximum of n entries (the reduction is easy and is omitted). Several sequential algorithms [6, 7, 9, 11] have solved the problem with a linear time bound.
In the next section, we give the notation and definitions used in this paper, and some preliminary
results. An overview of the algorithm is sketched in Section 3. Section 4 presents the crucial geometric insights and the algorithm based on them. Section 5 addresses the EREW-PRAM implementation of the algorithm. In Section 6, we mention applications of the algorithm.
Throughout, binary logarithms are used unless otherwise specified.
Preliminaries
The input consists of a point q and a simple polygonal chain P = (u1,112, ..., UJ in the plane (possibly u~= UJ, where the given sequence of vertices is such that when we visit them in the order u,, Uz, . . . , u~, we are traveling along chain F' and encounter each point on F' exactly once (except at the starting point u, if u~= Un). Let S, denote the segment of P joining Uz to Ut+l. The order in which a walk along P from u~to U. encounters the VZ's is called the chain order and is denoted by <~. We say v, has rank i in the chain order, and denote it by rank( Uz). For example, U3 <P U9 since rank( U3) = 3 < 9 = rank( Ug). We extend the notion of rank to all points on P as follows: If p is a point in the interior of segment S[, then rank(p) = rank(vl) = i.
If u and w are two points in the plane, then uw (= WU) denotes the line segment joining them. We assume that every chain we consider in this paper is simple, that is, no two segments in it intersect each other (except possibly at their endpoints), and u, # Uj for every i # j except that possibly u~= v. (if VI = u., then P is closed; otherwise, it is open). From now on, all chains are assumed to be open because the closed case is reduced to the open case by first "opening" it by removing a segment ,s from it (any s will do), then solving the visibility problem for P -s using the algorithm for the open case, and finally including the effect of s in O(log n) additional time using the n /log n processors available. Each chain C has a length, denoted by I C 1, which is the number of line segments in it. Given a chain C, let Q be the star-shaped polygon consisting of the portion of the plane visible from q when C is the only opaque object. Then, VIS( C), the visibility chain of C from q, equals the boundary of Q minus the (at most two) edges on the boundary of Q that are incident to the point at infinity. Once we have P'XS(C), it is easy to extract from it the portions of C that are visible from q (i. e., JZS( C) (1 C) by a parallel prefix computation [10, 12] , which removes the segments of VIS( C) that are not the segments of C. Hence, our goal from now on is to compute VXS( P) for the input polygonal chain P.
A point p is represented by its x-coordinate and y-coordinate, denoted by x(p) and -Y(p), respectively.
Without loss of generality, we assume that q is at the origin of coordinates, that is, x(q) = O and y(q) = O. We often refer to the polar angle of a point p, denoted by 8(p), which is the angle of vector qp with respect to the positive x-axis (measured counterclockwise, with O s 19 ( p) <2 x-). Although we refer to polar angles frequently, we do not need to explicitly compute them (in fact we can use x(p) and y(p) as an implicit representation of 0(p) and thus avoid the computation of inverse trigonometric functions). Note that VLS( C) is "monotone" with respect to q, in the sense that if a half-line originating at q intersects PXS( C), then it cuts VXS( C) either at a single point, or along a segment collinear with q and connecting two visible portions of C (see Figure 1 ). Except for their endpoints, these line segments of L'TS( C) that are collinear with q do not belong to C, and we therefore call them the extra segments of VTS( C). In Figure 1 , C is the chain from u, to u,., and the segments of VLS( C) are, in counterclockwise order, h., UU, uw, wf, fw', w' u', u'u', and u'r (uw and w' U' are the extra segments). The angular interval of VLS( C), denoted as 1(C), is defined as follows. It is [0, 2 m) if WS(C) is closed (i.e., it has no beginning and end); otherwise, it is the interval of polar angles [0(1), 0(r)] (counterclockwise) where 1 and r are, respectively, the first and last points of VZS( C) encountered by a counterclockwise angular scan of V]S(C) (see Figure 1 ). Note that I [6(1), @(r)] I + I [O(r), @(l)] I = 2 n-. In the second case (when P7S(C) is not closed), we refer to 1 and r as the endpoints of VXS( C) (note that they need not coincide with the endpoints of C). In Figure 1 , the endpoints of C are u~and Vfl,, while the endpoints of WS( C) are 1 and r.
The monotonicity of VIS( C) enables us to store it in the leaves of a binary search tree structure that allows a processor to search in the tree, in time proportional to its height, by polar angle (i.e., "find the point p in VIS( C) whose polar angle is 6'( p)") or, alternatively, by leaf order (i. e., "find the tth vertex of WS( C) starting from vertex u and moving counterclockwise"). The tree structure also supports "split" operations in time proportional to its height (i.e., "remove from the tree all leaves whose polar angles lie in [6~, 6~] and put them in a tree of their own").
Even if these splits are done very naively (i.e., if each of the two trees resulting from a split has the same height as the original one), we shall later (in Section 4.1) show that the height of this binary search tree for WS( C) remains logarithmic in \ C 1. To avoid introducing new terminology, we also use the same symbol (i.e., VIS( C)) to denote both the visibility chain of C and the balanced tree data structure describing it.
We say that point u is behind point w (with respect to q) if 0(u) = $(w) and w is on the segment joining q to u (equivalently, we can say that w is in front of u). Suppose that chain C is partitioned into k subchains and the visibility chain of each subchain is available. Then when we talk about combining the k visibility chains, we mean computing VIS( C) from these k visibility chains.
To simplify the exposition, we assume that no segment of P is collinear with q, and that no two consecutive segments of P are collinear (the general case can be included in our solution without much difficulty).
An Overview of the Algorithm
We call VisChain the recursive procedure for computing the visibility chain of a simple polygonal chain. The procedure is outlined below. The initial call to the procedure is VisChain( P, n, log n), where P is a simple polygonal chain andn= IPI. Step 2. If d < m s d2, then divide C into two subchainsCl and C2 of equal length and recursively call VisChain(C1, I Cl 1, d ) and VkChaWCl, I CZ 1, d ) in parallel. Then, compute VL!XC) from VLS(C1)and VZS(C2), in O((log m)') time and using one Processor.
Step 
I
(1
where c1. C2, C3 are constants. From the above recurrences, the following bounds for f( m, d ) and p( m, d) are easy to prove by induction:
where ciJ, cxz, f12, a3, 63 are constants. Choosing d to be log m, the above implies that f( m, log m) = O(log m) and p(m, log m) == 0( m /log m). Hence, the call VisChain( P, n, log n) would compute VXS( P) in O(log n) time using 0( n /log n) processors.
Thus, in the rest of this paper, it suffices for us to show how, with m/d processors, to do the "combine" part of Step 2 in O((log m) 2) time, and more importantly, how to implement the "combine" part of step 3 in O(log m) time.
We use the terminology of the above outline in the rest of this paper, so that a C, is one of the subchains from the partition of C, and P7S(C,) is already available from the recursive call that computed it (i. e., we are focusing on the Optimal Parallel Algorithm for Visibility of a Simple Polygon 521
"combine" part of the algorithm). We define Bi to be the subchain of C that is before Cj along the chain order, that is, lit consists of the concatenation of C1>C2, . . ., C,_l. The subchain A, of C that is after C, along the chain order is defined similarly, that is, A, consists of the concatenation of ci+l, ci+2, . . ., Cg. Note that if points bij c,, and al belong to B,, C,. and A i, respectively, then b, =P Ci <P ai.
Visibility Chains and Their Intersections
This section presents the geometric insights together with their algorithmic implications.
The most crucial insights are Lemma 4.5 and Lemma 4.6.
SIMPLE GEOMETNc

FACTS.
Let s = ab be any straight line segment in VX5'(C)~C, where a is encountered before b by a u~-to-u. walk along P. Then, s is clockwise if s is traversed in the clockwise direction (with respect to q] by such a walk, and is counterclockwise otherwise. For example, in Figure 1 , segments u u and u' U' are clockwise, while segments wf and f w' are counterclockwise. Let P be any point of VIS( C) fl C. If p is not a vertex of VIS( C), then P is said to have a clockwise (resp., counterclockwise) arrow tag iff the segment of VA!7(C) to which P belongs is clockwise (resp., counterclockwise).
If p is a vertex of VLS( C), then let s and s' be the two segments of VAS( C) having p as their common endpoint (it is possible that one of s or s' does not exist). Observe that, if none of s or s' is an extra segment (i.e., neither s nor s' is collinear with q), then either both of these segments are clockwise, or both are counterclockwise. If both are clockwise (resp., counterclockwise), them P is said to have a clockwise (resp., counterclockwise) arrow tag. If one of {s, s'} is an extra segment or does not exist (in case p is an endpoint of VLS( C)), say it is s', then P has a clockwise (resp., counterclockwise) arrow tag iff s is clockwise (resp., counterclockwise).
In Figure 1 , the arrow tags of u, u, 1, r, u', and u' are clockwise, while those of w, f, and w' are counterclockwise. LEMMA 
4.1.
Let C be a simple chain and C' be a subchain of C. Then VIS(C) O VIS(C') has at most three connected components (i. e., at most three separate portions of VIS(C') appear in VIS(C)). If C -C' has a single connected component (i. e., C' is at the beginning or the end of C), then WS( C) fl VIS( C') has at most two connected components.
PROOF.
We begin with the proof of the part when C' is at the beginning or the end of C. By contradiction, suppose that ?VS( C) (7 VZS( C') has three connected components. Let a, b, c be arbitrary points on each of these three components, respectively, with 0(a) < 0(b) < 6'( c). Let u and w be points of
such that O(a) < 6(u) < O(b) < 6(w) < $(c). Now, the path Q in C -C' joining u to w cannot pass in front of any of {a, b, c}, and therefore Q must join u to w in a way that isolates b from both a and c (i. e., Q either passes behind b or passes behind both a and c), making it impossible for C' to go through b without crossing Q (see Figure 2a) . This contradicts the fact that C is simple. We now prove the part when C' is neither at the beginning nor at the end of C. By contradiction, assume that WS( C) n VLS( C? has four connected components, and let a, b, c, e be points on each of those four components, respectively, with 0(a) < 19(b) < 0(c) < 19(e). Let u, u, w 
(see Figure 2b ). Let A and B be the two connected components of C -C'. By the pigeonhole principle, at least two points in the set { u, u, w} are both in A or both in B (say, both in A). But then, F7S( A U C') fl VLS( C? has three connected components, contradicting the already proven part of the lemma.
u
The above lemma implies that, in order to obtain from the tree for V'LS(C,) the portions of PXS( Cl) that are visible in VLS( C), we need to perform only a constant number of "split" operations on the tree representing lYS( C, ) (which can be done by one processor in O(log m) time). Over all z', 1 < i < g, the total of 0(g) such splits on J'XS(C, )'s results in g' s 3 g trees that are then used to create the tree for WS( C) by simply building a complete binary tree "on top" of the roots of the g' trees, resulting in the height of WS( C) being higher by log (3 g) ( = O(log m)) than the highest of the VTS( C,) trees. Given the angular order of the leaves of the "on top" complete binary tree, the building of the complete binary tree can be easily done in O(log rn) time using 0(g) EREW-PRAM processors. We shall explain later (in this subsection) how to obtain the correct ordering of the g' trees used to build PZS( C). For now, we simply observe that this method of building J%S( C) from the PXS( C, )'s results in the height of P7S( C) being logarithmic in I C I (the proof of this is by an easy induction).
Let C' and C" be two subchains of C such that C' and C" are disjoint except possibly at a common endpoint. Since both VXS( C') and JZS( C") can contain points of VZ7( C), and since they can intersect each other, we would like to compute exactly where the intersections occur in order to find which portions of VXS( C') are hidden by VLS( C") (and vice versa). The next lemma ensures that the number of intersections between the two visibility chains VLS( C') and VZS( C") is no more than two. Recall that 1(C) denotes the angular interval of C (defined in Section 2). If C' and C" are two subchains of C that are disjoint except that they may share one endpoint, then there are at most two intersections between VLS( C') and VIS(C").
Furthermore, if VIS(C~and VIS(C") have two intersections and 1( C') (1 1( C") consists of two disjoint intervals, then there is exactly one intersection in each such interval. If VIS( C') and VIS( C") have two intersections and 1( C~(l 1( C") consists of one interval, then one of 1( C') or 1( C") contains the other.
PROOF.
Clearly, 1( C') fl 1( C") consists of no more than two disjoint intervals. The lemma would follow if we could show that there do not exist four points a, b, c, e such that O(a) < d(b) < 6(c) < O(e), a and c are in VIS( C') and are not hidden from q by C", while b and e are in VIS( C") and are not hidden from q by C'. Suppose to the contrary that four such points exist. The only way C' and C" can link a to c and (respectively) b to e without hiding any of the four points { a, b, c, e} would require an intersection between C' and C", contradicting the fact that C is simple.
u Figure 3 gives examples for the two possible cases where VX!3(C~and VXS(C") have two intersections. When VLS(C') intersects VLS(C"), I(C') (7 1( C") must be nonempty. The two cases are such that either one of 1( C') or 1( C") contains the other (Figure 3a ), or none of 1( C? and 1( C") contains the other (Figure 3b ). The more difficult case of the two is that of Figure 3a . In fact, for the case of Figure 3b , it is easy to compute the two intersections by using a procedure for solving the one-intersection cases (a reduction of the two-intersection case of Figure 3b to the one-intersection cases follows from Lemma 4.2). However, Lemma 4.2 does not imply a reduction of the twointersection case for Figure 3a to the one-intersection cases. Although Lemma 4.2 limits to two the number of possible intersections between the visibility chains of two subchains of C that are disjoint (except possibly at a common endpoint), the linear work lower bound for detecting intersections between polygonal chains proven by Chazelle and Dobkin [5] holds even for two chains that intersect each other no more than twice. We shall exploit the fact that the two chains are subchains of a simple chain in order to get around the lower bound when we solve the case of Figure 3a . Specifically, the rest of this section shows how to compute, for each C,, the (by Lemma 4.1, at most two) portions of VIS( Ci) that are hidden by A i (computing the portions of VIS( Ci) hidden by 13i is done in a symmetrical way and is therefore omitted).
Note that there can be two intersections between VLS( A,) and VLS(C,), and we must compute these intersections in order to compute the (by Lemma 4.1, at most three) portions of VLS(Ci) not hidden by A, U B,. The computation of the portions of VIS( Ci) hidden by A, U Bi immediately gives us the (at most three) portions of VLS( C,) that belong to VJS( C). Once we have done this (in parallel) for every i e {1, . . . . g}, it is easy to "stitch" the resulting g' s 3 g pieces of VLS( C) and create VLS( C): first split the trees representing VIS( Cl), US( Ca ), . . . . WS( C~), in order to discard all portions of the VIS(Ci)'s that are invisible in VXS( C); then the problem essentially becomes that of sorting (by the polar angles) the 0(g) endpoints of those portions of the US( C,)'s that are visible in VIS( C), which can be done in time O(log m) using 0(g) EREW-PRAM processors [4] . We have g4 processors available, more than enough to do this sorting. Thus we are justified in focusing, for the rest of this section, on the problem of determining the portions of VLS(C,) that are hidden by A i.
SIMPLE COMPUTATIONAL OBSERVATIONS.
We next observe that, although VIS( A i) is not available after the recursive calls of Step 3 return the VLS(C~) 's, assigned to every C,, each wi~and its arrow tag on VIS( A i) can be computed in 0( log m) time.
PROOF. For every VIS( A i), to compute the intersection point ( Wij) between VLS( A,) and half-line lij, assign g of the gk available processors of Cl to half-line Iij, and use Lemma 4.3. Although this computation apparently requires "common read" capability (i. e., CREW rather than EREW), we shall show in Section 5 how to implement it in the EREW model (recall that the CREW-PRAM is a stronger parallel model than the EREW-PRAM since it allows concurrent read accesses to the same memory address by more than one processor). 
THE RELATIVE POSITIONSOF A, AND VIS'( C,).
This section gives a classification of the various possible relative positions of A, and VIS( C,), based on Lemma 4.2. We do not yet compute the actual intersections of VLS( A,) and VLS( C,) (if any); this is postponed until the next section, when we have developed more machinery for the computation of intersections (the most difficult cases will turn out to be those where two intersections might occur). Each of the cases and subcases below can easily be seen to be identifiable in O(log m) time by using Corollary 4.4, where by identifying a subcase, we mean just ascertaining that the subcase holds, not actually computing the portions of VIS( Ci) hidden by A, in that subcase.
Note that 1( A,) n l(CZ) can be easily computed from 1( Cl), l(C,+,), . . . . l(Cg) in O(log m) time using 0(g) processors. Suppose for the time being that 1( A,) n l(Ci) # [O, 2 m) (i.e., there is a half-line originating at q that goes to infinity without intersecting either US( A i) or VLS( C,)). Notice that 1( A i) fl 1( Ci) can consist of up to two disjoint intervals (see Figure 3 is hidden by A, (one of Cil or Ciz is also hidden).
Subcase 2.3. One of cil or cia is in front of US( A i) and the other is behind VLS( A i). Then the portions of US( A i) and VLS(Ci) in [0~, 0,] have exactly one intersection. To know which part of VT'S(C,) in [0~, 0,] is hidden
by A,, we must later on compute that intersection (how to do this will be explained in the next section).
Case 3. 13i# 8, and I(CJ is contained in I(A,). (Note that in this case, l(A,)
fl l(C,) consists of one rather than two intervals.) There are three subcases: Subcase 3.1.
Both Cil and C,z are in front of V7S( A,). Then V7S( A,) and V7S( C,) do not intersect, and no portion of JZS(C,) is hidden by A,. Subcase 3.2.
Both Cll and C,z are behind JZS( A,). Then either VLS(CI) is completely hidden by A,, or P7S( A,) and VIS( Cl) have two intersections (cf. Lemma 4.2). Lemma 4.5, to be given in the next section, will provide a method for distinguishing these two situations, and for computing the two intersections (if any) and hence the portions of JZS(CI) that are hidden by A,. One of c,l or cJ2 is in front of VIS( A,) and the other is behind VIS( A,). Then there is exactly one intersection between VIS( A,) and VLS(Cl) and there can be only one contiguous portion of VLS(C,) in [61, 19,] that is hidden by A,. The portion of VIS( Cl) hidden by A, is not known until the intersection between VIS( A,) and US( Ci) is found (how to find it will be explained in the next subsection).
Case 4.
91 # 0, and 1( A,) is contained in l(C,).
(Note that in this case, 1( A,) (7 1( C, ) consists of one rather than two intervals.)
There are three subcases 4.1, 4.2, and 4.3. These three subcases are respectively analogous to those for Case 3, with the roles of A, and C, being interchanged, and the relevant computational lemma being Lemma 4.6 rather than Lemma 4. [~-, 19+] (the comments below hold in either interval -of course, we process each of them separately). The subcases below depend on the relative positions of a,,, a,z, Cll, C,z. Each subcase really describes two subproblems, one on each side of line L, although our discussion is focusing on only one of these two; so when we refer to "two intersections" in this case, we mean two intersections occurring on the same side of L. Both c,, and ci~are behind VIS( A,). Then, there is either no intersection or two intersections between the portions of VIS( A, ) and VXS( Cl) on the same side of L. On each side of L, this subcase is handled in the same way as Subcase 3.2 (i. e., using Lemma 4.5, to be given in the next section). Subcase 5.2.
Both Cil and Ciz are in front of VIS( A i). Then, there is either no intersection or two intersections between the portions of VIS( A i) and VLS( Ci) on the same side of L. On each side of L, this subcase is handled in the same way as Subcase 4.2 (i. e., using Lemma 4.6, to be given in the next section).
One of C,l or Ciz is in front of VIS( A,) and the other is behind VIS( A,). Then, VIS( A,) and VIS( C,) have exactly one intersection on each side of L. Each of these is handled exactly like Subcase 3.3.
The above discussion considered the five possible cases and their subcases, and pointed out that each of them can easily be identified.
We now turn our attention to the actual computation of the intersections and hidden portions of VIS( Ci) for each of these above subcases. , we must locate that intersection in order to find the portion of VXS( C,) hidden by A,. In the computation for that intersection, the arrow tags are not needed (however, they will play a crucial role in solving the two-intersection cases discussed later). In Step 2 of the algorithm, the problem is much easier (than in Step 3), since in this step we know explicitly VLS( A i) (because i e { 1, 2} and A i = Cz if i = 1, and is empty if i = 2). The (one) intersection is then found by applying a one-processor binary search procedure. This results in the intersection being computed in O((log m) 2) time (because there are O(log m) queries in the binary search procedure and each such query requires O(log m) time). Such an O((log m)z) time one-processor search procedure is fine in Step 2, since our goal is to perform the "combine" part of the step within this time bound anyway.
COMPUTING THE PORTIONS OF VIS( C'i) HIDDEN BY
In
Step 3, however, we need to find the intersection in O(log m) time, and thus we cannot afford to use the one-processor search procedure. However, since g 3 = (m/ d) 3/4 processors are available for each C,, we can use First observe that, in Subcases 3.2 and 5.1, if the portion of L%'S(C,) in [191,6,] is not completely hidden by A~, then there are exactly two intersections between VXS( A,) and PYS( Ci), the two intersections both occur at the portions of F7S( A,) and P7S( C,) in [6~, 6,] , and the portion of P'LS(C,) not hidden by A, is contiguous in W'S( C,) (follows from Lemma 4.2 and the fact that 1( Cl) is contained in 1( A, )) . Furthermore, the contiguous portion of VTS( Cl ) not hidden by A, is delimited by the two intersections (i. e., the two endpoints of Optimal Parallel Algorithm for Visibility of a Simple Polygon 529 that contiguous portion of VIS( Cl) are at the two intersections, respectively). Thus, any point p of VTS( Cl) not hidden by A i must lie in that contiguous portion of VIS( Cj). If we could find such a point p, then the two intersections would be found by using, for each of them, the one-intersection search procedure (one search would operate on the portion of VIS(Ci) on one side of p, that is, the portion of VLS( Ci) in [0~, 0(p)], and the other search would operate on the portion of VIS( C'i) on the other side of p, that is, the portion of VIS(Ci) in [0(p), 19,] ). This reduces the problem of tackling Subcases 3.2 and 5.1 to that of locating such a point p. Lemma 4.5 (to be given below) will help us compute such a point p.
Similarly [, 6,] hidden by A, is contiguous in US( Ci). Thus, any point p of VIS( A,) not hidden by Ci must lie in that contiguous portion of VIS( A,) which is delimited by the two intersections. If we could find such a point p, then the two intersections would be found by using, for each of them, the one-intersection search procedure. Lemma 4.6 (to be given below) will help us compute such a point p.
In the next two lemmas, the rank of a point is always with respect to its chain order in the original input chain P. Therefore, WJ and Wj+~have distinct chain ranks, say, Wj <P Wj+, (the case WJ+, <P Wj is symmetrical, with the roles of "clockwise" and "counterclockwise" being interchanged). The u-to-w~+~walk (call it Q) along A, goes through WJ, and we now show that this implies that (i) the first point among { w,, . . . . w~} encountered by the walk Q is point WJ, and that (ii) the arrow tag of Wj is clockwise. Suppose (i) is not true, that is, that Q encounters some Wt before encountering Wj. Then the wj-to-wj+~portion of Q would hide Wt, a contradiction.
Suppose (ii) is not true (i. e., the arrow tag of Wj is counterclockwise).
Then, Wj is "isolated" from Wj+, in the sense that the wJ-to-wy+~portion of Q would have to intersect Cl or hide p in order to reach Wj+~, a contradiction in either case. , a e { i, . . . , g}, has been reduced to a size of 0(1) and hence It is a trivial matter to find p (if it exists) among the 0(g) surviving segments (actually in that second case we get more than the point p: we get the (possibly empty) portion of VIS (C,) in [$1, 0,] which is not hidden by A,). If the search terminates without finding such a point p, then we know that in interval [191,19,] , no intersection between VIS( A,) and 17S( Cl) exists and all the portion of JZS( Ci) in that interval is hidden by A,. If such a point p is found, then we have already explained how the problem is reduced to the oneintersection case.
Step 2, we perform a one-processor search procedure, just like the one for the one-intersection case, except that this one-processor search procedure is based on Lemma 4.5 by setting k = 3. LEMMA 4.6.
Suppose we have two points w, and w~on VIS(C,) n Ci that are both in front of VIS( A,). Suppose that each of 1( C,) and 1( A,) contains [0( w,), 19(w~)]. Let W = ( WI, W2, . . . . w~) be a sequence ofpoints (not necessarily vertices) on VIS(Ci) n C, that are all in front of VIS( A,) and are encountered in that order by a counterclockwise walk from w~to w~along VIS(C,).
If the portion of VIS( A i) that is in [0( WJ), 19( WY+~))1 contains a point p that is not hidden by C, (i. e., p would be visible if C, and A, were the only opaque objects), then exactly one of w~or Wj+~has the highest chain rank among all of WI, w., . . . . wk. If it 1s w,, then its arrow tag is counterc[och"wise, and if it is w] q ,. then its arrow tag is clock wise.
PROOF. Similar to that of Lemma 4.5 with the roles of A, and C, being interchanged, and hence omitted. The algorithmic implications of the above lemma for Subcases 4.2 and 5.2 are analogous to those that Lemma 4.5 had for Subcases 3.2 and 5.1, except that the roles of A~and Ci are interchanged.
ERE W-PRAM Implementation
We had, earlier in the paper, postponed until this section some of the details of the EREW implementation, although it was at all times clear that the various steps of the algorithm would run in the stronger CREW model. It is easy to see that both Step 1 and Step 2 can be trivially implemented in the EREW-PRAM since, after the recursive calls return, only one processor is used to compute VIS( C) from the visibility chains of the two subchains of C. In Step 3, however, the EREW-PRAM implementation is complicated by the fact that we use g 3 = (m/d )3/4 processors assigned to every Ci in the "combine" part to compute VIS( C) n VXS( Ci). Hence, there can be many processors searching simultaneously in the tree representing VIS( Ci), which may result in concurrent read accesses by many processors to the same data. How to prevent such read conflicts from happening is the main issue addressed in this section. Note that, if for all i we were given the portions of VTS(C,) not hidden by A i U B,, then we already know (from Subsection 4.1) how to construct the tree representing VIS( C) in the EREW-PRAM, within the claimed bounds. Hence, we need only concern ourselves with computing the portions of VIS( C,) not hidden by A i, without having read conflicts (the computation for Bi is similar).
In computing the portions of VLS( Ci) not hidden by A i, the places where read conflicts could occur are (i) in identifying which case and subcase hold between VLS( A,) and VLS( Ci) (Subsection 4.3), (ii) in reducing the twointersection cases to the one-intersection cases (Subsection 4.4), and (iii) in solving the zero-or one-intersection cases (Subsection 4.4). The only nontrivial issue in resolving read conflicts is how to handle the cases where many processors want to simultaneously search in the tree representing VJS(Ci). To avoid read conflicts during such concurrent searching, we use the scheme of [14] which is reviewed in the following lemma.
LEMMA 5.1 (Paul et al. [14] ).
Let T be a 2-3 tree with m leaves, let al, az, ..., a~be data items that may or may not be stored in (the leaves of) T, and suppose k processors want to simultaneously access T to search for the aj's (i. e., processor Pj wants to search in Tfor aj, j = 1,2,. ... k). Then in 0( log m + log k) time, the k processors can perform their respective searches without any read conflict.
PROOF.
See [14] . u COROLLARY5.2.
Let h, be the height of the tree representing VIS(Ci). Suppose each of k processors wants to perform a search in the tree for VIS( Ci). Two types of searches are allowed: the first type is a search for a particular point using its polar angle, and the second is of the type "find the tth vertex of VIS( Ci) starting from vertex v and moving counterclockwise. " Then, the k processors can perform the k searches in 0( log k -t-h,) lime, without any read conf~icl.
PROOF. The requirements for the concurrent searching scheme of [14] to be applicable are that (i) each node of the tree has 0(1) children, and (ii) the k searches should be "sortable" according to the sorted order of the relative positions of the leaves in the tree. (The scheme of [14] has other requirements, but they are needed only for the concurrent insertions and deletions, not for searching. ) Requirement (i) is clearly satisfied in the tree for VXS( Cl ). Requirement (ii) is also satisfied for the searches of type one (simply sort the searches by the polar angles of the k points). It is satisfied for the searches of the second type, so long as we sort the k searches using the k integers ci( u) + t,where ci( U) is the rank of the leaf in US( C,) that stores vertex u (i. e., u k stored in the a( u)th leaf of the tree for VIS( C,)). So we must determine the value of the ci( u)'s before actually performing the concurrent searches of type two. This computation of the a( u)'s is essentially a concurrent searching of the first type, and hence can be done as we process the searches of type one. We process the searches of type two separately, after we are done with the searches of type one. u In Step (3), the total amount of processors used is g 4 = m/d and the height h, of the tree representing WS'( C,) is O(log I C, I) = O(log m). Hence, the above corollary implies that the concurrent searching in Step (3) takes O(log m) time.
Conclusion
We have presented a parallel algorithm for computing the visible portions of a simple n-vertex polygonal chain P from a point q in the plane. This algorithm works for any polygonal chain that does not self-intersect.
The algorithm runs in O(log n) time using 0( n / log n) processors in the EREW-PRAM computational model, and thus is optimal. The techniques used in the algorithm are a combination of fourth-root divide-and-conquer and two-way divide-and-conquer [2] and include a method for logarithmic time computation of intersections between special polygonal chains that intersect each other twice. If q is at infinity (say, q = (0, m)), then the points on the visibility chain of P are obtained sorted by their x-coordinates.
Once the visibility chain of P for q = (0, m) is available, many problems on the simple polygonal chain can be solved optimally in O(log n) time using 0( n /log n) processors. For example, we can optimally compute the convex hull of P in the above time and processor complexities in the EREW-PRAM by first using our visibility algorithm, then using the algorithm for computing the convex hull of n sorted points [3] . A direct method for optimally computing the convex hull of a simple polygon in parallel was given by Wagener [15] in the (stronger) CREW-PRAM model. Also, we can find all the maxima [13] of the vertices of P by using parallel prefix after the portions of P visible from q = (O,~] have been computed. Another immediate consequence of our algorithm is that we can compute the visibility graph [8, 16] of P in O(log n) time using 0( n2 / log n) EREW-PRAM processors, which is worst-case optimal. The algorithm is likely to find applications in other geometric problems involving polygonal chains.
