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Random search processes are instrumental in studying and understanding navigation properties
of complex networks, food search strategies of animals, diffusion control of molecular processes in
biological cells, and improving web search engines. An essential part of random search processes
and their applications are various forms of (continuous or discrete time) random walk models. The
efficiency of a random search strategy in complex networks is measured with the mean first passage
time between two nodes or, more generally, with the mean first passage time between two subsets
of the vertex set. In this paper we formulate a problem of adding a set of k links between the two
subsets of the vertex set that optimally reduce the mean first passage time between the sets. We
demonstrate that the mean first passage time between two sets is non-increasing and supermodular
set function defined over the set of links between the two sets. This allows us to use two greedy
algorithms that approximately solve the problem and we compare their performance against several
standard link prediction algorithms. We find that the proposed greedy algorithms are better at
choosing the links that reduce the navigation time between the two sets.
I. INTRODUCTION
The investigation of navigation and search processes on
networks has a long tradition in the social sciences with
a series of experiments conducted by Stanley Milgram
[1] to confirm the existence of the postulated small-world
phenomenon [2]. More recently, with development of the
theory of complex networks, significant advances have
been made in understanding these processes. Much of
the studies were concerned with the dependence of navi-
gation on the topological characteristics of complex net-
works [3–7], ranking of nodes in terms of network naviga-
tion [8, 9] and the development of random search strate-
gies [10–13].
With random search strategies a random walker starts
from a source node and, in each step, according to a cer-
tain transition probability randomly moves to another
node in the network until it reaches a given target node.
The details of the search strategies depend on the how
the transition probability is defined. In order to measure
the efficiency of a random search strategy one is typically
interested in calculating the mean first passage time be-
tween two nodes. This can be computed by removing
all out-links from the target nodes effectively transform-
ing them into absorbing nodes. Recently, a new concept
for studying absorbing random walks has been proposed
[14], where the average time to absorption is calculated
between two sets of nodes. One of the sets is called a
set of query nodes, from which a random walker origi-
nates, and the other is a set of absorbing nodes where
the path of the random walker finishes. The authors in
[14] addressed the problem of finding a set of k absorbing
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nodes, given a set of query nodes, for which a so called
absorbing centrality quantity is minimal.
In this paper we formulate a related problem of find-
ing the optimal placement of k links that will reduce the
average time to absorption between two sets of nodes in
a graph. Formally, given a graph G = (V,E), a set of
query nodes Q ⊂ V and a set of target nodes C ⊂ V
such that Q ∩ C = ∅, we wish to add a set of k links,
originating from nodes in Q and entering in nodes from
C, that optimally reduce the expected time to absorption
for a random walker starting on node in Q and ending on
a node in C. Exhaustively searching for the set of k links
which maximally reduce the expected time to absorption
requires calculating this quantity for every possible com-
bination of k links out of the set of links between Q and
C. This represents a combinatorial problem with an ex-
ponential computational complexity which makes it com-
putationally intractable even for small graphs, and one
typically resorts to using heuristics which give approxi-
mate solutions. To solve this problem we prove that the
average time to absorption between two sets of nodes is a
supermodular non-increasing set function in terms of the
set of edges between the nodes in Q and C. This allows
us to use greedy algorithms which yield an approximate
solution to the optimal one.
On the other hand, the fact that we need to predict
a set of links allows us to frame the problem as a link-
prediction problem and use many existing link-prediction
algorithms as heuristics that approximately solve the
problem [15, 16]. We compare the Greedy algorithms
with several link prediction algorithms and show that
they produce better solutions in all the networks that
have been considered.
The rest of the paper proceeds as follows. In section
two we formally define the problem and relate it to pre-
vious work. In section three we demonstrate the non-
2increasing and supermodularity properties of the func-
tion describing expected time to absorption. Then we
propose two Greedy algorithms that exploit these two
properties of the problem to solve it approximately. In
section IV we present the results of reducing the expected
time to absorption between two sets of nodes along with
the comparison of the Greedy algorithm and several other
link prediction algorithms. We conclude the paper in sec-
tion V
II. PROBLEM STATEMENT
LetG = (V,E) be a graph with a set of nodes V and set
of edges E, where the size of the graph is denoted by N ,
and the number of edges is denoted by M . Furthermore,
we are given a partition of the graph G into a set of query
nodes Q and a set of target nodes C such that Q∩C = ∅.
The nodes in the set C are transformed into absorbing
nodes for a random walker originating in the set Q by
removing all their out-links.
We define the expected number of steps for a random
walk that starts from a query node q ∈ Q until it gets
absorbed in a node from C as mqQ→C(E). The random
walker starts on any of the query nodes with probabil-
ity given by a starting distribution s(q). Without loss
of generality we will consider only uniform distribution
throughout the paper. To measure the expected time of
absorption of a walker starting from any of the nodes in
Q, we simply average over all possible query nodes:
mQ→C(E) =
∑
q∈Q
s(q)mqQ→C(E) (1)
In the case when there is a single node in the target set
C the quantity 1 reduces to the well-know random-walk
centrality of a node [10].
The problem addressed in this paper is to place k
edges between the nodes in the sets Q and C so that
the we maximally reduce the average time to absorption
expressed with equation (1). This represents a combi-
natorial problem of choosing k elements of the set of all
possible links between Q and C that don’t already exit in
E. In the rest of the paper the index Q→ C in equation
(1) is dropped because we always consider random walks
which originate in Q and absorb in C. Note that the
function (1) is similarly defined to the one given in [14]
where it is defined in terms of the set of nodes, and the
optimization problem is to find an optimal set of nodes.
We now state some previous results from the theory on
absorbing random walks.
A. Absorbing random walks
The absorbing random walk process is fully represented
by a transition matrix P , where P (i, j) expresses the
probability that the random walker will move to node
j given that it is currently in node i. For an absorbing
node c the probability is given by the dirac delta function
P (c, j) = δcj . The set of query nodes Q is also called a
transient set, because the random walk process will even-
tually leave this set. In the remainder of the paper we
consider classical random walks but the results hold for
more general models like random walks with restarts and
random walks with teleportation. Formally if N(i) is the
set of neighbors of node i ∈ Q, and, di its degree, the
transition probabilities for a random walker to proceed
from node i are given by:
P (i, j) =
{
1/di if j ∈ N(i)
0 otherwise
(2)
The row-stochastic transition matrix of the random walk
can be written in block form as:
P =
(
PQQ PQC
0 I
)
(3)
where PQQ is a |Q| × |Q| sub-matrix that contains the
probabilities of the set of transient nodes, and PQC is
a |C| × |C| matrix that contains the transition proba-
bilities from the transient to the absorbing set of nodes.
The probability of the walk being at node j at exactly t
time steps conditioned that it started at node i is given
by the (i, j) entry of the matrix P tQQ. It can be demon-
strated that the expected number of steps in which the
random walk visits node j given that it started in node i
is given by the (i, j) entry of the fundamental matrix of
the absorbing random walk:
F =
∞∑
t=0
P tQQ = (I − PQQ)
−1. (4)
The expected number of steps for a random walker start-
ing on a query node i and being absorbed into the set C
is given by the i-th element of the vector:
L = LC = F1 (5)
where 1 is a column vector of length Q. Therefore the
expected number of steps for a random walker starting
on an arbitrary node in Q until being absorbed in the set
C is given by averaging over all the query nodes:
m(E) = sTLC = s
T (I − PQQ)
−1
1 (6)
Obtaining the average time to absorption using equa-
tion (6) involves calculating an inverse of a matrix, which
in general involves O(|Q|3) calculations. Repeating this
calculation for every combination of k links is impossible
with current computers. To overcome this problem we
first show that the quantity (1) is a supermodular non-
increasing set function, which allows us to use a greedy
algorithm to obtain an approximate solution to the prob-
lem within a given approximation guarantee. Secondly,
3as we demonstrate later, each time we add a link we can
use the Sherman-Morisson formula to update the inverse
matrix in equation (6), which requires O(|Q|2) computa-
tions.
III. SUPERMODULARITY OF THE PROBLEM
AND GREEDY ALGORITHMS
Here, we state the lemmas for the two essential prop-
erties of the quantity (1) describing the expected time
to absorption as a non-increasing and supermodular set
function in terms of the set of links between the two sets
Q and C. The proofs of the lemmas are given in the
appendix.
Lemma 1. For all subsets X ⊂ Y ⊂ EQC it holds
that m(Y ) ≤ m(X), where EQC is the set of all links
between Q and C.
Lemma 2 For all subsets X ⊂ Y ⊂ EQC and e /∈ Y
where, it holds that:
m(X)−m(X ∪ {e}) ≥ m(Y )−m(Y ∪ {e}).
such that e is an edge from Q to C.
Lemma 1 tells us that whenever we add a link between
the sets Q and C the quantity (1) will either decrease
or stay the same. Lemma 2, states that, given a set Y
and one subset of it X , adding a new link e to X yields a
greater decrease in (1) than adding it to Y . This property
of set functions is analogous to the concavity property of
ordinary functions.
It is well established that submodular and supermod-
ular problems can be approximatelly solved by greedy
algorithms [17, 18]. Here we present two variants of a
greedy algorithm that approximatelly solve the problem
of adding the k edges that optimally reduce the expected
time to absorption between the query set Q and target
set C. These k links are chosen from the set of candi-
date links E′ between the Q and C that are not already
present in the graph.
We depict the first algorithm, also called greedy de-
scent algorithm in figure 1. It starts with a graph par-
titioned into a set Q and a set C, as well as the set of
candidate edges E′. In each step i, we add a link ei ∈ E′
that maximally reduces the quantity (1). For every can-
didate link, this requires the calculation of expression (6)
which involves inverting a matrix in O(N3) steps, or in
the case of the fundamental matrix O(|Q|3). If the fun-
damental matrix F is already calculated, adding a single
link can be seen as a perturbation or a rank-1 update to
the matrix F , which can be done in O(|Q|2) steps using
the Sherman-Morrison formula. In order to add the out-
link from Q to C which maximally reduces the quantity
(1) in every step, we need to apply the Sherman-Morison
step |Q| times. This leads to a total running time of
k|Q|3 for the greedy algorithm.
The second algorithm, depicted in figure 2 is known
as reverse greedy descent and starts by first adding all
the edges from the set E′ which, according to Lemma
Input: Graph G, partitioned into Q and C;
Candidate edges E′, number of edges k
Result: A set of k edges Ek, m(E ∪ Ek)
compute initial m(E);
Ek ← ∅
for i← 2 to k do
foreach e ∈ E′ \ Ek do
update m(E ∪ Ek ∪ ei) using SM formula;
select ei ← argmaxe∈E′\Ekm(Ek ∪ ei) ;
update Ek ← Ek ∪ ei ;
end
FIG. 1. Greedy descent algorithm
Input: Graph G, partitioned into Q and C;
Candidate edges E′, number of edges k
Result: Ek - A set of k edges, m(E ∪ Ek)
Ek ← E
′ ;
compute initial m(E ∪ Ek);
for i← |E′| to k do
foreach e ∈ Ek do
update m(E ∪ Ek ei) using SM formula;
select ei ← argmine∈Ekm(Ek ∪ ei) ;
update Ek ← Ek ∪ ei ;
end
FIG. 2. Reverse greedy algorithm
1, yields a minimal value for the quantity (1). Then, in
each iteration it removes the ’worst edge’ i.e. the edge
that minimally increases the expected time to absorp-
tion (1). It stops when it comes to the number of edges
k that we wished to add to the original set of links. The
remaining k links is the approximate solution to the prob-
lem. This algorithm has a running time of (|E′|−k)|Q|3,
which is larger than the running time of algorithm 1,
when our aim is to add a small number of links but it
is more efficient when a large number of links need to
be added (larger than |E′|/2. Another reason we also
show the reverse greedy algorithm is that it has a proven
approximation guarantee to the optimal solution of the
problem, while this in general is not known for the typ-
ical greedy descent algorithm [19], although under cer-
tain constraints on the optimization function there is an
approximation guarantee to the solution yielded by algo-
rithm 1 [18].
IV. RESULTS
We compare the reduction in expected time to absorp-
tion obtained with the two greedy algorithms against
several standard link-prediction algorithms: resource al-
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FIG. 3. (Color online) The expected time to absorption between sets Q and C on three small real-world graphs. The
performance of the greedy algorithms is evidently better than the standard link prediction algorithms, of which only the
preferential attachment algorithm offers better than random performance.
location [20], Jacquard coefficient, Adamic-Adar index
and preferential attachment index [21]. For each of this
algorithms we calculate the scores over the set of pos-
sible candidate links between the query set Q and the
absorbtion set C, and pick the k highest ranking links.
Subsequently, after adding these links we measure the
reduction in the expected time to absorption. We also
provide results for a uniform random choice of k links.
These algorithms have much better running times than
the greedy algorithms presented in this paper. In order
to make the results reproducible we made the code avail-
able at [22].
For every graph G we randomly generate a partition
into a query set Q and target set C, so that the query
set is a connected subgraph. We repeat this process L
times and for each partition we calculate the reduction
in expected time to absorption after adding k links. In
figure 3 we show the results for three small graphs: the
Zachary karate klub graph [23], the network of interac-
tions between Dolphins [24] and a network of face-to-face
behavior of people during an exhibition [25]. Both greedy
algorithms perform better than the other link-prediction
algorithms, and in many cases the solutions they yield
are very close. From the latter group, only the preferen-
tial attachment index compares with a baseline random
strategy of adding links between Q and C. In terms
of a random- navigation strategy this implies that, in
some cases, adding links between highly connected nodes
yields no better reduction in navigation time than ran-
domly adding links. The outcome arguably depends on
the initial topological characteristics of the graph such as
the degree distribution and assortativity coefficient.
In figure 4 we show similar results on larger graphs
of the size O(N3): a protein interaction network of the
yeast organism (YPI) [26], a network of european roads
[27] and an email communication network at the Uni-
versity of University Rovira i Virgili [28]. The reverse
greedy algorithm runned very slow on these networks and
no results are shown for it, although we expect similar
results to those of the greedy descent algorithm. On the
YPI and road networks the greedy algorithm produced a
significant reduction in average time to absorbtion out-
performing all other algorithms, with very little spread
over the different partitions. The preferential attachment
algorithm outperforms the random strategy on the YPI
network which has a negative assortativity coefficient of
-0.16, while the random strategy is better on the E-road
network which has a positive assortativity coefficient of
0.12. Based on this it can be argued that adding links
between highly connected nodes to reduce the negative
assortativity is good in terms of random navigation be-
tween two sets of nodes. The opposite might also be
argued as well - on a network with positive assortativity
randomly adding links between the two sets is a better
strategy to achieve reduction in navigation time. The
email communication network is an example where (1) is
relatively flat function and no algorithms produced sig-
nificant reduction in average time to absorption.
V. CONCLUSION
We formulate the problem of finding the optimal place-
ment of k links that will reduce the expected time to ab-
sorption between two sets of nodes in a graph for a ran-
dom walk process. We proposed the two greedy heuristics
that approximately solve the problem exploiting the su-
permodularity property of the quantity (1). The problem
can be equivalently formulated in terms of finding a set
of existing k links between the sets Q and C that are
most important for navigation. Since the problem can
be considered as a link-prediction problem we compared
the Greedy algorithms with several link prediction algo-
rithms and showed that they yield better solutions in all
the networks that have been considered.
Appendix A
We first show that (1) is a non-increasing set function.
Let EQC be the set of edges originating from the query
nodes Q and entering the absorbing nodes in C.
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FIG. 4. (Color online) Reduction in expected time to absorption on three larger real-world graphs. The Greedy algorithm
outperforms the other link-prediction algorithms in the cases a) and b) while no algorithm manages to significantly reduce
navigation time in the case c)
Lemma 1. For all subsets X ⊂ Y ⊂ EQC it holds
that m(Y ) ≤ m(X).
Proof. It is sufficient to prove monotonicity only for
an arbitrary term in the summation (1). Let q be an
arbitrary node from Q with one or more edges towards
nodes from the set C and denote this set of edges as
Yq ⊂ N(q). Let Y ⊂ EQC be a set that includes these
edges (i.e. Yq ⊂ Y ) and let X = Y \ Yq. The proof can
easily be generalized to the case when some of the edges
in Yq belong to X as well.
Now consider all paths of a random walk process which
pass through the node q and are absorbed through the set
of edges Y . We can divide them in two classes: i) paths
that are absorbed through the set of edges X , denoted
with P(X) and, ii) paths that are absorbed through the
set of edges Yq, denoted with P(Yq). For a path p we
denote with Pr[p] the probability of its occurrence and
with l[p] its length. For the two disjunct sets of paths
P(X) and P(Yq) we can calculate the expected number
of steps for a walk that is found at q ∈ Q until it gets
absorbed through the set of edges Y . Given that the
random walk has reached node q it will continue with
probability 1 − |Yq|/dq to a neighbor of q in Q which
we denote with r ∈ NQ(q), or will get absorbed with
probability |Yq|/dq. Thus the expected number of steps
for all paths that arrived at q and are absorbed through
the edges in Y is:
mq(Y ) =
∑
p∈P(Y )
Pr[p]l[p]
= E[lq] +
|Yq|
dq
+
(
1−
|Yq|
dq)
)
(1 +mr(Y ))
= E[lq] + 1 +
(
1−
|Yq|
dq)
)
(mr(Y )) (A1)
where mr(Y ) is the expected number of steps until ab-
sorption for a random walk that continued at any of the
neighbors of q in Q, and E[lq] is the expected number of
steps that the random walker has made before it visited
q.
We can write a similar expression for the expected
number of steps until absorption of a random walk which
visits Q and gets absorbed through the set of links X .
mq(X) =
∑
p∈P(X)
Pr[p]l[p] = E[lq] + 1 +m
r(Y ) (A2)
It is straightforward to see from the expressions (A1) and
(A2) that mq(Y ) ≤ mq(X). The equality holds for the
case when the node q doesn’t have any links towards the
set of absorbing nodes C.
Lemma 2 For all subsets X ⊂ Y ⊂ EQC and e /∈ Y it
holds that
m(X)−m(X ∪ {e}) ≥ m(Y )−m(Y ∪ {e}). (A3)
such that e is an edge from Q to C.
Proof. As in the previous proof it is sufficient to
demonstrate that the inequality holds for an arbitrary
node q from the set of query nodes Q. Using the same
notation as with the proof of the monotonicity property
we can write the four terms in (A3) as:
mq(X) = E[lq] + 1 +m
r(X)
mq(X ∪ {e}) = E[lq] + 1/dq +
dq − 1
dq
(1 +mr(X))
mq(Y ) = E[lq] + 1 +m
r(Y )
mq(Y ∪ {e}) = E[lq] + 1/dq +
dq − 1
dq
(1 +mr(Y ))
(A4)
and applying these into equation (A3) we obtain:
mr(X)−
dq − 1
dq
(1 +mr(X)) ≥
mr(Y )−
dq − 1
dq
(1 +mr(Y ))
or equivalently, mr(X) ≥ mr(Y ), which we now al-
ready that is true from Lemma 1.
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