INTRODUCTION
Many advanced computer-based applications, such as computer-aided design and manufacturing (CAD/CAM), network management, financial instruments trading, medical in formatics, office automation, and software development environments (SDES), are data intensive in the sense that they generate and manipulate large amounts of data (e. g., all the software artifacts in an SDE). It is desirable to base these kinds of application systems on data management capabilities similar to those provided by database management systems (DBMSS) for traditional data processing. These capabilities include adding, removing, retrieving, and updating data from on-line storage and maintaining the consistency of the information stored in a database. Consistency in a database is maintained if every data item satisfies specific consistency constraints.
These are typically implicit in data processing in the sense they are known to the implementors of the applications and programmed into atomic units called transactions that transform the database from one consistent state to another. Consistency can be violated by concurrent access to the same data item by multiple transactions. A DBMS solves this problem by enforcing a concurrency control policy that allows only consistency-preserving schedules of concurrent transactions to be executed. We use the term advanced database applications to describe application Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery.
To copy otherwise, or to republish, requires a fee and/or specific permission. @ 1991 ACM 0360-0300/91/0900-0269 $01 The term transaction, however, provides a nice intuition regarding the need for consistency, concurrency control, and fault recovery. Basic OLTP concepts such as locks, versions, and validation provide a good starting point for the implementation of long transactions and cooperating transactions. In any case, nearly all the relevant literature uses the term transaction.
We do likewise in our survey.
The goals of this paper are to provide a basic understanding of the difference between concurrency control in advanced database applications and in traditional data processing applications, to outline mechanisms used to control concurrent access in these advanced applications, and to point out some problems with these mechanisms. We assume the reader is familiar with database concepts but do not assume an in-depth understanding of transactions and concurrence control is-. sues. Throughout the paper we define the concepts we use and give practical examples of them. We explain the mechanisms at an intuitive level rather than at a detailed technical level.
The paper is organized as follows. Section 1 presents an example to motivate the need for new concurrency control mechanisms. Section 2 describes the data handling requirements of advanced database applications and shows why there is a need for capabilities like those provided by 1313MSS. Section 3 gives a brief overview of the consistency problem in traditional database applications and explains the concept of serializability.
Section 4 presents the main serializability-based concurrency control mechanisms.
Readers who are familiar with conventional concurrency control schemes may wish to skip Sections 3 and 4. Section 5 enumerates the concurrency control requirements of advanced database applications.
It focuses on software development environments, although many of the problems of CA13/CAM and office automation systems are similar.
Sections 6, 7, and 8 survey the various concurrency control mechanisms proposed for this class of advanced database applications.
Section 9 discusses some of the shortcomings of these mechanisms and concludes with a summary of the mechanisms.
MOTIVATING EXAMPLE
We motivate the need for extended concurrency control policies by a simple example from the software development domain. Variants of the following example are used throughout the paper to demonstrate the various concurrency control models.
Two programmers, John and Mary, are working on the same software project. The project consists of four modules A, B, C, and D. Modules A, B, and C consist of procedures and declarations that comprise the main code of the project; module D is a library of procedures called by the procedures in modules A, B, and C. Figure 1 depicts the organization of the project.
When testing the project, two bugs are discovered. John is assigned the task of fixing one bug that is suspected to be in module A. He "reserves" A and starts working on it. Mary's task is to explore a possible bug in the code of module B, so she starts browsing B after "reserving" it. After a while. John finds there is a bug in A caused by bugs in some of the procedures in the library module, so he "reserves" module D. After modifying a few procedures in D, John proceeds to compile and test the modified code.
Mary finds a bug in the code of module B and modifies various parts of the module to fix it. Mary then wants to test the new code of B. She is not concerned with the modifications John made in A because module A is unrelated to module B. She does, however, want to access the modifications John made in module D because the procedures in D are called in module B. The modifications John made to D might have introduced inconsistencies to the code of module B. But since John is still working on modules A and D, Mary will either have to access module D at the same time John is modifying it or wait until he is done,
In the above example, if the traditional concurrency control scheme of two-phase locking was used, for example, John and Mary would not have been able to access the modules in the manner described above. Thev would be allowed to concur-. rently lock module B and module A, respectively, since they work in isolation on these modules. Both of them, however, need to work cooperatively on module D and thus neither of them can lock it. Even if the locks were at the granularity of procedures, they would still have a problem because both John and Mary might need to access the same procedures in order, for example, to recompile * N. S. Barghouti and G. E. Kaiser D. The locks are released only after reaching a satisfactory stage of modification of the code, such as the completion of unit testing.
Other traditional concurrency control schemes would not solve the problem because they would also require the serialization of Mary's work with John's.
The problem might be solved by supporting parallel versions of module D. Mary would access the last compiled version of module D while John works on a new version. This requires Mary to retest her code after the new version of D is released, which is really unnecessary. What is needed is a flexible concurrency control scheme that allows cooperation between John and Mary. In the rest of this paper we explain the basic concepts behind traditional concurrency control mechanisms,
show how these mechanisms do not support the needs of advanced applications, and describe several concurrency control mechanisms that provide some of the necessary support.
ADVANCED DATABASE APPLICATIONS
Many large multiuser software systems, such as software development environments, generate and manipulate large amounts of data. SDES, for example, generate and manipulate source code, object code, documentation, test suites, and so on. Traditionally, users of such systems manage the data they generate either manually or by the use of special-purpose tools. For example, programmers working on a large-scale software project use system configuration management tools such as Make [Feldman 19791 and RCS [Tichy 1985 ] to manage the configurations and versions of the programs they are developing.
Releases of the finished project are stored in different directories manually.
The only common interface among all these tools is the file system, which stores project components in text or binary files regardless of their internal structures.
This significantly limits the ability to manipulate these objects in desirable ways. It also causes inefficiencies in the storage of collections of objects and leaves data, stored as a collection of related files, susceptible to corruption due to incompatible concurrent access. Recently, researchers have attempted to use database technology to manage the objects belonging to a system uniformly. Design environments, for example, need to store the objects they manipulate (design documents, circuit layouts, programs, etc.) in a database and have it managed by a DBMS for several reasons [Bernstein 1987; Dittrich et al. 1987; Nestor 1986; Rowe and Wensel 1989 ]:
(1) (2) (3) (4) Data integration.
Providing a single data management and retrieval interface for all tools accessing the data.
Application
orientation. Organizing data items into structures that capture much of the semantics of the intended applications.
Data integrity.
Preserving consistency and recovery to ensure all the data satisfy the integrity constraints required by the application.
Convenient
access. Providing a powerful query language to access multiple sets of data items at a time.
(5) Data independence. Hiding the internal structure of data from tools so that if the structure is changed, it will have a minimal impact on the applications using the data.
Since there are numerous commercial DBMSS available, several projects have tried to use them in advanced applications.
Researchers discovered quite rapidly, however, that even the most sophisticated of today's DBMSS are inadequate for advanced applications [Bernstein 1987; Korth and Silberschatz 1986] . One of the shortcomings of traditional general-purpose DBMSS is their inability to provide flexible concurrency control mechanisms.
To understand the reasons behind this, we need to explain the concepts of transactions and serializability.
These two concepts are central to all conventional concurrency control mechanisms.
CONSISTENCY PROBLEMS IN CONVENTIONAL DBMS%
Database consistency is maintained if every data item in the database satisfies the application-specific consistency constraints.
For example, in an airline reservations system, one consistency constraint might be that each seat on a flight can be reserved by only one passenger. It is often the case, however, that the consistency constraints are not known beforehand to the designers of' generalpurpose DBMSS. This is due to the lack of information about the computations in potential applications and the semantics of database operations in these applications. Thus, the best a DBMS can do is abstract each database operation to be either a read operation or a write operation, irrespective of the particular corn. putation.
Then it can guarantee the database is always in a consistent state with respect to reads and writes, independent of the semantics of the particular application.
Ignoring the possibility of bugs in the DBMS program and the application program, inconsistent data result from two main sources: software or hardware failures such as bugs in the operating system or a disk crash in the middle of operations and concurrent access of the same data item by multiple users or programs.
The Transaction Concept
To solve these problems, the operations performed by a program accessing the database are grouped into sequences called transactions [Eswaran et al. 1976] . Users interact with a DBMS by executing transactions.
In traditional DBMSS, transactions serve three distinct purposes [Lynch 1983]: (1) They are logical units that group together operations comprising a complete task; (2) they are atomicity units whose execution preserves the consistency of the database; and (3) they are recovery units that ensure that either all the steps enclosed within them are executed or none are. It is thus by definition that if the database is in a consistent state before a transaction starts executing, it will be in a consistent state when the transaction terminates.
In a multiuser system, users execute their transactions concurrently. The DBMS must provide a concurrency control mechanism to guarantee that consistency of data is maintained in spite of concurrent accesses by different users. From the user's viewpoint, a concurrency control mechanism maintains the consistency of data if it can guarantee that each of the transactions submitted to the DBMS by a user eventually gets executed and that the results of the computations performed by each transaction are the same whether it is executed on a dedicated system or concurrently with other transactions in a multiprogrammed system [Bernstein et al. 1987; Papadimitriou 1986 ]. Let us follow up our previous example to demonstrate the transaction concept. John and Mary are now assigned the task of fixing two bugs that were suspected to be in modules A and B. The first bug is caused by an error in procedure pl in module A, which is called by procedure p3 in module B. Thus, fixing the bug might affect both pl and p3. The second bug is caused by an error in the interface of procedure p2 in module A, which is called by procedure p4 in B. John and Mary agree that John will fix the first bug and Mary will fix the second. John starts a transaction~J+n and proceeds to modify procedure pl m module A. After completing the modification to PI, he starts modifying procedure p3 in module B. At the same time, Mary starts a transaction T~~,Y to modify procedure p2 in module A and procedure p4 in module B.
Although TJOh. and T~.,Y are executing concurrently, their outcomes are expected to be the same as they would have been had each of them been executed on a dedicated system. The overlap between T M,,y and TJOh. results in a sequence of actions from both transactions, called a schedule. Figure 2 shows an example of a schedule made up by interleaving In other words, a schedule consisting of transactions Tl, Tz, . . . . T. is consistent if for every i = 1 to n -1, transaction T, is executed to completion before transaction T,+~begins. We can then establish that a serializable execution, one that is equivalent to a serial execution, is also consistent.
From the perspective of a DBMS, all computations in a transaction either read or write a data item from the database. Thus, two schedules S1 and S2 are said to be computationally equivalent if [Korth and Silberschatz 1986] :
The set of transactions that participates in S1 and Sz is the same. For each data item Q in Sl, if transaction T, executes read(Q), and the value of Q read by T, is written by T~, the same will hold in Sz (i.e., read-write synchronization). For each data item Q in S1, if transaction T, executes write(Q) before T~executes write(Q), the same will hold in S'z (i. e., write-write synchronization).
For example, the schedule shown in Figure 2 2PL allows only a subset of serializable schedules. In the absence of information about how and when the data items are accessed, however, 2PL is both necessary and sufficient to ensure serializability by locking [Yannakakis 1982] . In advanced applications, it is often the case that the DBMS has prior knowledge about the order of access of data items. The DBMS can use this information to ensure serializability by using locking protocols that are not 2PL. One such protocol is the tree protocol, which can be applied if there is a partial ordering on the set of data items accessed by concurrent transactions [Silberschatz and Kedem 1980] . To illustrate this protocol, assume a third programmer, Bob, joined the programming team of Mary and John and is now working with them on the same project. Suppose Bob, Mary, and John want to modify modules A and B concurrently in the manner depicted in schedule S1 of Figure 3 . The tree protocol would allow this schedule because it is serializable (equivalent to 7'~0~l"~.~. 7'M,, ) even though it does not follow the 2P~proto-col (because~John releaSeS the lock on A before it acquires the lock on B). It is possible to construct S1 because all of the transactions in the example access (write) A before B, This information about the access patterns of the three transactions is the basis for allowing the non-2PL schedule shown in the figure.
Timestamp Ordering
One of the problems of locking mechanisms is the potential for deadlock. The timestamp ordering mechanism above assumes that only one version of a data item exists. Consequently, only one transaction can access a data item at a time. This restriction can be relaxed by allowing multiple transactions to read and write different versions of the same data item as long as each transaction sees a consistent set of versions for all the data items it accesses. This is the basic idea of the first multiversion timestamp ordering scheme introduced by Reed [1978] . In Reed's mechanism, each transaction is assigned a unique timestamp when it starts; all operations of the transaction are assigned the same timestamp.
In addition, each data item x has a set of transient versions, each of which is a ( writetimestamp, value) pair, and a set of read timestamps.
If a transaction reads a data item, the transaction's timestamp is added to the set of read time stamps of the data item. A write operation, if permitted by the concurrency control protocol, causes the creation of a new transient version with the same time-stamp as that of the transaction requesting the write operation. The concurrency control mechanism operates as follows:
Let T, be a transaction with timestamp TS( i), and let R(x) be a read operation requested by T, [i. e., R(x) will also be assigned the timestamp To determine whether to grant a lock on a node to a transaction, the transaction manager would have to follow the path from the root to the node to find out if any other transaction has explicitly locked any of the ancestors of the node. This is clearly inefficient.
To solve this problem, a third kind of lock mode called an intention lock was introduced [Gray 1978] . All the ancestors of a node must be locked in intention mode before an explicit lock can be put on the node. In particular, nodes can be locked in five different modes. A nonleaf node is locked in intention-shared (IS) mode to specify that descendant nodes will be explicitly locked in shared (S) mode. Similarly, an intention-exclusive (IX) lock implies that explicit locking is being done at a lower level in exclusive (X) mode. A shared and intention-exclusive (SIX) lock on a nonleaf node implies that the whole subtree rooted at the node is being locked in shared mode and that explicit locking will be done at a lower level with exclusive-mode locks. A compatibility matrix for the five kinds of locks is shown in Figure  4 . The matrix is used to determine when to grant lock requests and when to deny them. Gray et al. defined the following multiple granularity protocol based on the compatibility matrix:
(1) A transaction T, can lock a node in S or IS mode only if all ancestors of the node are locked in either IX or IS mode by T,. 
has also been addressed in traditional data processing applications (e.g., bank audit transactions).
Supporting
user control. In order to support user tasks that are nondeterministic and interactive in nature, the concurrency control mechanism should provide the user with the ability to start a transaction, interactively execute operations within it, dynamically restructure it, and commit or abort it at any time. The nondeterministic nature of transactions implies that the concurrency control mechanism will not be able to determine whether or not the execution of a transaction will violate database consistency, except by actually executing it and validating its results against the changed database. This might lead to situations in which the user might have invested many hours running a transaction only to find out later when he or she wants to commit the work that some of the operations performed within the transaction violated some consistency constraints.
The user would definitely oppose deleting all of the work (by rolling back the transaction).
He or she might, however, be able to reverse the effects of some operations explicitly in order to regain consistency.
Thus, there is a need to provide more user control over transactions.
(3) Supporting synergistic cooperation. Cooperation among programmers to develop project components has significant implications on concurrency control. In CAD/CAM systems, SDES, and other design environments, several users might have to exchange knowledge (i.e., share it collectively) in order to be able to continue their work. The activities of two or more users working on shared objects may not be serializable.
The users mwy pass the shared objects back and forth in a way that cannot be accomplished by a serial schedule. Also, two users might be modifying two parts of the same object concurrently, with the intent of integrating these parts to create a new version of the object. In this case, they might need to look at each others' work to make sure they are not modifying the two parts in a way that would make their integration difficult.
This There has been a flurry of research to develop new approaches to transaction management that meet the requirements of advanced applications.
In the rest of the paper, we survey the mechanisms that address the requirements listed above. We categorize these mechanisms into three categories according to which requirement they support best. All the mechanisms that address only the problems introduced by long transactions are grouped in one section. Of the mechanisms that address the issue of cooperation, some achieve only coordination of the activities of multiple users, whereas others allow synergistic cooperation. The two classes of mechanisms are separated into two sections. Issues related to user control are briefly addressed by mechanisms in both categories, but we did not find any mechanism that provides satisfactory support for user control over transactions in advanced applications. In addition to the three requirements listed above, many advanced applications require support for complex objects. For example, objects in a software project might be organized in a nested object system (projects consisting of modules that contain procedures), where individual objects are accessed hierarchically. We do not sur~ey mechanifims that support complex objects because describing these mechanisms would require explaining concepts of object-oriented programming and object-oriented data-e N. S. Barghouti and G. E. Kaiser base systems, both of which are outside the scope of this paper. It is worthwhile noting, however, that the complexity of the structure and the size of objects in advanced applications strongly suggest the appropriateness of concurrency control mechanisms that combine and extend multiversion and multiple granularity mechanisms.
Many of the ideas implemented in the mechanisms we survey in the rest of the paper have been discussed earlier in other contexts. For instance, some of the ideas related to multilevel transactions, long transactions, and cooperative transactions were discussed by Davies [19781. 6. SUPPORTING LONG TRANSACTIONS
Many of the operations performed on data in advanced database applications are long-lived.
Some, such as compiling code or printing a complete layout of a VLSI chip, last for several minutes or hours. When these operations are part of a transaction, they result in a long transaction (LT), which lasts for an arbitrarily long period of time (ranging from hours to weeks). Such transactions occur in traditional domains (e.g., printing the monthly account statements at a bank) as well as in advanced applications, but they are usually an order of magnitude longer in advanced applications.
LTs are particularly common in design environments.
The length of their duration causes serious performance problems if these transactions are allowed to lock resources until they commit. Other short or long transactions wanting to access the same resources are forced to wait even though the LT might have finished using the resources. LTs also increase the likelihood of automatic aborts (rollback) to avoid deadlock or in the case of failing validation in optimistic concurrency control.
Two main approaches have been pursued to solve these problems: extending serializability-based mechanisms while still maintaining serializable schedules and relaxing serializability of schedules containing LTs. These alternative approaches use the application-specific semantics of operations in order to increase concurrency.
Several examples of each approach are presented in this section. Some of the schemes were proposed to support LTs for traditional DBMSS, but the techniques themselves seem pertinent to advanced applications and thus are discussed in this section.
Extending
Serializability-Based
Techniques
In traditional transaction processing, all database operations are abstracted into read and write operations. This abstraction is necessary for designing generalpurpose concurrency control mechanisms that do not depend on the particulars of applications.
Two-phase locking (2PL), for example, can be used to maintain consistency in any database system, regardless of the intended application. This is true because 2PL maintains serializability, and thus consistency, of transaction schedules by guaranteeing the atomicit y of all transactions.
The performance of 2PL, however, is unacceptable for advanced applications because it forces LTs to lock resources for a long time even after they have finished using these resources. In the meantime, other transactions that need to access the same resources are blocked. Optimistic mechanisms that use time stamp ordering also suffer from performance prob lems when applied to long transactions. These mechanisms cause repeated rollback of transactions when the rate of conflicts increases significantly, which is generally the case in the context of long transactions.
One approach for solving the problems introduced by LTs is to extract semantic information about transactions and operations and use that information to extend traditional techniques.
The extended technique should revert back to the traditional scheme in case the additional information is not available (i.e., it might be available for some transactions but not for others). This approach is the basis for extending both two-phase One piece of information that can be used to increase concurrency is when resources are no longer needed by a transaction so they can be released and used by other transactions.
This information can be used to allow a long transaction, which otherwise follows a serializable mechanism such as two-phase locking, to release some of its resources conditionally. These resources can then be used by other transactions given that they satisfy certain requirements.
One formal mechanism that follows this approach is altruistic locking, which is an extension of the basic two-phase locking algorithm [Salem et al. 19871 . Altruistic locking makes use of information about access patterns of a transaction to decide which resources it can release. In particular, the technique uses two types of information: negative access pattern information, which describes objects that will not be accessed by the transaction and positive access pattern information, which describes which and in what order objects will be accessed by the transaction.
Taken together, these two types of information allow long transactions to release their resources after they are done with them. The set of all data items that have been locked and then released by an LT is called the wake of the transaction.
Releasing a resource is a conditional unlock operation because it allows other transactions to access the released resource as long as they follow the restrictions stated in the protocol below, which ensures serializability.
A two-phase with release schedule is then defined as any schedule that adheres to two restrictions:
(1) No two transactions can hold locks on the same data item simultaneously unless one of them has locked and released the object before the other locks it; the later lock holder is said to be in the wake of the releasing transaction.
(2) If a transaction is in the wake of another transaction, it must be completely in the wake of that transaction.
This means that if John's transaction locks a data item that has been released by Mary's transaction, any data item that is accessed by both John and Mary and that is currently locked by John must have been released by Mary before it was locked by John.
These two restrictions guarantee serializability of transactions without altering their structure. The protocol assumes transactions are programmed and not user controlled (i. e., the user cannot make up the transactions as he or she goes along). In the following example, however, we will assume an informal extension to this mechanism that will allow user-controlled transactions. Consider again the example in Figure  1 , where each module in the project contains a number of procedures (subobjects). Suppose Bob, who joined the programming team of Mary and John, wants to familiarize himself with the code of all the procedures of the project. Bob starts a long transaction, Z'~Oh,that accesses all of the procedures, one procedure at a time. He needs to access each procedure only once to read it and add some comments about the code; as he finishes accessing each procedure he releases it. In the meantime, John starts a short transaction, T~O~~,that accesses only two procedures, pl then p2, from module A. Assume T~Ob has already accessed p2 and released it and is currently reading pl.
T~O~. has to wait until T~Ob is finished with pl and releases it. At that point T~Oh~can start accessing pl by entering the wake of TBOb. TJohn will k allowed to enter the wake of T~Ob (i. e., to be able to access pl) because all of the objects T~O~~needs to access ( pl and p2) are in the wake of T~Ob. After finishing with PI, T~O~. can start accessing p2 without delay since it has already been released by TBOb. terminates, but then it must wait until either p3 has been accessed by T~Ob (i.e., until p3 enters the wake of T~Ob) or until T~.~ter-minates. If Z'~O~never accesses p3 (Bob changes his mind about viewing p3), T~,,Y is forced to wait until T~Ob terminates (which might take a long time since it is a long transaction).
To improve concurrency in this situation, Salem et al. [19871 introduced a mechanism for expanding the wake of a long transaction dynamically in order to enable short transactions that are already in the wake of a long transaction to continue running. The mechanism uses the negative access information provided to it in order to add objects that will not be accessed by the long transaction to its wake. Continuing the example, the mechanism would add p3 to the wake of T~Ob by issuing a release on p3 even if T~Ob had not locked it. This would allow T~~,Y to access p3 and thus continue executing without delay. Figure 6 Figure 2 , are restarted unnecessarily. In other words, the transactions might actually have been serializable but the conflict mechanism did not recognize them as such. This is not a serious problem in conventional applications where transactions are short. It is very undesirable, however, to restart a long transaction that has done a significant amount of work. Pradel et al. [1986] actions, a single global mechanism must be used because there is no predefine notion of layers. The existence of layers of abstraction in multilevel transactions opens the way to a modular approach to concurrency control. Different concurrency control protocols (schedulers) are applied at different layers of the system. More specifically, layer-specific concurrency control protocols can be used. Each of these protocols must ensure serializability with respect to its layer. In addition, a protocol at one layer should not invalidate the protocols at higher levels. In other words, the protocols at all layers of the multilevel transaction should work together to produce a correct execution (schedule).
Unfortunately, not all combinations of concurrency control protocols lead to correct executions. To illustrate, assume we have a three-level necessary transaction and the protocol between the second and third levels is commutativity-based. This means that if two adjacent operations at the third level can commute, their order in the schedule can be changed. C!hanging the order of operations at the third level, however, might change the order of subtransactions at the second level. Since the protocol only considers operations at the third level, it may change the order of operations in such a way so as to result in a nonserializable order of the subtransactions at the second level. The example above shows that serializability is too weak a correctness criterion to use for the "handshake" between the protocols of adjacent layers in a multilevel system. The correctness criteria must be extended to take into account the order of transactions at the adjacent layers. Beeri et al. [1986, 1989] To illustrate, assume Mary is assigned the task of adding a new procedure p10 to module A and recompiling the module to make sure the addition of procedure p10 does not introduce any compile-time errors. Bob is simultaneously assigned the task of deleting procedure pO from module A. Adding or deleting a procedure from module A is an abstraction that is implemented by two operations: updating the attribute that maintains the list of procedures contained in A (i.e., updating the object containing module A) and updating the documentation D to describe the new functionality of module A after adding or deleting a procedure. Recompiling a module is an abstraction for reading the source code of the module and updating the object containing the module (e. g., to update its timestamp and modify the object code). Consider the concurrent execution of T~~,Y and T~Oh in Figure 8a . Although the schedule is not serializable, it is correct because the operations at the lower level can be commuted so as to produce a serializable schedule while preserving the order of the subtransactions at the second level. Figure 8d , and the final result of applying commutation to the reduced tree, which is a serial schedule, is shown in Figure 8e . Beeri et al. [1988] have shown that order preservation is only a sufficient condition to maintain consistency across layers in a multilevel system. They present a weaker necessary condition, conflict-based, order-preserving serializability.
This condition states that a layer-specific protocol need only preserve the order of conflicting operations of the top level of its layers. For example, consider the schedule in Figure 9a , which shows a concurrent execution of three transactions initiated by Mary, Bob, and John. Compiling module A and compiling module B are nonconflicting operations since they do not involve any shared objects. Linking the subsystem containing both A and B, however, conflicts with the other two operations.
Although the schedule is not order-preserving serializable, it is correct because it could be serialized, as shown in Figure  9b , by changing the order of the two compile operations.
Since these are nonconflicting subtransactions, the change of order preserves correctness.
Martin [1987] presented a similar model based on the paradigm of nested objects, which models hierarchical access to data by defining a nested object system. Each object in the system exists at a particular level of data abstraction. Operations at level i are specified in terms of operations at level i -1. Thus, the execution of operations at level i results in the execution of perhaps several sub- access to objects at all levels. Nonserializable behavior can be proven to be correct if the semantics of operations at all levels are given and considered. In Martin's model, weakening an object's conflict specification may produce a correct nonserializable schedule. For example, in Figure 9 it can be specified that a write operation on a specific object at a specific level does not conflict with a read operation on the same node. The scheduler would have then allowed the link operation and the compile operations to be commuted. Such a schedule might be considered correct if the semantics of linking the object code of two modules does not prohibit the linker from reading different versions of the two modules.
Relaxing Serializability
The approaches presented in requires an overview of abstract data types and object-oriented systems. Since these concepts are outside the scope of this paper, we have chosen to limit our discussion to the mechanisms in the second group, which use semantics of transactions rather than typed objects. It is more difficult to build a general concurrency control mechanism that detides which schedules preserve semantic consistency than it is to build one that recognizes serializable schedules. Even if all the consistency constraints were given to the DBMS (which is not possible in the general case), there is no way for the concurrency control mechanism to determine a priori which schedules maintain semantic consistency.
The DBMS must run the schedules and check the constraints on the resulting state of the database in order to determine if they maintain semantic consistency [GarciaMolina 1983] . Doing that, however, would be equivalent to implementing an optimistic concurrency control scheme that suffers from the problem of rollback.
To avoid rollback, the concurrency control mechanism must be provided with information about which transactions are compatible with each other.
Two transactions are said to be compatible if their operations can be interleaved at certain points without violating semantic consistency. Having the user provide this information is not feasible in the general case because it burdens the user with having to understand the details of applications.
In some applications, however, this kind of burden might be acceptable in order to avoid the performance penalty of traditional general-purpose mechanisms.
If this is the case, the user still has to be provided with a framework for supplying information about the compatibility of transactions.
Garcia-Molina presented a framework that explicitly defines the semantics of database operations.
He defines four kinds of semantic information:
(1) transaction semantic types; (2) compatibility sets associated with each type; (3) division of transactions into smaller steps (subtransactions);
and (4) A transaction is said to be semantically atomic if all its steps are executed or if any executed steps are eventually followed by their countersteps.
An atomic transaction, in contrast, is one in which all or none of the steps are executed. In the context of a DBMS, the four pieces of information presented above are used by a locking mechanism that uses two kinds of locks: local locks, which ensure the atomicity of transaction steps, and global Each entity in the database is associated with a state that is defined in terms of a set of integrity constraints. Like a traditional transaction, an entity state transaction is a collection of actions that reads a set of entities and potentially writes into a set of entities. Unlike traditional transactions, however, entity state transactions are instances of transaction classes. Each class defines (1) the set of entities that instance transactions read, (2) the set of entities that instance transactions write, (3) the set of constraints that must be satisfied on the read and write entity sets prior to the invocation of a transaction, (4) the set of constraints that can be violated during the execution of an instance transaction, Figure 9 can be considered sagas, and the interleavings shown in the figure can be allowed under the sagas scheme. Using compensation functions instead of cascaded aborts is also suitable for advanced applications. For example, if one decided to abort the modifications introduced to a file, one could revert to an older version of the file and delete the updated version.
One shortcoming of sagas, however, is that they limit nesting to two levels. Most design applications require several levels of nesting to support high-level operations composed of a set of suboperations [Beeri et al. 19891 . In software development, for example, a high-level operation such as modifying a subsystem translates into a set of operations to modify its component modules, each of which in turn is an abstraction for modifying the procedures that make up the module.
Realizing the multilevel nature of advanced applications, several researchers have proposed models and proof techniques that address multilevel transactions. We already described three related models in Section 6.1.3 [Beeri et al. 1988 [Beeri et al. , 1989 Weikum and Schek 1984] . Two other nested transaction models [Kim et al. 1984; Walter 1984] are described in Section 7, since these two models address the issue of groups of users and coordinated changes. We now will describe a formal model of correctness without serializability that is based on multilevel transactions. (CPC) class in which the only conflicts that can occur are a read of a data item followed by a write of the same data item (this is the same as in traditional multiversion techniques). In addition, if two data items are in different conjuncts of the consistency predicate, execution order must be serializable only with respect to each conjunct individually. If for each conjunct the execution order is serializable, the execution is correct. The protocol that recognizes the CPC class creates a graph for each conjunct where each node is a transaction.
An arc is drawn between two nodes if one node reads a data item in the conjunct and the other node writes the same data item in the same conjunct. A schedule is correct if the graphs of all conjuncts are acyclic. This class contains executions that could not be produced by any of the mechanisms mentioned above except for sagas.
Korth and Speegle [1990] , recognizing that the practicality of their model was in question, applied the model to a realistic example from the field of computer- aided software engineering (CASE). Rather than using the same example they presented, we use another example here. Consider the schedule shown in Figure  11 (which is adapted from [Korth and Speegle 1988] ). This schedule is clearly not serializable and is not allowed by any of the traditional protocols. Suppose, however, that the database consistency constraint is a conjunct of the form P1 OR P2, where PI is over A while P2 is over B. This occurs when A and B are not related to each other (i. e., the value of B does not depend on A and vice versa). In this case, the schedule is in CPC since the data items A and B are in different conjuncts of the database consistency constraint and the graphs for both conjuncts P1 and P2 individually are acyclic, as shown in Figure 12 . In other words, the schedule is correct because both T~O~~and T~~w access A in a serializable manner and also access B in a serializable manner.
Dynamic Restructuring of Transactions
In many advanced database applications, such as design environments, operatioare interactive.
The operations a use performs within a transaction might be (1) of uncertain duration, (2) of uncertain development (i.e., it cannot be predicted which operations the user will invoke a priori) and (3) dependent on other concurrent operations.
Both altruistic locking and sagas address only the first and third of these characteristics. The resulting transactions can proceed independently from that point on. More important, the resulting transactions behave as if they had been independent all along, and the original transaction disappears entirely, as if it had never existed.
Thus, the split-transaction operation can be applied only when it is possible to generate two serializable transactions. One advantage of splitting a transaction is the ability to commit one of the new transactions in order to release all of its resources so they can be used by other transactions.
The splitting of a transaction reflects the fact that the user who controlled the original transaction has decided he or she is done with some of the resources reserved by the transaction. These resources can be treated as part of a separate transaction.
Note that the splitting of a transaction in this case
@-'-@l
conjunct P2
CPC protocol.
has resulted from new information about the dynamic access pattern of the transaction (the fact that it no longer needs some resources). This is different from the static access pattern that altruistic locking uses to determine that a resource can be released. Another difference from altruistic locking is that rather than only allowing resources to be released by committing one of the transactions that resuits from a split, the split-transactions can proceed in parallel and be controlled by different users. A join-transaction does the reverse operation of merging the results of two or more separate transactions, as if these transactions had always been a single transaction, and releasing their resources atomically.
To When a small group of developers works on a large project, a need arises to coordinate the access of its members to the database in which project components are stored. Most of the time, the developers work independently on the parts of the project for which they are responsible, but they need to interact at various points to integrate their work. Thus, a few coordination rules, which moderate the concurrent access to the project database by multiple developers, need to be enforced to guarantee that one developer does not duplicate or invalidate the work of other developers.
In this section we describe mechanisms that coordinate the efforts of members of a group of developers. It is important to emphasize that all the mechanisms described in this section fall short of supporting synergistic cooperation in the sense of being able to pass incomplete but relatively stable data objects between developers in a nonserializable fashion. It is also important to note that unlike the mechanisms presented in Section 6, most of the models presented here were not developed as formal transaction models but rather as practical systems to support design projects, mostly software development efforts. The behavior of these systems, however, can be formulated in terms of transaction models, as we do in this section.
Version and Configuration Management
The simplest form of supporting coordination among members of a development team is to control the access to shared files so only one developer can modify anY file at any one time. One approach that has been implemented by widely used version control tools like the Source Code Control System (SCCS) [Rochkind 1975] which means it cannot be modified. Instead, a new version can be created after explicitly reserving the object. The reservation makes a copy of the original version of the object (or the latest version thereafter) and gives the owner of the reservation exclusive access to the copy so he or she can modify it and deposit it as a new version.
Other users who need to access the same object must either wait until the new version is deposited or reserve another version, if that exists. Thus, two or more users can modify the same object only by working on two parallel versions, creating branches in the version history. Branching ensures write serializability by guaranteeing that only one writer per version of an object exists. The result of consecutive reserves, deposits, and branches is a version tree that records the full history of development of the object. When two branches of the version tree are merged (by manually merging the latest version of each branch into one version), the tree becomes a dag. This scheme is pessimistic since it does not allow access conflicts to occur on the same version (rather than allowing them to occur then correcting them as in optimistic schemes). It is optimistic, however, in the sense that it allows multiple parallel versions of the same object to be created even if these versions are conflicting.
The conflicts are resolved manually when the users merge their versions.
The basic checkout/checkin mechanism provides minimal coordination between multiple developers. It does not use semantic information about the objects or the operations performed on these objects. The model suffers from two main problems as far as concurrency control is concerned. First, it does not support any notion of aggregate or composite objects, forcing the user to reserve and deposit each object individually.
This can lead to problems if a programmer reserves several objects, all of which belong conceptually to one aggregate object, creates new versions of all of them, makes sure they are consistent as a set, then forgets to deposit one of the objects. This will lead to an inconsistent set of versions being deposited.
Second, the reserve/deposit mechanism does not provide support for reserved objects beyond locking them in the public database. Thus, once an object has been reserved by a programmer, it is not controlled by the concurrency control mechanism.
The owner of the reservation can decide to let other programmers access that object.
The The database is partitioned into separate consistent domains, where each domain (configuration)
consists of one version of each of the conceptual objects in a related set.
To illustrate this technique, consider the two transactions T~Ob and TJOh. of Figure 14 . By all the conventional concurrency control schemes, the schedule in the figure is disallowed. Under domain-relative addressing, the schedule in Figure 14 1984] . Although the models differ in their details, they are similar as far as concurrency control is concerned. Thus, we refer to both models as the conversational transactions model. In this model, the database of a design project consists of a public database and several private databases. The public database is shared among all designers, whereas each private database is accessed only by a single designer.
Each designer starts a long transaction in his or her private database that lasts for the duration of the design task.
When the long transaction needs to access an object in the public database, it requests to check out the object in a particular mode, either to read it, write it, or delete it. This request initiates a short transaction on the public database. The " N. S. Barghouti and G. E. Kaiser short transaction first sets a short-lived lock on the object, then checks if the object has been checked out by another transaction in a conflicting mode. If it has not, the short transaction sets a permanent lock on the object for the duration of the long transaction.
Before the short transaction commits, it copies the object to the specific private database and removes the short-lived lock. If the object has been checked out by another long transaction, the short transaction removes the short-lived lock, notifies the user that he or she cannot access the object, and aborts. The short-lived lock that was created by the short transaction on the public database prevents other short transactions from accessing the same object at the same time. The permanent locks prevent long transactions from checking out an object that has already been checked out in an exclusive mode.
All objects that are checked out by a long transaction are checked back in by initiating short checkin transactions on the public database at the end of the long transaction.
A checkin transaction copies the object to the public database and deletes the old version of the object that was locked by the corresponding checkout transaction.
The new version of the object does not inherit the long-lived lock from its predecessor. Thus, each conversational transaction ensures that all the objects that it checked out will be checked back in before it commits. This mechanism solves the first problem described above with the reserve/deposit model. A concurrency control mechanism similar to conversational transactions is used in Smile, a multiuser software development environment [Kaiser and Feiler 1987] . Smile adds semantics-based consistency preservation to the conversational transactions model by enforcing global consistency checks before allowing a set of objects to be checked in. Smile also maintains semantic information about the relations among objects, which enables it to reason about collections of objects rather than individual objects. It thus provides more support to composite objects such as modules or subsystems.
Like the conversational transactions model, Smile maintains all information about a software project in a main database, which contains the baseline version of a software project. Modification of any part of the project takes place in private databases called experimental databases.
To illustrate
Smile's transaction model, assume John wants to modify modules A and B; he starts a transaction T~O~~and reserves A and B in an experimental database (EDB~O~.). When a module is reserved, all of its subobjects (e.g., procedures, types) are also reserved. Reserving A and B guarantees that other transactions will not be able to modify these modules until John has deposited them. Other transactions, however, can read the baseline version of the modules from the main database. John then proceeds to modify the body of the modules. When the modification process is complete, he requests a deposit operation to return the updated A and B to the main database and make all the changes available to other transactions.
Before a set of modules is deposited from an experimental database to the main database, Smile compiles the set of modules together with the unmodified modules in the main database. The compilation verifies that the set of modules is self-consistent and did not introduce any errors that would prevent integrating it with the rest of the main database. If the compilation succeeds, the modules are deposited and T~O~. commits. Otherwise, John is informed of the errors and the deposit operation is aborted. In this case, John has to fix the errors in the modules and repeat the deposit operation when he is done. T~O~. commits only when the set of modules that was reserved is successfully compiled then deposited.
Smile's model of consistency not only enforces self-consistency of the set of modules, it also enforces global consistency with the baseline version of all other modules. Thus, John will not be permitted to make a change to the interface of module A (e. g., to the number or types of parameters of a procedure) within EDB~O~~unless he has reserved all other Concurrency Control in Advanced Database Applications " 301 modules that may be affected by the change. For example, if procedure pl of module A is called by procedure p7 of module C, John has to reserve module C (in addition to modules A and B, which he has already reserved) before he can modify the interface of pl. If another transaction T~~,Y has module C reserved in another experimental database, EDB~~,Y, the operation to change pl is aborted and T John. k forced to either wait until T~,,Y deposits module C, at which point TJOh. can reserve it, or to continue working on another task that does not require module C. From this example, it should be clear that by enforcing semantics-based consistency, Smile restricts cooperation even more than the conversational transactions because two users cannot simultaneously access objects semantically related to each other at the interface level.
Although the two-level database hierarchy of Smile and the conversational transactions mechanism provide better coordination support than the basic checkout /checkin model, it does not allow for a natural representation of hierarchical design tasks in which groups of users participate.
Supporting such a~i -erarchy requires a nested database structure similar to the one provided by the multilevel transaction schemes described in Section 6.
Multilevel
Pessimistic Coordination A more recent system, Infuse, supports a multilevel, rather than a two-level, hierarchy of experimental databases. Infuse relaxes application-specific consistency constraints by requiring only that modules in an experimental database be self-consistent before they are deposited to the parent database [Kaiser and Perry 1987] . More global consistency is enforced only when the modules reserved in top-level experimental databases are deposited to the main database.
Returning to our example, assume both Bob and Mary are involved in a task that requires modifying modules A and C; Figure  16 depicts the situation. in which both modules A and C are reserved (EDBA,C). Bob and Mary decide that Bob should modify module A and Mary should work on module C. Bob creates a child experimental database in which he reserves module A (EDBA). Mary creates EDBC in which she reserves module C. Bob decides his task requires changing the interface of procedure pl by adding a new parameter.
At the same time, Mary starts modifying module C in her database. Recall that procedure p7 of module C calls pl in module A. After Bob completes his changes, he deposits module A to EDBA. No errors are detected at that point because Infuse only checks that A is selfconsistent. This is possible because Infuse assumes any data types or procedures used in the module but not defined in it must be defined elsewhere. If they are not defined anywhere in the system, the final attempt to deposit into the main database will detect that. Infuse only checks that all uses of a data type or object in the same module are consistent with each other.
Mary then finishes her changes and deposits module C. Again no errors are detected at that level. When either Bob or Mary attempts to deposit the modules in EDBA~to the main database, however, the' compiler reports that modules A and C are not consistent with each other because of the new parameter of procedure pl. At that point, either Bob or Mary must create a child experimental database in which he or she can fix the bug by changing the call to pl in procedure p7. Infuse's model allows greater concurrency at the cost of greater semanticsbased inconsistencyand the potential need for a later round of changes to reestablish consistency. But serializability is always maintained by requiring sibling EDBs to reserve disjoint sub sets of the resources locked by the parent EDB.
Optimistic Coordination
The coordination models presented in Section 7.2 are pessimistic in that they do not allow concurrent access to the same object in order to prevent any consistency violations that might occur. They are thus more restrictive in that sense than the configuration and version management schemes. It is often the case in design efforts, however, that two or more developers within the same team prefer to access different versions of the same object concurrently.
Since these developers are typically familiar with each other's work, they can resolve any conflicts they introduce during their concurrent access by merging the different versions into a single consistent version. Rather than supporting multiple versions in a flat database, however, software development environments to provide a hierarchical structure like Infuse's. Like Infuse, Sun's Network Software Environment (NSE) supports a nested transaction mechanism that operates on a multilevel hierarchical database structure [Adams et al. 19891 . Like Cosmos (and unlike Infuse), NSE supports concurrent access to the same data objects. NSE combines the checkout/checkin model with an extension to the classical optimistic concurrency control policy, thus allowing limited cooperation among programmers.
Unlike the checkout/checkin model and Cosmos, however, NSE provides some assistance to developers in merging different versions of the same data item.
NSE requires programmers to acquire (reserve) copies of the objects they want to modify in an environment (not to be confused with a software development environment)
where they can modify the copies. Programmers in other environments at the same level cannot access these copies until they are deposited to the parent environment. Environments can, however, have child environments that acquire a subset of their set of copies. Multiple programmers can operate in the same environment where the basic reserve/deposit mechanism is enforced to coordinate their modifications.
Several sibling environments can concurrently acquire copies of the same object and modify them independently, thus creating parallel versions of the same object. To coordinate the deposit of these versions to the parent environment, NSE requires that each environment merge its version (called reconcile in NSE'S terminology) with the previously committed version of the same object. Thus, the first environment to finish its modifications deposits its version as the new version of the original object in the parent environment; the second environment to finish has to merge its version with the first environment's version, creating a newer version; the third environment to finish will merge its version with this newer version, and so on.
Like the optimistic concurrency control (OCC) mechanism, NSE'S mechanism allows concurrent transactions (programmers in sibling environments in this case) to access private copies of the same object simultaneously.
Before users can make their copies visible to other users (i.e., the write phase in the OCC mechanism), they have to reconcile (validate) the changes they made with the changes other users in sibling environments have concurrently made on the same objects. If conflicts are discovered, rather than rolling back transactions, the users of conflicting updates have to merge their changes, producing a new version of the object.
To illustrate this mechanism, assume the modules of the project depicted in Figure 1 represent the following: Module A comprises the user interface part of the project, module B is the kernel of the project, module C is the database manager, and module D is a library module. The development happens in three layers as shown in Figure 17 . At the top layer, the environment PROJ-ENV represents the released project. All the objects of the project belong to this environment. At the second level, two environments coexist: one to develop the user interface, FRONT-END, and the other to develop the kernel, 13ACK_END.
FRONT_ END acquires copies of modules A and C; BACK. END acquires copies of B and C. John works on modifying the front end in his private environment, JOHN, while
Mary works on developing the back end in her private environment. John acquires module A in order to modify it. He creates a new version of PI but then finds out that in order to modify p2, he needs to modify P5. Consequently, he acquires p5 into his environment and creates new versions of p2 and p5. Finally, he deposits all his changes to FRONT-END, creating new versions of modules A and C as shown in Figure  17 . Concurrently, Mary acquires module B, modifies it, and deposits the changes to BACK-END.
Mary can then test her code in BACK_END.
Suppose before Mary starts testing her code, John finishes testing his code and deposits all of his changes to the top-level " N. S. Barghouti and G. E. Kaiser environment, creating a new version of the project and making all of his changes visible to everybody.
Before testing her code, Mary can check to see if any of the code that is relevant to her (modules B and C) has been changed by another programmer.
NSE provides a command, resync, to do that automatically on demand.
Resync will inform
Mary that John has changed procedure p5. At this point, Mary can decide to acquire John's new version and proceed to test her code.
In another scenario, the exact same series of actions as above occurs except that Mary discovers she needs to modify procedure p5 in module C, so she acquires it. In this case, after the resync command informs her that John has already deposited a new version of p5, Mary has to merge her new version with John's. This is done by invoking a special editor that facilitates the merging process. Merging produces a new version of p5, which Mary can use to test her code. Finally, she can deposit all of her code, creating a new version of the whole project.
Backout and Comm!t Spheres
Both Infuse and NSE implicitly use the concept of nested transactions; they also enforce a synchronous interaction between a transaction and its child subtransactions, in which control flows from the parent transaction to the child subtransaction.
Subtransactions can access only the data items the parent transaction can access, and they commit their changes only to their parent transaction. A more general model is needed to support a higher level of coordination among transactions.
Walter [1984] observed that there are three aspects that define the relationship between a parent transaction and a child subtransaction: the interface aspect, the dependency aspect, and the synchronization aspect. The interface between a parent transaction and a child subtransaction can either be single-request, that is, the parent requests a query from the child and waits until the child returns the result or con- and its subtransactions because they operate at two different levels of abstraction (e. g., if locking is used, different levels would use different types of locks).
The models we described in this section support limited cooperation among teams of developers mainly by coordinating their access to shared data. Both NSE and Cosmos allow two or more environments to acquire copies of the same object, modify them, and merge them. NSE also provides programmers with the ability to set notification requests on particular objects so they are informed when other programmers acquire or reconcile these objects. Infuse provides a notion of workspaces that cuts across the hierarchy to permit grouping of an arbitrary set of experimental databases. This "cutting across" enables users to look at the partial results of other users' work under certain circumstances for the purpose of early detection of inconsistencies.
None of the models described so far, however, supports all the requirements of synergistic cooperation among teams of developers.
SUPPORTING SYNERGISTIC COOPERATION
In Section 7 we addressed the issue of coordinating the access of a group of developers to the shared project database. Although this coordination is often all that is needed for small groups of developers, it is not sufficient when a large number of developers works on a largescale design project [Perry and Kaiser 1991] . The developers are often subdivided into several groups, each responsible for a part of the design task. Members of each group usually cooperate to complete their part. In this case, there is a need to support cooperation among members of the same group, as well as coordination of the efforts of multiple groups. The mechanisms described in Section 7 address the coordination issue, but most of them do not support any form of cooperation.
Supporting synergistic cooperation necessitates relying on sharing the collective knowledge of designers. For example, in an SDE it is common to have several programmers cooperate on developing the same subsystem.
Each programmer becomes an "expert" in a particular part of the subsystem, and it is only through the sharing of the expertise of all the programmers that the subsystem is integrated and completed. In such a cooperative design environment, the probability of conflicting accesses to shared data is relatively high because it is often the case that several users, with overlapping expertise, are working on It is worthwhile to note that much of the work described in this section is very recent, and some of it is preliminary.
We believe the models presented here provide a good sample of the research efforts under way in the area of cooperative transaction models. [Yeh et al. 1987] . Immediate notification alerts the user of any conflict (attempt to access an object that has an exclusive lock on it or from which a new version is being created by another user) as soon as the conflict occurs. Delayed notification alerts the user of all the conflicts that have occurred only when one of the conflicting transactions attempts to commit. Conflicts are resolved by instigating a "phone call" between the two parties with the assumption that the y can interact (hence the name interactive notification) to resolve the conflict. One approach to providing such support is to divide users (designers or programmers) into groups. Each group is then provided with a range of lock modes that allows various levels of isolation and cooperation among multiple users in the same group and between different groups. Specific policies that allow cooperation can then be implemented by the environment using the knowledge about user groups and lock modes. In this section, we describe four mechanisms that are based on the group concept. All four mechanisms avoid using blocking to synchronize transactions, thus eliminating the problem of deadlock. A GT reserves objects from the public database into the group database of the user group it was assigned. Within a group database, individual designers create their own user database and invoke UTS to reserve objects from the group database to their user database.
In the group-oriented model, user groups are isolated from each other. One user group cannot see the work of another user group until the work is deposited in the public database. Group transactions are thus serializable. Within a group transaction, several user transactions can run concurrently. These transactions are serializable unless users intervene to make them cooperate in a nonserializable schedule. The basic mechanism provided for relaxing serializability is a version concept that allows parallel development (branching) and notification.
Versions are derived, deleted and modified explicitly by a designer only after being locked in any one of a range of lock modes.
The model supports five lock modes on a version of an object: (1) read only, which makes a version available only for reading; (2) read-derive, which allows multiple users either to read the same version or derive a new version from it; (3) shared derivation, which allows the owner to both read the version and derive a new version from it, while allowing parallel reads of the same version and derivation of different new versions by other users; (4) exclusive derivation, which allows the owner of the lock to read a version of an object and derive a new version and allows only parallel reads of the original version;
and (5) exclusive lock, which allows the owner to read, modify, and derive a version and allows no parallel operations on the locked version.
Using these lock modes, several designers can cooperate on developing the same design object. The exclusive lock modes allow for isolation of development Each transaction in the group-oriented model is two-phased, consisting of an acquire phase and a release phase. Locks can only be strengthened (converted into a more exclusive mode) in the acquire phase and weakened (converted into a more flexible lock) in the release phase. If a user requests a lock on a particular object and the object is already locked with an incompatible lock, the request is rejected and the initiator of the requesting transaction is informed of the rejection. This avoids the problem of deadlock, which is caused by blocking transactions that request unavailable resources. The initiator of the transaction is notified later when the object he or she requested becomes available for locking.
In addition to this flexible locking mechanism, the model provides a read operation that breaks any lock by allowing a user to read any version, knowing that it might be about to be changed. This operation provides the designer (more often a manager of a design effort) with the ability to observe the progress of development of a design object without affecting the designers doing the development. Within each TG, member transactions and subgroups are synchronized according to an input protocol that defines some semantic correctness criteria appropriate for the application.
The criteria are specified by semantic patterns and enforced by a recognize and a conflict detector. The recognize ensures that a lock request from a member transaction matches an element in the set of locks that the group may grant its members. The conflict detector ensures that a request to lock an object in a certain mode does not conflict with the locks already held on the object.
If a transaction group member requests an object that is not currently locked by the group, the group has to request a lock on the object from its parent. The input protocol of the parent group, which controls access to objects, might be different from that of the child group. Therefore, the child group might have to transform its requested lock into a different lock mode accepted by the parent's input protocol. The transformation is carried out by an output protocol, which consults a lock translation To illustrate, consider the following example. Mary and John are assigned the task of updating modules A and B, which are strongly related (i. e., procedures in the modules call each other, and type dependencies exist between the two modules), while Bob is assigned responsibility for updating the documentation of the project. Mary and John need to cooperate while updating the modules, whereas Bob only needs to access the final result of the modification of both modules in order to update the documentation.
Two transaction groups are defined, TG1 and TG2.
'G1 has 'B& and TG2 as its members, and TG2 has T~O~m and T~,,Y as its members. The output protocol of TG2 states that changes made by the transactions within TG2 are committed to TG1 only when all the transactions of TG2 have either committed or aborted. The input protocol of TG2 accepts lock modes that allow T~,,Y and T.70h. to cooperate (e. g., see partial results of their updates to the modules) while isolation is maintained within TG1 (to prevent T~Ob from accessing the partial results of the transactions in TG2). This arrangement is depicted in Figure 18 .
Participant Transactions
The transaction groups mechanism defines groups in terms of their access to schemes are so recent that there has not been a sufficient period of time to design and implement even prototype systems. There are four other concerns that extended transactions models for advanced applications should address: (1) the interface to and requirements for the underlying DBMS, (2) the interface to the application tools and environment kernel, (3) the end-user interface, and (4) the environment/DBMS administrator's interface. In a software development environment, for example, there is a variety of tools that need to retrieve different kinds of objects from the database. A tool that builds the executable code of the whole project might access the most recent version of all objects of type code. Another tool, for document preparation, accesses all objects of type document or of type description in order to produce a user manual. There might be several relationships between documents and code (a document describing a module may have to be modified if the code of the module is changed, for instance). Users collaborating on a project invoke tools as they go along in their sessions, which In such a situation, the transaction manager, which controls concurrent access to the database, must "understand" how to provide each user and each tool with access to a consistent set of objects upon which they operate, where consistency is defined according to the needs of the application.
A problem that remains unsolved is the lack of performance metrics by which to evaluate the proposed policies and mechanisms in terms of the efficiencies of both implementation and use. We have encountered only one empirical study [Yeh et al. 1987 ] that investigates the needs of developers working together on the same project and how different concurrency control schemes might affect the development process and the productivity of developers. It might be that some of the schemes that appear adequate theoretically will turn out to be inefficient or unproductive for the purposes of a particular application. But is is not clear how to define appropriate measures. Another problem is that most of the notification schemes are limited to attaching the notification mechanism to the locking primitives and notifying human users, generally about the availability of resources. These schemes assume that only the human user is active and that the database is just a repository of passive objects. It is important, however, for the DBMS of an advanced application to be active in the sense that it be able to monitor the activities in the database and automatically perform some operations in response to changes made to the database (i.e., what the database community calls triggers [Stonebraker et al. 1988] 
