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1. Introduction
Dimensionality is a crucial parameter in physical systems. The reduction of the
system dimensionality, for instance in solid state physics, leads generally to the
appearance of a variety of exotic phenomenons governed by quantum mechanics.
The application of three-dimensional theoretical models to lower dimensions is
not at all trivial and tends to fail in the majority of the cases. Probably one of
the best examples of such a failure is the breakdown of the Fermi liquid theory for
metals in one dimension. The more appropriate theory for one-dimensional met-
als, the so called Tomonaga-Luttinger-liquid formalism, predicts a whole series
of new unique features, such as a non-universal power-law decay of the elec-
tronic correlation functions and the absence of a sharp cut of the occupation
function at the Fermi edge, even at zero temperature. In particular the predic-
tion of a spin-charge-separation is a fascinating quantum feature related to the
one-dimensionality.
The dimensionality plays also a very important role in the physics of mag-
netism. While the magnetism in three dimensions can be correctly understood
in the context of classical formalisms (for instance within the mean field
theory), the same is not true for lower dimensions, where quantum effects
become important. Quantum fluctuations are responsible for the absence of a
long-range ordered states at finite temperatures in the two-dimensional S = 1
2
Heisenberg antiferromagnet and in all one-dimensional quantum magnets. Also
the spin wave picture, able to describe the properties of magnons in three or two
dimensions, breaks down in one dimension. Instead, new types of excitations
appear, as for instance S = 1
2
elementary particles in the the antiferromagnetic
S = 1
2
Heisenberg chains, the so called spinons, which can be understood as
domain-walls separating two ordered domains, or S = 1 triplet-excitations in the
two-leg spin ladders separated from the ground-state by a finite gap. Amazing
is also the prediction of ballistic heat transport in the S = 1
2
Heisenberg chains,
even at finite temperatures [1, 2], which has triggered intense research efforts
in order to understand the conditions for the observation of such intriguing
transport properties in 1D spin systems.
Experimentally, the best realizations of quantum magnets can be found in insu-
lating cuprates, which provide a variety of low-dimensional magnetic structures,
amongst many of them treated by theory. The material class of the cuprates, char-
acterized by strong electronic and magnetic correlations, possesses a large quan-
tity of fascinating physical phenomena. The best example is probably the high-T
superconductivity, found in a two-dimensional hole-doped lanthanum cuprate two
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decades ago [3]. In fact, it was this discovery which eventually triggered a re-
newed interest in the cuprates. The subsequent intense investigations lead finally
to the realization low-dimensional spin structures in this material class.
At the center of interest of this work are the one-dimensional cuprate sys-
tems Sr14Cu24O41 and SrCuO2. These two compounds are prototypes of one-
dimensional S = 1
2
quantum magnets and hence ideal for the study of the prop-
erties of low-dimensional magnetism. The structure of Sr14Cu24O41 possesses
two-leg S = 1
2
antiferromagnetic Heisenberg ladders and SrCuO2 contains anti-
ferromagnetic S = 1
2
Heisenberg chains. Amongst several exotic effects observed
in these compounds, one of the most fascinating property are large magnetic
contributions to the heat transport, which in some cases exceed the phonon con-
tributions by more than one order of magnitude. These contributions appear
exclusively in the direction of the underlying one-dimensional structure, leading
to a strong anisotropy of the thermal conductivity tensor. Their effectiveness
is present up to room temperatures. Although this extraordinary phenomenon
has incited theory to develop new models for the thermal conductivity in one
dimension, the details of the actual mechanism remain uncleared.
This work focusses therefore in a thorough experimental study of the magnetic
heat transport in two generic one-dimensional quantum spin systems, namely
the S=1/2 spin chains and spin ladders, with the aim to achieve a better
understanding of the basic physics which determine mobility, scattering and
dissipation of the dispersing magnetic excitations in these systems. The most
important tool used in this study is to selectively influence the structure and the
electronic and magnetic properties of the compounds through doping. Apart of
the measurement of the thermal conductivity, other experimental methods, such
as NMR or measurements of the susceptibility and specific heat, were employed
where thought necessary to allow a better comprehension of the evolution of the
system properties upon doping.
Indispensable for experimental research on low dimensional cuprate systems
are single crystalline samples with a very high degree of purity and perfection,
because the intrinsic physical phenomena of the cuprates are easily masked by
uncontrolled impurities and imperfections in the system. This is, for example,
intuitively clear for transport properties of the material, where impurities are
very likely to strongly effect the characteristic scattering lengths. Thanks to to
the vast research efforts in the field of high temperature superconductivity, the
state of the art of crystal growth technology experienced rapid advances for oxide
materials in the past years. It is today possible to produce large single crystals
of cuprate materials with the level of high perfectness which is required for
contemporary investigations on low-dimensional systems. One of these modern
crystal growth methods, the so called Traveling Solvent Zone Technique, was
employed in this work. Based on a crucible-free crystal growth technology, this
method allows the growth of centimeter sized single crystals of high quality and
is highly adapted for the production of cuprate compounds.
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This work is divided into three main sections. In the first section some the-
oretical and experimental background is presented: chapter 2 introduces some
general concepts of thermal transport in insulators, while the theoretical basics
of the physics of low dimensional magnetism are given in chapter 3. The funda-
mentals of the cuprate physics will be shortly introduced in chapter 4, together
with the main magnetic and electronic properties of the (Sr,Ca,La)14Cu24O41 and
SrCuO2 compounds. The main features of the magnetic heat transport in these
two substances are discussed in chapter 5, where the main objective of this work
is presented.
The second part is exclusively dedicated to the crystal growth. After a short
introduction to some basic theoretical aspects of the zone melting technique and
the discussion of the phase diagrams of importance, the experimental realization
of the Traveling Solvent Floating Zone technique will be explained, followed by
the presentation of the grown single crystals. Some discussions about typical
problems present in the growth of cuprates crystals are carried out.
In the third and last part of this work some of the used measurement tech-
niques are shortly addressed in chapter 7, before the experimental results for
(Sr,Ca,La)14Cu24O41 and SrCuO2 are presented and discussed in chapters 8 and
9, respectively.
The work is summarized in chapter 10.
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Part I.
Theoretical and Experimental
Background
2. Thermal Conductivity in
Insulators
In this chapter some basic aspects of the thermal conductivity of insulators will
be given. If not mentioned otherwise, the content will be based on [4–8] and
follows a structure similar to the one used in [8].
2.1. Transport Coefficients
In linear response theory the particle and heat currents, jα and j th, are related
to the ‘forces’ Xα and X th by(
jα
j th
)
=
(
L11 L12
L21 L22
)(
Xα
X th
)
, (2.1)
where the currents j denote the thermodynamical expectation value of the cur-
rents operators jˆ in the on-equilibrium state. The transport coefficients Lij can
be related to measurable quantities, as shown below. Without loss of generality,
the ‘driving force’ X th can be expressed by the temperature gradient ∇T and,
identifying jα ≡ jE as the electric current, Xα plays the role of an electric field1
E . The current jα is not restricted to be an electrical current. In the next chapter
jα will carry the role of a spin current.
By setting the temperature gradient ∇T = 0, equation (2.1) reduces to the set
of equations
jE = L11E. (2.2)
and
j th = L21E. (2.3)
The first one can be directly identified as Ohm’s Law and coefficient L11 as the
electrical conductivity σ:
σ = L11. (2.4)
Dividing (2.3) by (2.2) results in
j th =
L21
L11
jE, (2.5)
1Here E = ∇V + 1e∇µ, with ∇V an external electric potential and 1eµ the gradient of the
electrochemical potential µ, with e the electron charge.
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which expresses that attached to an electric current jE is always a respective heat
current j th. This is the Peltier effect and
Π =
L21
L11
(2.6)
the Peltier coefficient.
Further, by imposing jE = 0 one gets from equation (2.1) the expressions
E = −L12
L11
∇T (2.7)
and
j th = L21E + L22∇T. (2.8)
The first expression describes how a temperature gradient ∇T causes an electric
field E , the so called Seebeck effect with
S = −L12
L11
(2.9)
the Seebeck coefficient or thermopower.
Inserting equation (2.7) in (2.8) leads to
j th = −
(
L21L12
L11
− L22
)
∇T. (2.10)
Defining the thermal conductivity as being the proportionality constant connect-
ing the negative thermal gradient −∇T with the thermal current j th, it follows
that
κ =
L21L12
L11
− L22. (2.11)
To rewrite this expression, one makes use of the Kelvin-Onsager-relation2
Π = ST (2.12)
and equations (2.4), (2.6), (2.9) to get
κ = −TS2σ − L22. (2.13)
The term −TS2σ results from the Seebeck effect, for the case where electrical
heat conductivity is present under these conditions. Usually it is small enough
to be neglected and
κ ≈ −L22. (2.14)
For the case of a vanishing charge jE = 0, which is the case for insulators,
equation (2.14) is even exact.
2Refer for instance to [9] for details.
6
2.2. Kinetic Theory of Heat Transport
Anisotropic Thermal Conductivity
Since real materials are not always isotropic, the thermal conductivity κ has to
be described by a tensor:
κ =
 κxx κxy κxzκyx κyy κyz
κzx κzy κzz
 . (2.15)
In the general case of a non diagonal κ, the thermal current j th is not parallel to
the temperature gradient ∇T . For the majority of the lattice types, however, a
diagonalization of κ is possible. This is for instance the case for cubic, tetragonal
and orthorhombic symmetries. Consequently, the description of the thermal
conductivity along each of the crystallographic axes of the sample lattice can be
done by taking κ as a scalar.
Since the materials studied in this work possess all an orthorhombic structure
symmetry, the thermal conductivity κ will be treated as a scalar in what follows.
2.2. Kinetic Theory of Heat Transport
Elementary Kinetic Theory
A simple theory for thermal conductivity is based on an elementary relaxation-
time approximation, as used in kinetic theory of gases, which allows a universal
description of thermal conductivity, independently of the nature of the particles
contributing to it. Within this Drude model, the thermal conductivity κ is given
by
κ =
1
d
cV vl, (2.16)
with cV , v and l the specific heat, the velocity and the mean-free path, respect-
ively, where l is related to v by l = vτ , with τ the relaxation time. d accounts
for the dimensionality of the considered system.
Equation (2.16) contains a series of simplifications, wherefore its validity is
strongly restricted for real systems. τ is assumed to be independent of the
particle energy and its location, an assumption which is not realized in real
solids. The particle velocity v is also assumed to be energy independent: this
situation is in fact realized in the case of electrons, where the velocity distribution
of electrons participating in the heat transport is very narrow in respect to their
Fermi-energy. For phonons the assumption is valid at low temperatures, where
it corresponds to the Debye-approximation, i.e. ω = vk, with v independent
from the phonon energy ~ω and wave vector k, but is not correct at higher
temperatures, where v becomes energy dependent. In the case of magnons,
which possess a rather rich variety of dispersion relations, the validity of equation
(2.16) is strongly limited.
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Although equation (2.16) is not able to describe accurately the real behavior
of the thermal conductivity of solids, it allows in many cases at least a rough
estimation of the order of magnitude and temperature dependence of the thermal
conductivity at lower temperatures, where an energy independent relaxation time
(i.e. of both l and v) can be assumed. In general an energy dependence of these
quantities has to be considered.
Finally, the missing knowledge about explicit values or cV represents an addi-
tional problem when working with expression (2.16).
The Boltzmann-Equation
A somewhat more sophisticated method to calculate the thermal conductivity is
based on the Boltzmann-equation. The essential quantity here is a distribution
function fk(r), which measures the number of particles in the k
th state surround-
ing the position r. A change of this distribution function can be caused by dif-
ferent mechanisms, such as diffusion, the influence of external fields or scattering
processes and is given by the Boltzmann-equation
∂
∂t
fk = − vk · ∂fk
∂r︸ ︷︷ ︸
diffusion
− 1
~
F · ∂fk
∂k︸ ︷︷ ︸
external fields
+
(
∂fk
∂t
)
scatt︸ ︷︷ ︸
scattering
. (2.17)
The first diffusion term describes the change of fk at r due to its spacial variation
in the surroundings of r. The second force term describes the change of fk due
to an external force acting on the particles, e.g. a Coulomb force on charges.
The last term accounts for all the scattering processes that throw particles from
one state into another, either through mutual interaction, or by scattering with
defects or other kind of particles. In a steady state situation the distribution
functions remains constant and its time-derivative vanishes
∂
∂t
fk = 0. (2.18)
To find a solution to equation (2.18) a linearization of the Boltzmann-equation,
as well as the assumption that the relaxation-time τ is independent of the distri-
bution function, is necessary. For a description of this procedure, the reader is
invited to consult the literature, for instance [4, 5].
Ultimately, an expression for the thermal conductivity can be derived3
κ = −1
d
1
(2pi)d
∫
ckvk lkdk, (2.19)
with the specific heat ck , the velocity vk and mean free-path lk dependent from
the wave vector k. d accounts again for the system dimension.
Expression (2.19) can be regarded as a more ‘sophisticated’ version of equation
(2.16), since the k-vector dependence is taken into account.
3Strictly speaking, equation (2.19) is just correct for the absence of electronic contributions
(Refer to section 2.1). For the generic case, κ hast to be substituted by the transport
coefficient −L22.
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Figure 2.1: (Typical disper-
sion curve for a crystal with a
unit cell composed of two atoms.
The three acoustic branches are
composed by two lower lying
transversal branches and one
higher lying and steeper longitu-
dinal branch. The lifting of the
degeneracy for the transversal
branches takes place when a 3,
4 or 6 fold symmetry is present
along k. (from [8])
2.3. Thermal Conduction in Solids
The transport of heat in solids can be carried out by any particle or quasi-particle
which possesses a finite velocity. The total heat transport is than composed by
the addition of the individual contributions. In solids, the transport of heat
is mainly carried out by phonons (lattice excitations), electrons and magnons
(excitations in the magnetic system), although heat transport by some other
more exotic quasi-particles is also possible.
Since the materials studied in this work are all insulators, the electronic ther-
mal conduction will not be addressed here. Instead, a detailed treatment of the
physics of phononic heat transport will be carried out, since phonons are the main
contributors to the thermal conduction in insulating solids. Furthermore, some
basic aspects of the physics of magnons will be given and some (rather ‘historical’)
experimental evidences for magnetic heat transport will be presented.
2.3.1. Phonons
A solid can be considered as an ensemble of 3pN non-interacting harmonic oscil-
lators, where N is the number of sites present in the solid and p the number of
atoms per unity cell at each site. The energy of such an ensemble is given by
E =
∑
k,s
(
nk,s +
1
2
)
~ω(k). (2.20)
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The wave vectors k lie within the first Brillouin-zone. The index s accounts for
the 3 acoustic (two transversal and one longitudinal) and 3p − 3 optical modes
in the system, corresponding to a total of 3p branches in the dispersion diagram
ω(k) (figure 2.1). nk,s counts the number of energy quants ~ωs(k) present in the
oscillator with indexes (k, s), or in other words, it counts the number of phonons
of type s with wave vector k present in the crystal. Phonons obey to the Bose-
statistic, thus:
nk,s =
1
e
~ωs(k)
kBT − 1
. (2.21)
A possibility to illustrate the transport of heat in a lattice can be achieved in
the phonon picture: since each phonon represents a vibration of the lattice with a
certain wave vector k, it is possible to construct a wave packet by superimposing
phonons out of a wave vector interval ∆k around a central k. Such a wave
packet corresponds to a lattice deformation with an extension ∆x ≈ 1/∆k,
which propagates through the lattice with a group velocity vk = ∂ωs(k)/∂k.
Consider the idealized case of a harmonic, defect free and an infinite extended
crystal. In such a solid, the harmonic phonons states are stationary, i.e. the
distribution of states is constant in time. Consequently, existing heat currents
will never decay and the thermal conductivity is infinite. Such a situation is
not realized in real crystals since the lattice potential always contains terms of
higher order, i.e. cubic and higher. Although present, these terms are small, and
the phonon picture holds. The nonharmonic parts of the potential can thus be
treated as small perturbations responsible for the ‘mixing’ of phonon states. The
phonons are scattered.
Beside the intrinsic scattering channel, imperfections present in real crystals
are also responsible for additional scattering processes. Such imperfections are,
for instance, impurity atoms, lattice deformations and crystal boundaries, among
others. In the presence of these different scattering mechanism, the thermal
conductivity in a solid is finite and consequently, in the absence of a temperature
gradient, any initial finite heat current will decay.
The importance of optical phonons for the thermal conductivity is less
accentuated: on the one hand, their dispersion branches are generally flat, con-
tributing just sparsely to the thermal conductivity. On the other hand, optical
excitations are typically situated at relatively high energies, remaining therefore
unoccupied up to room temperatures. Nevertheless, possible contributions of
optical phonons to the thermal conductivity may be present, for instance near
structural phase transitions, where optical branches may lower their energy near
the edge of the Brillouin zone and interact with acoustic branches, or in the
presence of strong dispersions.
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Figure 2.2.: Phonon-phonon scattering a) normal process and b) U-process. From
[10].
The main contribution to the thermal conductivity comes from the energeti-
cally low lying acoustic branches4. Thus, some of the most important scattering
mechanism for these phonons will be shortly presented and discussed.
2.3.1.1. Scattering Mechanisms
Phonon-Phonon-Scattering
As already mentioned, the extension of the lattice potential to higher orders, i.e.
to non-harmonic terms, results in scattering mechanism for the phonons, where
the order value corresponds to the number of particles involved in the scattering
process. In the following, only the scattering processes corresponding to the third
order of the expansion of the lattice potential will be discussed, since higher order
processes (≥ O(4)) are unlikely in the temperature regime of interest. A process
of third order corresponds to a three particle process, i.e. a phonon from a branch
s with a wave vector k is annihilated and two new phonons in the branches s′
and s′′, with wave vectors k ′ and k ′′, respectively, are created, or vice-versa. In
such a process both momentum and energy are conserved, i.e.
k = k ′ + k ′′ +G (2.22)
and
ωs(k) = ω
′
s′(k
′) + ω′′s′′(k
′′), (2.23)
where G is a reciprocal lattice vector.
The three-phonon-processes can be divided in two categories: on the one
hand, those processes which conserve the total wave vector, i.e. where G = 0,
the so called ‘normal processes’, on the other hand those processes, which do
4In not mentioned elsewise, all the discussions in following will concern the acoustic phonons
only.
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not conserve the total wave vector, i.e. where G 6= 0. While in the first process
the scattering of two phonons results in a third with a wave vector that is still
located in the first Brillouin zone (figure 2.2a), the latter process results in a
phonon, whose wave vector lies outside the first Brillouin zone (figure 2.2b).
Since such a vector can always be folded back into the first Brillouin zone,
the process is called ‘Umklapp’-process5, or U-process. The first scattering
mechanism merely ‘mixes’ the different phonon states without changing the
total phonon wave vector K =
∑
k,s nk,s · k. The U-processes, on the other
hand, contribute effectively to a change of K and represent a finite resistance
to the heat flux. The absence of U-processes would lead to an infinite thermal
conductivity.
The typical temperature dependence of phonon thermal conductivity consist
of several temperature regions, in which different processes are responsible for its
evolution.
At very low temperatures the number of phonon states is still low, their wave
vectors k(ω) lie near to the Brillouin zone center and the heat transport is gov-
erned by the ‘normal processes’6. The respective wave lengths of these low-energy
phonons are of macroscopical magnitude and only limited by the spacial distri-
butions of defects or the sample size7. With increasing temperature more and
more phonon states are populated leading to a respective increase of κ, namely
proportional to the specific heat (confer equation (2.16)), i.e.
κ ∝ T 3. (2.24)
A further increase of temperature populates phonon states with sufficiently large
k-vectors to produce U-processes, which become more and more relevant, leading
finally to a saturation and adjacent drop of κ. The number of phonons partici-
pating in U-processes is given by
nkU =
(
e
~ω(kU )
kBT − 1
)−1
≈ e−
~ω(kU )
kBT . (2.25)
By introducing the parameter α ≡ ωD/ω(kU) ≈ 2, with ωD = kBΘD/~ the Debye
frequency, equation (2.25) becomes
nkU ≈ e−
ΘD
αT . (2.26)
Considering that the specific heat is proportional to T 3 and the the mean free
path l ∝ n−1kU , the thermal conductivity in this region has a T -dependence
κ ∝
(
T
ΘD
)3
e
ΘD
αT , (2.27)
5From the German word ‘umklappen’ which in this context means ‘to fold back’.
6In this regime the intrinsic heat transport by phonons is ballistic, in a real solid, however,
the thermal conductivity is limited by phonon-defect scattering.
7This regime is known as the Casimir limit, where the heat flux scales with the sample dimen-
sion [11].
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Figure 2.3: (Typical behavior of
the thermal conductivity of an in-
sulator as a function of tempera-
ture (double-logarithmic). The two
curves belong to two samples with
distinct density of defects, the purest
one showing the highest thermal
conductivity.) From [12].
i.e., the thermal conductivity drops strongly with increasing temperature, since
an increased number of phonons participate in the U-processes resulting in an
exponential reduction of the mean free path.
In the temperature regime well above the Debye-temperature nk,s ∝ T , which is
reflected in a constancy of the specific heat. Assuming that the main mechanism
dominating in this higher temperature region is the three-phonon-process, one
has l ∝ 1/nk,s ∝ 1/T , so that, according to equation (2.16) follows8
κ ∝ 1
T
. (2.28)
The typical overall behavior of phonon thermal conductivity in an insulator is
shown schematicallyin figure (2.3).
Defects
The presence of a higher defect density in a sample represents always a lower
thermal conductivity with respect to a sample containing less defects of the same
kind. Defects can be of structural nature (e.g. displacements) or the presence of
impurities. The main reduction of the thermal conductivity due to an increased
8Experimentally, κ usually deviates from the T−1 power law. This may be related to additional
four-phonon-scattering processes or to the presence of optical phonons in the system. Also a
temperature dependent volume change may be responsible for such a deviation. A somewhat
more detailed discussion on the subject can be found in [8] and in the literature cited within.
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defect density happens at low temperatures and in the temperature region of
the maximum, where phonon-defect scattering is the predominant scattering
mechanism. At higher temperatures, where the phonon-phonon scattering
dominates the T -dependence of κ, its reduction is weaker with an increased
presence of defects.
Other Scattering Mechanisms
A very important scattering mechanism for metals is the phonon-electron scat-
tering. Since the substances discussed in this work are all insulators, electrons
do not play a role and a discussion on such scattering mechanisms will not be
carried out here. For further reading the reader may consult [4–6].
A further scattering mechanism for phonons can arise in the presence of spin
waves (magnons). The importance of such a phonon-magnon scattering channel
for the phonon thermal conductivity is not really known. Some works do however
suggest, that the relaxation times of phonon-magnon processes are large enough
in respect to the typical relaxation times present in the phonon and magnon
sub-systems, so that a decoupling of both sub-systems takes place [13–16].
Experimentally, some evidence for phonon-magnon scattering near the Ne´el
temperature was observed in some materials with antiferromagnetic ordering
[17–23]; a profound comprehension of the mechanism is however missing.
2.3.1.2. Analysis Methods
Relaxation Time Approximation and the Callaway Model
A method to analyze thermal conductivity data was proposed by Callaway [24–
26]. This method is based on the solution of the Boltzmann equation (2.19),
derived in the frame of the relaxation time approximation, and uses the Debye-
approximation of a k-independent phonon velocity, i.e. vk ≡ v for all acoustic
phonon branches. v can be therefore put in front of the integral in (2.19). Using
the expression for the specific heat
ck =
d
dT
~vk
e
~vk
kBT − 1
(2.29)
the expression for the thermal conductivity yields
κ =
kB
2pi2v
(
kBT
~
)3 ∫ ΘD/T
0
τc · x
4ex
(ex − 1)2dx, (2.30)
with τc the relaxation time, which can be expressed by the sum of the relaxation
rates of the individual scattering contributions:
τ−1c = τ
−1
p + τ
−1
d + τ
−1
s + ... (2.31)
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Here, τp accounts for the phonon-phonon scattering, τd for the phonon-defect
scattering and τs for the scattering of phonons at the sample walls. τc can be ex-
tended to account any other kind of scattering mechanism, which may be present
in the system. The sum (2.31) assumes an independence of the different scatter-
ing rates and respectively of the scattering processes (Matthiessen’s rule). This is
however not the general case. In principle, each scattering process causes a change
in the frequency dependent distribution function of the phonons, and since each
scattering process is in general frequency dependent, an influence takes place.
Thus an independence of the different τ is not guaranteed. However, (2.31) can
be applied if one scattering mechanism predominates and all others become ir-
relevant. This is for instance the case at low-temperatures, where phonon-defect
scattering governs. At higher temperatures, where phonon-phonon scattering is
the predominant process (assuming the defect density is small enough), one could
think that (2.31) is also applicable as in the case for phonon-defect scattering.
This is however not totally correct: phonon-phonon scattering is composed of
two contributions, namely by the normal-processes and the U-processes, each
one with its own scattering rate. The normal process may not contribute directly
as a scattering process to the thermal conductivity, but it influences the distri-
butions of phonon states in the k-space and consequently also the U-processes.
In an attempt to take this into account, Callaway incorporated both contribu-
tions in the solution of the Boltzmann equation, which led to composed thermal
conductivity9:
κ = κreg + κN , (2.32)
where κreg is identical to the expression (2.31) and κN is explicitly dependent
on the relaxation time τN of the normal-process. τc becomes then a combined
relaxation time:
τ−1c = τ
−1
N + τ
−1
U + τ
−1
d + τ
−1
s + ..., (2.33)
with τU the U-process relaxation time and all others as before.
The different relaxation times shall be addressed individually in the following.
Normal and U-processes
According to Herring and Callaway [24, 25, 27] the phonon-phonon scattering
rate can be described by10:
τ−1p ∝ ωa, (2.34)
with τp = τN , τU , for normal- and U-processes respectively. The exponent a is
typically different for both processes. Additionally, a depends on the crystal
symmetry and phonon polarization, latter being however ignored in practice.
Herring [27] finds for normal processes at low temperatures the expression τ−1N ∝
9The expressions for κreg and κN can be found in [24].
10For temperatures much lower than the Debye temperature.
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T 5−aωa. For systems with an orthorhombic or lower symmetry a is to be set equal
to 4 (or also 3). For higher symmetries a varies between 2 and 4, depending on
the details of the symmetry elements of the system (Refer to [27]). Considering
an additional exponential temperature dependence for the U-processes [25, 26]
the relaxation rates for normal and U-processes are:
τ−1N = A · T 5−aωa (2.35)
and
τ−1U = B · T 5−a
∗
ωa
∗
e−
ΘD
αT . (2.36)
A, B and α are constants. a and a∗ are often set equal. In practice equation
2.35 is generally not included in the analysis of experimental data. Furthermore,
different forms of expression 2.36 appear in literature, where the correlation of
the T - and ω-dependencies via the parameter a∗ is not strictly taken. A typical
expression adopted in place of 2.36 is
τ−1U = B · T ξω2e−
ΘD
αT , (2.37)
where, although values ranging from 1 to 5 can be found in literature, ξ is often
set equal to 3 or 4 (Refer for instance to [28]).
Further discussions on the choice of a can be found in [24–27].
Defect Scattering
The frequency dependence of the relaxation time of phonons on defects depends
strongly on their size. For the limiting case of a point-defect, the scattering rate
reads [10, 29]:
τ−1d = Cω
4 for small ω. (2.38)
One example for point defect scattering are crystals with different isotopes. For
the phonon-defect relaxation rate in such a system one can write [29, 30]:
τ−1I = C
∑
i
fi
(
1− mi
m
)2
ω4. (2.39)
C is not temperature dependent. fi corresponds to the fraction of the unit cell
with mass mi, m the mean mass.
For the case of defects with a finite extension other dependencies have to be
used. Further information can be found in [10, 29, 31].
Sample surface Scattering
In the case of the surface scattering the relaxation rate can be directly described
by the sample size, so that:
τ−1s =
v
L
. (2.40)
16
2.3. Thermal Conduction in Solids
Some attempts exist to validate experimentally the Callaway-method, and in
some cases a description of data was successfully carried out, although mainly
at low temperatures. In general however, it is necessary to introduce additional
terms into the model in order to allow an accurate data fitting.
The Callway-method is useful to achieve a phenomenological description of
experimental data, a reliable supply of physical quantities is however not given.
Again, this is related to the set of approximations carried out in this model,
which are: i) due to the Debye-approximation neither the state densities, nor the
velocities of phonons of higher frequency are correctly described (not to mention
the complete absence of optical phonons in the model), ii) phonon polarizations
are ignored, iii) the frequency and temperature dependence of relaxation rates
are calculated for low temperatures, but also used at higher temperatures, and
iv) the addition of independent scattering rates is just partially correct.
2.3.2. Magnons
By principle, the heat transport in solids can also be carried out by magnetic
excitations. Although such a phenomenon was predicted some decades ago [32,
33], the experimental evidence for a magnetically driven heat transport has been
rather sparse. Convincing evidence for magnetic heat transport in solids appeared
only in recent years in connection with the study of low dimensional magnetic
systems (e.g. the cuprates).
This section deals with some basic aspects of the spin wave theory. In addition
some examples of earlier ‘historical’ findings of magnetic thermal conductivity
will be given. Some theoretical background concerning the magnetic heat con-
ductivity for the one dimensional case will be given in the next chapter, while
chapter 5 deals with more recent experimental findings of the magnetic thermal
conductivity in the 1D compounds SrCuO2 and Sr14Cu24O41.
Quantizing spin waves: Magnons
A spin wave, as a classical object, corresponds to a propagating disturbance
(i.e. oscillation) of the spin orientations in respect to the lattice in an ordered
magnetic material. A schematic example of such an object is given in figure 2.4
for a classical ferromagnetic spin chain. In analogy to the case of phonons and
photons, the quantization of a spin wave leads to a bosonic quasi-particle called
magnon.
The dispersion of a spin wave can be derived classically. For this, consider a
classical 1D ferromagnet composed of N classical spin of size S sitting at equidis-
tant sites j, interacting only with their nearest neighbors. With J the Heisenberg
interaction constant, the exchange energy of the spin at site j with its neighboring
spins reads:
Hj = −2J S j · (S j−1 +S j+1). (2.41)
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Figure 2.4.: Schematic representation of a spin wave.
with J positive for ferromagnetic coupling. The energy of the ground-state with
all spins pointing in the same direction is U0 = −NJS2. The lowest excitation
possible corresponds to the flipping of one spin with an increase of U0 by JS
2.
The system can minimize this energy cost by distributing the moment over the
whole spin chain leading to a spin arrangement with a minimal angle between
neighboring spin moments.
Considering that the magnetic moment at site j is given by µj = −gµBS j, the
term in equation (2.41) containing the spin S j at site j can be written as
−µj · [− 2J
gµB
(S j−1 +S j+1)] ≡ −µj ·B j, (2.42)
where B j can be understood as an effective magnetic field acting on S j.
From classical mechanics it is known that ~ · dS j/dt = µj ×B j, so that one
can write
dS j
dt
=
2J
~
[S j × (S j−1 +S j+1)] . (2.43)
These expressions represent a non-linear system of equations which can be sim-
plified (i.e. linearized) by assuming that the deviations of the spin orientations
from the z-axis is very small, i.e by setting Szj = S constant and respectively
dSzj /dt = 0. Within this classical approximation, expression 2.43 reduces then to
a set of two linear equations:
dSxj
dt
=
2JS
~
(2Syj − Syj−1 − Syj+1), (2.44)
dSyj
dt
= −2JS
~
(2Sxj − Sxj−1 − Sxj+1). (2.45)
By choosing propagating waves as a solution ansatz, i.e.
Sxj = u exp[i(jka− ωt)], Syj = v exp[i(jka− ωt)], (2.46)
with u and v constants and a the cell size, a solution exists when
~ω = 4JS(1− cos ka), (2.47)
18
2.3. Thermal Conduction in Solids
and consequently v = −iu. This means, that the solutions are precessions of the
spins about the z-axis. Expression (2.47) is the dispersion of the spin-wave. For
large wavelengths (i.e. ka¿ 1) it can be approximated by
~ω ≈ (2SJa2) k2. (2.48)
The same result is obtained from the quantum mechanical treatment of the prob-
lem.
The presence of an external field B, results in the opening of a gap in the
dispersion band, so that
~ω ≈ (2SJa2) k2 + gµBB, (2.49)
with g the Lande´ factor and µB the Bohr magneton.
The derivation of these expressions is analog in the 3D case.
By neglecting the non-linear terms in equation (2.43), intrinsic interaction pro-
cesses between magnons (scattering, creation and annihilation of magnons) are
ignored: the magnons are in this case independent non-interacting quasi-particles
with infinite live-time. Although this situation is approximately true for long
wave magnons (i.e. with very small k), the non-linear terms have to be taken
into account when higher magnon states begin to be thermally populated. They
are responsible for a thermal equilibrium of the system11.
Between two magnons there are repulsive, as well as attractive interactions.
To give a qualitative idea about the mechanism behind these interactions, one
can make use of the following naive picture: supposing a magnon corresponds
to a total flipped spin propagating through the system, then two magnons
will repel each other, because they cannot exist at the same site, since a spin
can only be flipped once. This is true for S = 1
2
. For S > 1
2
more than 2S
magnons are necessary for such an interaction to be possible. In the case of the
attractive interaction, it is the energy cost to create a magnon that plays a role:
the flipping of two spatially separated spins costs more energy than the simul-
taneous flipping of two neighboring spin, since less couplings have to be broken up.
The spin wave theory for the 3D antiferromagnet is very similar to the ferro-
magnetic case [6, 34, 35]. For the case of an anisotropic system a gap appears in
the dispersion of the magnons. For a vanishing small gap, the dispersion of long
wave magnons grows linearly with the wave vector: εk .
Magnetic Thermal Conductivity
In analogy to phonons or electrons, the possibility of heat transport by magnons
11In an extended treatment interactions with other (quasi-)particles, such as phonons or elec-
trons have to be taken into account, allowing a thermalization between the magnetic and
phononic or electronic system.
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seams more than obvious. However, the experimental evidences for such a process
have been poor.
The main problem in the identification of magnetic contributions to the thermal
conductivity is related with the narrow temperature window located at very low
temperatures in which typical temperature dependencies of the magnetic thermal
conductivity can be detected. This can be shown in the case of a 3D ferromagnet.
For this consider the wave vector dependent thermal conductivity as given by
equation (2.19):
κmag =
1
3
1
(2pi)3
∫
ckvk lk dk. (2.50)
Taking into account the bosonic nature of magnons, ck =
d
dT
uk can be written as:
ck =
d
dT
εk
e
εk
kBT − 1
. (2.51)
The group velocity can be calculated from the dispersion (2.48):
vk =
1
~
dεk
dk
=
4S|J |ka2
~
. (2.52)
The mean free path lk of the magnons is determined by intrinsic scattering mecha-
nism, as well as by scattering processes with phonons, electrons, defects or sample
surface interface, and is consequently energy dependent. For low temperatures,
however, the mean free path can be set constant, since in this temperature region
the magnon-defect scattering plays the main role. Hence the thermal conductivity
(2.50) can be rewritten:
κmag = T
2 · l0k
3
B
12pi2~S|J |a2
∫ ∞
0
x3
ex
(ex − 1)2dx. (2.53)
The magnetic heat conductivity has thus a T 2 temperature dependence, in con-
trast to the T 3-dependence of the phonon heat conductivity. This means, that
κmag can be only observed at very low temperatures, where the square depen-
dence predominates. With increasing temperature, the phononic part becomes
more important and the thermal conductivity will exhibit more and more the T 3
behavior. As it will be shown further on, there are indeed some ferromagnetic
materials, which show a T 2 dependence at low temperature.
An additional feature of the magnon system is the opening of a gap when a
magnetic field is applied: with increasing magnetic field less and less magnons
states become populated leading to modification of the low-temperature depen-
dence from the thermal conductivity from T 2 to T 3.
Experimental evidence
Although many evidences for the existence of magnons in magnetic materials
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Figure 2.5.: Left: T -dependent thermal conductivity of two YIG samples. The dotted
line shows the expected T 2 behavior of the magnetic thermal conductivity. From [44].
Right: Relative decrease of the thermal conductivity of YIG in an external field. Lines
correspond to theoretical calculations. From [48].
exist12, until recently, only very few experiments suggesting an effective contri-
bution of magnons to the heat conductivity existed. Many of these experiments
showed typical temperature and field dependencies of magnetic heat conductivity
at very low temperatures in magnetic ordered systems [20, 22, 37–67], but the
majority of them did not deliver clear-cut evidences. One problem is that possi-
ble deviations from the T3-dependency of the phononic heat conductivity at low
temperatures and a field dependence are not necessarily related to magnons and
may be explained in a phononic picture, if only the magnetoelastic coupling in
the system is sufficiently strong.
One of the best evidences for magnetic thermal conductivity was found in
the ferromagnetic Yttrium-Iron-Garnet (YIG) [44, 48, 58, 65]. The thermal
conductivity of YIG measured at zero-field by Douglass et al. [44] is shown in
figure 2.5. For one of the samples (YIG sample 1) the thermal conductivity
possesses a T2 dependence at low temperatures, which is the expected temper-
ature dependence of magnetic thermal conductivity in ferromagnetic systems.
However, for a second sample (YIG sample 2) the thermal conductivity deviates
from the T2 behavior: this fact is explained by the authors as being related
to paramagnetic impurities in the sample, responsible for a stronger scattering
12Consult for instance [36] for a list of different methods to detect magnons and measure their
properties.
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Figure 2.6.: Dispersions of a coupled magnon-phonon mode in YIG for different
magnetic fields: a) zero-field, b) B = 0.5 T, c) B = 4 T. From [48].
of the magnons. A clear-cut evidence of magnetic thermal conductivity can
thus only be achieved by studying its field dependence. As shown by Walton
et al. [48] the thermal conductivity of YIG decreases and eventually saturates
for increasing magnetic fields. As it will be explained further on, the change
of the thermal conductivity in magnetic fields alone is not enough to prove
the presence of magnetic contributions to thermal conductivity, but it is the
saturation at higher fields, which allows such a conclusion. This field dependence
results from the annihilation of magnon states with increasing field, where
the saturation of the thermal conductivity at a certain magnetic field can be
related to the complete absence of magnons in the system (corresponding to a
complete magnetization of the sample). The reason why a field dependence of
the thermal conductivity alone is not sufficient to prove the presence of magnetic
contributions in the system can be also illustrated in the case of YIG: the overlap
of a magnon branch with a phonon branch (illustrated in figure 2.6) results in
a coupled magnetoelastic mode and consequently in the opening of a gap in
the phonon dispersion branch, which shifts to higher energies with increasing
magnetic field [68, 69]. Since the main contribution to the heat transport comes
from phonons with the energy ≈ 4kBT , a reduction of the thermal conductivity
with increasing field takes place, until a complete separation of both branches
has been reached and this scattering channel has disappeared, leading to an
increase of the thermal conductivity for higher fields.
Another possible problem responsible for the difficulty in the detection of
magnetic thermal conductivities is an ineffective coupling between the phonon
and magnon subsystems, so that only the phonon part is measured in a heat
conductivity experimental setup.
The problems in the detection of magnetic contributions to the thermal con-
ductivity in antiferromagnets [20, 49, 59, 62], ferrimagnets [43] and spin glasses
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[70] are similar.
Conclusions
Unlike in the case of phonon or electron driven heat conductivity, the heat trans-
port by magnetic excitations remains a unestablished field, for the most part due
to the poor experimental background. This situation has changed in recent years
with the discovery of huge magnetic contributions to the thermal conductivity in
low dimensional magnetic systems [71–74], which have also triggered a renewed
interesse on the part of theory.
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3.1. From 3D to 1D
For the following consider the Hamiltonian
H =
∑
<i,j>
JxS
x
i S
x
j + JyS
y
i S
y
j + JzS
z
i S
z
j , (3.1)
where the Sαl (with α = x, y, z) are the components of the Spin S l at site l and the
Jα are the components of the Heisenberg exchange integral J (also denominated
as coupling constant). The summation
∑
<i,j> runs over nearest-neighbor (NN)
spins S i and S j. In the case of the presence of an external magnetic field h, the
Hamiltonian H is to be extended by the term −h∑iS i.1
The anisotropy of the coupling constant J can be varied by changing the values
of Jα. Are all of these components different, Jx 6= Jy 6= Jz, then H is called the
anisotropic Heisenberg Hamiltonian, also referred as the XY Z-model. A widely
studied case is the so called XXZ-model with Jx = Jy = J and Jz = ∆ · J . The
parameter ∆ is usually called the exchange anisotropy parameter. Three limiting
cases should be mentioned here: For the vanishing anisotropy parameter, ∆ = 0,
the model becomes the XY -model, while for the opposite case, ∆/J → ∞, the
XXZ-model becomes Ising-like, the so called Z-model. In the third case ∆ is set
to unity, ∆ = 1, and (3.1) becomes the isotropic Heisenberg Hamiltonian, which
will be discussed in more detail further on for the one dimensional case.
The spin-dimensionality, i.e. the number of spin components, plays a major
role for the features and behaviors of the magnetism of a system.2 Except for
illustration purposes within this chapter, the spin-dimensionality considered in
this work will always be n = 3.
The lattice-dimensionality d of the system plays a further decisive role in
the resulting physics. The cases d = 3, 2, 1 correspond to 3d-arrays, layers and
chain-like arrangements of magnetic moments, respectively. In the case of a
three dimensional (3D) lattice all magnetic systems order at finite temperature
T > 0, whereas, with exception of the Ising-chain (spin-dimension n = 1),
that orders at T = 0 [76], no long-range ordering exists in the 1D case due to
fluctuations effects. The role of thermal fluctuations, for instance, was elucidated
1Note that the notation h = gµBH , with g the gyromagnetic constant and µb the the Bohr
magneton, is adopted in this chapter.
2Reviews on the role of spin-dimensionality and different exchange anisotropies can be found
in [75, 76] or also in [77] and in the literature cited there.
3.1. From 3D to 1D
a) FM
d = 2
... ↑ ↑ ↑ ↑ ↑ ↑ ...
... ↑ ↑ ↑ ↑ ↑ ↑ ...
... ↑ ↑ ↑ ↑ ↑ ↑ ...
d = 1
... ↑ ↑ ↑ ↑ ↑ ↑ ...
b) AFM
... ↑ ↓ ↑ ↓ ↑ ↓ ...
... ↓ ↑ ↓ ↑ ↓ ↑ ...
... ↑ ↓ ↑ ↓ ↑ ↓ ...
... ↑ ↓ ↑ ↓ ↑ ↓ ...
Figure 3.1.: Ground states of the classical ferromagnetic (FM) and antiferromagnetic
(AFM) Heisenberg-chain and square-lattice. The ↑, ↓ represent the spin states Szi =
+S,−S.
by Landau for the case of an Ising-type ferromagnetic chain in the following
way [76, 78]: the breaking of a ferromagnetic ordered state in two opposite
ferromagnetic domains (creation of one domain wall) costs the exchange energy
JS2, which can be overcompensated by the entropy term −TkBlnN if N is large
enough. Thus for the thermodynamic limes N → ∞ no ordering will take place
for T > 0. The situation changes for the 2D and 3D cases, since the exchange
energy costs to create domain walls scales ∝ N and ∝ N2, respectively, so that
in the thermodynamical limes the ordered state is the more favorable. Quantum
fluctuations, on the other hand, are responsible for the impossibility of long range
order in the antiferromagnetic Heisenberg-chain, as will be discussed further on.
In the classical limit the spins S i can be treated as classical vectors and ad-
dressed within the molecular-field approximation theory [5–7]. The classical ferro-
magnetic (FM) ground state corresponds to the saturated state with all magnetic
moments aligned either in z or in −z direction (fig.3.1a), the total magnetization
being the sum of the individual magnetic moments SzTotal = NS
z, with N the total
number of sites in the system. In the classical antiferromagnetic (AFM) ground
state, also known by Ne´el state, neighboring moments are oriented anti-parallel
to each other, i.e. there is a finite sublattice magnetization Ssub =
∑
n(−1)nSzn,
though the net-magnetization SzTotal = 0 (fig.3.1b).
Both types of long-range ordering break the rotational symmetry3 and since
the symmetry breaking is induced by the system itself, the phenomenon is called
spontaneous symmetry breaking. In this case, a theorem by Goldstone [79] states
that the spontaneous breaking of a continuous symmetry (that is the case for
rotational symmetry) results in the emergence of energetic low-lying gapless (≡
massless) particles in the spectrum of possible excitations, the so-called Goldstone
bosons. For the case of magnetic systems these quasi-particles are excitations
3In the case of the AFM ordering also the translational symmetry is broken.
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Figure 3.2.: Possible configurations of singlet states contributing to the RVB -state
for the 1D and 2D cases. From [80].
corresponding to a change of the total magnetization by ∆Sz = ±1 in form of
long wavelength magnons that preserve local order.
The RVB-State
An alternative picture to the Ne´el-state for the case of quantum magnet is the so
called Resonating Valence Bond (RVB) state. In the RVB picture pairs of spins
are combined to form singlets (figure 3.2) and the total state of the system con-
sists of the superpositions of the individual singlet states. Such a RVB -state does
not exhibit a long-range order and consequently no net magnetization. It can be
classified as a spin-liquid, characterized by short-range order. For the case of a
finite singlet correlation length η, the system is gapped, since a certain energy is
necessary to break up a singlet. If on the other hand, η tends to infinity, the gap
disappears and the Nee´l-state can be constructed out of a superposition of dif-
ferent RVB-states. A distinction of both states at zero-gap gets impossible. The
energy per spin of the Ne´el- and RVB -ground states is given by ENe´el = −S2ZJ/2
and ERV B = −S(S + 1)J/2 respectively. The increase of the coordination value
Z or of the spin value S favors the Ne´el-state. On the other hand the RVB -state
is favored in the presence of frustration.
3.2. One-Dimensional Quantum Magnets
3.2.1. Chains
For the case of the isotropic Heisenberg chain (Jx = Jy = Jz) and considering the
ladder operators
S± =
1
2
(Sx ± iSy), (3.2)
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a) S = 1/2
... ↑ ↓ ↑
i
↓
i+1
↑ ↓ ↑ ...
S−i S
+
i+1 y
... ↑ ↓ ↑ |
i
↑
i+1
↓ | ↓ ↑ ...
S−i−2S
+
i−1 y
... ↑ | ↑ ↓
i
↑
i+1
↓ | ↓ ↑ ...
b) S = 1
... ↑ ↓ ↑
i
↓
i+1
↑ ↓ ↑ ...
S1i S
+
i+1 y
... ↑ ↓ ↑ i0 i+10 ↓ ↑ ...
S−i−1S
+
i y
... ↑ ↑ 0
i
↑ i+10 ↓ ↑ ...
Figure 3.3.: Effect of a successive application of S−i S
+
j on the long-range ordered 1D
S = 1/2 (a) and S = 1 (b) Heisenberg AFM. In both cases the first step creates two
domain walls. For the S = 12 case (a) the domain walls are represented by two pairs
of frustrated spins (with respect to the AF coupling), while for the S = 1 case the
domain walls correspond to a Szi = 0 state. Further applications of S
−
i S
+
j delocalize
the domain walls, eventually create new ones [81].
equation 3.1 can be rewritten, so that
H = J
∑
i
1
2
(S+i S
−
i+1 + S
−
i S
+
i+1) + S
z
i S
z
i+1. (3.3)
The raising (lowering) operator S+i (S
−
i ) increases (reduces) the z-component S
z
i
of a spin by the value ∆S = ±1.
The classical FM ground state is indeed also a quantum ground state of the
Hamiltonian (3.3): it is an eigenstate of Szi S
z
j with the eigenvalue (~S)2, as well
as an eigenstate of all ladder operators S−i S
+
j and S
+
i S
−
j with eigenvalue 0. In
contrast, the classical AFM ground state is not an eigenstate of the Hamiltonian
(3.3) and consequently neither a quantum ground state. The application of the
ladder operators to the Ne´el-state results in the destruction of the long-range
AFM order, as illustrated and described in figure 3.3 for the S = 1
2
and S = 1
cases. This phenomenon are the already mentioned quantum fluctuations, re-
sponsible for the absence of any long-range order in AFM chains, even at T = 0.
These quantum fluctuations, however, get less important the larger the spin. This
can already be seen for the case of the S = 3
2
chain: the application of the lad-
der operators to the Ne´el-state does not destroy the order, but just reduces the
on-site magnetization by ∆Szi = ±1 [81].
Although the Ne´el-state is not the quantum ground state of the Heisenberg
chain, a local snap-shot of the ‘real’ ground-state reveals a picture similar to the
Ne´el-state. This is related to the presence of short-range order in these systems.
While for long-range ordered states the spin correlation functions g(l) = 〈S iS i+l〉
are independent from l, the spin correlation functions in the case of the S = 1
2
and S = 1 AFM chains decay ∝ l−1 and ∝ exp(−l/ξ)/√l, respectively. The
correlation length ξ, in the latter case, is as small as 6 spin-spin distances. The
power-law in the S = 1
2
case can be interpreted as an infinite correlation length,
so that the short-range ordering is much more accentuated as in the S = 1 case.
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Figure 3.4.: Ground state phase diagram of the S = 12 -XXZ chain in the h-∆-
parameter plane. From [82].
The Spin-1
2
XXZ Chain
In the following consider a S = 1
2
XXZ chain in a magnetic field h:
H =
∑
l
Hl = J
∑
l
{
1
2
(S+l S
−
l+1 + S
−
l S
+
l+1) + ∆S
z
l S
z
l+1
}
− h
∑
l
S l. (3.4)
This model is an integrable [2, 82]. It’s phase diagram, as proposed in [83], is
shown in figure (3.4). At zero magnetic field h = 0 three regimes exist. Two
gapped regimes, a ferromagnetic one for ∆ < −1 and an antiferromagnetic one
for ∆ > 1. The third regime is gapless and lies in the interval |∆| ≤ 1. Some
limiting cases are the XY model at ∆ = 0 and the Ising case ∆/J → ∞. For
non-zero magnetic fields these three regimes extend into the h-∆-plane, separated
by the quantum critical lines hc2 = J(1 + ∆) and hc1 = f(∆).
The Isotropic Antiferromagnetic Spin-1
2
Heisenberg Chain
For the case where the anisotropy parameter ∆ is set to unity, equation (3.4)
becomes the isotropic antiferromagnetic S = 1
2
Heisenberg-chain (HAF-chain).
The ground-state, as well as the excited states of the isotropic S = 1
2
HAF-
chain can be exactly calculated by using an ansatz proposed by Bethe [84]. The
ground state has a total spin Sztotal = 0, it is therefore a singlet state
4, and
there is no energy gap to the first excited state. The character of the ground
state is a mixture of the RVB -state and the Ne´el-state [80]. On the one hand it
possesses the strong local singlet character and misses a typical Ne´el sub-lattice
4The designations ‘singlet’ and ‘triplet’ are used here in a more general way to denominate
states in regard to their total spin.
28
3.2. One-Dimensional Quantum Magnets
a) STotal =
1
2
(system size N uneven)
... ↑ ↓ ↑ ↓ | ↓ ↑ ↓ ...
b)
c) STotal = 0 ... ↑ ↓ ↑
i
↓ ↑ ↓ ↑ ...
STotal = 1 ... ↑ ↓ ↑ | ↑ | ↑ ↓ ↑ ...
... ↑ ↓
←
| ↓ ↑ | ↑ ↓ ↑ ...
Figure 3.5.: a) A Spin 12 chain with uneven number N of spin sites possesses intrinsi-
cally a spinon, that can move freely along the chain. b) In the RVB -picture a spinon
corresponds to an isolated spin, that plays the role of a domain wall separating domains
of singlets. From [80]. c) Starting from the Ne´el-state (S = 0) the flipping of one spin
(∆S = 1) produces two domain walls corresponding to two spinons, that can move
independently from each other along the chain.
magnetization, characteristics of the RVB -state, on the other hand it possesses
long-range (but finite) AFM correlations and misses a spin-gap, both features of
the Ne´el-state.
Unique in the case of the S = 1
2
chain is the nature of the excitation. Contrary
to all other systems, where the elementary magnetic excitations have S = 1, the
spin of the elementary excitation in a chain is S = 1
2
and is called spinon [85].
A spinon is to be associated with a domain wall separating two ground-state
similar domains [86]. In figure 3.5.a this is shown for the case of a chain with an
uneven number of spin sites, that, because of the total ground state magnetization
Sztotal =
1
2
, possesses intrinsically a spinon. Since the smallest change of the total
spin of the ground-state is always an integer spinons are always excited in groups
of two (figure 3.5c). It is also possible to present a spinon in the RVB context
as an isolated spin separating domains of singlets (figure 3.5b). In this picture
the attribution of a spin moment S = 1
2
to the spinon becomes obvious, since the
spin is the domain wall. The dispersion law of one spinon (for instance in the
odd chain) is given by
ω(k) =
pi
2
| sin(k) |, (3.5)
and was obtained for the first time by Cloizeaux and Pearson [87], though it’s
correct interpretation as being the dispersion of a spinon was first described by
Faddeev and Takhtajan [85]. In an excitation pairs of spinons with a total impulse
k = k1 + k2 and a total energy ω = ω1(k1) + ω2(k2) are created. k1 and k2
are independent from each other giving rise to a two-spinon-continuum in the
dispersion diagram of ω(k) (figure 3.6).
The Jordan-Wigner-Transformation
In the context of the second quantization it is possible to map the S = 1
2
chain to
a system of interacting spinless-fermions via the Jordan-Wigner-Transformation
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Figure 3.6.: The two-spinon-continuum of the isotropic spin 1/2 Heisenberg-chain.
The lowest continuum limit corresponds to the dispersion of one spinon given by equa-
tion (3.5).
[88]. This is valid for the regime along the dashed and dot-dashed lines in the
phase diagram shown in figure 3.4, as well as for the isotropic Heisenberg chain
[82]. The presence of a fermion at site l corresponds to a spin Szl =
1
2
at the
same site l and the absence of a fermion corresponds to a spin with negative sign
Szl = −12 . The relation between the spin operators and the fermionic creation
and annihilation operators, c†l and cl, are
Szl = c
†
l cl −
1
2
; S+l = e
(ipi
∑l−1
p=1 c
†
pcp)c†l (3.6)
satisfying the anti-commutator {cl, c†j} = δl,j.
For a vanishing ∆ = 0 (XY-model), the translation of the XXZ-Hamiltonian (3.4)
into the fermionic picture reads (in the momentum-space)
H =
∑
k
²kc
†
kck =
∑
k
²knk, (3.7)
where k is the wave-number, ²k the one-particle dispersion and nk = c
†
kck the oc-
cupation number of fermions in the state k. This is a 1D-system of non-interacting
(i.e. free) fermions, where the magnetic field h plays the role of a chemical po-
tential. Note that switching on ∆ is equivalent to turning on interaction between
the fermions. For periodic conditions, the dispersion law for free fermions reads
²(k) = Jcosk − h. (3.8)
The fermionic ground-state is to be understood as the one, where all levels k
with ²(k) ≤ 0 are occupied and the remaining ones with ²(k) > 0 not. For the
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case where the magnetic field h > J all possible k-states are occupied, meaning
maximum positive magnetization of the chain. In the opposite situation, h < −J ,
all states are vacant and the maximum negative spin magnetization is reached. In
the intermediate region two Fermi-points at k = ±kF emerge, separating occupied
from unoccupied levels, with the special case of h = 0 corresponding to a ground
state with zero magnetization for the chain (AFM orientation of all spins) and
the Fermi wave vectors lying at kF = ±pi/2.
Thermodynamical Quantities
First calculations of the susceptibility χ(T ) and the specific heat C(T ) were car-
ried out numerically 1964 by Bonner and Fisher for T & 0.4J/kB using chains
with 6 11 spins [90]. They extrapolated their results down to T = 0 and were
able, in the case of the susceptibility χ, to reproduce exact calculations by Grif-
fiths for T = 0 [91]. Further advances in the calculation of the susceptibility were
achieved only 30 years later, when Eggert, Aﬄeck and Takahashi (EAT) used the
Bethe-ansatz to obtain the exact solution for χ(T ). Their results lie by ∼ 10%
Figure 3.7.: (a) Magnetic susceptibility χ vs T for the S = 12 uniform HAF-chain.
kbT
max
χ /J = 0.64 085 10(4) and χ
maxJ/(Ng2µ2B) = 0.14 692 627 9(1). (b) Expanded
plot of the data in (a). (c) Specific heat C vs T . kBTmaxC /J = 0.48 028 487 (1) and
Cmax/(NkB) = 0.34 971 212 35(2).(d) Specific heat coefficient C/T vs T . From [89].
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Figure 3.8.: Schematic representation of spin ladder with n = 2 and n = 3 legs. The
lines show the coupling along the legs (J|| and along the rungs (J⊥). From [95].
higher than the extrapolated values of Bonner-Fisher in the region T . 0.25J/kB.
Further, they found an infinite slope for χ(T → 0) and showed that the leading
order corrections at T → 0 has a logarithmic form. More recently, Klu¨mper
and Johnston recalculated χ(T ), as well as C(T ), with a much higher absolute
accuracy using a numerical Bethe-ansatz [89, 92, 93]. Their results reproduce
the EAT-data and are in very good agreement with an exact theory for χ(T ) and
C(T ) proposed by Lukyanov [94]. Figure (3.7) shows χ(T ) and C(T ) as calculated
by Klu¨mper, some particular numerical values are given in the caption.
3.2.2. The Two-Leg Ladder: between 1D and 2D
A crossover from the 1D chain to the 2D square lattice can be obtained by as-
sembling chains side by side, forming n-legged ladders, as shown schematically in
figure 3.8. Such n-legged ladders can indeed be found in nature, in the form of
the homologous series SrN−1CuN+1O2N(with N = 2n− 1) [98].
The transition from 1D to 2D is not smooth, as one would expect: instead,
the physical properties strongly depend on the parity of n, i.e., whether n is odd
or even. Ladders with an even number of legs possess a spin gap and have a
spin-liquid ground state, characterized by short-range, exponentially decaying,
spin correlation. The even-leg ladders may therefore be regarded as realizations
of the RVB state. The odd-legged ladders, on the other hand, exhibit features
of the single chain, i.e., the absence of a spin gap and a power-law falloff of the
spin correlation.
32
3.2. One-Dimensional Quantum Magnets
Figure 3.9.: Calculated triplon dispersion of a S = 12 two-leg ladder for different ratios
of the coupling constants J⊥/J‖ = 0 . . . 2 according to Johnston et al. [96] and Barnes
and Riera [97]. (here: J ≡ J‖ and J ′ ≡ J⊥)
A special case is the two-leg ladder (n = 2), depicted in the upper part of figure
3.8. The Hamiltonian of the system is given by
H = J‖
∑
↔
S i ·S j + J⊥
∑
l
S i ·S j, (3.9)
with the summations to be carried out over nearest neighboring spins along the
legs (↔) and rungs (l), coupled via the J‖ and J⊥ constants, respectively.
For J‖ = 0 the rungs are decoupled from each other. The ground state of
these spin dimers is a singlet state (S = 0), separated from the excited triplet
state (S = 1) by a finite energy gap, namely exactly by J⊥. By turning on J‖
the triplet excitations (triplons) delocalize: a S = 1 dispersion band appears in
the excitation spectrum of the two-leg ladder with ~ω(k) ≈ J⊥ + J‖(cos k) (for
J‖ not to big, i.e. J‖ ¿ J⊥). The gap is located at the zone boundary with
∆spin = ~ω(pi) ≈ J⊥ − J‖.
For a vanishing rung coupling J⊥/J‖ = 0 the ladder legs become decoupled
from each other and the gapless S = 1
2
chains are reestablished.
The evolution of the triplon dispersion for different J⊥/J‖ ratios is shown in
figure 3.9.
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3.2.3. Transport in the S = 12 Chain
The transport Coefficients for the Spin Model
The current operator jˆα introduced in equation (2.1)
5 can be equated with the
spin current operator, jˆα ≡ jˆs. Considering the equivalency between the spin 12
chain and a system of spinless fermions, js can be also understood as a current of
fermions. The respective ‘force’ Xˆα is then the gradient of the magnetic field h,
Xα ≡ ∇h [82].6 Based on equation (3.7) for free fermions, the spin and thermal
current operators at zero magnetic field h = 0 read
jˆs =
∑
k
∂k²knk =
∑
k
vknk (3.10)
and respectively
jˆth =
∑
k
²kvknk, (3.11)
where, because of h = 0 (no chemical potential for the spinless fermions), the
energy current jˆE is equal to the thermal current jˆth. In the presence of a magnetic
field h 6= 0 this equality is no longer valid. In this case the thermal current jˆth
differs from jˆE by hjˆs:
jˆth = jˆE − hjˆs =
∑
k
(²k − h)vknk. (3.12)
The relation of the transport coefficients Lij to experimental accessible quan-
tities can be carried out the same way it was done for the thermal current in the
presence of a electrical current. In this sense, all the quantities defined in chapter
2.1 are to be interpreted by substituting the role of the electrical current by the
spin current and of the electric field by the magnetic field gradient. The electrical
conductivity σ, for instance, becomes the spin conductivity σs, and so on [82].
In the case of the thermal conductivity (confer equation 2.13)
κ = −TS2sσs − L22, (3.13)
with the magnetic thermopower Ss, in analogy to the electronic Seebeck effect,
the ‘additional’ term −TS2sσs, now referred as magnetothermal correction [82],
cannot be neglected, as it is done in the electric case. It though vanishes for a
zero magnetic field and the thermal conductivity reduces to
κ = −L22. (3.14)
5Given the 1D-nature of the problem, all quantities formally introduced as vectors will be
treated here as scalars.
6Note that the notation h = gµBH, with g the gyromagnetic factor and µB the Bohr magneton,
will be used in this section.
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The Spin and Thermal Currents
The spin and thermal current operators jˆs and jˆth can be expressed as sums of
the local current operators
jˆs[th] =
N∑
l=1
jˆs[th],l, (3.15)
both satisfying the equations of continuity
jˆs,l+1 − jˆs,l = −i[H, Szl ], (3.16)
jˆth,l+1 − jˆth,l = −i[H,Hl], (3.17)
with Szl and Hl the local magnetization and energy densities, respectively, and
the total Hamiltonian H = ∑lHl. The total spin and thermal currents (3.15)
corresponding to the local magnetization Szl and local energy density Hl from
equation (3.4) are given (for zero magnetization h = 0) by
jˆs = i
N∑
l=1
[Hl−1, Szl ] = i
J
2
N∑
l=1
(S+l S
−
l+1 − S+l+1S−l ), (3.18)
jˆth = i
N∑
l=1
[Hl−1,Hl] = J2
N∑
l=1
~˜Sl(~Sl+1 × ~˜Sl+2). (3.19)
The abbreviation ~˜S = (Sx, Sy,∆Sz) was used, ~S being the standard notation
without ∆. The right hand side of the expressions (3.18) and (3.19) are valid for
the case of the Heisenberg chain.
It turns out, that the thermal current operator jˆth commutes with the Hamilto-
nian (3.4), even at finite T , i.e. jˆth is a conserved quantity and the respective
thermal conductivity κ diverges: the heat transport is ballistic. For all h and ∆
[H, jth] = 0. (3.20)
The same is not true for the spin current js. It only commutes with the
Hamiltonian (3.4) for the XY -case, i.e. ∆ = 0, otherwise not.
The Drude-Weight
Within the Kubo-formalism, the transport coefficients Lij are frequency-
dependent functions of the time-dependent current-current correlations
Lij(ω) = f(ω, 〈jijj(t)〉). (3.21)
The real part of the Lij(ω) can be decomposed into a δ-function at ω = 0 with
weight Dij and a regular part L
reg
ij (ω):
ReLij(ω) = Dijδ(ω) + L
reg
ij (ω). (3.22)
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Figure 3.10.: Left panel: schematic representation of the real part of the conduc-
tivity ReL11 as a function of frequency ω. Three situations can be distinguished: a)
ReL11(ω) = D11δ(ω); b) the Drude weight D11 is finite, but there is also spectral weight
at finite frequencies; c) The Drude weight vanishes in the thermodynamic limit and the
zero-frequency limit of L11(ω) determines the conductivity. For the first two cases a)
and b) the transport is ballistic, the latter one describes the situation in real experi-
ments. This is shown in the right panel: a current < jalpha >, produced at t < 0 by
a gradient of the magnetic field or the chemical potential, adiabatically switched off at
t = 0, does not decay in time for the case of a finite Drude weight in the absence of the
regular part Lreg11 (ω) (dashed lines). For the case of both a finite Drude weight and a
finite Lreg11 (ω) the current < j > decays, but its long-time limit is nonzero. Finally, for
a vanishing Drude weight, the current will decay to zero on a characteristic time-scale
(not shown in the figure). (from [82]).
This equation defines the so called Drude-weight Dij. To elucidate the role the
Drude weight Dij and the regular component L
reg
ij (ω) consider the current jα =
〈jˆα〉 as a function of time (figure 3.10). The respective Drude weight is D11
and the zero-frequency limit of Lreg11 is the conductivity σdc = limω→0 L
reg
11 (ω).
For the case of a finite Drude weight, i.e. D11 > 0, the conductivity is infinite.
Additionally one distinguishes: for σdc = 0 the conductivity operator jˆα is exactly
conserved, whereas for σdc > 0 it decomposes into a conserved component jˆc and
an additional contribution jˆdec, which decays in time
jˆα = jˆc + jˆdec. (3.23)
For the case of a vanishing Drude weight, D11 = 0 (with σdc > 0), the conductivity
is finite and any initial current will decay in time (in the absence of an external
force).
For the present spin systems the Drude weights of interest are the spin Drude
weight Ds and the thermal Drude weight Dth. The first one corresponds to D11
and is related to the transport coefficient L11, i.e. the spin conductivity σs,
through (3.22). The second one, Dth, is identical to D22 for a zero magnetic field
h = 0 and related to the thermal conductivity κ via equation (3.22):
Re κ(ω, T ) = Dth(T )δ(ω) + κreg(ω, T ). (3.24)
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note that in the presence of a magnetic field h 6= 0 the thermal Drude weight is
not identical to D22, since additional h-dependent terms appear in the expression
for D22. For details, consult reference [82].
Calculations
Several studies have been carried out to determine whether the spin and thermal
Drude weights of the integrable XXZ-chains are finite or not. Extensions to the
model were made by taking into account additional frustration and dimerization
effects, turning it non-integrable. In absence of frustration and dimerization,
the S = 1
2
XXZ-chain possesses a finite thermal Drude weight Dth > 0 for
any exchange anisotropy ∆, both at finite and zero magnetization [2, 99–106].
Without a magnetic field the regular part κreg(ω) vanishes for all frequencies, the
thermal transport is purely ballistic. For h > 0 the regular part κreg(ω) becomes
finite for a certain frequency range and the thermal conductivity decomposes in
a ballistic and diffusive contribution. In the case of the spin Drude weight Ds it
has been shown that it is mainly finite over a large region of the h-∆-space, but
discrepancies still exist for which regimes it vanishes or not.
3.2.4. Transport in the Two-Leg S = 12 Ladder
Calculations
Different theoretical groups have carried out numerical calculations of the T -
dependent thermal Drude weight Dth of the two-leg S =
1
2
ladder. While Alvarez
and Gros [101] find a finite Drude weight at finite T , corresponding to a diverging
magnetic thermal conductivity in the ladders, the results of numerical works by
Zotos [107] and Heidrich-Meisner et al. [104] indicate a vanishing Drude weight
at finite T . Despite of the discrepancies between the different theoretical results,
the tendency is of a vanishing thermal Drude weight. Nevertheless, clear-cut
conclusions are still missing and further theoretical studies are needed to clarify
this point. An overview is given for instance in [82].
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in Cuprates
4.1. Cuprates
The main structural element common to (almost) all cuprates are CuO4 squares
(also called plaquettes), which may be accompanied by one or two apical O-atoms
at a larger distance. The typical valency of the Cu-atoms in this geometry is 2+,
i.e. they possess one hole in the 3d shells (corresponding to a 3d9 configuration)
and consequently a total spin of S = 1
2
. The interaction between these spins
depends crucially on how the CuO4 plaquettes are assembled. They may share
their oxygen corners, leading to a ≈180◦ Cu-O-Cu antiferromagnetic exchange,
or their edges, resulting in a ≈90◦ Cu-O-Cu ferromagnetic interaction. Other
configurations are also possible, the type of interaction of the spins is then
strongly dependent of the structural (and consequently electronic) details of the
system.
A microscopic model that describes the essential electronic properties of the
cuprates to a good degree is the Hubbard model [109]. This model describes, on
the one hand, the kinetics of the electrons (or in general of charges), responsi-
ble for the ‘metallicity’ of the system, on the other hand, it takes into account
correlation effects between electrons through an on-site Coulomb interaction, re-
sponsible for the insulating character of the system. The simplest version of the
Hubbard model can be written for a ‘one-band’ system as follows:
H = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + ci,σc
†
j,σ) + U
∑
i
nˆi↑nˆi,↓. (4.1)
The left-hand side of the expression describes the kinetics of the electrons, i.e.
their hopping between neighboring sites 〈i, j〉 with the amplitude t. The right
hand side accounts for the Coulomb repulsion of doubly occupied sites. The
operators c†i,σ and ci,σ create and annihilate electrons with spin σ at site i, respect-
ively, and the nˆi,σ = c
†
i,σci,σ are the hole number operators, with the expectation
value 0 ≤ n ≤ 2, where n = 1 represents one electron per site, corresponding to
an exactly half-filled band.
The ratio between the two terms in expression (4.1), given by U/t, dictates
whether the systems is metallic or insulating. For U/t¿ 1 the kinetic term pre-
dominates and charge hopping is possible: the system is metallic. For the opposite
4.1. Cuprates
case U/t À 1, i.e. the case of strong electronic correlations, the charge hopping
is suppressed: the systems is insulating, and one talks of a Mott-insulator, as it
is the case for many undoped cuprates1. The role of t is now to allow virtual
hopping events of charges to the neighboring sites allowing interaction between
their spins. The Hamiltonian (4.1) for a Mott-insulator can thus be expressed by
means of the Heisenberg Hamiltonian [110]
H = J
∑
<i,j>
S i ·S j, (4.2)
with J = 4t2/U and omitting an energy shift of −J/4.
To achieve a more realistic description of the cuprate physics, the ‘simple’ one-
band Hamiltonian (4.1) can be extended, in order to incorporate the Cu and O
orbital states, as well as their hybridization. The somewhat ‘longer’ three-band
Hamiltonian reads:
H =²d
∑
i,σ
nˆdi,σ + ²p
∑
j,σ
nˆpj,σ
+
∑
<i,j>,σ
tpdij (d
†
i,σpj,σ + h.c.) +
∑
<j,j′>,σ
tppjj′(p
†
j,σpj′,σ + h.c.)
+Ud
∑
i
nˆdi,↑nˆ
d
i,↓ + Up
∑
i
nˆpi,↑nˆ
p
i,↓ + Upd
∑
<i,j>,σ,σ′
nˆdi,σnˆ
p
j,σ′ . (4.3)
The ndi,σ = d
†
i,σdi,σ and n
p
j,σ = p
†
j,σpj,σ are the charge number operators for the Cu
3dx2−y2 orbital at site i and O 2px,y orbital at site j. The operators d
†
i,σ(di,σ) and
p†j,σ(pj,σ) create (annihilate) a charge with spin σ in the corresponding orbitals.
The first two terms denote the energies of charges occupying the 3d and 2p or-
bitals, respectively, with ∆ = ²d−²p the energy separating the states. The second
two terms account for the Cu-O and O-O hybridizations. Finally, the U -terms
describe the Coulomb-repulsion of charges sitting in the same orbital (Ud and
Up), as well as in neighboring Cu and O orbitals (Upd).
A graphical interpretation of the Hubbard-model is realized by the scheme
shown in figure 4.1. The situation shown on the left hand side (Fig. 4.1a) corres-
ponds to the absence of correlations in the system: the higher half-filled d band is
separated from the lower p band by the charge transfer energy ∆ = ²d − ²p. This
situation corresponds to a metal. By turning-on the Hubbard U , the highest
band splits into a lower filled band and a higher empty band (Fig. 4.1b). This
is the Mott-Hubbard-insulator. In the case of the cuprates, the Hubbard U is
larger than the charge transfer energy ∆, leading to the situation shown in figure
4.1c: the smallest possible excitation happens from a O-2pσ orbital into the empty
Cu-3dx2−y2 state, i.e. a charge-transfer takes place. Cuprates belong therefore not
1To be more precise, cuprates belong to one subcategory of Mott-insulators, namely to the
‘Charge-Transfer’ insulators, as it will be show further on.
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Figure 4.1.: Schematic representations of the p and d bands for different sets of U
and ∆ values. a) For a vanishing Ud the Cu dx2−y2 band is half-filled, the system is
metallic. b) For a given finite Ud the Cu dx2−y2 band splits into a filled lower Hubbard
band (LHB) and an empty upper Hubbard band (UHB): the system is a Mott-Hubbard
Insulator. c) For the case where U overcomes the charge transfer energy ∆, i.e. U > ∆,
the LHB lies underneath the O-p band and the lowest possible electronic excitations
is a charge-transfer from the O-p band into the Cu-d band: the system is a charge-
transfer-insulator. In the figure ∆ ≡ Ect. From [110].
Table 4.1: Set of typical en-
ergy values (in eV) for the
cuprates, as given in Refs.
[111–113]. ∆ = ²d − ²p.
∆ tpd tpp Ud Up Upd Upp
3.5 1.3-1.5 0.65 8.8-10.5 4-6 ≤1.2 ≈0
to the Mott-Hubbard, but to the ‘charge-transfer’ category of Mott-insulators. A
typical set of calculated2 values for the energy parameters in equation (4.1) is
given in table 4.1.
The process of interaction between the Cu spins takes place via the oxygen
orbitals. The mechanism is called superexchange and the respective exchange
constant J is given by the expression [110]:
J =
4t4pd
(∆ + Upd)2
(
1
Ud
+
2
2∆ + Up
)
. (4.4)
The presence of a hole in a CuO4 plaquette, created for instance by doping
or intrinsically present in the substance, delocalizes over the four oxygen atoms
around the Cu site. The resulting configuration of the Cu spin and the spin of
the hole form a so-called Zhang-Rice singlet (ZRS) [114], which corresponds to a
spinless fermion moving in the background of the Cu spins.
2Using a constrained-density-functional approach. Refer to [111, 112].
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subcells CuO2 Sr2Cu2O3 Sr14Cu24O41
space group Amma (#63) Fmmm(#69) Pcc2 (#27)
a 11.456(6)A˚ 11.462(2)A˚ 11.469(4)A˚
b 13.361(4)A˚ 13.376(2)A˚ 13.368(5)A˚
c 2.749(1)A˚ 3.931(1)A˚ 27.501(9)A˚
Table 4.2.: Structural parameters for the Sr14Cu24O41 compound [116].
4.2. The Spin Ladder System (Sr, Ca, La)14Cu24O41
4.2.1. Structure
The structure of the (Sr,Ca,La)14Cu24O41-system, shown in figure 4.2, was first
reported in 1988 by Siegrist [115] and McCarron [116]. It consists of three kind
of layers3 (stacked along the b-axis) composed either of CuO2 ‘chains’, Cu2O3
‘ladders’ (both running along the c-axis) or (Sr, Ca, La)-ions (which are located
between the previous two). The cell parameters for the Sr14Cu24O41 compound
are given in table 4.2. Although the sizes of the subcells are practically the
same along the a and b axes, they are incommensurate along the c-direction
with c = 7 × cladder ≈ 10 × cchain. The Cu-ions in the chains are connected
ferromagnetically to each other through two near 90◦ angled Cu-O-Cu bonds.
The ladders are formed by antiferromagnetic 180◦ Cu-O-Cu bonds and connected
to each other by 90◦ Cu-O-Cu bonds with a weak ferromagnetic coupling. The
frustration arising from the triangular arrangement of the leg Cu-ions of two
neighboring ladders effectively decouples them.
4.2.2. Magnetic and Electronic Properties
The average valency of the Cu in the Sr14Cu24O41 compound is +2.25. The
substance is hence intrinsically hole doped. Although there are still no well es-
tablished values concerning the distribution of the holes over the chains and lad-
ders, the experimental evidences suggest that the holes are mainly located in the
more electronegative chains. While some resistivity and magnetic measurements
suggest that all the holes are located in the chains [95, 117, 118], at low temper-
atures neutron scattering experiments [119–122] point to a charge ordering with
spin dimerization along the chains, implying a distribution ratio of 5 holes on the
chains and 1 on the ladders. Consistent with this picture are optical [123–125]
and NEXAFS4 [126] investigations. More recently Rusydi et al. [127] presented
new results of the analysis of polarization dependent x-ray absorptions data with
3Due to the layered structure of the (Sr,Ca,La)14Cu24O41 compounds, they are easily cleavable
along the ionic plane perpendicular to the b-axis.
4Near-Edge X-ray Absorption Fine Structure.
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Figure 4.2.: Structure of the (Sr,Ca,La)14Cu24O41 system. Top: 3D view with the
line of sight showing along the ladders and chains parallel to the c-axis. Bottom, from
left to the right: Layers composed by chains, (Sr,Ca,La)-ions and ladders. The ladder
structure is indicated by the grey shadow. Dotted lines indicate the mean unit cell.
Exchange paths are shown with more detail in figure 8.1 (from [95]).
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a distribution per unit cell of 2.8 holes in the ladders and 3.2 in the chains.
The long-range ordered state in the chains consists of Zhang-Rice singlets,
formed by the holes on oxygen sites coupled to the nearest Cu spin, and of the re-
maining dimerised spins. These possess an excitation gap around ∆chain = 130 K.
Abbamonte et al. [128] reported RSXS5 data showing that charge (hole) ordering
appears below Tc ≈ 250 K in the ladders with a coherence across ∼ 50 neigh-
boring ladders. Neutron and NMR experiments found a spin gap ∆ladder in the
ladders of the order of 350 K [120, 129].
A substitution of Sr2+ by the isovalent Ca2+ leaves the hole number constant,
but due to an increased chemical pressure, causes holes to be transferred from
the chains into the ladders [117, 123, 126, 130]. Consequently, the charge-ordered
state present in the stoichiometric compound gradually destabilizes with increas-
ing Ca-content [122]. A drop in the specific resistivity can be observed and
a cross-over from semiconductor-like to a metallic-like behavior takes place for
higher x. While NMR experiments indicate a decreases of ∆ladder upon Ca-doping
[130, 131], neutron scattering results [132] suggest no influence of the Ca-doping
on the gap.
Superconductivity was found for high Ca-content (x > 11) at higher pres-
sures for the stoichiometry Sr2.5Ca11.5Cu24O41 under a 6 GPa pressure and
Sr0.4Ca13.6Cu24O41.84 under a 4.5 GPa [133].
The substitution of La3+ for Sr2+ reduces the number of holes in the system
[126]. The intrinsically undoped compound, i.e. with all Cu-ions in their +2
state, is realized for x = 6 in the (Sr,Ca)14−xLaxCu24O41 series. For somewhat
smaller La-doping values, x . 5, X-ray absorption spectroscopy reveals that
residual holes are located in the chains, leaving the ladders undoped [126]. In the
La5Ca9Cu24O41 compound an ordering in the ferromagnetic chain was observed
for T . 10 K [118, 122].
The values for the coupling constants Jleg and Jrung along the legs and rungs
(confer figures 4.2 and 8.1) vary in the literature. Neutron scattering experi-
ments on the Sr14Cu24O41-compound by Eccleston et al. show a strong anisotropy
η = Jleg/Jrung ≈ 1.83 with Jrung ≈ 840 K [120], without considering a four-spin
cyclic exchange Jcyc. For the hole-free La6Ca8Cu24O41 compound, neutron scat-
tering experiments by Matsuda et al. [134] deliver Jleg ≈ Jrung ≈ 1280 K when
including a Jcyc of ≈ 380 K. Analyses of optical data by Nunner et al. [135] and
Schmidt et al. [136] yield similar results with Jcyc ≈ 350 K, Jleg ≈ 1950 K and
an anisotropy η ≈ 1.3. Also optical investigations by Windt et al. [137] deliver
Jleg ≈ 1470 K - 1580 K and η ≈ 1− 1.2.
Inelastic neutron scattering experiments suggest a steep dispersion of the mag-
netic excitations in (Sr,Ca,La)14Cu24O41 along the ladder direction and a flat
branch along the rung direction [132]. However, the complete triplon excitation
spectrum remained unmeasured up to the present work. Since the knowledge of
the entire triplon dispersion is an important prerequisite for a clear-cut determi-
5Resonant Soft X-ray Scattering.
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nation of the gap size and the coupling constants (including the four-spin cyclic
exchange), inelastic neutron scattering was carried out on the hole-free ladders in
La4Sr10Cu24O41. As it will be presented in chapter 8, not only the triplon branch,
but also the two-triplon continuum could be measured for the first time, allowing
an accurate determination of the gap and coupling constants.
4.3. The Spin Chain System SrCuO2
4.3.1. Structure and related magnetic and electronic
properties.
The structure of SrCuO2, first reported by Teske and Mu¨ller-Buschbaum [138], is
shown in figure 4.3. At ambient pressure SrCuO2 crystallizes in an orthorhombic
symmetry (space group Cmcm). The cell-parameters6 reported by Teske et al.
are a = 3.56(6) A˚, b = 16.32(6) A˚, c = 3.92(1) A˚. The structure is layered with
layers of CuO ribbons separated by SrO5 pyramids.
The formal valency of the Cu atom is 2+, which corresponds to a 3d9 configura-
tion with a spin S = 1
2
. SrCuO2 possesses two parallel Cu-O-Cu chains displaced
by half a Cu-Cu distance along the c direction, leading to a zigzag arrangement
of the Cu-atoms (right hand side of figure 4.3). The chains are built from corner
and edge sharing CuO4 plaquettes, which lie in the ac plane. The superexchange
between the Cu ions via an oxygen atom leads to an antiferromagnetic coupling
along the 180◦ (intra-chain) Cu-O-Cu paths [139], and a ferromagnetic 90◦ (inter-
chain) coupling.
Although different experimental methods were used to determine J in SrCuO2,
the exact value is still unknown.7 Usually J ≈ 2100 K is adopted. The inter-
chain coupling J ′ was estimated to be one order of magnitude lower J ′/J ≈ 10
[146]. The interaction J ′′ between the double chain units was estimated to be five
orders of magnitude smaller than J [147].8
Due to the frustration between spins sitting on neighboring chains and an
additional inter-chain frustration, a three dimensional magnetic long range
order is absent in SrCuO2. Instead, neutron data [148] suggest that an increase
of weak static sublattice magnetization develops for T < 5.0 K, which leads
finally to a spin freezing at T = 1.5 K, characterized by weak, short-range
anisotropic correlations. The observation of the low-T phase transition was
6A large number of publications exist reporting slightly different cell parameters. These are
listed in figure 6.18.
7Analysis of the susceptibility data deliver values, which vary strongly between 1000 K and
2200 K [139–142], measurements of the specific heat and µSR experiments, on the other
hand, deliver somewhat higher values around 2600 K [72, 143], while the J value extracted
from optical data is as high as 3000 K [144, 145].
8The estimation of J ′′ was carried out for the sister compound Sr2CuO3 based on a Ne´el-
temperature TN ≈ 5.4 K [143]. Due to the similarities of Sr2CuO3 and SrCuO2 a similar
J ′′ value can be expected for the latter one.
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O
Sr
Cu
J
J´
chains
O
Cu
Figure 4.3.: Left: Structure of SrCuO2. The unit cell is denoted by the black solid
lines. Right: Detail of the zigzag configuration of the Cu atoms in SrCuO2 related to
the displacement by half a Cu-Cu distance of the two parallel running Cu chains along
the c axis.
also made in the specific heat, where a broad peak around 2 K was observed [149].
A gapless two-spinon continuum was measured in SrCuO2 by Zaliznyak et
al. using inelastic neutron scattering [150]. This result reflects the good one
dimensionality of the spin chains in this system.
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Quasi-1D Cuprates
5.1. The Two Leg Spin Ladder Compound
(Sr,Ca,La)14Cu24O41
The (Sr,Ca,La)14Cu24O41 ladder compounds are currently the best example
of 1D spin systems exhibiting large magnetic contributions to the thermal
conductivity. In order to elucidate the main features of this phenomenon, two of
these compounds, namely the ‘parent compound’ Sr14Cu24O41 and the (almost)
undoped La5Ca9Cu24O41 will be presented in more detail.
The thermal conductivities of the insulators1 Sr14Cu24O41 and La5Ca9Cu24O41
are shown in figure 5.1a and 5.1b, respectively. In both cases the thermal conduc-
tivity is characterized by a strong anisotropy of the absolute value, as well as of the
temperature dependence. In the case of Sr14Cu24O41 the thermal conductivities κa
and κb, perpendicular to the ladders, possess both a typical phonon-behavior with
a low-temperature maximum and a monotonic decrease with increasing tempera-
ture (See section 2.3.1).2 The thermal conductivity κc along the ladder direction
shows a two-peak structure. At low temperatures κc shows a typical phonon-
peak, whose anisotropy in respect to the perpendicular directions can be related
to anisotropic phonon velocities [151]. For T & 40 K κc develops a second peak
achieving its maximum at T ≈ 140 K and decreasing strongly with increasing
temperature, saturating around κc ≈ 20 Wm−1K−1 for T ≥ 250 K. It has been
widely shown that this high-T peak is originated by triplon excitations in the
ladders [8, 72, 151–154].
In the case of La5Ca9Cu24O41 the thermal conductivity shows a very similar
anisotropy situation (figure 5.1b), however, in respect to Sr14Cu24O41 the
phononic part of κ in La5Ca9Cu24O41 is strongly reduced and the magnetic peak
at higher T strongly enhanced and no saturation takes place at room-temperature
(figure 5.1c). The strong reduction of the phonon peak at low-temperatures is
related to the randomly distributed Ca2+ and La3+ ions, which cause structural
1Electronic contributions to the thermal conductivity in these compounds were estimated from
resistivity data and the Wiedermann-Franz law to be of the order of 0.1% and can therefore
be neglected [151].
2The anisotropy between κa and κb is not unusual for complex transition-metal oxides and
can be related to the anisotropy of the crystal structure [151].
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Figure 5.1.: Thermal conductivities of a) Sr14Cu24O41 along all three crystallographic
directions and b) La5Ca9Cu24O41 along a and c directions. c) Comparison of the
thermal conductivities κc along the ladders: for La5Ca9Cu24O41 a reduction of the
low-temperature phonon-peak, as well as an increase of the high-temperature mag-
netic peak in respect to Sr14Cu24O41 can be observed. d) Extracted magnetic thermal
conductivities. From [151].
disorder and are responsible for an increased scattering of the phonons. The
increase of the high-T peak is apparently related to an increased magnetic
conductivity κmag in this compound.
The purely magnetic thermal conductivities κmag, obtained by subtracting the
phonon background3 from κc, are shown in figure 5.1d. The increase of κmag
3Due to the presence of the magnetic gap (with ∆ ≈ 300 − 400 K) in these compounds,
the contribution of the triplons to the thermal conductivity at very low temperatures is
negligible, allowing an accurate determination of the phonon background by fitting the
low temperature peak with a Callaway model and extrapolating the function to higher
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Figure 5.2.: a) and b) Low-T regime of κmag. The solid lines correspond to fits to
the data. c) Extracted mean free paths lmag for the triplons in Sr14Cu24O41 (blue) and
La5Ca9Cu24O41 (red).
for T . 100 K is identical for both substances, but develops differently for
higher T . κmag of Sr14Cu24O41 reaches a maximum already at T
max =150 K
and drops strongly for higher temperatures, stabilizing for T & 250 K. In the
case of La5Ca9Cu24O41 κmag increases further until it reaches its maximum at
Tmax = 180 K, with a value twice as high as in the Sr14Cu24O41 case, and then
drops much less pronounced to reach values as high as 90 Wm−1K−1 at room-
temperature without developing a saturation plateau.
The analysis of κmag can be carried out by using a kinetic model (i.e. the one-
dimensional version of equation (2.19)), which will be presented and discussed in
more detail in section 8. Assuming a T -independent mean free path, the used
model describes the κmag data fairly well in the low-T regime - although in a
somewhat restricted temperature range - (figures 5.2a and 5.2b) and allows the
extraction of the T -independent mean free path lmag and the spin gap ∆ladder.
These are practically identical for both compounds and as high as lmag ≈ 3000 A˚
and ∆ladder ≈ 400 K, the latter one in accordance with neutron data [120, 155].
In a second analysis step it is possible to fix the gap ∆ladder and allow lmag
temperatures (Examples of such fits are shown as solid lines in figures 5.1a and 5.1b).
Further details about this procedure are given in [151] and will be presented in chapter 8.
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to vary with T . The so extracted T -dependent mean free paths are shown in
figure 5.2c. At low temperatures (T . 70 K) the data suggest a constant4 value
of lmag ≈ 3000 A˚ for both compounds. At higher T , lmag decreases strongly.
This decrease is more accentuated in Sr14Cu24O41 than in La5Ca9Cu24O41.
While the mean free path lmag in Sr14Cu24O41 becomes almost constant at
T & 250 K at ∼ 50 A˚, the evolution of lmag in the undoped compound does
not exhibit any saturation up to room temperature, where lmag is as high as 500 A˚.
The substantial difference of the temperature dependence of κmag and lmag
in these two compounds for T & 100 K has been ascribed to the presence of
holes in the ladders of Sr14Cu24O41 and their absence in La5Ca9Cu24O41. Based
on this, the data presented above may be explained in the following way: at
low temperatures (T . 100 K) the increase of κmag upon heating is identical
in both substances, corresponding to the population of the triplon states. In
this regime, and in analogy to phonons, κmag appears to be governed by the
T -independent triplon-defect scattering5. In La5Ca9Cu24O41 this increase takes
place until other scattering mechanisms,6 such as triplon-phonon and triplon-
triplon scattering, become important enough to lead to the formation of the
maximum and subsequent decrease of κmag. The less accentuated increase of
κmag with increasing T in Sr14Cu24O41 has been suggested to be related to the
presence of a much more effective scattering mechanism in this compound, namely
the triplon-hole scattering7. This mechanism begins to play a role at much lower
T than the scattering mechanism present in La5Ca9Cu24O41, leading to a much
quicker formation of the κmag maximum and to its strong reduction at higher
temperatures. For T & 240 K the triplon-hole scattering mechanism achieves its
full strength and κmag becomes nearly constant. At lower temperatures, however,
the role of this scattering mechanism becomes more and more unimportant with
4Data for T . 60 K are not shown, since the uncertainty in the extraction of the
phonon background is higher in this region. The derivation of lmag(T ) for the compound
Sr14Cu23.5Ni0.5O41 (not shown here), which possesses the same temperature dependence as
Sr14Cu24O41 for T & 70 K, reveals a constancy of lmag(T ) for T . 60 K. In addition, the
reasonable description of κmag of Sr14Cu24O41 and La5Ca9Cu24O41 in this lower tempera-
ture region with a T -independent lmag (see above) supports the picture of a constant mean
free path at low T .
5In the case of phonons, it is known that one scattering origin at low temperatures is the
dimension of the sample (of orders of millimeters), which limits the maximum phonon mean
free path. Such a situation can be excluded for the magnetic case, since the extracted lmag
is several order of magnitudes smaller than typical sample dimensions.
6Hess et al. showed that a description of the temperature dependent lmag in La5Ca9Cu24O41 at
higher temperatures is best realized when assuming triplon-defect and triplon-phonon scat-
tering as the main scattering mechanism, but less satisfactory when assuming triplon-defect
and triplon-triplon scattering instead. This result suggests that the scattering off phonons
is the predominant scattering mechanism for the triplons in La5Ca9Cu24O41. Details are
given in Ref. [154].
7The role of triplon-hole scattering has been investigated by Hess et al. in the
Sr14−xCaxCu24O41 series, where the compounds with higher Ca doping possess a higher
hole concentration in the ladders. Details are given in [153].
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the emergence of charge ordering in the ladders. Although the real reason for this
fact is still not completely understood, it was suggested that the appearance of a
periodic modulation of the spin density related to the ordered state [128] reduces
the magnon hole scattering probability. Hence, at very low temperatures, deep in
the charge ordered state, the magnon hole scattering becomes unimportant [153].
The distinct scattering mechanisms are also observable in the temperature de-
pendence of lmag: at low-temperatures lmag is constant for both substances. In
La5Ca9Cu24O41 lmag remains constant up to T ≈ 100 K. At this temperature
triplon-phonon and triplon-triplon scattering mechanism begin to play an in-
creased role, leading to the decrease of lmag with increasing T . The absence of a
saturation plateau in lmag at higher T suggests, that the scattering mechanisms
have not yet reached their whole strength.
In the case of Sr14Cu24O41 the effect of the triplon-hole scattering begins to
play a role at T ≈ 75 K, leading to the reduction of lmag with increasing T up to
T ≈ 250 K, where lmag begins to saturate. In this high temperature region the
lmag of 50 A˚ can be correlated with the mean hole-hole distance of ≈ 35 A˚.8
5.2. The Heisenberg Spin Chain Compound
SrCuO2
The first measurement of the thermal conductivity of SrCuO2 was carried out by
Sologubenko et al. [74]. Figure 5.3 shows the temperature dependent thermal
conductivity for SrCuO2 in all three crystallographic directions.
9 Perpendicular
to the chains κ shows a typical phononic behavior with just a small anisotropy10
(κb ≈ 1.25 κa), which can be related to the structural anisotropy of this material.
Along the chains, however, the thermal conductivity κc is much higher than in
the perpendicular directions over the whole temperature range, and particulary
for T & 20 an anomaly appears in form a shoulder on the high-T back of the
low temperature phonon peak. At room temperature κc ≈ 6 · κa. The strong
anisotropy in κ and the presence of anomalies in κc have been attributed to
additional magnetic contributions coming from the spinons in the chains.
To obtain the magnetic part κs of the thermal conductivity along the chain
direction, Sologubenko et al. subtracted the phonon background from κc. They
determined κph by fitting the low-T part of κc using the Callaway formalism and
extrapolating κph to higher T . The so extracted κs is shown in the inset of figure
5.3. The further analysis of the magnetic thermal conductivity κs allowed the
8This value was calculated from the hole density of 0.8 per unit cell measured by Nu¨cker et
al. [126].
9Please note that the designation of the different crystallographic axes were redefined in [74].
The designations of the different curves, as presented in figure 5.3, correspond to the ‘real’
crystallographic axes of the materials.
10This is not apparent in figure (5.3) due to the double logarithmic representation of the data.
More data for κ of SrCuO2 are shown in figures 9.16 and 9.17 (section 9.2).
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Figure 5.3.: Temperature dependent thermal conductivity of SrCuO2 measured by
Sologubenko et al. [74]. The thermal conductivity parallel to the chains is represented
by squares, perpendicular to them by circles and diamonds. The solid and dashed lines
represent the different limits of the phononic backgrounds considered by the author.
Inset: spinon thermal conductivity κs. The shaded area represents the uncertainty in
κs. From [74].
extraction of the mean free path of the spinons, which is as high as lspin = 2420
A˚ at low-T and decreases with increasing temperature down to ≈ 100 A˚ at room
temperature.
5.3. Definition of the Project
5.3.1. A Model-Independent Determination of lmag in the Spin
Ladder Compound Sr14Cu24O41
All results of the above sketch of the data analysis are based on a one-dimensional
version of the approach (2.19). Despite of the consistency of the data analysis in
various samples, the validity of this simple semi-classically approach is strongly
questionable in view of the strong quantum character of these spin systems.
Accordingly, the data analysis has been challenged by Alvarez and Gros [101],
who used exact digitalization methods. Hence, in order verify the validity of the
presented data analysis, a model independent investigation of κmag and lmag is
proposed in this work. The idea is to generate specific nonmagnetic impurities
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in the system establishing a defined upper limit for lmag. This can be realized
by substituting the magnetic Cu2+ (S = 1
2
) by the non-magnetic Zn2+ (S = 0).
Since a statistical distribution of the Zn-ions is to be expected, a nominal mean
Zn-Zn distance dZn−Zn along the ladder can be determined from the Zn doping
value. A comparison of lmag - extracted by the same procedure used in previous
analyses - with the mean distance dZn−Zn allows ultimately the validation of the
model employed.
It should be mentioned, that the same procedure was already successfully
used in the determination of the mean free path of magnons in the 2D system
La2CuO4 [156].
The results of this study will be presented in chapter 8.
5.3.2. Selective Suppression of the Phononic Thermal
Conductivity in the Spin Chain Compound SrCuO2
The procedure used by Sologubenko et al. to separate the phonon and spinon
parts of κc is rather problematic: in contrast to the (Sr,Ca,La)14Cu24O41 spin
ladder compounds, where the main phononic and magnetic contributions to
κc lie in distinct temperature regions, allowing the extraction of the phononic
background with an acceptable accuracy (Refer to section 5.1 and chapter 8),
the phonon and spinon contributions in SrCuO2 appear in the same temperature
region, impeding such an unambiguous separation of the two parts. Thus, the
determination of the phonon thermal conductivity κph by fitting the low T part
of κc is highly ambiguous and the subsequent extraction of κs accompanied by a
large uncertainty.
One possible approach to this problem is the selective suppression of the
phonon part of the thermal conductivity, enabling the access to the magnetic
part of κc. The method proposed in this work to achieve such a separation of
both contributions is the doping of SrCuO2 with Ca. Ca is isovalent to Sr, but
possesses a smaller radius and mass than Sr, leading to a local deformation
of the structure and hence acting as a scatterer (i.e. as a defect) for the
phonons. However, due to the isovalency of both ions, no change of the electronic
properties of the substances is expected to take place and consequently no
influence of the doping on the magnetic subsystem is assumed. Thus, no change
of the spinon part in κc, and consequently the appearance of a spinon-peak upon
doping is expected. Such a procedure was already successfully employed in other
systems, e.g. in the (Sr,Ca,La)14Cu24O41 system, where a selective reduction of
the phonon thermal conductivity was achieved [8].
The results of this study will be presented in section 9.2.
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6.1. Principles of Crystal Growth
6.1.1. Solidification Process
In the context of physical chemistry a phase diagram can be understood as the
graphical representation of the equilibria between phases of compounds and so-
lutions of a chemical system as a function of temperature and/or pressure, and
the solute concentration.
Figure 6.1 shows a schematic binary phase diagram of a two component system
with a limited miscibility in the solid state, which consists of three discrete solid
solutions, namely α, β and γ. The first two phases denominate the homogeneity
region of the components A and B, respectively, with small amounts of the op-
posite component in solution. The latter one, γ, represents the homogeneity
Figure 6.1.: Example of a binary phase diagram with an incongruent melting phase
γ. Inset: The distribution coefficient is set constant by assuming straight liquidus and
solidus lines.
6.1. Principles of Crystal Growth
region of the chemical compound X, described by the formula A1−x±δBx∓δ, where
δ describes a possible over- or under-doping deviation. The compound X has
a so called incongruent melting behavior, since it decomposes at the peritectic1
temperature into the B-doped α-phase P2 and a melt of the composition CT .
An equilibrium point with melt of the same composition does not exist for this
compound.
The intersection points of isotherms with the liquidus and solidus lines indicate
which liquid and solid phases with compositions CL and CS are in equilibrium.
The respective temperature specifies the melting temperature TM , which is a
function of the liquid composition. The ratio between the liquid and solid com-
positions defines the so called distribution coefficient :
k =
CS
CL
. (6.1)
The concentration of the solute in the melt is higher than in the solid phase when
k < 1. This is the case for all phases shown in figure 6.1, when considering the
component B as the solute in the phases α and γ, or component A as the solute
in the phase β. If a melt with a solute concentration CL is cooled down, solid
material with a lower solute concentration CS solidifies at the liquidus line, leading
to a progressive solute enrichment of the melt. In the concrete case of a directional
solidification of a melt, realized for instance by a moving temperature gradient
along an elongated (e.g. cylindrical) melt volume, as shown schematically in
figure 6.2a, the change of the solute concentration in the melt reads [157, 158]
CL(g) = C0 · (1− g)(k0−1), (6.2)
with g the quotient of the solidified volume VS and the total volume Vtotal,
i.e. g = VS/Vtotal, and C0 the initial concentration of the liquid phase. note
that (for the sake of simplicity) the distribution coefficient was set constant
k0 = k = CS/CL, situation which is realized for instance by considering straight
liquidus and solidus lines (inset of figure 6.1). For k0 6= 1 equation (6.2) describes
a continuous change of the solute concentration in the melt (a solute enrichment
for k0 < 1) and, according to CS = k0 ·CL, in the solidified material as well (figure
6.3). It is possible to reduce this effect by making g small, i.e. to grow small
amounts of material out of comparatively large melt volumes.
6.1.2. Zone Melting Technique
A method that can avoid the appearance of concentration gradients during the so-
lidification process is the so called zone melting technique, which involves moving
a small melt zone along a solid rod, as shown in figure 6.2b. The zone, created by
1In a two component system the peritectic point corresponds to an invariant point in the
phase diagram where a liquid and a solid phase (T and P2 in figure 6.1) react at a fixed
temperature (the peritectic temperature) to form a single solid phase (X in figure 6.1).
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Figure 6.2.: Schematic representations of a directional solidification (a) and the zone
melting technique (b). TM denominates the melting temperature and T (x) the tem-
perature profile (indicated by the dashed lines.).
local heating, is confined to an extension l much smaller than the total rod length
L. The translation of the zone along the rod causes material to melt at one zone
boundary and to recrystallize at the solidification front. The principles of the zone
melting were established 1952 by Pfann [159], although the method was already
used in earlier years [160, 161]. An important advantage of this method is that,
for k < 1, impurities accumulate in the melt guarantying a higher crystal purity.
The following mathematical considerations following assumptions are made: a
constant distribution coefficient k0, a constant zone volume during the whole
process, a homogenous zone composition at all times, no diffusion in the solid,
nor at the solid-melt-interface, an isolated system, i.e. material conservation (no
evaporation, etc.) and a homogenous rod composition C0. The beginning of the
growth process consists in the creation of the liquid zone at x = 0 by local melting
of the feeding rod. The initial solute concentration in the melt is CL(0) = C0,
from which material with the solute concentration CS(0) = k0CL(0) is deposited
at the solidification front. The displacement of the zone by a distance dx results
in the solidification of material with an amount of solute ∝ k0CL(x)dx, while at
the same time material with different amount of solute ∝ C0dx melts into the
zone. The effective change of the total amount of solute in the melt is described
by2
dm = (C0 − k0 · CL(x))dx. (6.3)
Considering the solute concentration in the melt as being CL = m/l and the initial
condition CL(x = 0) = C0, Eq. (6.3) can be solved leading to the expression [157]
CS(x) = C0
{
1− (1− k0) · exp
(
−k0
l
· x
)}
, (6.4)
shown schematically in figure 6.3 for k0 < 1. In contrast to the normal solidifica-
tion process, given by expression (6.2), the solvent zone method reaches a stable
2note that equation 6.3 is one dimensional (no rod cross-section is considered), wherefore the
‘volume’ possesses the unity of length.
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Figure 6.3.: Distributions of the solute concentrations CS(x) for the directional so-
lidification method and the zone melting method.
state: for large x the composition of the solidified material approaches the rod
composition,
limx→∞CS(x) = C0, (6.5)
and the zone concentration stabilizes at CL = C0/k0.
In the real zone melting process not all the assumptions made to derive expression
(6.4) are realized. In general the distribution coefficient k is dependent on the
melt composition, k = f(CL). In fact, the consequence is a (slight) deviation
from the solute distribution described by equation (6.4). For the steady-state,
though, the limiting case (6.5) is still valid. The zone volume, on the other
hand, varies in a real experiment with the change of the zone composition and,
respectively, of the melt temperature TM (not to mention the intervention of the
crystal grower). Nevertheless, once the growth stability is achieved, the zone
volume stays constant. In general it is necessary to consider the loss of material
from the melt by evaporation, however, this effect is negligible for the cuprates
studied in this work and will not be further discussed here. Another aspect that
is not realized in the real experiment is the homogeneity of the zone composition.
One of these inhomogeneities arises at the solidification front, where the rejection
of solute into the melt (for k < 1) causes an accumulation of the solute material.
While in the bulk of the liquid the main homogenization processes are diffusion
and convection, at the liquid-solid interface, only diffusion plays a role in the
mechanism of solute transfer, since there the convective velocities become very
small. To describe this effect, it is possible to define an effective distribution
coefficient [163]
keff =
k
k + (1− k) exp(−vδ
D
)
, (6.6)
with D the diffusion constant, v the crystallization rate and δ the characteristic
thickness of the diffusion boundary layer ahead of the solidification front. The
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Figure 6.4.: a) Distribution of the solute concentration CL(s) and b) the respective
profile of the melting temperature TM (s) at the solidification interface (for k0 < 0).
CL(s) is related to the effective distribution coefficient keff (equation 6.1) by the relation
keff = CS/CL(∞). The dashed surface (TM (s) > II) corresponds to the regime, where
constitutional supercooling takes place. (modified from [162]) c) Typical cellular solid-
liquid interface in presence of constitutional supercooling.
existence of such a concentration gradient at the solidification front evokes an
additional problem: the constitutional supercooling. Related to the solute con-
centration gradient, described by CL(s) (where s is the distance from the solidi-
fication front), is a variation of the melting temperature TM(s) along the liquidus
line (figure 6.4b). Assuming a straight liquidus line, i.e. with a constant slope
dTL/dCL = mL < 0, one can express TM(s) = T
∗ +mLCL(s), with T ∗ a known
fixed temperature along the liquidus line. If the melt temperature T (s) lies un-
derneath TM(s) (II in figure 6.4b), an instability of the melt at the solidification
boundary in form of a cellular interface appears (figure 6.4c). This process is the
so-called constitutional supercooling. If on the other hand, the temperature T (s)
lies above TM(s) (I in figure 6.4b), the interface is stable. The criterium for a
stable solidification boundary is the Tiller-criterium [164]:
dT
ds
≥ mLvC0(k0 − 1)
Dk0
. (6.7)
Since the temperature gradient dT/ds is determined by the geometry of the
growth equipment, the only free changeable parameter to fulfill the Tiller-
criterium is the growth velocity v, which has to be lowered in the presence of
constitutional supercooling.
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6.1.3. Traveling Solvent Floating Zone Method
The growth of a crystal of the incongruent melting compound X, shown in the
phase diagram of figure 6.5, has to be done from a melt of different (constant)
composition CT along the peritectic line PT. One possibility to realize such a
growth is the already discussed zone melting technique. Because the melt plays
practically the role of a solvent in the growth of an incongruent system, the tech-
nique is also designated as ‘The Traveling Solvent Zone Method’. Additionally
it is possible to realize crucible-free growth, i.e. one takes advantage of the melt
surface tension to confine it between two vertical rods (feed rod and crystal),
avoiding in such a way possible contamination from the crucible material (see
also figure 6.13). This so called ‘floating zone’ method was proposed for the first
time by Keck and Golay [165] for the growth of (congruent melting) silicon.
Together, all of these aspects lead to the widely used ‘Traveling Solvent Floating
Zone Method’ (TSFZ-method), which is one of the most suitable crystal growth
methods for a wide range of high temperature melting and highly reactive com-
pounds (as for instance the cuprates), for which no non-reactive crucible material
is available.
The Stabilization Process
The melt zone is created by locally heating a polycrystalline rod of the compo-
sition X (P’ in figure 6.5). By translation of the melt zone along the feed rod,
material of the A-rich α-phase solidifies at the lower zone boundary, while at the
same time material from the feed rod of the composition X melts into the zone.
Effectively the zone becomes enriched with component B until it reaches CT and,
Figure 6.5: Left: Extract of
the phase diagram shown in fig-
ure 6.1. Right: Scheme of the
first grown phases starting with
a melt of composition X (posi-
tion P’).
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instead of the phase α, material of the composition X solidifies along the peritectic
line PT. Once this situation is reached, no further change of the zone compo-
sition takes place, since the feed material and the crystalized material possess
identical composition. Another possibility to initiate a TSFZ-growth (supposing
the phase diagram is known) is to create the zone from a (solvent) pellet, that
already possesses the correct composition CT , allowing quick establishment of the
steady state.
In fact the phase γ can be grown from any melt composition lying between CT
and the eutectic composition3. However one should keep in mind, that in general
the exact compound X can only be grown at the peritectic point, since for all
other compositions along the liquidus line TE a deviation of x in A1−xBx by +δ
may be present (which is the case for the γ phase shown in figure 6.5). Fur-
thermore, melt compositions near to the eutectic point may ease constitutional
supercooling. Hence, the ideal melt composition is the peritectic composition CT .
The practical realization of a TSFZ-growth will be discussed in section 6.3,
after the phase diagrams of importance for the cuprate materials grown in this
work have been introduced in the next section.
6.2. Phase Diagrams
For the growth of any material it is crucial to know and understand the respective
phase diagrams. In the following the cuprate phase diagrams of interest for this
work will be presented and briefly discussed. Common to all substances grown
in this work is an incongruent melting behavior and an oxygen deficient melt.
6.2.1. Cu-O
Figure 6.6 shows the calculated phase diagram of CuO [166] completed by ex-
perimental data for the liquidus lines. At oxygen pressures & 1 bar CuO melts
incongruently under the release of oxygen into an oxygen poorer melt:
2CuO︸ ︷︷ ︸
solid
→ 2CuO1−δ︸ ︷︷ ︸
liquid
+ δO2︸︷︷︸
gas
. (6.8)
Calculations predict a transition from an incongruent to a congruent melting
behavior at the critical oxygen pressure pO2 = 1268 bar [166]. At low oxygen
pressures . 0.1 bar (for instance in air) CuO first ‘decomposes’ (under the release
of oxygen) into Cu2O, which, in turn, melts incongruently under the absorption
of oxygen.
3An eutectic mixture is the one with the lowest possible melting temperature (the eutectic
temperature) in a two component system. At the eutectic point (E in figure 6.1) all the
constituents crystallize simultaneous.
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Figure 6.6.: Phase diagram of the Cu-O system as calculated in reference [166] for
pO2 = 0.1, 1, 10 bar (solid lines) and pO2 ≈ 1268 bar (dashed lines). The experimental
data for the CuO and Cu2O liquidus lines included in the plot are from [167] (circles)
and [168] (squares). The dashed part of the CuO liquidus line is regarded as speculative.
[166]
6.2.2. SrO-CaO-CuO
6.2.2.1. The Pseudo Binary SrO-CuO System
The phase diagram for the (pseudo-) binary SrO-CuO system is shown in figure
6.7 for air atmosphere at ambient pressure [169]. Under these conditions three
ternary solid phases are stable, namely Sr2CuO3, SrCuO2 and Sr14Cu24O41, all
of them exhibiting an incongruent melting behavior. Sr2CuO3 decomposes at
1220◦C into the high melting SrO (TM = 2420◦) and a melt with an approx. Sr
to Cu ratio of 1 : 1. SrCuO2 decomposes at 1080
◦C into Sr2CuO3 and a melt
with a Sr to Cu ratio of approx. 4 : 6. Sr14Cu24O41 decomposes at 975
◦C into the
SrCuO2-phase and an approx. 85 mol% Cu rich melt. Both Sr2CuO3 and SrCuO2
possess rather large temperature windows where the solid-liquid equilibrium is
present, while in the Sr14Cu24O41 case this window gets very small
4. This means
that the growth of the Sr14Cu24O41 compound from the melt is limited to a
very narrow melt composition, while in the case of the first two substances the
variation of the melt composition is less critical.
4Some works do practically not distinguish between the peritectic temperature of Sr14Cu24O41
and the eutectic temperature. According to Liang et al. [170] both temperatures coincide
at 960◦, while Roth et al. [171] indicate 955◦C for both temperatures.
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Figure 6.7.: Phase diagram of the pseudo-binary SrO-CuO system in air [169].
In analogy to CuO the melting of Sr2CuO3, SrCuO2 and Sr14Cu24O41 is also
incongruent in respect to the oxygen content, i.e. the equilibrium melt is oxygen
poorer than the stoichiometric compounds5.
6.2.2.2. The Binary CaO-CuO System
The phase diagram of the pseudo-binary CaO-CuO system is shown in figure 6.8
[171]. In contrast to the SrO-CuO phase diagram, the CaO-CuO phase diagram
is missing the Sr14Cu24O41 equivalent Ca14-phase. The CaCuO2 phase appears
as a low-temperature phase and cannot be grown from the melt. In fact, the Ca
stoichiometry in this substance deviates from 1 and the correct notation reads
Ca1−δCuO2. At ambient pressure Siegrist et al. [173] and Singh et al. [174]
find δ = 0.2, while at higher pressures, Kazakov et al. [175] find δ = 0.17
(pO2 = 500 bar)
6. The Ca2CuO3 melts incongruently and can be thereby grown
directly from the melt, in analogy to the Sr2CuO3 case. Another compound that
can be grown from the melt is CaCu2O3, which however becomes unstable below
5‘Drop experiments’ carried out by Behr et al. for different cuprate compounds show that the
solidified melts possess a strong deficiency of oxygen [172].
6For δ = 0.2 the formula can be rewritten as Ca4Cu5O10 corresponding to the superstructure
of the material [173]. note that the structure of this material differs from the SrCuO2
structure.
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Figure 6.8.: Phase diagram of the pseudo-binary CaO-CuO system [171]. The authors
do not specify for which atmospheric conditions the phase diagram is valid. The ratios
x:y (with x and y either 1 or 2) correspond to the phases CaxCuyOx+y.
985◦C. For both substances only a very narrow primary crystallization field is
available.
6.2.2.3. The Ternary SrO-CaO-CuO System
The connection between the SrO-CuO and CaO-CuO systems is given by the
ternary SrO-CaO-CuO phase diagram. An isothermal section at 950◦ in air is
shown in figure 6.9. Three distinct solid solutions and one discrete phase of com-
position Sr0.15Ca0.85CuO2 are present. The binary compound (Sr1−xCax)2CuO3
shows a continuous solid solution over the whole range 0 ≤ x ≤ 1. In the
case of the Sr1−xCaxCuO2 phase the solubility of Ca is limited to x . 0.75.
The additional discrete value at x = 0.85 is related to a compound, which dif-
fers structurally from SrCuO2 [171]. Lin et al. [176] was able to synthesize
(Sr1−xCax)2CuO3 up to x = 0.83. For the Sr14−xCaxCu24O41 series the maximum
solubility of Ca shown in figure 6.9 is x ≈ 7. This limit can be shifted to higher
values by increasing the oxygen pressure. Uehara et al. were able to prepare poly-
crystalline samples with x = 13.6 Ca concentration at a total O2/Ar-pressure of
2000 bar and a partial O2 pressure of 400 bar [133]. More recently, Kazakov et
al. managed to synthesize the pure Ca14Cu24O41 at an oxygen pressure of 500
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Figure 6.9.: Phase diagram of the ternary SrO-CaO-CuO system at 950◦C in air [171].
Red dots indicate the composition of the successfully grown crystals.
bar [175]. Ammerahl et al., on the other hand, were able to grow single crystals
with Ca concentrations up to x = 12 [177].
None of the above mentioned solid solutions show a doping dependent struc-
tural phase transition at ambient pressure.
6.2.3. SrO-LaO-CuO
The phase diagram of the 1
2
(La2O3)-SrO-CuO system at 1bar oxygen pressure is
shown in figure 6.10. For Sr14Cu24O41 the substitution of Sr by La is possible
up to 35%. Earlier studies [179] find a maximum substitution of 50% in air for
a phase identified as possessing a (Sr,La) to Cu ratio of 2:3, probably the later
correctly identified 14:24 compound. In the present work only the phase diagram
shown in figure 6.10 was considered. Another solid solution present in this system
is La8−xSrxCu8O20−δ with 1.6 ≤ x ≤ 2.0, denominated as a) in figure 6.10. Other
works report 1.28 ≤ x ≤ 1.92 in air [180, 181].
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Figure 6.10.: Phase diagram of the ternary 12(La2O3)-SrO-CuO system at 950
◦C
under 1 bar of oxygen pressure. a), b) and c) correspond to the phases
La8−xSrxCu8O20−δ with 1.6 ≤ x ≤ 2.0, La2−xSr1+xCu2O6+δ with 0.05 ≤ x ≤ 0.15,
and La1+xSr2−xCu2O5.5+δ with 0.05 ≤ x ≤ 0.15, respectively. In Sr14Cu24O41 the Sr
can be substituted up to approximately 35% by La, corresponding to Sr9La5Cu24O41.
La2−xSrxCuO2 has a maximum x = 1.34. [178]. The (red) dots indicate the composi-
tions of the single crystals successfully grown in this work (refer to section 6.4). The
(red) triangles represent the second phase inclusions (La8−zSrzCu8O20−δ with z ≈ 3
and z ≈ 3.5) present in the crystals La4Sr10Cu24O41 and La5Sr9Cu24O41, respectively.
Details are given in section 6.4.3.
6.2.4. Zn-doping of Sr14Cu24O41
The possibility of doping Zn on the Cu site in the Sr14Cu24O41 compound was
reported by Ammerahl [118]. Using an oxygen pressure of 3 bar Sr14Cu24−zZnzO41
single crystals were grown for z = 0.5 and z = 0.75, while for z = 1 second phases
were found in the single crystalline matrix, suggesting the maximal Zn-solubility
to lie in the interval 0.75 ≤ z < 1. For values lower than z = 0.75 a continuous
solubility of Zn is to be expected.
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6.3. Experimental Realization of the TSFZ-Method
The success of the crystal growth depends not only on the process itself, but
additionally on a technological chain preceding the growth, consisting of the syn-
thesis of the polycrystalline material and the adjacent production and treatment
of polycrystalline feed rods. Also an aftertreatment of the grown crystals may in
some cases be important for the improvement of the crystal quality. The crystal
characterization is another important task in the production of crystals, on one
hand to verify the crystal quality, on the other to review and correct eventual
aspects of the growth process.
This section addresses some general practical aspects concerning the different
stages of the crystal growth and after-growth examination and treatment, giving
a special attention to details related to the characteristics of cuprate materials.
6.3.1. Furnace
For the growth of the strontium cuprates by the traveling solvent floating zone
technique a four-mirror furnace7 equipped with 300W lamps was used (figure
6.11). This device can be operated at pressures up to 10bar of controlled air,
oxygen, argon or composed atmospheres and allows flux rates 100 cm3/min for
oxygen and 1 l/min for argon, at ambient pressure as well as under pressure. It
is equipped with an external turbo pump, guaranteeing an effective evacuation
of the growth chamber. The upper and lower shaft, to which feed and seed
rod are attached, can rotate in opposite directions with rates ≥ 1 rpm up to
approximately 40 rpm. The mirrors can perform vertical translations with stable
velocities (which correspond to the growth rates) in the range of 0.1− 10mm/h.
The upper shaft can perform an additional vertical translation, that allows a
controlled adjustment of the radius of the growing crystal. A total distance of 16
cm is available to translate the mirror platform, allowing the growth of crystals of
the same length. A video monitoring allows the direct observation of the crystal
growth.
6.3.2. Reactivity of SrCuO2 and Sr2CuO3
Both SrCuO2 and Sr2CuO3 react with with CO2 and H2O forming carbonates and
hydroxides, the latter one being the most likely reaction [182–184]. The reactivity
of SrCuO2 is relatively low, making the handling of SrCuO2 powders and samples
rather unproblematic. Sr2CuO3, on the other hand, reacts rather strongly with
water, which complicates substantially the handling of this compound. To give
an idea, during rainy days, a cubic millimeter sized Sr2CuO3 single crystalline
sample would not last longer than than one day if exposed to air, while, under
the same circumstances, a SrCuO2 sample would show evidence of first reaction
effects after approximately one week. Even the traces of water contained in
7“CSI FZ-T-10000-H-II-VP” from the Japanese company “Crystal System Inc.”
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Figure 6.11.: The optical furnace “CSI FZ-T-10000-H-II-VP” from the Japanese com-
pany “Crystal System Inc.” used in this work. At the center the platform with the four
mirrors which can be lowered and raised by a total distance of 15 cm. On the top the
upper shaft attached to a movable platform, on the bottom the fixed lower shaft. On
the right the control panel.
alcohol, acetone, and other chemicals, is sufficient to create a hydroxide surface on
Sr2CuO3 samples. Both compounds react with H2O to form the violet SrCu(OH)4
and the light blue Sr2Cu(OH)6 [185], respectively, the latter reaction being highly
exothermic. Interesting is the fact, that these reactions are reversible. In some
works SrCuO2 and Sr2CuO3 are even produced from their hydroxide precursors
[186]. The practical meaning of this fact is the possibility to purify samples
from hydroxide (and eventually carbonate) contaminations by tempering them
at higher temperatures (refer section A.2).
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6.3.3. Feed Rod
The success of a crystal growth depends directly on the quality of the feed rod,
which should satisfy a series of prerequisites, such as a high density, a well defined
geometry and a high level of homogeneity. All of these aspects are important to
guarantee a constant material flow during the growth process. Any variation of
either the rod density, diameter or chemical composition leads to a change of the
coupled parameters zone composition, melting temperature and zone volume, and
consequently to a disturbance of the growth equilibrium.
The importance of a high density, for instance, is mainly to avoid the
liquid zone to be soaked up by the rod during the growth process, but also
to avoid volume changes of the feed rod during heating. Concerning the rod
homogeneity, not only the density along the rod should be constant, but also
and especially the chemical composition should be identical for the whole rod.
The geometry of the rod is yet another very important aspect to be considered.
The rod should be perfectly cylindrical, i.e. with a constant diameter and no
curvature along its length. The cylindrical form of the rod assures a perturbation
free rotation about the furnace axis. The resulting good centering of the rod
in the lamp focus allows a regular and homogenous heating and melting of the rod.
To ensure the chemical homogeneity, special attention should be given to the
initial mixing of the chemicals and a repeated process of grinding and sintering
should be undertaken. An initial inhomogeneous mixture of chemical powders
typically leads in the first reaction to the creation of unwanted phases and
a homogenization at a later stage gets practically impossible. To control the
development of the reaction during the different grinding steps and to verify the
phase pureness, regular X-ray phase analyses were carried out. To ensure a high
rod density, a special attention was given in the last grinding step to make the
powder grain size as small as possible.
It is of interest to mention at this point, that in the case of the strontium
cuprates the reaction of the raw materials does not directly result in the desired
product, i.e. the synthesis of the final compound happens through a series of
intermediate reaction steps, e.g., for the synthesis of Sr2CuO3, departing from a
SrCO3 and CuO of 2:1 mixture, the reaction path is typically as follows: SrCO3,
CuO ⇒ Sr2CuO2CO3 ⇒ Sr14Cu24O41 ⇒ SrCuO2 ⇒ Sr2CuO3.8 Considering the
relatively high melting temperatures of SrCO3, CuO and Sr2CuO3, one would
suppose, that also the calcination temperature can be set as high, which is wrong,
if one takes into account, that some intermediate reaction substances have a
lower melting temperature. To avoid the creation of melt and consequently the
contamination of the powder sample with crucible material, it is crucial, that
the calcination temperature is kept lower than the lowest melting temperature
of the intermediate compounds during the calcination process.
8Please note, that the arrows are not to be understood in the context of a chemical reaction.
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Two methods were used to manufacture rods. In a somewhat more ‘traditional’
method, the previously grounded powder is poured into a flexible rubber tube9,
which is than manually shaken or struck against some hard surface to increase
the powder density. Although this method is typically used, it has its disadvan-
tages. The repeated action of an irregular distributed force on the tube leads to a
separation of the powder with different grains sizes leading to density irregularity
and, consequently to an additional deformation of the rod during the later sin-
tering procedure. Additionally, an ideal regular cylindrical shape of the tubes is
not always achieved. A better solution is a mechanical one, in form the of a small
‘vibration’ machine developed during this work. This apparatus possesses a cylin-
drical hole with a slightly higher diameter than the tube. It can be evacuated,
forcing the tube walls to fit its well defined cylindrical geometry. While filling
the tube, a regular and centered hammering of the cylinder takes place, ensuring
a homogeneous distribution of the powder (grain sizes) in the tube. This second
method yields rods with much better density homogeneity and geometry than the
initially used manual method. Once the tube is filled, it is closed with a silicon
cap and air evacuated using a syringe attached to a vacuum pump. The pressing
takes place in a hydraulic press. Rods were pressed at 500 bar using a manual
hydraulic press or at pressures higher than 1000 bar using an electric hydraulic
press. While the first ones did not exhibit the necessary density to avoid some
soaking of melt to happen during the growth process, the rods pressed at higher
pressures possessed densities high enough to impede the effect. In a final stage,
the rods were sintered again for a few days at higher temperatures and eventually
at temperatures near the melting temperature using a vertical furnace, in which it
was possible to hang the rod freely, avoiding crucible contact. note that possible
temperature gradients during the sinter process may also lead to the deformation
of the rods or even to a phase decomposition, as it was observed in some cases
for some cuprates.
6.3.4. Solvent Choice
The correct choice of a solvent for a certain growth of an incongruent melting
phase depends largely on the accuracy of the available phase diagram, i.e. of the
peritectic temperatures, compositions and the shape of the liquidus line (Refer to
section 6.1.3). The choice of the solvent composition is therefore an approximated
one. Besides the analysis of the phase diagram, some additional criteria play a
role in the choice of the solvent composition, as it will be discussed for the case
of the strontium cuprates.
The phase diagram of importance for all cuprates grown in this work is the
SrO-CuO phase diagram shown in figure 6.7. One can directly extract from the
9These are latex tubes with one closed end produced by the Parisian company Piercan. Typical
dimensions used for the rod production: length 8-12 cm, diameter 6-10 mm, wall thickness
0.5-2 mm.
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phase diagram, that for the growth of the SrCuO2 phase, for instance, any solvent
composition ranging approximately from 60% to 80% Cu contents can be used,
or considering the more realistic case of an finite homogeneity region for this
compound (which is ignored in the phase diagram), the choice of the composition
of the solvent pellet should fall on the melt composition corresponding to the
peritectic point at 1080◦, with a Sr to Cu ratio of roughly 14:24. In practice
however, this choice may not be always the best one. For example, it cannot be
ruled out that the first amount of Cu-rich melt, created during the heating process
of an Sr14Cu24O41 pellet, is soaked partially (or even completely) up by the rods,
leaving Sr-richer material with a higher TM behind. The necessary increase of the
lamp power, to melt the Sr-rich remainders of the initial solvent pellet, enhances
a further diffusion of the liquid into the rod worsening the situation.
In another situation the attempt to grow Sr2CuO3 starting from a SrCuO2
solvent turned out to be unsuccessful. For still not understood reasons, the
SrCuO2 pellet could never be completely melted
10, impeding the creation of a
zone. A more detailed discussion concerning this subject can be found in section
6.4.2 in the context of the Sr2CuO3-growth.
For other strontium cuprates, such as the La14−xSrxCu24O41 or the Ca-doped
SrCuO2, the exact peritectic decomposition is not really known. A rough
estimation of the solvent composition can only be done on the basis of the
SrO-CuO phase diagram.
In an attempt to avoid the majority of these problems, CuO can be chosen as
the initial solvent material. By doing this, one approximates the stable growth
zone concentration coming always from the lower melting temperature region of
the phase diagram (near to the eutectic point)11. If not prejudiced by other
circumstances, this proceeding turned out to result always in successful growths.
The only disadvantages related to it are the longer periods of time necessary
to achieve a steady-state growth and respectively for the formation of a single
crystal, and the impossibility to start the growth from on a single crystalline
seeds. Nevertheless, this method proved to be very effective and was widely used
during this work.
6.3.5. Growth Setup
Figure 6.12 shows schematically the setup of an optical TSFZ-furnace. The feed-
ing rod is hung on the upper furnace bar using a high-temperature resistant
canthal wire. The hanging should stay flexible to allow the feeding rod to follow
10Due to geometrical issues, the use of more powerful lamps was not taken into account in this
case.
11note that the melting behavior of the CuO pellet depends strongly on the applied atmospheric
conditions (confer the Cu-O phase diagram in section 6.2.1). At 1 bar oxygen pressure the
melting typically begins at the contact surface between the CuO pellet and the Sr-rich rod,
since here the melting temperature is the lowest one.
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Figure 6.12.: Schematic representation of an TSFZ-furnace.
possible movements of the crystal and the melt during the growth. A second
rod is attached to the lower furnace bar. In both cases, special attention should
be given to the centering of the rods along the furnace axis. Finally the solvent
pellet is positioned on the lower rod.
6.3.6. The Oxygen Issue
There are two different ways to prepare an oxygen atmosphere in the growth
chamber. In the first variant an oxygen flux is established in the growth chamber
in order to ‘clean’ it from air. The maximum possible oxygen flux rate available
in the CSI furnace is 100 cm3/min, i.e. 6 liters per hour. The estimated volume
to be purged lies around 5 liters. This means, that to purge the chamber with at
least twice this volume a waiting time of approximately 2 hours has to be taken
into account.
The second method consists of evacuating the growth chamber before letting
the oxygen in. Vacuum values of the order of 10−4 mbar can be achieved using a
turbo pump.
Comparing both methods it is in some way obvious, that the second one is
the better one, since a pre-evacuation of the growth chamber guarantees a much
better pureness of the oxygen atmosphere. In the case of the first method it
would be wrong to assume that after two hours purging no air remains in the
chamber. Correctly one should talk about a oxygen rich gas mixture, since the
exact atmosphere composition is in fact unknown.
From the two CSI furnaces used during this work, one was not equipped with a
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turbo pump12, so that only the first method was available. Although this variant
does not guarantee the best oxygen atmosphere, apparently it does not have
a substantial effect on the quality of the cuprate crystals. Nevertheless, both
methods do differ at one decisive point. As discussed before, the incongruent
melting of the strontium cuprates is accompanied by an additional oxygen release
(Refer to section 6.2.1). This fact, combined with a pure oxygen atmosphere
(which is realized in the second method), results in the accumulation of oxygen
in the melt, since there is no diffusion potential forcing the oxygen to leave it.
An equilibrium state is created and an oxygen bubble forms in the melt. This
situation is surely catastrophic for the growth of any crystal. The solution found
to avoid this effect was to create a non-pure oxygen atmosphere by mixing a
certain percentage of Argon13. By doing this, the partial oxygen pressure in the
chamber is reduced and a driving force for the diffusion of the oxygen bubble into
the surrounding atmosphere is generated. In fact, it is possible to observe in the
experiment how the oxygen bubble in the melt disappears within seconds after
turning on the Ar flux.
It should be mentioned, that the ‘bubble’-effect is present at any pressure
accessible with the CSI furnace, as long as the partial oxygen pressure is not
slightly reduced by mixing it with a second gas.
Returning to the first method of the chamber preparation, it turns out that
the ‘bubble’-effect was practically never observed. This points to the fact, that
the atmosphere built up by this method was never just composed by oxygen, but
also by some additional remainders of air, avoiding the bubble creation.
6.3.7. Growth Control
Control of the crystal growth is done by monitoring the solvent zone geometry
using the video display integrated in the CSI furnace. Correct interpretation
of the evolution of the zone geometry allows effective adjusment of the growth
parameters. A constant zone geometry corresponds to a steady-state growth.
Although there is no well-established recipe how to handle a TSFZ-growth (there
are too many variables involved in the process), there are some general rules one
should consider.
The geometry of the liquid zone is dictated by the diameter drod of the feeding
rod and the diameter dc of the crystalized material, as well as by the value of the
surface tension σ. A typical zone geometry for oxides, which possess rather high
σ-values, is show in figure 6.13a or schematically in figure 6.13b. The smaller
diameter dc of the crystalized material is achieved by removing the feeding rod
from the zone at a certain velocity vrod < v, with v the growth velocity. In the
12The first growths were carried out in the installations of the Institute of Crystallogra-
phy,RWTH Aachen University.
13Unfortunately, the Argon flux controller at the CSI furnace does not allow an exact adjust-
ment of low fluxes. The fraction of Argon let into the chamber is estimated to be around
10% of the total gas flux.
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Figure 6.13.: a) Liquid zone and schematic representation of the temperature profile.
b) The curvature of the liquid zone, expressed by means of the angle θ, is a good
indicator of the melt temperature T . The ideal case of a temperature T slightly higher
than the melting temperature TM is given, when the lower part of the zone possesses
the same surface geometry as the crystalized material (θ ≈ 0). For the case where T
is much higher than TM , θ > 0, the surface tension σ decreases substantially and may
become to small to hold the zone: the zone may tear apart and the melt may even
swash away.
case of the cuprates v is of the order of magnitude 1 mm/h. In the stable state
the zone height lZ ≈ dc.
The shape of the zone is related to the surface tension σ. The higher the
temperature, the lower the surface tension, the nearer the zone temperature is to
the melting temperature TM . At a certain critical upper temperature T À TM
the surface tension is not able to confine the liquid zone: the melt flows away.
To avoid this, it is favorable to keep the zone temperature slightly above the
melting temperature TM . An indication of how ‘hot’ or ‘cold’ the melt is, comes
from the geometry of the zone, for instance by means of the angle θ between the
lower part of the zone and the surface of the crystallized material, as depicted
in figure 6.13b. A bigger angle θ > 0 corresponds to a higher surface tension
and respectively a higher temperature T > TM , while a vanishing angle θ = 0
corresponds to the ideal surface tension and temperature T ≈ TM . Figure 6.13b
shows the ideal geometry for a stable growth14.
The change of the zone length lZ at a constant lamp power corresponds to a
change of the melting temperature TM of the liquid zone, related in turn to a
modification of the melt composition. For the case of an increasing zone length
a reduction of the lamp power is necessary, and vice versa.
14note that the geometry shown in figure 6.13b is no prerequisite for a successful growth (it
depends for instance on vrod/v), although it turned out to be the most advantageous variant
to allow a correct interpretation of geometry changes of the zone.
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An additional possible (and usually necessary) intervention is the addition of
feed material to the zone by lowering the feed rod. This is mainly necessary when
the amount of melt gets sparse. Similarly, should the zone volume get to big, a
removal of the feed rod from the melt should be carried out.
Considering the typical low growth velocities for the cuprates of ≈ 1mm/h,
the stabilization period may take several hours (up to 24h). In fact, the growth
surveillance has to be continuous during the first few hours, since rapid changes
of the zone may occur. On the other hand, due to the low growth rates, it may
happen that the result of some intervention becomes only visible after a longer
period of time. Should the zone geometry remain almost unchanged during a
longer period of time, the surveillance may be restricted to that periodicity. If
the growth occurs without any changes after several hours and the feed rod meets
the quality criteria discussed above, the growth may persist for several days until
the feed rod is completely consumed.
6.3.8. Solid-Liquid-Interface
The strong anisotropy of the structure of the strontium cuprates is responsible
for the shape of the solid-liquid interface and the cross-section geometry of the
grown crystals. The best crystallization takes place along the strong Cu-O bonds
(i.e. along the chain and ladder structures, for instance) and the most unfavor-
able perpendicular to the Cu-O layers. Therefore, the orientation that survives
during the grain selection is the one with the Cu-O bonds showing along the
growth direction, since for all other orientations, the growth of respective grains
is stopped at the crystal boundary. Thus, the crystallographic axis corresponding
to the low-dimensional Cu-O structures (this is the c-axis for Sr14Cu24O41 and
SrCuO2, and the b-axis for Sr2CuO3) generally does not deviate more than a few
degrees from the growth direction, although exceptions do occur. The different
crystallization affinity of the remaining two perpendicular directions is respon-
sible for the development of an elliptic shape of the crystal cross-section, with
the minor axis showing perpendicular to the Cu-O-layers (as it is the case for
the cross-sections shown in figures 6.23a and 6.24). Consequently, also the shape
of the solid-liquid interface is dictated by the elliptic shape of the cross-section,
which due to the radial temperature gradients, adopts the form of a saddle.
6.3.9. Characterization of the Crystals
Before any characterization can take place, the crystal has to be prepared appro-
priately, i.e., cut, polished and possibly other treatments.
The first steps in the characterization of a crystal are analyses of polished
surfaces under a polarized light microscope15, which allow the identification of
second phases, composition inhomogeneities and the orientations of domains,
or the identification of single crystallinity. For this, transversal cross-sections
15Carl Zeiss Axiovert 25 microscope equipped with a digital camera for image caption.
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are taken, using a diamond wire saw16, which are then polished. In a sec-
ond step, the same surfaces are examined in a scanning electron microscope
(SEM)17 and chemically inspected using an integrated energy dispersive X-Ray
(EDX) analyzer. Since the EDX-analysis is less accurate for lighter elements, a
CuO-standard was used for the determination of the oxygen and copper contents.
Since it is problematic to handle some of the strontium cuprates produced in
this work, in particular Sr2CuO3 and SrCuO2, some details will be given about
which precautions to take. Because of the reactivity with water (which is very
high in the case of Sr2CuO3), water free lubricants should be used for cutting
and polishing. For the same reason, their storage should occur in dry boxes
or in Argon-boxes. Some mounting materials react with these compounds, the
only unproblematic solution being a cold-setting resin18. The layered nature of
these materials, and respectively their easy cleavage, represents an additional
difficulty in their handling, i.e. whenever cutting, polishing or embedding,
special attention should be given to keep stresses on the sample low. The use of
ultrasonic cleaning, for instance, should be avoided completely, since it breaks
the samples completely apart. Best polishing of the samples resulted when
the polishing plane corresponded to the structure layers, otherwise a constant
cracking of the sample surface takes place. The only polishing sequence found,
which avoids this problematic to some extent, is the water-free polishing system
MD-LargoTM with the respective DP-Diamond Suspension from Struers.
For the preparation of samples for physical measurements, the crystals are
oriented using a Laue X-ray diffractometer and cut using a wire saw.
6.4. Single Crystal Growth
6.4.1. Sr1−xCaxCuO2
The starting material was prepared by solid state reaction of stoichiometric
amounts of SrCO3, CaCO3 and CuO for the Sr1−xCaxCuO2 compositions with
x=0, 0.0125, 0.025, 0.05, 0.1. The material was calcined several times (around
4 times) at 900◦ for 24 h, with intermediate grinding steps and X-ray phase
analyses. The growths were carried out with typical parameters, as listed in
table 6.1.
The first SrCuO2 crystal was grown starting with a CuO pellet as initial solvent.
The stabilization of the zone took approx. 12 h (equiv. to 1.4 cm grown material)
16Well Diamond Wire Saws, Inc., Model 4240 with a wire diameter of 23 µm.
17SEM images deliver complementary information to the optical ones, as demonstrated in figure
6.24. In addition, SEM images possess a much higher resolution compared to the optical
ones.
18Struers EpofixTM.
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P1B1 0 6.5 4.5 8.5 (5.5) CuO 20 30/30
P1B2 0 6.5 4.5 8.5 (5)† 7Cu:3Sr 30 20/20
P31 0 6 4 5 (2.5)† CuO 40 35/30
P47 0.0125 6 5 8.7 (6.1) CuO 100 15/15)
P32 0.025 6 4 6.7 (3.7) 7Cu:3Sr 30 20/20
P8 0.05 6 4 9.3 (6.3) 7Cu:3Sr 30 60/60
P14 0.1 7 4.5 10.4 (6.7) CuO 40 60/40
vcrystal = 1.2 mm/h; vrod= 0.4 mm/h; ambient pressure
Table 6.1.: List of successfully grown Sr1−xCaxCuO2 crystals with different Ca-
doping. Values in brackets represent single crystalline fraction of the grown crys-
tal. For the P47 growth the chamber was prepared by evacuation, in all other
cases just by oxygen flooding. All lengths are approximated values, those marked
with † are estimations.
and a single crystalline cross-section was reached after 24h. From the total growth
length of 8.5 cm, 5.5 cm were single crystalline.
A previous study19 of the first centimeter of solidified material shows that
during the first 4 hours of growth the Cu-rich Sr14Cu24O41 was solidified first,
and subsequently the SrCuO2 phase. This indicates, that the initial Cu-rich zone
composition had to be located between the eutectic and the first peritectic point
and was consecutively enriched with Sr to finally overcome the first peritectic
point and stabilize somewhere between the first and second peritectic points.
An analysis19 of the last zone indicates, that the melt composition possessed a
Sr to Cu ratio near to 3:7. On the basis of this information, the second grown
crystal was initiated with such a solvent composition. However, the stabilization
of the zone was not substantially accelerated, although one can assume that
the initial solidified phase was SrCuO2
20. In fact, the creation of the zone was
accompanied by the problems described in section 6.3.4. This is also true for all
other Sr1−xCaxCuO2 growth experiments which were started with a solvent of
Sr:Cu=3:7 composition. This means, the necessary ‘effort’ to stabilize the zone
starting with a ‘correct’ solvent composition is not reduced in respect to the
CuO variant.
One effect that was observed during the first two SrCuO2 growths was the
19Refer to [187].
20No chemical analysis was carried out in this case.
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Figure 6.14: Formation of a thin Sr14Cu24O41
layer on the surface of SrCuO2 single crystals,
covering just a few surface regions (a) or the
complete circumference (b). The arrows indicate
the growth direction.
appearance of a thin (i.e. a few µm thick) Sr14Cu24O41 layer on the surface of
the single crystalline SrCuO2 bulk (figs. 6.14 and 6.15). While in the case of
the first crystal the total amount of this second phase is limited to a few square
millimeters, the complete second half length of the second crystal is covered with
it. One possible explanation for this effect is poor mixing of the zone composition
at the lower boundary regions, related to the highly convex shape of the liquid
solid interface. Figure 6.15 shows such a convex interface for the SrCuO2 crystal
P1B1. Combined with a relatively low rotation of the rods (which is the case for
the growths P1B1 and P1B2), the ineffective mixing of the melt may have led to
an accumulation of Cu in the lower zone regions, causing Sr14Cu24O41 to solidify
locally. One solution to this problem is the reduction of the growth velocity
(Refer to section 6.1.2), giving the Cu more time to diffuse into the melt bulk, or
simpler, the increase of the rod rotation for better mixing.
A series of the Ca-doped SrCuO2 compounds were successfully grown, yielding
centimeter-sized single crystals, independently of the initial solvent composition.
Typically, cuprates grow along their strong Cu-O bonds, which in the case of
SrCuO2 corresponds to chain direction along the c-axis. Thus, the easy-to-cleave
a-c-surface lies along the crystal length. This situation was realized in the
growth of the Sr0.1Ca0.9CuO2 crystal: the crystallographic c-axis coincides in
such a way with the growth direction, that perfectly flat surfaces normal to
the b-axis and well defined edges along the a-axis were formed (figure 6.16).
Although this is the generic situation, in some cases the c-axis of the growing
crystal deviates substantially from the growth direction. Such cases are shown
in figure 6.17. One of the most important problems related with this situation
is the formation of an asymmetric solidification front, which can lead in the
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Figure 6.15: Top end of the SrCuO2 single crystal
P1B1 with a fraction of the quenched zone. The for-
mer liquid-solid interface is strongly convex. Arrows
indicate the thin layer of the Sr14Cu24O41 phase.
Figure 6.16.: Sr0.9Ca0.1CuO2 crystal with pronounced facets perpendicular to the
b-direction c) and edges along the a-direction b).
presence of disturbances to the loss of the liquid zone, as it was the case for the
SrCuO2 growth experiment shown in figure 6.17c.
Crystal Quality
For all the grown Sr1−xCaxCuO2 crystals no second phase inclusions or phase
irregularities were identified by polarized optical microscopy and the stoichiome-
tries were confirmed by EDX-analyses.
In addition to the EDX analyses, the exact Ca-contents was determined by ICP-
OES analyses21 [188] for the crystals Sr0.9Ca0.1CuO2 P14 and Sr0.975Ca0.025CuO2
21ICP-OES stands for ’Inductively Coupled Plasma Optical Emission Spectroscopy’ and is a
method which makes use of the characteristic emitted radiation of atoms, when they relax
from a higher electronic state (generated in a plasma) into their ground state, to determine
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Figure 6.17.: Pictures of the cleaved P47 Sr0.9875Ca0.0125CuO2 (a) and P32
Sr0.975Ca0.025CuO2 (b) single crystals, showing a strong inclination of the crystal ori-
entation in respect to the growth direction. The surfaces correspond to the crystallo-
graphic ac-plane. c) Interrupted growth of the SrCuO2 single crystal P31: due to the
steep of the ac-plane (solid line), a strong inclination of the solid-liquid interface was
induced, leading finally to the loss of the zone.
P32 . In the case of the Sr0.9Ca0.1CuO2 crystal, the measured Ca mass fraction
was of 2.28%±0.01%, which corresponds to less than half a percent deviation from
the nominal Ca mass fraction value of 2.25%. In the case of the Sr0.975Ca0.025CuO2
sample, the measured mass fraction was 0.58%±0.05%, which again corresponds
to a deviation from the nominal mass fraction value of 0.55% of the order of half
a percent.
The analysis of the oxygen content was carried out by the ‘carrier gas hot ex-
traction’ method [188, 189] for the samples P31, P32 and P14, corresponding to
doping levels x = 0, 0.025, 0.1. The measured oxygen mass fraction is approxi-
mately 1% lower than the nominal values expected for these substances.
6.4.1.1. The Structure Refinement of the Sr1−xCaxCuO2 Series
For the determination of the crystal structure and the Ca-content of
Sr1−xCaxCuO2 in the case of the three doping levels x = 0.025, 0.05, 0.1,
X-ray diffraction was carried out at the Institute of Crystallography, RWTH
Aachen University. For the Sr0.95Ca0.05CuO2 compound, powder, as well as single
crystal diffraction methods were used. The respective results were reported in
[187]. The cell parameter are listed in table 6.2.
In the case of Sr0.975Ca0.025CuO2 and Sr0.9Ca0.1CuO2 single crystal diffraction
was carried out by K. Sparta using a STOE-IPDS-2 diffractometer.22
Unfortunately, the Sr0.975Ca0.025CuO2 sample was not perfectly crystalline, as
quantitatively the amount of a certain element in a sample.
22Imaging Plate Diffraction System.
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Figure 6.18.: Different published cell parameters for Sr1−xCaxCuO2 in the doping
range 0 ≥ x ≥ 4. The filled (red) circles represent the cell parameters determined in
this work and listed in table 6.2. Sources: [138, 170, 176, 190–194]
apparently a second phase was present, worsening the quality of the reflexes and
making a reasonable structure determination impossible.
In the case of the Sr0.9Ca0.1CuO2 sample the diffraction and structure refine-
ment delivered satisfactory results, indication for the single crystallinity of the
used sample.
It is known from other calcium cuprates that the Ca atom may also occupy
Cu sites. A compound in which this occurs is for instance Ca1−xCu2+xO3 [195].
Considering this fact and in order to investigate this possibility in Sr0.9Ca0.1CuO2,
the occupation of the Cu-site by Ca atoms was allowed during the refinement
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Cell parameters
Sr0.95Ca0.05CuO2 Sr0.9Ca0.1CuO2
Orthorhombic - Cmcm(63)
a 3.559916±0.33 · 10−4 A˚ 3.544(1) A˚
b 16.309866±1.25 · 10−4 A˚ 16.303(7)A˚
c 3.909168±0.32 · 10−4 A˚ 3.901(1)A˚
Atomic positions in Sr0.9Ca0.1CuO2
atom X Y Z
Sr, Ca 0 0.330709 1/4
Cu 0 0.061114 1/4
O1 0 0.944098 1/4
O2 0 0.179358 1/4
Table 6.2.: Cell parameters of Sr0.95Ca0.05CuO2 and Sr0.9Ca0.1CuO2 determined by
powder and single crystal diffraction, respectively. Atomic positions of Sr0.9Ca0.1CuO2.
process. It turned out that such an occupation is absent and all Ca atoms occupy
Sr sites. However, one should keep in mind that the sizes of the Cu and Ca
ions are very similar, so that the distinction of these two elements by X-ray is
not obligatory. Therefore, these results should not be considered as a clear-cut
evidence for the absence Ca in the chain, but rather as an strong indication in
this direction.
Although the cell parameters correspond to literature values for the
Sr0.9Ca0.1CuO2 compound, the amount of Ca determined in the sample is half
of the expected value, .i.e. x = 0.05 instead of x = 0.1, in contradiction to
the chemical analysis (refer to the previous section) and inconsistent with
measurements of the heat conductivity (Refer to section 9.2). One possible
explanation is the lower accuracy in the determination of the cell parameters
using single crystal diffraction, in comparison to powder diffractometry, leading
to a higher error in the determination of the sample stoichiometry. In addition
it is possible that the problem lies in the corrections of the sample absorption,
since without these, the expected value of the Ca doping is obtained. Another
possible explanation of the discrepancies are variations of the Ca content in
the single crystal itself, from which the analyzed sample was taken. Although
thinkable, it is rather unlikely to have such concentration variations, considering
the fact, that the growth of the Sr0.9Ca0.1CuO2 crystal was extremely stable. A
clarification of this point is possible by carrying out further powder diffraction
experiments.
The cell parameters of Sr0.9Ca0.1CuO2 and Sr0.95Ca0.05CuO2 are listed in table
6.2 and compared with literature data in the plot shown in figure 6.18. A good
agreement with the data of Ohashi et al. [193] exists.
6.4.2. Sr2CuO3
The growth of Sr2CuO3 is associated with a rather long list of problems, which
in the majority of the cases lead to growth failure. In principle, there should be
no significant difference to the growth of SrCuO2, but in practice differences are
notable.
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Based on the phase diagram shown in figure 6.7, Sr2CuO3 can be grown from a
melt composition with the ratio Sr:Cu ≈ 1. In practice this means that a solvent
pellet of SrCuO2 could be used. However, as discussed in section 6.3.4, the
choice of a Sr-rich solvent pellet for the growth start may cause problems in the
creation of a liquid zone. SrCuO2 decomposes at 1080
◦C into a Cu-rich melt and
Sr2CuO3. The melt fraction spreads over the solid Sr2CuO3 remainders of the
pellet and the contacted polycrystalline rod surface, and gets eventually soaked
up by it. The resulting composition of the solid-melt mixture is Sr-richer than
the initial SrCuO2 pellet: higher lamp power is necessary to melt completely
the mixture, mainly composed by Sr2CuO3. But the additional increase of the
lamp power enhances the diffusion of melt into the rods. One could eventually
try to melt up the remaining Sr2CuO3, but to achieve the molten state, higher
temperatures would be necessary, where other effects, such as the evaporation
of Cu, begin to play a role and further worsen the situation. It is therefore
advantageous to begin with a Cu-rich solvent pellet, for instance pure CuO.
Even then, the formation of a liquid zone is not as straight forward as in the
SrCuO2 case.
Another aspect that should be considered in the creation of the liquid zone,
is the relatively good heat conductivity of Sr2CuO3(Refer chapter 9.2). The
establishment of contact between the ‘cold’ feed rod, which typically remains
outside of the focus during the melting of the solvent pellet, and the solvent
melt, leads to its instantaneous solidification, since heat dissipates easily over the
‘cold’ feed rod leading to a temperature reduction of the melt. In many cases
(for instance when using a Sr-rich solvent) this may impede the recreation of the
zone, for the reasons already discussed above. It is therefore recommendable to
ensure a mechanical contact between the feed rod, the solvent pellet and the seed
rod during the whole heating process, in order to guaranty thermal equilibrium
between them. It should be mentioned that this effect was also observed for the
case of SrCuO2, but in a much weaker form, and even if the solvent melt solidified,
its remelting was never a problem.
The crystals
Despite the difficulties in the creation of a melt zone in the Sr2CuO3 case, two
crystal were successfully grown (P2B1, P22). In both cases the rod preparation
and growth parameters were similar. As raw materials SrCO3 and CuO were
used. A repeated grinding and calcination at 900◦C was carried out until a single
phase was reached. The rods were pressed at 500 bar. As initial solvent CuO was
used. The growth chamber was flooded with oxygen for at least two hours before
the zone was created. During the growth the oxygen flux was set to 40 cm3/min,
the growth rate to 1.2 mm/h and the translation of the feed rod to 0.4 mm/h.
Sr2CuO3, the First.
The first Sr2CuO3 growth yielded 5 cm of grown crystalline material. Unfortu-
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Figure 6.19: Remainders of the first
grown Sr2CuO3 crystal. a) The arrows
indicate SrO inclusions b) A wide ring of
second phase embedded in a single crys-
talline Sr2CuO3-matrix (probably also
SrO).
nately, at the time this first Sr2CuO3 growth was carried out, the knowledge about
the strong reactivity of this material with water was missing, and the grown crys-
tal was kept in air, leading to its almost complete decomposition (Refer section
6.3.2). The remaining samples were analyzed by optical microscopy and by the
EDX-method, which revealed a main single crystalline matrix of Sr2CuO3 with
occasional presence of SrO inclusions (figure 6.19). The EDX analyses indicate
also some regions with an oxygen deficient Sr2CuO3−δ phase with δ tending to-
wards 0.5.
Sr2CuO3, the Second.
The second successful Sr2CuO3 growth resulted in a 10.5 cm long crystal. An
image of the cross-section at approximately half length is shown in figure 6.20.
A single crystall was never achieved during the whole growth, as at least two
smaller domains are present along its whole length. Although the main phase is
Sr2CuO3, tiny amounts of SrCuO2 were found, either as isolated inclusions in
the single crystalline Sr2CuO3 matrix (figure 6.20c), or in between two Sr2CuO3
domains (figure 6.20d).
Stripes
In one of the three domains perfectly straight and parallel stripes with a thick-
ness less than 10 µm were found (figure 6.20a and b), which were present over the
crystal length23. Due to their plate-like morphology, it can be assumed, that their
formation did not happen during the crystallization process, but rather through a
post-solidification chemical and/or structural relaxation process. Such phenom-
ena of retrograde solubility are known from other systems (e.g. [196]), where the
23Such stripes were also observed in Sr2CuO3 inclusions of SrCuO2 growths.
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Figure 6.20: a) Cross-section of crystal
P22 approximately at its half length. To
see is a main single crystalline Sr2CuO3
domain a1) and two smaller domains
of the same phase a2)+a3). Region
a3) shows (bright) stripes, zoomed in in
b). All remaining features visible are
either scratches or spots of dirt. b)
Stripe detail. c) Sr2CuO3-matrix c1)
with SrCuO2 c2) and SrO2 c3) inclu-
sions. d) Further SrCuO2 inclusions d2)
at Sr2CuO3 domain boundaries. Dots
and dashed lines appearing in figures b),
c) and d) are features produced by the
sample preparation.
deficit of a certain chemical component in the crystal evokes a chemical relax-
ation connected to a structural change forming plate-like precipitation. However,
chemical analysis by the EDX-method of the stripes did not reveal any substan-
tial deviation from the Sr2CuO3 stoichiometry. An additional EBSD
24 analysis
identified a Sr2CuO3 structure for the stripes, its orientation in respect to the host
crystal, however, rotated by 83.5◦ about the [100]-direction (i.e. perpendicular to
the CuO4 plackets) [198].
It is still unclear which mechanism drives this effect. Probably more accurate
chemical analyses of the stripes are necessary to identify chemical deviation from
the Sr2CuO3 stoichiometry (should they exist), which would possibly justify
their formation.
24Electron Back Scatter Diffraction (EBSD) is a method carried out in Scanning Electron
Microscopes to measure the micro texture of crystalline (metallic) materials and allows
the determination of crystallographic orientations. For further reading consult [197] and
literature within.
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Aluminium Contamination
Another observation is the appearance of traces of aluminium towards the end of
the crystal. While at half crystal length no aluminium was found, the last few
millimeters show an increased amount of aluminium, mainly embedded in SrCuO2
inclusions. Very likely a contamination by the crucible ceramics took place during
the initial powder calcination. Since it can be assumed that aluminium cannot be
incorporated in the Sr2CuO3 structure, corresponding to a very small distribution
coefficient, an enrichment of the melt during the growth and its saturation at a
given moment took probably place, resulting in the segregation of aluminium
(in form of Al2O3) towards the end of the crystal. A consultation of the phase
diagram SrO-Al2O3 (not shown here) suggests a strong reduction of the melting
temperatures of Sr-Cu-O melts in the presence of aluminium, which could be an
explanation for the success of the zone creation in the present growth experiment.
A detailed study of the role of aluminium solute in Sr-Cu-O melts and its possible
application as a solvent needs to be conducted.
6.4.3. La5Sr9Cu24O41 & La4Sr10Cu24O41
For the realization of inelastic neutron scattering25 a total amount of ideally 40g
single crystalline material were needed. In a typical successful crystal growth
by the TSFZ-technique roughly 2/3 of the total grown material is single crys-
talline, when starting from a polycrystalline seed, which corresponds to a mass
of approximately 8 g, when using feeding rods of 12 g. An improvement of this
value can be reached by starting the growth using a single crystalline seed and
a correct solvent composition. Therefore, in the two growth series presented in
this section, the solidified final zone of each growth, together with a seed of the
grown single crystal, were used to initiate the adjacent growth.
For the synthesis of La5Sr9Cu24O41 and La4Sr10Cu24O41 stoichiometric amounts
of SrCO3, La2O3 and CuO were mixed. Due to its strong hygroscopicity, La2O3
was heated for at least 12h at 950◦C to force the decomposition of eventual traces
of La(OH)3, avoiding a falsification of the weighting. A repeated calcination of
the mixed powders at 950◦C and subsequently grinding was carried out several
times (≈ 4×) until X-ray phase analyses confirmed a single phase. A total of
five La5Sr9Cu24O41 and four La4Sr10Cu24O41 crystals were grown. The respective
growth parameters, rod and crystal dimensions are listed in table 6.3. For the
first growths of each series the zone was created from a CuO-pellet on a polycrys-
talline basis, whereas for all the subsequent growths the solidified solvent zone
of the previous growth, together with a single crystalline seed was used. The
growths were carried out under an oxygen pressures of 5.5 bar for La5Sr9Cu24O41
and 9 bar for La4Sr10Cu24O41.
25Details are given in section 8.1.
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Figure 6.21.: Schematic (and somewhat exaggerated) representation of the irregular
periodic melting behavior of the feed rod. Needle-like structures appear at the lower
boundary of the feed rod at the solid-liquid interface(a) and grow continuously (b) until
they collapse into the zone (c) leading to an abrupt volume increase (d). The process
is cyclic. The arrow represents the heat source.
During the growths an irregular but periodic melting behavior of the feed rod
took place, which led to an accentuated oscillation of the zone volume over the
time and consequently to a modulation of the crystal diameter. Figure 6.21 shows
schematically the melting process of the feed rod. Needle-like structures appeared
at the lower boundary of the feed rod (solid-liquid interface) and grew contin-
ually outwards, until they collapsed into the melt, increasing the zone volume.
The resulting irregularity of the crystal diameters is shown in figure 6.22 for the
La5Sr9Cu24O41 crystals. The same picture is valid for the La4Sr10Cu24O41 crystals
P38A, P38B and P39.
The inspection of different cross section by polarized light and electron
microscopy showed that the majority of the grown crystals quickly achieved
single crystallinity (Refer to table 6.3). However, in several analyzed cross
sections a second phase embedded in the main single crystalline matrix was
found and identified by EDX as being La8−xSrxCu8O20−δ (denoted as phase ‘a’
in the La2O3-SrO-CuO phase diagram of figure 6.10)
26 with x = 2.9± 0.12 in the
case of La5Sr9Cu24O41 and x = 3.5±0.08 in the case of La4Sr10Cu24O41.27 Figure
6.23 shows two cuts of a La5Sr9Cu24O41 and a La4Sr10Cu24O41 crystal shortly
after the growth start, while figure 6.24 shows a cross-section of a La5Sr9Cu24O41
crystal at a later growth stage. In almost all cases where the second phase was
found, the inclusions appear near the outer boundary of the crystal (but never
26The La8−xSrxCu8O20−δ substance is an oxygen deficient Perovskite. Details about the struc-
ture are given in [180].
27These values are an average over all measured points of the second phase and were renormal-
ized to fulfil the condition νLa + νSr = 8. The errors correspond to the average deviation.
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Figure 6.22.: Details of the crystal surfaces of the five grown La5Sr9Cu24O41 crystals.
The pictures for the three La4Sr10Cu24O41 crystals P38A, P38B and P39 are similar.
on the surface) and just in two cases (one of them showed in figure 6.23a) the
inclusions appear in form of ‘rings’. Nevertheless, the majority of the analyzed
cross-sections were almost (<0.1% of the cross-section surface) or completely
absent of second phase inclusions.
A possible explanation for the irregular melting of the feed rod associated to the
emergence of needle-like structures may be a misalignment of the feed rod with
respect to the furnace axis, or in other words, with respect to the focus center.
Such a scenario may explain the growth of the needles in the following way:
the misalignment combined with the rotation of the feed rod induces constant
periodic change of the temperature of the lower rod boundary, related to the
temperature gradient of the focus. Since the temperature at the solid-liquid
interface corresponds exactly to the melting temperature TM , the variation of the
temperature around TM in turn implies a periodic local melting and solidification
of material. During the ‘hotter’ instances the melt has the possibility to coat the
‘outer regions’ of the rod, while it solidifies during the ‘colder’ instances. For the
typical rod rotations of 15-20 rpm used in the growth experiments, the period of
such a cycle is of 3s to 4s. The formation of the needles is stepwise and takes place
along the TM profile, until the focus has moved far enough to melt their bases and
force them to collapse into the melt. It is assumed that the needle composition is
equal to the rod composition, a fact that will be important in the later explanation
of the consequences to the crystallization process. Unfortunately, no analysis of
the needle composition could be carried out.
It should be noted that the appearance of needle-liked structures during the
melting process of polycrystalline rods was also reported for other substances
[199].
To understand the effect of this oscillation on the composition of the melt
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Figure 6.23.: a) Cross-section of the P38B La4Sr10Cu24O41 crystal 5mm after growth
start. b) Longitudinal cut of the P35B La5Sr9Cu24O41 crystal after 1cm growth. In
both cases inclusions of the La-rich (La, Sr)8Cu8O20 phase are present. Their geometri-
cal distribution is a direct signature of the shape of the solid-liquid interface. The white
dashed lines serve as a guide to the eyes. The arrow indicates the growth direction.
and consequently of the crystalized material, a small review of the respective
phase diagrams is necessary. From the SrO-CuO phase diagram it is already
known that the melt in equilibrium with Sr14Cu24O41 lies on the Cu rich side
of the phase diagram and that the distribution coefficient with respect to Cu is
kCu < 1 . On the other hand, the melting temperature of the Sr14−xLaxCu24O41
solid solution drops with increasing x, which also corresponds to a distribution
coefficient kLa < 1, and a La-richer melt. Therefore, in respect to both elements
Cu and La k < 1 and the melt in equilibrium with a given Sr14−xLaxCu24O41
composition is always on the Cu and La richer side.
Consider now a TSFZ growth of a given Sr14−xLaxCu24O41 composition. In
an equilibrium situation the amount of material that enters the melt is the same
as the amount of material that leaves the melt by solidification, and the melt is
stable at a certain ‘high’ Cu and La and ‘low’ Sr concentration Cstable and the
peritectic crystallization takes place. If the material supply to the melt is then
reduced (which is the case during the needle formation), the melt composition
gradually enriches with Cu and La (since k < 1 in both cases) and gets Sr poorer,
leading to a respective reduction of the melting temperature. This change does
not have any short-term consequences for the stability of the growth, since it
represents only a slight concentration deviation away from the peritectic line (PT
in fig. 6.1) towards the eutectic point . If now, the amount of material, that
was initially retained, is added to the melt (corresponding to the collapse of the
needles into the melt) a rapid shift of the melt composition to a Sr richer and
Cu and La poorer composition takes place. In fact, the new melt composition
89
6. Crystal Growth
Figure 6.24.: Images of the cross section of sample P36 taken at 1/3 of the total
crystal length. The images where taken with a polarized light microscope (left) and
an electron microscope (right). The images show a single crystalline La5Sr9Cu24O41
matrix with inclusions of the La5.15Sr2.85Cu8O20 phase in the outer crystal region.
possesses more Sr and less Cu and La than the stable composition Cstable at the
peritectic line, leading therefore to the crystallization of the primarily phase, in
this case the La8−xSrxCu8O20−δ phase.28
The fact that the second phase appears mainly at the boundary of the crystal
(figure 6.24) is probably related to the low rotation speed of the polycrystalline
rods (≈ 15 rpm) and a convex shape of the solidification front, leading to a bad
mixing of the melt at the lower boundary regions of the zone29.
One attempt to avoid the irregular melting of the feed rod was the increase of
the lamp power. Unfortunately, it had almost no influence the formation of nee-
dles, however the quantity of second phase precipitated was reduced drastically,
probably connected with a flattening of the solidification front and the consequent
better mixing of the zone at the lower boundary.
Ultimately, the solution found was the reduction of the feed rod diameter.
Growth P40, which was conducted using a feed rod with 6 mm in diameter
(smaller than all previous used rods), did not show this problem. The melting
behavior of the rod was ‘normal’, the formation of needles did not take place, the
28Based on the SrO-CuOx phase diagram (figure 6.7) one would expect SrCuO2 to be the
primarily crystallization field of Sr14−xLaxCu24O41 (as it is the case for Sr14Cu24O41). The
reason why La8−xSrxCu8O20−δ appears as the primarily crystallization phase instead is still
not clear. A more detailed study of the SrO-CuO-La2O3 phase diagram has been initiated
and will be carried out in the future ¡ to clarify this aspect.
29Refer to section 6.4.1 for a discussion of the same effect in the case of a SrCuO2 growth.
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Figure 6.25: Schematic representation of
the overlap of the virtual images of the
lamps in the center of the furnace. Each
rectangle represents the array of the coils
of one lamp. The inner quadrangle corres-
ponds to the hotter region produced by the
addition of all lamp contributions. For the
rotating rods, however, which ‘see’ only the
average temperature, the hottest region cor-
responds to a circle, which, due to the mis-
alignment of the lamps, possesses a diame-
ter smaller than the width of the rectangles.
In the case of the used 300W lamps with a
width of approx. 8 mm and a realistic mis-
alignment of the order of magnitude of 1
mm, the hotter circle possesses a diameter
of approximately 7 mm.
zone volume remained constant during the whole growth and no second phases
were found. This shows, that in some cases it is important to maintain the
rod diameter much smaller than the circumference of the homogeneous hot zone
created by the lamps. For the 300W lamps used in these growth experiments
and whose coil arrays are approximately 8 mm wide, the hot homogenous region
is assumed to have a diameter somewhat smaller than 8 mm, which corresponds
to the region where all the four virtual images of the lamp coils overlap (figure
6.25). This explains why the growths carried out with rod diameters of 7 mm
and 8 mm were problematic, while the one with 6 mm was not.
Despite the problems encountered during the growth process of La5Sr9Cu24O41
and La4Sr10Cu24O41, a large amount of single crystal material of good quality
was produced, from which three La4Sr10Cu24O41 crystals with a total mass of
23g were used for neutron scattering (section 8.1). Rocking curves taken along
the 240 and -240 direction during the process of alignment of the La5Sr9Cu24O41
P36 crystal show a full-width at half-maximum of approx. 0.7◦, which corres-
pond to the resolution of the spectrometer30. In the case of the three measured
La4Sr10Cu24O41 crystals, their alignment yielded a mosaic spread of 0.4
◦ in the
b-c plane, which reflects their high quality. These results do not imply the com-
plete absence of second phases, which do not contribute coherently to the neutron
scattering, they do however suggest a very low amount of second phases in the
30Four-circle diffractometer E5, BER II neutron reactor, HMI-Berlin, Cu-monochromator λ =
0.89A˚.
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single crystalline matrix, since their presence would evoke defects and imperfec-
tions in the surrounding single crystalline matrix and therefore broaden the width
of reflexes, which apparently is not the case. Finally, the quality of the inelastic
neutron scattering carried out on these crystals additionally reflects their good
single crystalline quality.
6.4.4. Sr14Cu14−zZnzO41
A total number of five Sr14Cu14−zZnzO41 crystals were grown with z =
0, 0.125, 0.25 at a slightly elevated oxygen pressure (up to 3 bar). Table 6.4
shows the list of grown crystals. Single crystallinity was achieved only in the
case of the z=0.25 crystal, for all others at least two domains were present (figure
6.26). In almost all growths, it was difficult to maintain the liquid zone stable
for a longer period of time. An apparent stability of the zone was repeatedly
disturbed, leading in some cases to the solidification of the melt, in others to a
drastic change of the zone geometry. Additionally, in the cases of the growth
experiments P11A and P12, the crystals grew off-center, pushing the liquid zone
outside of the focus, leading to the eventual termination of the growth. Only in
the case of the undoped crystal P10, the zone could be stabilized after approxi-
mately one day, leading to a successful growth of several centimeters crystalline
material.
It is believed that the problem of zone stabilization is related with the es-
tablishment of the oxygen atmosphere, in terms of the discussion carried out in
chapter 6.3.6. In all the Sr14Cu14−zZnzO41 growth experiments the growth cham-
ber was initially flooded with oxygen for one hour, before pressure was built up.
No previous evacuation of the chamber took place. Consequently, a substantial
amount of air must have been present in the chamber at the beginning of each
Figure 6.26.: Cross-sections of three different Sr14Cu14−zZnzO41 crystals: a) P10
z=0, b) P11B z=0.125 and c) P12 z=0.25, the only crystal with a single crystalline
cross-section.
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Sr14Cu14−zZnzO41
vcrystal = 1.2mm/h, vrod = 0.4mm/h
designation doping O2 pressure crystal length
z (bar) (cm)
P9 0 1 ≈ 4.5
P10 0 3.5 ≈ 10
P11A 0.125 3.5 ≈ 3
P11B 0.125 4 ≈ 6
P12 0.25 3.5 ≈ 7
Table 6.4.: List of the Zn-doped Sr14Cu24O41 crystals.
growth and a slow enrichment of the atmosphere with oxygen must have taken
place during the growth process. Such a scenario could eventually explain the
constantly changing growth conditions and the difficulty in stabilizing the zone.
Despite the listed problems, enough single crystalline material was produced
for physical experiments.
6.4.5. Other compounds
In addition to the systems presented and discussed in the previous sections, other
compounds have been grown more or less successfully.
One of these compounds was the ladder compound Sr8Ca6Cu14O41, whose
preparation and growth conditions were similar to the (Sr,Ca,La)14Cu24O41
growths. A single crystal of approximately 2 cm could be successfully produced,
which was latter employed in measurements of optical spectroscopy [200].
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Part III.
Experimental Realization and
Results
7. Experimental Methods
7.1. Thermal Conductivity
The experimental method used to carry out the thermal conductivity measure-
ments in this work has been well established during several years of experience.
The probes used in these measurements were mainly developed and built at the
‘Lehrstuhl fu¨r Angewandte Physik’ of the University of Cologne, Germany. Sev-
eral reports containing details of the experimental setup and the construction and
functionality of the used probes can be found in [8, 201–205] and in the works
cited within. The following sections will only address the main aspects of the
method.
7.1.1. Measurement Equipment
The experimental setup used for the measurement of the thermal conductivity
allows the acquisition of data in a temperature range between liquid helium tem-
perature and room temperature. For this purpose, the probe, in which the sample
is installed, is immersed into liquid helium. The sample chamber, installed at the
bottom side of the probe (confer figure 7.1), is connected over four stainless steel
capillaries to a brass stage, which is in direct contact with the liquid helium,
allowing a cooling of the sample down to temperatures around 5 K. The heating
of the sample chamber is done by means of a heater cup, composed of a cup
wrapped up with high resistant manganin wires. An additional inner cup shields
the chamber space from eventual radiation of the heater cup. The measurement
of the temperature is carried out by using commercial sensors1 and a temperature
controller2, which controls also the heater cup. While the sample temperature
is recorded using a sensor located near the sample, the control of the chamber
temperature uses a sensor located on the heater cup. An additional Platin sensor
located also on the heater cup is available for high temperature measurements.
In the steady state condition, the sample chamber possesses a homogenous tem-
perature distribution and a stability of few mK.3 The probe can be evacuated
down to pressures of 10−6 mbar or lower. During a measurement, the pumping
of the probe is not necessary, since the quality of the vacuum is guaranteed by
1CernoxTM Sensors from Lakeshore
2Lakeshore 340 or Lakeshore DRC-93CA
3The temperature stability increases from ∆T ≈ ±30 mK at room temperature down to
∆T ≈ ±1 mK at helium temperature.
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cryopumping, even if smaller leaks are present4 .
7.1.2. Measurement Principle
The realization of a thermal conductivity measurement is simple by principle.
Based on the expression
jth = −κ(∇T )x, (7.1)
which describes the thermal current density along a temperature gradient in the
x-direction in a steady state situation, the measurement setup looks like the
following (figure 7.2): a temperature gradient is applied to a sample by contacting
it to two different heat reservoirs of distinct temperatures T0 and T1 > T0. These
reservoirs are the sample holder at T0 and an electrical heater
5, which can be
adjusted to a temperature T1 > T0. Once a steady temperature gradient ∆T =
T1− T0 is established over the sample length and assuming that the total energy
‘pumped’ into the sample flows homogeneous through it, the heat current density
can be calculated from the power P produced by the heater, i.e. the product of
the voltage6 Uh and the current
7 Ih, and the sample cross-section A:
jth =
Uh · Ih
A
. (7.2)
With the use of differential thermocouples8 the temperature difference over a cer-
tain length l along the sample can be determined. This is done by carrying out a
differential measurement: first the background thermal voltage Uoffth is measured
9
by leaving the sample heater off, i.e. in the absence of a temperature gradient.
Once this value is known, the heater is turned on, and a new voltage U onth , now
composed of the background thermal voltage and the signal of the thermocouples,
can be measured. By calculating the difference of both values, the pure signal
from the thermocouples ∆Uth = |U onth −Uoffth | proportional to the temperature dif-
ference between them is obtained. By using previously calibrated thermopower
Sth values
10 and knowing the distance l between both thermocouples, the tem-
perature gradient can be calculated:
∇T = ∆Uth
Sth · l . (7.3)
4A good vacuum can be guaranteed in the presence of leaks (which are unavoidable) when the
change of pressure ∆p during a certain time ∆t multiplied by the Probe volume V is lower
than a certain value: ∆p·V∆t . 10−4 mbar l/s.
5The heaters consist either of chip-heaters (R ≈ 2.2 kΩ), or self-made heaters (R ≈ 100Ω −
2.5kΩ), consisting of a 20 µm thick manganin wire coiled around a copper core. The latter
variant has the advantage of the possibility to adapt the heater size to the sample geometry.
6Measured using either a Keithley 2000 or a HP 34401A multimeter.
7Established using either a Keithley 224 or a Keithley 2400 multimeter.
8Material: Au-0.07at%Fe/Chromel-P. Manufacturer: Leico Industries Inc., Ø = 76µm,
9 Measured using either a Keithley 182 or Keithley 2182 nanovoltmeter.
10The calibration contains temperature and magnetic field dependencies. A description of the
calibration procedure is given in [201, 202].
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Figure 7.1.: Schematic representation of the probe and the sample chamber.
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Figure 7.2.: Measurement of the thermal conductivity: a) Schematic representation
of the measurement setup (located in the sample chamber, confer figure 7.1), b) Pho-
tography of a measurement setup with a SrCuO2-sample with 12 mm length.
Ultimately the thermal conductivity becomes:
κ =
Uh · Ih · l · Sth
A ·∆Uth . (7.4)
The temperature to which κ is assigned corresponds to the mean temperature of
the sample given by:
T = T0 + (d+
l
2
)(∇T )x, (7.5)
with d the distance between the sample holder and the first thermocouple contact.
T0 is measured by means of a calibrated temperature sensor, positioned near to
the sample (confer figure 7.1).
The determination of the geometric quantities A, l and d are done using a
stereo microscope11.
Four-Point Method
The four-point method is realized when none of the thermocouples is in contact
with the reservoirs (i.e. heater or sample holder). In total analogy to the four-
point technique used in the measurement of electrical conductivity, this method
is insensible to thermal resistances, that may be present at the contact interfaces
with the sample. Nevertheless, an effort is carried out to minimize such contact-
resistances. The contacting is done with an electric insulatng GE-varnish12, which
is a moderate thermal conductor. Further details are described elsewhere [8, 201,
202].
11Microscope LeicaMZ8 equipped either with an ocular scala or a digital camera and a respec-
tive evaluation software
12IMI 7031 Insulating Varnish.
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7.1.3. Error Sources
For a correct qualitative evaluation and subsequent interpretation of the data
acquired, one should be aware all possible error sources. These will be addressed
in this section.
Geometry
For the calculation of κ (equation (7.4)) the determination of the sample cross-
section A and the distance l between the thermocouples is necessary. This is done
using a stereo microscope, originally, equipped only with an ocular scale. The use
of this scale to measure a well defined sample geometry (e.g. a cuboid) yielded an
error of 10%. For samples with a bad defined geometry, however, the error could
rise up to 30%. With these values, the geometry determination represented the
main error source in the calculation of κ.
However, the acquisition of a digital camera13, equipped with a image evalua-
tion software14, allowed an improvement of the accuracy in the determination of
geometric quantities, reducing the error down to estimated 5% for samples with
a well defined geometry and 10% for bad defined geometries.
Measurement Devices
The data acquisition was carried out with high precision equipment (Refer to
footnotes 2,6,7,9). The contribution of these instruments to the total error is thus
negligible.
Heat Loss
The calculation of κ as carried out in equation (7.4) assumes that the total heat
produced in the heater flows through the sample. Such a situation is in fact
never realized in the real experiment, since heat losses due to different effects
take place. For instance, if the vacuum in the sample space is not ideal, heat
can be lost to gas molecules and transported by convection to the colder zones
of the experimental setup. Such an effect can be minimized by guaranteeing
a good vacuum, a situation which is normally fulfilled in the presence of the
cryopumping. The leads connecting the heater and thermocouples to the colder
sample chamber can be also responsible for a heat loss15. The reduction of this
effect can be realized by making the leads thin and as long as possible. Finally,
heat is also lost by radiation, since heater and sample possess higher temperatures
than the surroundings. Although an avoidance of this effect is not possible, a
13Leica Microsystems Ltd. DFC280
14Leica Image Manager IM50
15Also a thermal short circuit between the two thermocouples may fake the measurement
results.
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minimization of the losses can be carried out by varying the sample geometry.
I.e., departing from the Stefan-Boltzmann-law and assuming that radiation losses
happen from the sample, as well as from the heater, it is possible to show, that
the thermal conductivity is falsified in the following way16:
κ = κ0 + CT
3
0
L
A
, (7.6)
where
κ0 =
P0 · l
A ·∆T (7.7)
is the ‘real’ thermal conductivity of the sample, as given by equation (7.4),
with P0 the power that effectively passes through the sample. The second term
in expression (7.7) accounts for the ‘false’ part κrad of the measured thermal
conductivity κ: it is proportional to T 30 (where T0 denotes the temperature
of the sample holder), as a direct consequence of the Stefan-Boltzmann-law,
and becomes therefore more important at higher temperatures. In this term
C = 4σSB [(a+ b)L²s + Fh²h], with σSB the Stefan-Boltzmann constant, a and
b the sides of the sample, L its length, Fh the heater surface and ²s and ²h the
absorption coefficients of sample and heater, respectively.It is also proportional
to the geometry factor L
A
, wherefore a reduction of the sample length L and an
increase of its cross-section A reduces the radiation effect. The choice of A and
L are however limited, on the one hand, by the practicability of the contacting
procedure (L & 0.5 mm is an usual limit), on the other hand, because an increase
of A corresponds also to an increase of the heater size, which makes it difficult
to guarantee a homogenous heat flux through the sample17.
The absorptions coefficients of the ‘typical’ heaters used in this work (refer to
footnote 5), as well as the absorption coefficient of cuprates, are identical to unity
[8], i.e. the calculations of κrad can be carried out by setting ²h = ²s = 1.
For the the typical values of the thermal conductivity of the Sr1−xCaxCuO2
series and the usual sample geometries, the maximum error done at room tem-
perature due to radiation losses is not higher than 3% and lies in the majority of
the cases around 0.1%.
7.2. Magnetic Susceptibility
Susceptibility and magnetization measurements were carried out using a MPMS18
XL SQUID magnetometer from Quantum Design. This device allows a maximum
field of 9T and measures with a precision of the order of 10−8 erg/Gauss at
16A derivation of the expression (7.7) and a detailed discussion on the subject can be found in
[8].
17Beside the practical limitations, κrad has a lowest possible limit, given by limA→∞ κrad >
4σSB²HT 30L, which is related to the increase of the heater surface FH when increasing A.
18Magnetic Properties Measurement System.
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lower fields (≤ 0.25 T) and 5 × 10−7 erg/Gauss at higher fields (≥ 5 T) in a
temperature range 1.7 K ≤ T ≤ 400 K using a RSO19 measuring method.
The installation of the sample20 is done by fixing it first in the center of a
long paper stripe21 using a conventional glue22 and introducing the ensemble
into a plastic straw of the same length. The glue is known not to deliver any
detectable magnetic signal. A possible signal of the paper and straw material
are not detected by the magnetometer pick-up coils, since their length exceeds
the extension of the pick-up coils, annulling their signal.
Error Sources
Although the high sensitivity of the MPMS device allows measurements with a
very high accuracy by principle, some factors may contribute to an increased
error. An inaccurate determination of the sample mass, the possible presence of
‘magnetic’ dirt, an improper centering and orientation of the samples, amongst
others, are all factors which may be responsible for an increased (but not always
quantifiable) error of the data.
7.3. Specific Heat
The specific heat measurements were carried out in a PPMS23 of the company
Quantum Design. This equipment allows measurements in the temperature range
between 350 K and 1.9 K, or when using a Helium-3 refrigerator down to tem-
peratures around 500 mK. Additionally, magnetic fields up to 9 T are possible.
The measurement technique is based on the analysis of the relaxation of the
sample temperature after an initial heat pulse [206, 207]. The sample holder used
in this technique is schematically shown in figure 7.3. To fix the sample to the
platform apiezon grease is used. The platform itself is attached to the puck frame
by thin wires, decoupling it thermally from the apparatus. Due to the reduced
size of the platform, samples are typically just a few mm3 small and not heavier
than 200 mg.
During a measurement the total heat capacity of the ensemble composed
of the platform, the apiezon grease and the sample is registered, wherefore a
respective correction has to be carried out. Two possible methods are available
to correct the data. The first one uses previous recorded heat capacity data of
19The ‘Reciprocating Sample Option’-method consists in moving the sample rapidly through
the pickup coils following a sinusoidal movement. Combined with a lock-in technique and
using a digital signal processing fast measurements with a higher sensitivity are possible
(down to 5× 10−9 erg/Gauss).
20Maximum sample size: Ø = 5 mm, l ≈ 1 cm.
21Width = 4 mm, length ≈ 14 cm.
22UHU
23Physical Properties Measurement System
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Figure 7.3.: a) Puck frame and b) schematic representation of the sample platform of
an PPMS heat capacity option. From [207]
.
the platform and specific heat data of the apiezon, which can then (knowing
the mass of the used apiezon) be used to calculate the sample heat capacity.
This method allows short measurement times, since only one measurement run
is necessary to acquire a data set. At lower temperatures, however, where the
heat capacity of the sample becomes of the same order of magnitude as the
heat capacity of the Apiezon, the inaccuracy (which is typically at least of 10%)
of the extreme small apiezon mass value necessary to correct the data, results
in a respective high error in the determination of the sample heat capacity.
This problem can be avoided using a second method in the determination of
the sample heat capacity, which consists in carrying out two measurements,
an initial one where only the platform and apiezon grease are measured, and
a posterior one, where the sample is added to the ensemble. The difference
between the two measured total heat capacity results in an accurate heat
capacity data of the sample. The advantage of this method is that no previous
recorded (possibly inaccurate) data are necessary, as well as no knowledge of the
apiezon mass is necessary. The remaining error done in the determination of the
sample mass, necessary to calculate the specific heat, is smaller than 0.01%. The
disadvantage of this method compared to the first one are longer measuring times.
In this work, the determination of the specific heat of SrCuO2 and
Sr0.9Ca0.1CuO2 were carried out using the first method when qualitative informa-
tion was desired, and using the second one to allow a more precise data analysis.
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8. The Spin-Ladder-System
(Sr,Ca,La)14Cu24O41
8.1. Determination of the coupling constants of the
spin-ladder compound La10Sr4Cu24O41
Inelastic neutron scattering (INS) was carried out on the ladder compound
La4Sr10Cu24O41. Although intrinsically hole doped, the residual holes in this sub-
stance are located in the more electronegative chains, leaving the ladders undoped
[117, 126]. The INS experiment was carried out using the MAPS spectrometer
at the spallation neutron reactor ISIS, Rutherford Appleton Laboratory, U.K., in
collaboration with S. Notbohm et al. The peculiarity of the MAPS spectrometer
is the vast array of position sensitive detectors, which allow to map vast areas of
the Brillouin zone. Combined with the advances in time-of-flight spectroscopy at
spallation neutron sources, the full excitation spectra (of several meV), composed
not only of the triplon band, but also by the two-triplon continuum, resolved in
vector and energy, could be accessed for the first time, allowing an accurate de-
termination of the ladder coupling constants and spin gap.
Three La4Sr10Cu24O41 single crystals grown by the TSFZ method, totaling
a mass of 23 g and showing a very good single crystallinity, were used for the
Figure 8.1: Arrangement
of the ladder planes in
La4Sr10Cu24O41 with indication
of the different exchange con-
stants and hopping terms. Big
spheres represent the copper
ions, small spheres the oxygen
ions. The dashed rectangle
displays the unit cell in the
(010) crystallographic plane for
the a axis and half of the unit
cell in the c axis.
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Figure 8.2: a) Measured one-triplon data
with subtracted nonmagnetic background.
The white curve gives the theoretical one-
triplon dispersion curve. b) Calculated one-
triplon scattering with corrections for in-
strumental resolution and magnetic form-
factor. c) Measured two-triplon data with
subtracted nonmagnetic background. The
white curve gives the lower boundary of the
two-triplon dispersion curve. d) Calculated
two-triplon scattering.
INS experiment.1 The coaligned crystals (with a mosaic spread of 0.4◦ in the
b − c plane and 5.5◦ in the a − c plane) were mounted with the b − c plane
horizontal and the c axis perpendicular to the incident neutron beam. The
measurement was carried out at 10 K. The separation2 of the one-triplon and
two-triplon contributions in this compound was possible due to an antiphase
rung modulation of the scattering intensities along the a axis (shown in figure
8.3a.).
The neutron scattering data are shown in figures 8.2 and 8.3.d, where they are
compared with calculated data. Not only the triplon band, but also the two-
triplon continuum could be measured successfully over the whole Brillouin zone
for the first time in these compounds.
The one-triplon dispersion data shown in 8.3.d, and especially the energy gaps
of 197, 286 and 26.4 meV, at wave vectors 0, 0.25 and 0.5, respectively, are
best described by CUT3 calculations with the Heisenberg coupling constants
Jleg = 186 meV (≈ 2160 K), Jrung = 124 meV (≈ 1440 K), and an additional
four-spin coupling constant Jcyc = 31 meV (≈ 360 K) (solid red line in figure
8.3.d). These results are in agreement with previous analyses of optical data
[135, 136], but deviate from previous INS results [134] Jleg = Jrung = 110 meV
(≈ 1280 K) and Jcyc = 33 meV (≈ 380 K), as far as Jleg/Jrung is concerned.
The scattering intensities shown in figures 8.2.a and 8.2.c are also correctly
reproduced by CUT calculations4 (figures 8.2.b and 8.2.d).
Approximate values for the hopping parameters tleg and trung and the Hub-
bard U were calculated using low order perturbation theory5: tleg = 0.42 eV,
1Refer to section 6.4.3 for details.
2Further details concerning the correction and treatment of the experimental data are given
in [155].
3Continuous Unitary Transformation. Refer to [208] for details.
4Corrections for the instrumental resolution and the magnetic form factor are considered.
5Parameters to O((t/U)4): Jleg = 4t2leg/U , Jrung = 4t2rung/U and Jcyc = 80t2legt4rung/U3
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Figure 8.3.: a) Cuts along the rung wave vector showing the intensity modulation for
the one-triplon (upper part) and for the two-triplon (lower part) scattering. b) Wave-
vector cut through the one-triplon branch along Qc. c) Energy cut for 0.48 < Qc < 0.52
to determine the energy gap. Light gray points are the corresponding cut for a hole-
doped ladder. d) Experimental points from neutron data. The solid red and black
curves correspond to the one-triplon dispersion curves, the latter including the inter-
ladder coupling. The blue curve indicates the lower boundary of the two-triplon con-
tinuum. Dashed lines show the respective scattering without cyclic exchange.
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trung = 0.34 eV, U = 3.72 eV. To yield more accurate values a 3-band computa-
tion is necessary.
8.2. A model-independent determination of the
mean free path by Zn-doping
The study of the thermal conductivity of Sr14Cu14−zZnzO41 was carried out for
four low Zn-doping levels, namely z = 0.125, 0.25, 0.5, 0.75.6 Figure 8.4 shows the
T -dependent thermal conductivities measured along the ladder direction.
The thermal conductivity κc is systematically suppressed upon doping at all
temperatures: both the low-T phonon peak and the high-T magnetic peak be-
come less accentuated with increasing doping level. Simultaneously, the magnetic
peak broadens and apparently shifts towards higher temperatures, as the peak
structure evolves into a monotonic increase at high temperatures.
In a first qualitative analysis it is possible to directly attribute the suppression
of the phononic and magnetic peaks to the induced structural and magnetic
defects: on the one hand, the increased local disorder surrounding the Zn-sites
induces phonon scattering, responsible for the suppression of the low-temperature
phonon peak, on the other hand, the non-magnetic Zn2+ sites in the ladders
scatter the triplons, which results also in a suppression of the high-temperature
peak.
Analysis
The determination of κmag is carried out by estimating the phonon background
and subtracting it from κc. As for the La5Ca9Cu24O41 and Sr14Cu24O41 cases,
the main contribution to κc at low temperatures (T . 50 K) is assumed to come
from the phonons in the system, since due to the large spin gap of ∆ladder ≈ 400
K contributions of κmag are assumed to be negligible in this temperature region.
7
Thus, κph is fitted with a Debye-model in the temperature interval T . 50 K
and extrapolated to room temperature. An important constraint imposed to the
fitting procedure is the use of identical fitting-parameters for all doping levels,
provided that they are not related to phonon-defect scattering. An error estimate
of the fitting procedure is done by varying the fitting interval, shown for the
representative case z = 0.125 in the inset of figure 8.4.
The extracted κmag is shown for all four Zn-dopings in figure 8.5, with
6The production of the two crystals with the lowest doping levels z = 0.125, 0.25 and the
measurement of their thermal conductivity was carried out during this work. The remaining
crystals were provided by Ammerahl [95] and the respective thermal conductivity data
available from previous works [209].
7It is assumed that the gap remains unchanged with the doping. Although a change of
∆ladder can be expected when doping Sr14Cu24O41 with Zn, there is no clear experimental
evidences proving that it is so. Furthermore, the consistency of the analysis suggests that
the assumption of a constant spin gap cannot be too wrong.
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Figure 8.4.: Thermal conductivity κc along the ladder direction of Sr14Cu14−zZnzO41
for z = 0, 0.125, 0.25, 0.5, 0.75 as a function of temperature. Solid lines represent the
estimated phonon background of κc. Inset: estimate of the of the error in the deter-
mination of the phonon background by varying the fit interval for the z = 0.125 case.
representative error bars shown for the z = 0.125 case. The thermal conductivity
for the z = 0.125 compound shows the typical temperature dependence of
a system with moderate impurity density: at low temperatures the absolute
value of κmag is scaled by the triplon-defect scattering and its increase with
temperature related to a population of triplon states. At intermediate tem-
peratures (180 K & T & 250 K) additional scattering processes begin to play a
role, which result in a decrease of κmag and at higher temperatures (T & 250 K)
a saturation of these scattering mechanism takes place, leading to a constant
κmag. In Sr14Cu24O41 the main scattering at low-T is mediated by defects and
at intermediate and higher T by the holes in the ladders. There is no reason
why this situation should not be similar in the Zn-doped case. However, the
defects playing a role in the triplon-defect scattering mechanism are now the
non-magnetic Zn-ions. Thus, with an increasing Zn-density, the triplon-defect
scattering begins to predominate over the triplon-hole scattering, which leads to
the disappearance of the magnetic peak for x & 0.25.
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The quantitative analysis of κmag is based on the same kinetic model used in
previous treatments of the magnetic thermal conductivity κmag of Sr14Cu24O41
and La5Ca9Cu24O41 (section 6.4.1) or Sr14−xCaxCu24O41 [153]. To elucidate the
main aspects of this simple model, the derivation of the expression of importance
for the analysis will now be carried out.
The starting point is the kinetic expression (2.19) for the one dimensional case
κmag|oneladder =
1
2pi
∫
ckvklkdk =
1
2pi
∫
vklk²k
d
dT
nkdk, (8.1)
where vk, ²k and lk denote the momentum dependent velocity, energy and mean
free path of the triplons, respectively. This expression accounts only for the
thermal conductivity of one ladder, wherefore, in order to get the total κmag,
it has to be multiplied by the factor N = 4/ab, which counts the number of
ladders passing through the surface spanned by the cell vectors a and b. The first
assumption is done by considering a momentum-independent mean free path
lk ≡ lmag, which is justified for temperatures lower than the gap, where only
states at the zone boundary are occupied. This implies a momentum dependent
scattering rate, since vk depends on the wave number. Next, it is necessary to
find an expression for the triplon distribution function nk. For this, one starts by
considering the case of decoupled dimers along the ladder (J‖ = 0). For a single
dimer the occupation number is exactly known and reads [6]:
〈nt〉 = 3
3 + e
J⊥
kBT
. (8.2)
By switching on J‖ the discrete energy values of the triplet excitations develop
into an energy band ²k. One can therefore rewrite (8.2) to approximate the
occupation number of triplons:
nk =
3
3 + e
²k
kBT
. (8.3)
Finally, expression (8.1) can be reformulated and one gets
κmag =
3Nlmag
pi~kBT 2
∫ ²max
∆ladder
exp(²/kBT )
[exp(²/kBT ) + 3]2
²2d², (8.4)
with the lower integration limit given by the excitation gap ∆ladder and the upper
limit by the upper band maximum ²max. Curiously vk cancels out from the
expression above, so that an explicit knowledge of the momentum dependence of
the triplons energy ²k is not necessary.
For the upper integration limit values provided by neutron experiments [120,
134] were taken, so that ²max = 200 meV.
By fixing the spin gap to the previously extracted value ∆ladder ≈ 396 K of
Sr14Cu24O41, lmag can be directly calculated from expression (8.4). The resulting
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Figure 8.5.: κmag (a) and lmag (b) for Sr14Cu14−zZnzO41 at z = 0.125, 0.25, 0.5, 0.75,
and z = 0 (inset). The gray shaded areas shown in (a) and (b) for the representative
case of z = 0.125 display the experimental uncertainty of κmag and lmag due to the
uncertainty in the phonon background subtraction. The solid lines in (c) represent the
estimated l∗mag. The dotted lines mark the mean Zn-Zn distance in the ladders.
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Figure 8.6: lmag as a function
of dZn−Zn. Solid line: Linear fit
through the origin. The error
bars reflect the uncertainty in
the determination of the phonon
background κph.
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T -dependent lmag is shown in figure (8.5b) for all doping levels.
The temperature dependence of lmag for the doped materials is qualitatively
similar to the one in Sr14Cu24O41, i.e. lmag decreases systematically with increas-
ing T , although its absolute value is much smaller than for the undoped com-
pound. From the undoped compound Sr14Cu24O41 it is known that lmag decreases
for temperatures T & 75 K due to increasing magnon-hole scattering, which is
absent at very low T in the charge ordered state, but reaches its full strength at
room temperature, well above the charge ordering temperature. In the Zn-doped
compounds only a negligible change in the behavior of this scattering channel is to
be expected: measurements of the specific resistivity of Sr14Cu14−zZnzO41 show
a weakening of the charge ordered state for an increased Zn content [210], where-
fore a reduction of the hole driven mean free path lh, and consequently of lmag
has to be taken into account. However, for the lowest doping z = 0.125 a charge
order is clearly present, but lmag strongly reduced, an observation which allows
the conclusion that (at least for this doping level) lh can only be weakly affected
by the Zn doping and the reduction of lmag has to be ascribed to a reduction of
l0, the mean free path determined by defect scattering.
To check this, an attempt to reproduce lmag was carried out, by ‘constructing’
this quantity from the individual mean free paths l0 and lh, using Matthiessen’s
rule
l−1mag = l
−1
0 + l
−1
h . (8.5)
In a somewhat simplified assumption the triplon-defect mean free path l0 is set
equal to the mean Zn-Zn-distance dZn−Zn, i.e. l0 = dZn−Zn, while for lh the
known T -dependent values from Sr14Cu24O41 are taken. By plugging in both l0
and lh(T ) into expression (8.5), l
∗
mag(T ) can be calculated (figure 8.5c).
110
8.3. Conclusions
Comparing the calculated l∗mag(T ) with the lmag(T ) extracted from the
experimental data for T & 100 K, where the error in the determination of lmag
is largely reduced, a striking similarity of the temperature dependencies, as well
as of the absolute values can be found. This result is a strong indication of the
validity of the procedure.
An additional verification of the initial assumption lmag ≈ dZn−Zn can be
carried out by plotting the extracted lmag versus dZn−Zn. This is done for the
representative temperature T = 120 K in figure 8.6. From this plot it is obvious
that lmag scales with dZn−Zn. A linear fit to the data yields a slope of 1.17±0.25,
which is close to unity.
These results confirm unambiguously that the extracted lmag values using the
kinetic model are in fair agreement with the real scattering lengths in the material,
which in turn proves the validity of the model employed.
8.3. Conclusions
The inelastic neutron scattering carried out on the hole-free ladder compound
La4Sr10Cu24O41 allowed for the first time the access to the complete triplon ex-
citation spectrum of the two-leg spin ladder systems, composed not only of the
triplon band, but also of the two-triplon continuum. This allowed a clear-cut
determination of coupling constants in the ladders. In particular the role of the
four-spin cyclic exchange was asserted. The hoping parameters were approxi-
mately determined, however more precise numerical calculations are needed to
increase the accuracy of these values.
It should be stressed that, apart from the technical potential of the MAPS
spectrometer combined with a pulsed neutron source, the successful production
of a large amount of single crystal material of high quality was a fundamental
prerequisite for the success of this neutron experiment.
The magnetic thermal conductivity of Sr14Cu14−zZnzO41 has been investigated
at low doping levels x = 0, 0.125, 0.25, 0.5, and 0.75. A systematic suppression of
κmag can be observed with increasing Zn-content over a large temperature range.
In addition a strong reduction of κmag with respect to the pure Sr14Cu24O41
compound is present, even in the case of tiny impurity densities. The analysis of
κmag using a kinetic model allowed the extraction of the triplon mean free path
lmag. This quantity could successfully correlated with the mean Zn-Zn distance
in the ladders, confirming the validity the kinetic model employed. This result
is rather surprising, since the used model is based on a semi-classical formalism,
while the studied ladder system is of quantum nature. This work reveals that
the analysis is valid and the extracted physical quantities are meaningful. It thus
strongly corroborates results of previous works on the thermal conductivity of
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several two-leg spin ladder compounds [8, 151, 153, 154] which make use of the
same analysis techniques.
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9. The antiferromagnetic S = 12
Heisenberg Chain
Sr1−xCaxCuO2.
9.1. Magnetic Characterization
The study of the magnetic properties of the Sr1−xCaxCuO2 series was carried
out in order to identify changes in the system induced by the Ca doping. The
methods employed were susceptibility and specific heat, as well as NMR mea-
surements. A total of four Sr1−xCaxCuO2 crystals, with x = 0, 0.025, 0.05, 0.1,
were available for these studies.
A problematic aspect in the realization of the susceptibility measurements was
the contamination of the samples with a thin hydroxide layer, which contributed
with an additional Curie-like signal to the total susceptibility. To eliminate this
contribution the samples had to be heat treated and posteriorly coated with a
non-magnetic varnish to avoid their contact with air and a possible reformation
of the hydroxide layer. Further details concerning this subject are given in the
Appendix B. The susceptibility data presented in the next two sections were
obtained from samples, which were heat treated until a complete decomposition
of possible hydroxide contaminations was ensured.
9.1.1. Susceptibility
The T -dependent susceptibility1 χ(T ) of SrCuO2 along all three crystallo-
graphic directions measured at 1 T field strength for the temperature region
1.8 K ≤ T ≤ 350 K is shown figure 9.1. The data reproduce the susceptibility
published by Motoyama, Eisaki and Ushida [142, 147], shown in figure 9.1 as a
solid line.
The overall value of χ is relatively small of the order of 10−4 emu/mol.
Above T ≈ 100 K the susceptibility χ is rather flat with just a slight positive
slope, while at lower temperatures a Curie-like increase of χ can be observed.
Furthermore, χ possesses a strong anisotropy, which at T ≈ 50 K is as high as
1The susceptibility unit emu/mol adopted in this work corresponds to erg/gauss2. Note that
the unit used for the magnetization measurements in the next section is also emu/mol,
corresponding however to to erg/gauss.
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Figure 9.1.: Susceptibility of SrCuO2 along the a (•), b (¥) and c (4) directions. The
solid lines are digitalized data from [142, 147].
χa/χb,c ≈ 2.8.
The T -dependent susceptibilities of the Ca-doped compounds are shown in
figure 9.2 for x = 0, 0.025, 0.05 and 0.1. The overall qualitative T -dependence of
χ remains similar to the one in the undoped compound: at high and intermediate
temperature χ decreases weakly with cooling and evolves into a Curie-like increase
at lower T . For T & 100 K the susceptibilities of all compounds are identical
within a margin of 5 · 10−6 emu/mol. Below this temperature the increase of χ is
different for each doping level.
Considering first only the doped compounds x ≥ 0.025, it is obvious that the
evolutions of the T -dependence of χ at low-T correlates with the doping level:
the higher x, the stronger the increase of χ with decreasing temperature.
Apparently inconsistent with this observation is the susceptibility of the
undoped compound, which does not ‘fit’ into the picture. This may be justified
by different reasons. Firstly: it is a priori not clear if the the changes of the
magnetic properties of SrCuO2 upon doping are monotonic or not. It may well
be that a substantial change of the magnetic properties take place upon doping,
so that no direct comparison between the undoped and the doped samples can
be made. Secondly: it could be that the discrepancy between the susceptibility
of the undoped compound and the doped compounds is merely related to the
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Figure 9.2.: Temperature dependent susceptibility of the Sr1−xCaxCuO2 series for
x = 0, 0.025, 0.05, 0.1 along the a direction (left panel) and the c-direction (right panel).
The insets show data for T ≤ 50 K.
uncertainty of the measurement. Note that the differences under discussion are of
the same order of magnitude as the differences between the susceptibility of the
undoped compound and the literature data (Fig. 9.1). Thirdly: it is important
to know that the SrCuO2 sample used for the susceptibility measurements
presented here was submitted to a much more exhaustive heat treatment than
the doped samples. Therefore, it cannot be ruled out, that the intense treatment
caused some king of changes (or degradation) of the sample properties which
could be responsible for a modification of the T -dependence of χ at low T .
Nevertheless, independently from the fact that the susceptibility of either
SrCuO2 or Sr0.975Ca0.025CuO2 does not follow the overall doping dependence of
the data, it can be ascertained that a doping dependent evolution of the low-T
susceptibility tail is unambiguously present for x = 0.05 and x = 0.1 (also in
respect to lower x values). Hence, based on this fact, some scenarios will be
proposed to explain this behavior.
One possible picture would be an increased density of magnetic impurities in the
doped compound, which would be responsible for an increased Curie contribution
at low-T . From the crystal growth point of view, there is no reason what so ever
why the growth of doped samples should be less ‘clean’ than in the case of the
undoped compound. Hence all considered samples are expected to possess similar
density of magnetic impurities and consequently a similar Curie tail.
Another possible explanation is related to the finite length of the spin chains.
Due to structural defects (which are present in any real material) the chains
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Figure 9.3.: Susceptibility of Sr2Cu1−xPdxO3 (left panel) and SrCu1−xMgxO2 (right
panel) for different doping levels. From [212] and [213], respectively.
in SrCuO2 are interrupted at given distances, originating finite chain segments
composed either by an even or odd number of spins. The latter type of seg-
ments possesses effectively a ‘free’ spin, which, in addition to the ‘classical’ Curie-
contributions χC originated by magnetic impurities (or other type of structural
defects), contributes to the susceptibility with a modified Curie-law.2 The low-T
tail of χ is consequently composed of these two type of contributions.
In this picture, one can assume that the doping is in some way responsible
for the reduction of the segment lengths, or in other words, for the increase of
the number of chain segments, originating additional ‘free’ spins contributing to χ.
It is interesting to compare the data to the susceptibility results of the spin
chain systems Sr2Cu1−xPdxO3 and SrCu1−xMgxO2 [212, 213], shown in figure 9.3.
The data show that χ(T ) is strongly dependent of the doping level x. Already for
the lowest doping levels a drastic increase of the low-T tail in χ by approximately
one order of magnitude in respect to the undoped compound can be observed,
while at higher temperatures χ remains relatively unchanged. The susceptibility
tail becomes more and more important the higher the dopant concentration.
Interesting is the similarity of the absolute value of χ(T ) in both compounds in
respect to the doping dependency, which suggest the same type of mechanism as
the origin for the evolution of χ(T ) upon doping in both substances.
The common feature of these two compounds is the doping of the Cu site
with non-magnetic ions, namely Pd and Mg, which cut the spin chain in smaller
segments. The segments with an odd number of spins possess a ‘free’ spin which
contributes effectively to the susceptibility with a diverging contribution at
low-T . The evolution of the low T tail in χ with increasing x is thus a direct
consequence of an increased number of odd chain segments.3
2Consult for instance [211] and the references given there.
3In fact, not only the number of odd chain segments, but also their length dictates the absolute
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Although there is a strong qualitative similarity between the susceptibility
data of these two compounds and Sr1−xCaxCuO2, the analogy between the
doping effects is not straight forward. Contrary to the case of Sr2Cu1−xPdxO3
and SrCu1−xMgxO2, the Ca-ion in Sr1−xCaxCuO2 is not expected to occupy
the Cu-site, but substitutes the Sr atom sitting off chains. In general it
cannot be ruled out completely that the Ca ion goes also onto the Cu site, a
situation which has been observed in other related cuprate materials, e.g. in
CaCu2O3 [195]. However, experimental data
4, such as chemical analyses or
X-ray diffraction, do not show any indication in this sense, so that an occupation
of the Cu site by the Ca ions is less probable. Supporting this is a quantitative
comparison of the susceptibility data of SrCu1−xMgxO2 and Sr1−xCaxCuO2,
which shows that the effect of the doping in the latter compound is roughly one
order of magnitude weaker than in the former one. Example: despite of the
difference in the doping level by a factor of 10, the susceptibility of the 10% Ca
compound is roughly identical to the susceptibility of the 1% Mg compound.5
This fact indicates that, either only a very small fraction of the Ca goes onto
the Cu site, or the segmentation of the chains results from some other mechanism.
If the chains in Sr1−xCaxCuO2 are not directly ‘cut’ by the Ca dopant, the
question about the mechanism responsible for the increased susceptibility of the
chains remains. One possible explanation is related to a local structural deforma-
tion induced by the Ca atom, which possesses a smaller radius than the isovalent
Sr atom. The consequence of a local reduction of the length of the exchange path
between neighboring Cu spins would be an increase of the local coupling constant,
J ′ > J . One might speculate that this could lead to a local dimerization of the
chain spins, the resulting S = 0 singlet being responsible for the interruption of
the chain, and hence an increase of the number of ‘chain segments’ contributing
effectively to χ(T ).
In this context, the effect of the structural distortion caused by the Ca to the
chains can also understood as a continuous modulation of the coupling constants:
one talks about a bond disorder. Although this bond disorder cannot directly ex-
plain the susceptibility data in the context of the literature data presented above,
its possible existence should be kept in mind in future investigations and analysis.
Independently of which mechanism is responsible for the segmentation of the
chains, the Sr1−xCaxCuO2 susceptibility data might be explainable in analogy
to the Sr2Cu1−xPdxO3 and Sr2Cu1−xMgxO3 cases. However, a thoroughly
theoretical analysis is required in order to verify this qualitative picture.
value of this contribution, which is higher the shorter the segment. See for instance [213].
4Refer to section 6.4.1.
5In order to carry out the qualitative comparison between the data, the average of χ(T ) along
all crystallographic directions was taken in the case of Sr0.9Ca0.1CuO2.
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Analysis
In order to analyze the the susceptibility data different contributions have to be
taken into account, namely a Curie-like susceptibility χC , the susceptibility of
the antiferromagnetic S = 1
2
Heisenberg chain χs and a temperature independent
contribution χ0:
χtotal = χs + χC + χ0. (9.1)
In the following considerations it will be assumed that these are the only
contributions to the total susceptibility of Sr1−xCaxCuO2. This means also that
possible contributions coming from the odd chains are assumed to have a purely
Curie-like T -dependence and will therefore be included in χC .
The paramagnetic Curie susceptibility χC of S =
1
2
impurities is given by the
Curie-law
χC = nNA · (gµB)
2
4kB
· 1
T ∗
, (9.2)
with n the defect density, NA the Avogadro constant and µB the Bohr magneton.
A typical value for the gyromagnetic factor usually assumed in the cuprates is
g = 2.1 [89, 139, 184]. Furthermore, 1/T ∗ is allowed to have a Curie-Weiss form
by substituting T ∗ → T −Θ.
The choice of an expression for the spin chain susceptibility χs is somewhat
critical, as there are no theoretical works providing an expression for the suscepti-
bility of a spin S = 1
2
antiferromagnetic Heisenberg chain with ‘realistic’ features,
such as next-nearest-neighbor interactions or frustration effects. Johnston et al.
provide an expression which describes the susceptibility χs (first calculated by
Eggert, Aﬄeck and Takahashi (EAT) [214]) of the ideal infinite chain [89]. The
typical chain lengths in Sr1−xCaxCuO2 are of the order of 1000 spin sites (and
more).6 For lengths of this order of magnitude the chains are expected to behave
like infinite chains [215]. Johnstons expression is given by
χs(T ) =
NA(gµB)
2
T
P(q)(r) (t), (9.3)
with
P(q)(r) (t) =
1 +
q∑
n=1
Nn/(t)
n
1 +
r∑
n=1
Dn/(t)n
. (9.4)
Here, t = T/J is the reduced temperature with J the coupling constant. To fit
expression (9.3) to the susceptibility calculated by EAT down to very low tem-
peratures, Johnston provides a set of Nn and Dn values, which include a so called
logarithmic correction. This logarithmic correction, which becomes important for
roughly t . 0.01, is a feature of the ideal theoretical model. Ongoing theoretical
6This values result from the analysis of the thermal conductivity. Refer to section 9.2.
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n 1 2 3 4 5 6
Nn -0.053837836 0.097401365 0.014467437 0.00013925193 0.00011393434 -
Dn 0.44616216 0.32048245 0.13304199 0.037184126 0.0028136088 0.00026467628
Table 9.1.: List of Nn and Dn values. From [89].
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Figure 9.4: Susceptibility cal-
culated using equation 9.3 with
Pq=5r=6 and the parameters listed
in table 9.1. The dashed line
indicates the limit above which
the curve describes the suscep-
tibility calculated by EAT with
an accuracy < 10−5.
work [216] predicts that in the presence of a next-nearest-neighbor ferromagnetic
interaction Jnnn the finite χs(T = 0) value predicted by theory increases with
increasing Jnnn and that the logarithmic form of χspin(T → 0) flattens out7. The
observation of such a logarithmic correction in real materials is therefore not to
be expected [216, 217]. Nevertheless, Eisaki et al. claim to have observed a
logarithmic correction in Sr2CuO3, but they did not see any evidence for it in
SrCuO2, where the experimental χs is flat at low temperatures [142]. Especially
in SrCuO2 one can expect a ferromagnetic next-nearest-neighbor interaction due
to its characteristic zigzag geometry. Since a theoretical model including a Jnnn
or frustration effects is missing and no logarithmic correction is to be expected
in the experimental data, equation (9.4) will be used with Pq=5r=6 determined by
another set of Nn and Dn values listed in table 9.1 [89]. These do not include
the low-T correction and describe the susceptibility calculated by EAT with high
accuracy in the regime t ≥ 0.01. For the case of J ≈ 2000 K this corresponds to
T & 20 K. Below this temperature, χs(T ) is rather flat, as shown in figure 9.4.
It is clear that the description of χs at low temperatures is rather problematic
with the model adopted here. However, in the absence of a more appropriate
theoretical background, expression (9.3) will be used as a compromise.
The T -independent χ0 term in equation (9.1) is in fact composed of two
contributions, namely by the Van Vleck susceptibility, which arises from the
7And eventually diverges for Jnnn/J greater than a critical value.
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mixing of states in a system with 2 or more levels [5, 34], and the diamagnetic
core susceptibility, present in any ionic core. Since this two contributions
are T -independent and their explicit form is of no importance for the further
analysis, they will be just represented by the constant χ0.
A remaining open question is which value to adopt for the Lande´ g-factor of
the spin carrying Cu ions. Attempts have been carried out to measure g in
SrCuO2 (and Sr2CuO3) by Ohta et al. [184] using the ESR method, but due to
the extremely low susceptibility of the material, no signal could be observed. The
exact anisotropy values for g remain thus unknown. In another work by Kataev
et al., the g-factor for the Cu ions sitting in the chains of Sr14Cu24O41 (build
up by edge sharing CuO4 plaquettes) was determined by ESR [218]. They find
that g⊥ ≈ 2.3 perpendicular to the CuO4 plaquettes and g‖ ≈ 2.05 in the in the
plaquette plane. Since the coordination of the Cu ion in both substances is very
similar, one can assume similar g-values for the chain-Cu in SrCuO2.
Results and Discussion
The results of the fits of equation (9.1) to the susceptibility data are strongly
dependent on the choice of the fitting range. As discussed previously, the exact
T -dependence of χs at lower temperatures is unknown and the validity of equation
(9.3) at lower T is a priori not clear for the considered system. Furthermore, the
lower the low-T fit limit is set, the worse the fit becomes: not only is χC unable
to describe the low-T tail correctly, but also an anisotropy (between χa and χc)
develops, which cannot be of pure Curie nature, i.e. originated by defect spins
which deliver always an isotropic signal, and has probably to be related to the
additional contribution coming from the odd chain segments.
An estimation of the coupling constants J and the defect densities n was carried
out by varying the fit intervals.8 The estimation of an upper limit for the J-value
was carried out by fitting equation (9.1) to the data at higher temperatures
(T ≥ 250 K) without including the Curie contribution χC . Doing so, J is mainly
determined by the slope of χ and overestimated due to the absence of a Curie
term. In a second step equation (9.1) was fitted to the data for T ≥ 20 K and
finally over the whole T -range. The resulting fit parameters are listed in table
C.1 and the respective plots shown in figures C.1 and C.2 (consult the Appendix
C). Exemplary fit results are shown in figure 9.5.
Strictly speaking, it is impossible to detect a doping dependency of J due
to the large uncertainty in its extraction. The fit results suggest a doping
dependence of the coupling constant: the higher the doping, the lower J . This
dependency becomes more accentuated the lower the fit interval is set. By fitting
the complete T range the change of the extracted coupling constants from the
8Since the susceptibilities measured along the b and c directions are identical, only χc was
considered in the analysis.
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Figure 9.5.: Two representative results of fits carried out for the susceptibility χa of
Sr0.9Ca0.1CuO2 and χc of Sr0.95Ca0.05CuO2. The black solid lines and the (red) dashed
lines are fits carried out for T ≥ 20 K and over the whole T -range, respectively. Details
are shown in the insets.
undoped compound to X = 0.1 is as high as 500 K. This shows how sensible
the results depend on the chosen fit interval and that a reliable extraction of J
is impossible using equation (9.1). Nevertheless, the fits carried out at higher
T allow the conclusion that J is roughly of the order of 2000 K for all doping
levels. In particular the results obtained for SrCuO2 coincide with the value
J = 2100± 200 K extracted also from susceptibility data by Matsuda and Eisaki
[142, 147].
The results of the defect density n are also characterized by an uncertainty
related to the choice of the fit interval. Thus, within an error of roughly 50%
the n-values extracted for the doped samples increase from roughly 0.4 · 10−4
for x = 0.025 to 1.2 · 10−4 for x = 0.1. In the case of the undoped compound
n = 0.7 · 10−4. These values reflect the observed increase of the low-T tail of χ.
The ambiguity of the extracted parameters shows, that equation (9.1) is im-
proper to describe the susceptibility data of Sr1−xCaxCuO2. This may be related,
on the one hand, to the possible invalidity of the expression for χs at low-T ,
which does not account for next nearest neighbor interactions, very likely playing
an important role in Sr1−xCaxCuO2, on the other hand to the absence of a term
accounting for the contribution coming from finite chains, which differs from the
typical Curie-law.
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all values in units of 10−4 emu/mol
x χa0(1.7 K) χ
a
0(2 K) χ
a
0(3 K) χ
a
0(5 K) χ
c
0(1.7 K) χ
c
0(2 K) χ
c
0(3 K) χ
c
0(5 K)
0 0.320 0.322 0.327 0.329 -0.040 -0.038 -0.034 -0.032
0.1 0.998 0.996 0.968 0.899∗) 0.336 0.334 0.310 0.248∗)
Table 9.2.: Extracted χ0 values by fitting equation (9.5) to the magnetization data
of SrCuO2 and Sr0.9Ca0.1CuO2 for the four lowest temperatures T =1.7, 2, 3 and 5 K.
For all values an error of approximately ±0.05 ·10−4emu/mol was estimated by varying
the fit conditions. The values marked with ∗) are listed here although the respective
fits are unsatisfactory, as it can be seen in figure 9.6.
9.1.2. Magnetization
The field-dependent magnetization of SrCuO2 and Sr0.9Ca0.1CuO2 was measured
for different temperatures in the range 1.7 K ≤ T ≤15 K up to fields of 5 Tesla.
Figure 9.6 shows the data for positive fields along the a and c directions.9
The magnetization of both SrCuO2 and Sr0.9Ca0.1CuO2 is characterized by an
anisotropy Ma(B)/Mc(B) ≈ 2. The magnetization of Sr0.9Ca0.1CuO2 is charac-
terized by values roughly twice as high as in the SrCuO2 case. In all cases the
magnetization M(B) increases with increasing field, showing a slight curvature
at low-T , which however becomes unimportant for T & 5 K, where the increase
becomes practically linear.
The M(B) expression used to describe the data reads:
M(B) = χ0 ·B +MB · B 1
2
(B, T ), (9.5)
where χ0 is composed of the T -independent ion core and Van Vleck contributions
and a T -dependent spin chain contribution
χ0(T ) = χcore + χV V + χs(T ). (9.6)
The right hand side of equation (9.5) is the paramagnetic contribution to the
magnetization with MB = n · NA gµB2kBT and B 12 (B, T ) the Brillouin function for
S = 1
2
[5]. Using the same argumentation as in the analysis of susceptibility
data, the anisotropy of the g-factor in χs is considered by setting ga = 2.3 and
gc = 2.05 for the a and c direction, respectively, while in the case of the isotropic
paramagnetic contribution g = 2.1.
Fits were carried out for the four lowest temperatures T = 1.7, 2, 3, 5 K and
for both a and c directions simultaneously.10 The resulting fit curves are shown
in figure 9.6.
9Since the magnetization along the c and b axes is identical, no data along b are shown.
10Under these fit conditions no correct description of the data at higher temperatures (T ≥ 10
K) was possible. Therefore they were excluded from the analysis presented here.
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Figure 9.6.: Field dependent magnetization M(B) of SrCuO2 (upper panels) and
Sr0.9Ca0.1CuO2 (lower panels) along the a and c directions for different temperatures.
Solid lines are fits to the data.
Within the accuracy the extracted defect densities are similar in both com-
pounds, with n = (2.1 ± 0.3) · 10−4 for SrCuO2 and n = (1.9 ± 0.3) · 10−4 for
Sr0.9Ca0.1CuO2. These values are slightly higher than the ones extracted from
the susceptibility data.
The values for the χ0 parameters, listed in table 9.2, show an anisotropy
between the a and c directions, which can be ascribed to the anisotropic g-factor
of the chain spins and probably also to the anisotropy of the χV V term.
11 In
addition there is an increase of χ0 with doping. Since no significant change of
11The Van Vleck susceptibility in systems with a tetragonal or lower symmetry show an
anisotropy which can be theoretically calculated. The calculation of absolute value of χV V
is however less practicable, since the explicit energy levels involved in the Van Vleck effect
have to be known. (Consult for instance [5, 34])
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all values in units of 10−4 emu/mol
x χs(1.7 K)/g χs(2 K)/g χs(3 K)/g χs(5 K)/g
0 0.200 0.201 0.203 0.204
0.1 0.247 0.246 0.234 0.204∗)
Table 9.3.: Extracted values for χspin(T ) normalized by the g-factor. The values
are assumed to possess an error of ±0.01 · 10−4 emu/mol estimated by varying the fit
conditions. The value marked with *) is shown here although the respective fit is of
unsatisfactory quality.
Figure 9.7: Comparison of the
extracted χs(T ) values with
equation (9.3), shown for J =
1800, 2000 and 2200 K. Circles
(•) correspond to SrCuO2 and
squares (¥) to Sr0.9Ca0.1CuO2.
The arrow indicates the theoret-
ical zero-T susceptibility of the
ideal S = 12 Heisenberg chain for
J = 2000 K.
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the Van-Vleck term χV V is expected and the change of the core diamagnetism
χcore lies in the order of 10
−6 emu/mol,12 the different χ0 values of SrCuO2 and
Sr0.9Ca0.1CuO2 have to be ascribed to the chain susceptibility χs. Thus, the
data suggest an increase of the magnetic moment of the spin chain for the doped
compound at lower temperatures.
Going one step further in the analysis of the magnetization data by making use
of the assumption that χs is the only T dependent term in χ0, the attempt was
made to extract explicitly χs(T ). The resulting values are listed in table 9.3. In
the case of SrCuO2 the susceptibility χs(T ) shows practically no T -dependence.
13
For the Sr0.9Ca0.1CuO2 case χs(T ) shows some T -dependence, characterized by
an increase of χs with decreasing T .
The higher χs values for x = 0.1 may be related to the doping dependent
12Based on values published in [219, 220].
13The absence of a T -dependence in the extracted χs(T )-values makes them strongly question-
able, since a clear T -dependence is the prerequisite to allow their reliable extraction.
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increase observed in the total susceptibility χtotal, discussed in the previous
section. In the analysis carried out for the susceptibility data, the increase of
χtotal at low-T with increasing doping level could not be assigned to the spin
susceptibility, since the employed χs-expression (equation 9.3) did not include
any kind of upturn for lower T . The results of the magnetization data are in this
sense an indication of the inapplicability of equation (9.3) to describe the spin
part of the susceptibility of Sr1−xCaxCuO2.
In order to get an idea about the order of magnitude of the J related to the
extracted χs(T ) values, these are compared in figure 9.7 with curves calculated
using equation (9.3) for three different J-values, namely J = 1800 K, 2000 K and
2200 K. It is important to stress that the validity of equation (9.3) at such low
temperatures is not at all clear, as discussed in the previous section. Despite of the
low reliability of the χs values in the SrCuO2 case and the questionable validity
of equation (9.3), it is quite astonishing that the data of SrCuO2 correspond to
the theoretical spin susceptibility for J ≈ 2000 K. In the case of Sr0.9Ca0.1CuO2
the susceptibility values χs correspond to J-values smaller than 1800 K, much
lower than in the SrCuO2 case.
9.1.3. Specific Heat
The specific heat cp was measured for SrCuO2, Sr0.95Ca0.05CuO2 and
Sr0.9Ca0.1CuO2 in selected temperature regions within the interval
300 mK ≤ T ≤ 300 K in zero-field and fields up to 9 T.
The specific heat of SrCuO2, which possesses a typical phononic T -dependence,
is shown in figure 9.8. The measurement reproduces the data from Shaviv et al.,
available for T & 5 K [221]. At 1.3 K cp shows an anomaly in form of a hump
(Inset of figure 9.8). The same type of anomaly was also observed at ≈ 2 K
by Matsuda et al. [149]. Knowing from neutron scattering experiments that
SrCuO2 orders at 1.5 K [148], it is possible to assign the low-T anomaly in cp to
the respective magnetic phase transition.
In order to study this anomaly in more detail, field dependent measurements
of the specific heat were carried out in the low-T region. Figure 9.9 shows the
specific heat data of SrCuO2 in the temperature range 0.9 K < T <1.8 K for
different magnetic fields up to 9 T. For zero-field, the anomaly in cp appears now
more clearly in form of a maximum at 1.3 K. A rather surprising development
of the maximum can be observed with increasing field: for fields up to 2 T, the
maximum shifts from ≈ 1.3 K to ≈ 1.4 K, accompanied by a general increase
of cp by roughly 25% in the maximum region. At 3 T the maximum remains
unchanged at ≈ 1.4 K, but the cp-values in its surroundings are reduced. For
higher fields (H > 3 T), the maximum shifts again towards lower temperatures,
accompanied by a global decrease of cp in the considered temperature region.
While at 7 T a maximum is still clearly present at T ≈ 1.15 K, no maximum can
be observed down to 800 mK at 9 T. The field dependence of cp is identical in all
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crystallographic directions, as shown in figure 9.9c for three representative fields.
An identical scenario has been observed for the Sr0.9Ca0.1CuO2 compound.
The evolution of the anomaly in cp as measured for several SrCuO2 and
Sr0.9Ca0.1CuO2 samples is resumed in figure 9.10 in form of a phase diagram.
The data correspond to a total of five measurement series carried out on two
SrCuO2 samples and two measurement series carried out on one Sr0.9Ca0.1CuO2
sample. The data points represent the inflection points of the high-T shoulder
of the anomaly maxima and the error bars the respective uncertainty in their
determination. While the data obtained from two different SrCuO2 samples are
practically the same, the values extracted from the Sr0.9Ca0.1CuO2 measurements
are slightly shifted towards lower temperatures (by a constant ∆T ≈ 0.05 K).
This may suggest a doping dependency, but within the error, both substances
show the same field-temperature dependency.
A proposed explanation for this peculiar field dependency is based on two
effects: the suppression of quantum fluctuations at low fields and the destruction
of the ordered state at higher fields. Quantum fluctuations constitute always a
counteracting mechanism in the ordering of a magnetic system. The presence of
small magnetic fields may be responsible for a reduction of these fluctuations,
resulting in stabilization of the ordered state. A shift of the phase transition
temperature towards higher T is expected. The increase of the phase transition
temperature of SrCuO2 and Sr0.9Ca0.1CuO2 with increasing field for H . 3 T is
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consistent with such a picture. The reduction of the transition temperature with
further increasing field has however another origin: it can be assumed that the
magnetic ordering in these two compounds is mediated by defect spins, which
are only weakly coupled to each other via the chain spins. This coupling is small
enough to be overcome by relatively low fields. Hence, already for magnetic
fields of a few Tesla (& 3 T) the ordered state begins to be suppressed and the
transition temperature decreases.
In order to extract the Debye temperature ΘD and the magnetic coupling con-
stant J from the specific heat data, measurements with high accuracy14 were
carried out for SrCuO2, Sr0.95Ca0.05CuO2 and Sr0.9Ca0.1CuO2 at low tempera-
tures.
Figure 9.11 shows the coefficient cp/T as a function of T
2 for two different
SrCuO2 samples in the low-T range T ≤ 20 K. For sample 1, three independent15
measurements were carried out, delivering data with a very good reproducibility.
Although a slight disparity of the data can be observed for temperatures above
15 K, which is assumed to be related to different qualities of the sample contact-
ing, all three measurements reproduce the same curve for T . 15 K. cp/T (T 2) is
14Refer to section 7.3 for details.
15I.e., for each new measurement run a new contacting of the sample was carried out.
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characterized by strict linear behavior in the interval 25 K2 . T 2 . 100 K2, which
is a direct observation of the well known T 3-law of the phononic specific heat of
insulators. Above this temperature region cp/T (T
2) begins to deviate from the
linear behavior. The same is true for T 2 . 25 K2 due to the development of the
low-T peak.
The measurement of the specific heat was also carried out with a second
SrCuO2 sample. The values obtained for sample 2 are approximately 10%
higher than the ones found for sample 1 and this practically over the entire
considered T -range. By scaling down the curve it is possible to reproduce
the data represented by crossed squares (¢) in figure 9.11 for T 2 & 50 K2.
Underneath this T a deflection of the curve from the linear behavior takes place
and a much more prominent development of the anomaly can be observed. The
reason for the shift of the curve in respect to the data of sample 1 is unknown.
The main known error source for these measurements is the determination of the
sample mass (typical error bars are shown in figure 9.11). Unless a significant
systematic error has been made in the determination of the sample mass, this
error source cannot account for the difference between the specific heat of both
sample. Also a possible role of the sample geometry was experimentally ruled
out. Other possible error sources are unknown. Distinct sample qualities may
be another explanation, although these are not expected.
The specific heat of Sr0.95Ca0.05CuO2 and Sr0.9Ca0.1CuO2 is shown in figure
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9.12 together with the data of the undoped compound (sample 1). As apparent
from the data there is a shift of cp/T towards lower values with increasing
doping. The temperature regime at low-T for which cp/T (T
2) is strictly linear
becomes more narrow the higher the doping level.
An attempt was carried out to renormalize the data of Sr0.9Ca0.1CuO2, by
treating Sr and Ca as isotopes and applying a procedure proposed by Hoffmann
et al. [222], where different Debye temperatures are considered for each atom
type. The resulting shift of the data due to renormalization was however too
small to explain the difference between the SrCuO2 and Sr0.9Ca0.1CuO2 data.
Analysis
The explicit form of the two contributions to the specific heat of Sr1−xCaxCuO2,
namely the lattice specific heat cph and the spin chain specific heat cmag, can be
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approximated at low temperatures by the expressions [5]
cph =
12
5
NAkB
(
T
ΘD
)3
, (9.7)
and [89]
cmag =
2NAk
2
B
3J
T, (9.8)
where ΘD and J are the Debye temperature and the magnetic coupling constant,
respectively.
In an equivalent representation both contributions can be written as
cp
T
=
12pi4
5
NAkB
Θ3D
· T 2 + 2NAk
2
B
3J
, (9.9)
which corresponds to a straight line when plotted as function of T 2.
In principle, the extraction of ΘDebye and J is possible by fitting equation
(9.9) to the data shown in figure 9.12. However, the temperature range in
which a fit is meaningful is strongly limited: at lower temperatures, the onset
at 5 K of the magnetic phase transition [148] limits the lower fit range, since
a deviation from the linear behavior of cp/T (T
2) takes place. At higher
temperatures it is the limitation of the validity of the phononic T 3-law which
limits the upper fitting range, usually given by T ≈ ΘD/40 [223]. For a
typical ΘD ≈ 400 K, the upper limit is thus given by T ≈ 10 K. Hence,
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Fit doping x fit interval J (K) ΘD (K)
1a 0 (sample 1) 6 K . T . 10 K 1352± 9 236.5± 0.2
1b 0 (sample 1) 6 K . T . 16 K 1348± 13 236.8± 0.2
2 0 (sample 2) 7 K . T . 10 K 964± 75 233.2± 3.5
3 0.05 6 K . T . 10 K 2165± 24 245.6± 0.2
4a 0.1 6 K . T . 10 K 2497± 40 252.1± 0.4
4b 0.1 6.4 K . T . 8.6 K 2329± 24 254.5± 0.3
Table 9.4.: Extracted J and ΘD values by fitting equation (9.9) to the data in the
indicated temperature interval. The indicated errors reflect the quality of the fits.
the temperature range, in which the data are to be expected linear, is very
narrow. A typical practice, however, is to shift the highest fit limit to the highest
temperature possible, as long as the linear dependence of cp/T (T
2) is guaranteed.
Different fits were carried out for the data of SrCuO2 (sample 1) by varying
the fit interval. The respective results are given in table 9.4. As a lowest fit limit
Tmin ≈ 6 K was taken, since for lower temperatures the data values deviate from
the linear behavior. With the highest fit limit set to Tmax = 10 K, the extracted
Debye temperature and coupling constant read ΘD = 237 K and J = 1352
K, respectively (fit 1a, also shown in figure 9.12). These values do not change
substantially when shifting Tmax to higher temperatures: even for Tmax ≈ 16 K,
the fit still delivers ΘD = 237 K and J = 1348 K (fit 1b), reflecting the strict
linearity of this curve in the considered T -range.
For the second SrCuO2 sample, the data do not follow such a strict linear
behavior. Also the onset of the phase transition seems to be shifted to higher T
by approximately 1 K. Thus by choosing the fit interval 7 K . T . 10 K (fit 2)
the fit - of a rather bad quality - delivers ΘD = 233 K and J = 964 K.
For the case of Sr0.95Ca0.05CuO2 a reasonable fit could be carried out in the
temperature interval 6 K & T & 10 K (figure 9.12), with the resulting values
ΘD = 246 K and J = 2165 K. For T & 10 K the coefficeint cp/T (T 2) begins to
deviate from the linear behavior leading to a worse fit quality.
Finally, for the the case of Sr0.9Ca0.1CuO2 the determination of a fit interval
becomes problematic: a continuous curvature of the coefficient cp/T does not
allow a reasonable fit over a larger temperature range. In the fit interval
6 K . T . 10 K the fit delivers ΘD = 252 K and J ≈ 2500 K (fit 4a). The shift
of the fit limits affects the resulting parameter values (Refer to table 9.4).
Discussion
The extracted values for the coupling constant J suggest a strong doping depen-
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Figure 9.13.: Schematic representation of a) the dispersion of a spinon and b) the
magnetic specific heat cmag without and with a spin-gap ∆.
dency of this quantity. Indeed one can expect a local increase of J in the sur-
roundings of the Ca atoms due to the reduction of the Cu-Cu distances caused
by the local distortion of the structure. Although J is known to react very sen-
sible to changes of the interaction distances between the Cu spins, the order of
magnitude of the changes extracted in the analysis seems rather unrealistic. The
changes of J expected by theory for a variation of the cell parameters as it is the
case in the Sr1−xCaxCuO2 series has been predicted to be roughly one order of
magnitude lower than the ones extracted in the analysis [224]. Hence, the drastic
evolution of the extracted J value rather suggest an inadequate analysis of the
data.
A more promising explanation for the evolution of cp upon doping is related
to the opening of a spin-gap ∆. The presence of a gap would be responsible for
a reduction of the number of spinons contributing to the magnetic specific heat
cmag in the T -region kBT . ∆: a shift of cp/T (T 2) to lower values is expected.
In order to explore this possibility, a spin-gap was simulated in the calculation
of the magnetic specific heat cmag. Under the consideration of the fermionic
16
nature of spinons, the magnetic specific heat is given by
cmag =
1
2pi
∫ pi/a
0
d
dT
uk dk =
1
2pi
∫ pi/a
0
d
dT
²k
e
²k
kBT + 1
dk, (9.10)
where uk corresponds to the energy of the mode with wave vector k.
16For the gapless system spinons are fermions, however it is not clear how strong the fermionic
picture is disturbed in the presence of a gap. In the following treatment the fermionic nature
of spinons is assumed unchanged by the gap.
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The dispersion relation of a spinon is given by equation (3.5):
²(k) =
Jpi
2
sin ka. (9.11)
The presence of a finite gap ∆ at k = 0 can be incorporated in the dispersion
relation by extending (9.11) to [35]
²(k) =
√
∆2 + (Jpi/2 · sin ka)2. (9.12)
Both equations (9.11) and (9.12) are shown in figure 9.13a. For kBT ¿ J only
small k are occupied, so that the sinus term in expression (9.12) can be approxi-
mated by a linear expression leading to:
²(k) =
√
∆2 + (Jpi/2 · ka)2. (9.13)
By inserting expression (9.13) in equation (9.10) and substituting the integral
over k by an integral over ², the one-dimensional specific heat reads
cmag =
2
pi2JakBT 2
∫ Jpi
2
∆
²3k√
²2 −∆2
e
²k
kBT[
e
²k
kBT + 1
]2d²k, (9.14)
which can be extended by the factor 4/(bc) to account for the total number
of chains passing through the surface spanned by the cell vectors ~b and ~c. A
schematic representation of this equation with and without a gap ∆ is given in
figure 9.13b.
In order to calculate the magnetic specific heat cmag given by expression (9.14),
a coupling constant corresponding to the value extracted in the previous analysis
of the SrCuO2 data
17, i.e. J = 1350 K, was adopted. The calculation of cmag in
the gapped regime was carried out for two distinct gap values, namely ∆ = 100 K,
which corresponds to the spin-gap of Sr0.9Ca0.1CuO2 determined by NMR (Refer
to section 9.1.4), and ∆ = 50 K. The resulting magnetic specific heat cmag is shown
in figure 9.14 as dashed lines. The solid lines correspond to the total specific heat
cp = cmag + cph, where the phononic specific heat cph was calculated using the
Debye temperature ΘD = 237 K, also adopted from the analysis previously carried
out for SrCuO2.
The fact that the SrCuO2 data are well described at lower T is no surprise,
since the J and ΘD values plugged into the calculation were extracted from
these data. Interesting are the calculated curves in the gapped regime: they
do not describe the data correctly, but their overall evolution in temperature
and as a function of the gap size show qualitatively strong similarities with the
17Here, only the data acquired for the first SrCuO2 sample, which show a good reproducibility
and a very strict T 3 dependence over a wide temperature interval, will be considered. Nev-
ertheless, when appreciating the results of the following analysis, it should be kept in mind,
that the order of magnitude of the shift of the specific heat data for the doped compounds
corresponds roughly to the deviation between the data of both SrCuO2 samples.
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experimental data. Interesting is that even the somewhat larger slope of the
Sr0.95Ca0.05CuO2 data in respect to Sr0.9Ca0.1CuO2 is present in the calculated
values.
Although strong similarities exist between the experimental data and the calcu-
lated values, it should be pointed out that, with exception of the gap for x = 0.1,
the values plugged into the model are of empirical nature, so that no quantitative
conclusion may be driven from the analysis. Nevertheless, these results strongly
suggest, that the evolution of the specific heat at low temperatures is governed
by the presence of a spin-gap.
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9.1.4. Nuclear Magnetic Resonance
NMR measurements have been carried out for SrCuO2 and Sr0.9Ca0.1CuO2 by
Hammerath et al. [225]. For both compounds the 1/T1-rates were measured at
the central peak of Cu63 (m = 1/2 to m = −1/2 transition) at 79.93 MHz for
the b-direction, and at the satellite peaks, positioned18 around ≈ 74 MHz, for the
a-direction. A static magnetic field of H = 7.0596 T was used.
The 1/T1-rate is the wave-vector summation of the dynamical structure factor
S(q, ω) = T · χ′′(q, ω), multiplied by a hyperfine form factor, and probes low
frequency spin fluctuations. χ′′(q, ω) is the imaginary part of the dynamical
electron spin susceptibility, with ω the NMR frequency and q the wave vector of
the spinons (refer to [226] for details.).
The measured relaxation rates 1/T1 along the a and b directions
19 are shown in
figure 9.15. The relaxation rate of SrCuO2 is practically constant over the whole
temperature range. This result corresponds to the expected T -independent 1/T1-
rate for a Heisenberg S = 1
2
chain (see for instance [227, 228]).
In the case of the 10% doped compound, the relaxation rate is also constant
and possesses similar values as in the undoped compound for T & 100 K, however,
for T . 100 K 1/T1 decreases strongly with decreasing T . Such a behavior of
1/T1 is typical for gapped systems (refer for instance to [129, 130, 229, 230].).
The opening of a gap in Sr1−xCaxCuO2 may be related to the formation of
spin singlets, which are non-magnetic objects, and consequently responsible for a
18Along the a-direction the peak position shows a slight T -dependence.
19The strong anisotropy of the T1 values between the two directions is related to the anisotropy
of the hyperfine form factor and will not be further addressed here.
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reduction of the 1/T1-rate.
Fits to the low-T region of the relaxation rates in Sr0.9Ca0.1CuO2 deliver a
spin-gap of roughly 100 K [225].
9.1.5. Preliminary Conclusions
The experimental results presented in the previous sections strongly suggest the
presence of a spin-gap in the Ca-doped SrCuO2. Not only the T -dependence of
the 1/T1 rate measured by NMR implicates the presence of a gap in the doped
compounds, but also the doping dependent evolution of the specific heat at low-T
is consistent with the opening of a gap. The susceptibility, on the other hand,
which shows an increased divergence at low-T for the doped compounds, can be
explained in the context of a segmentation of the chains due to the doping. The
expected appearance of a gap for finite chain lengths is consistent with the results
of the previous two methods.
Inconsistencies exist between the susceptibility and magnetization results:
while the analysis of the magnetization data suggests a doping dependent in-
crease of the spin chain susceptibility χs at lower T , the theoretical model and in
particular the expression for the spin chain susceptibility employed in the analy-
sis of the susceptibility data does not allow the detection of such a change. An
improvement of the theoretical model (which describes an ideal Heisenberg chain
ignoring possible next-nearest-neighbor interactions, finite size effects, amongst
others possible features of a real spin chain) is thus necessary. On the other hand,
the uncertainty in the determination of the defect density in the analysis of the
magnetization data does not allow the identification of doping dependent changes,
so that no correlation with the susceptibility results can be made. It may well
be that the increase of the susceptibility at lower temperatures with increasing
doping is related to both an increase of the spin susceptibility and an increase of
the contributions originated by the segmentation of the chains. Further studies
are however necessary to clarify this point.
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9.2. Thermal conductivity
9.2.1. Experimental Results
The thermal conductivity was measured for a total of five different doping levels
of Sr1−xCaxCuO2, namely for x = 0, 0.0125, 0.025, 0.05 and 0.1.
Figure 9.16 shows the temperature dependent thermal conductivity perpendic-
ular to the chains. All curves show a low temperature peak with a maximum
around T = 18 K. Above this temperature κa and κb decrease with increasing
temperatures and reach values as low as 5 Wm−1K−1 at room temperature. The
low-T peak is gradually suppressed with increasing doping level: while in SrCuO2
the maximum of κb is as high as ≈ 215 K, Sr0.9Ca0.1CuO2 possess a κb maximum
as small as ≈ 60 Wm−1K−1, i.e. 3.6 times smaller than in the undoped com-
pound. At intermediate and higher temperatures the doping does not influence
κa and κb substantially.
At all doping levels the thermal conductivities κa and κb show a typical T
dependence for acoustic phonons, characterized by a low-T peak and a gradual
decrease with increasing T . The evolution of κa and κb upon doping is also typical
for phonon thermal conductivity upon defect doping, characterized by a strong
reduction of the low-T peak and less accentuated changes at intermediate and
higher T .
The anisotropy κb/κa (shown for x = 0.05, 0.1 in the inset of figure 9.16) with
a maximum value of ≈ 1.3 is not unusual for cuprate materials.
It should be mentioned, that κb of SrCuO2 reproduces the respective data
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Figure 9.16.: Temperature dependent thermal conductivities for the Sr1−xCaxCuO2
series along the crystallographic a (left) and b directions (right). The inset shows the
anisotropy γ = κb/κa for the two highest doping levels.
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Inset: comparison of κc of the undoped SrCuO2 with literature data [74].
published in [74].
The thermal conductivity κc parallel to the chains is shown in figure 9.17 for
all doping levels.
The thermal conductivity κc of the undoped compound is characterized by a
low-T peak with a maximum at T ≈ 19 K as high as κmaxc ≈ 335 Wm−1K−1, a
hump-like anomaly which appears for T & 40 K on the high temperature shoulder
of the low-T peak and a κc-value at room temperature as high as ≈ 40 Wm−1K−1.
The evolution of κc upon Ca doping is characterized by three main features:
a) the suppression of the low-T peak, b) an unchanged thermal conductivity
at high temperatures and c) the disappearance of the hump-like anomaly at
intermediate temperatures. The development of the peak maximum as a function
of x is shown in figure 9.18. A strong reduction of κmaxc is present for x ≤ 0.05
(κmaxc of Sr0.95Ca0.05CuO2 is almost three times smaller than in the undoped
compound), but only a relatively small change can be observed between x = 0.05
and x = 0.1 (by ≈ 30%). Back to figure 9.17: for all doping levels the maximum
position remains unchanged at ≈ 20 K. At high temperatures, i.e. T & 200 K,
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κc is not affected by the doping and remains unaltered at roughly 40 Wm
−1K−1.
In the intermediate temperature region, the hump-like anomaly flattens out
with increasing doping level: the inflection point at ≈ 40 K related to the hump
anomaly in SrCuO2 disappears already for the lowest doping x = 0.0125. With
increasing temperature κc evolves with a rather ‘straight’ T -dependence, until
it ‘stabilizes’ at higher temperatures, where it shows the same κc-values as for
SrCuO2. This picture remains true for x = 0.025. For the two compounds with
the highest Ca-doping, κc becomes flat for T & 50 K: after κc ‘bends away’
from the low-T peak around 50 K, it ‘stabilizes’ around roughly 50 Wm−1K−1,
remaining almost constant up to room temperature.
The doping dependence of the anomalous thermal conductivity κc with respect
to the purely phononic one is well reflected in the anisotropy α = κc/κa, shown
in figure 9.19. For the undoped compound α increases from the nearly isotropic
case at low T to a value as high as 6 for T & 100 K, which remains constant
up to room temperature, reflecting the additional magnetic contribution to κc
in this temperature region. With increasing doping, the fraction of κmag in κc
at higher T becomes more important and α achieves values as high as ≈ 10.
This indicates a saturation of κmag with increasing doping as κph decreases
further. At intermediate T , however, the fraction of the magnetic contribution
to κc becomes less important with increasing doping, fact which is reflected in
evolution of the normalized α shown in the inset of figure 9.19.
Discussion of κc
In analogy to the κa and κb cases, the low-T peak in κc can be attributed to
a phonon driven thermal conductivity. Its reduction upon doping is consistent
with an increase of the phonon scattering off Ca defects. However, the evolu-
tion of the maximum with increasing x does not follow the tendency of the pure
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Figure 9.19.: Ratio α = κc/κa. Inset: α normalized at 300 K.
phononic κmaxa and κ
max
b : as obvious from figure 9.18, the reduction of the low-T
peak in κc is much stronger than in the perpendicular directions for x ≤ 0.05,
and the anisotropy α(T = 20K) reduces from 1.8 for the undoped case to 1.1 for
x = 0.05. This shows that the contributions to the total thermal conductivity at
20 K are not purely phononic, but that the additional magnetic contribution is
active down to very low temperatures, and that this contribution hast to be also
reduced by the doping. Supporting this picture is the development of κc at inter-
mediate temperatures: the disappearance of the the hump-like anomaly, present
in SrCuO2, for x ≥ 0.0125, suggests that the additional magnetic contribution
responsible for the hump is also reduced upon doping.
At high temperatures, the constant κc at all x allows the exclusion of possible
contributions of optical phonons. These are known to play a significative role
in other systems similar to SrCuO2, such as La2CuO4 [231], thus a priori they
cannot be excluded as a possible source of the high anisotropy of κ at room
temperature in SrCuO2. However, the unaltered κc at higher temperatures and
the increase of α at room-temperature upon doping makes such a contribution
less probable: not only would the optical phonons have to remain uninfluenced
by the doping (which may indeed occur under certain circumstances), but also
their mean free path would have to achieve values as high as 500 A˚, a rather
unrealistic scenario.20
The excess of κc at higher T may therefore be assigned to additional magnetic
contributions and the Ca doping as being irrelevant for this conductivity channel
20This estimation is based on values of the thermal conductivity for optical phonons in
La2CuO3, which is as small as approximately 1 Wm−1K−1 at room temperature, and a
respective mean free path of approximately 10 A˚. Refer to [231].
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in this temperature region. This result shows that at least for higher T the
expectation that the Ca doping should have no influence on the magnetic system
is realized.
In this sense, the evolution of κc at intermediate temperatures is rather
surprising: the absence of a spinon-peak shows that the assumption of an
unchanged magnetic thermal conductivity upon Ca doping does not hold in the
intermediate and low temperature regions. The data suggest that the role of
the Ca-ion in κc in this temperature region is different from the one at higher
temperatures.
Finally, and for the sake of completeness, it should be mentioned that
anomalies of the T -dependence of the purely phononic thermal conductivities
in other low dimensional cuprates have been observed, as for instance in the
2D spin system SrCu2(BO3)2 [232]. The thermal conductivity κph in this
substance shows an anomaly at low-T in form of a double-peak structure,
related to a local suppression of κph, which has been assigned to an additional
resonant scattering of phonons by (non-mobile) magnetic excitations. Unlike
in the Sr1−xCaxCuO2 case, the double-peak anomaly in κph of SrCu2(BO3)2 is
present in all crystallographic directions, it is thus an isotropic phenomenon.
For this reason it can be ruled out that a similar mechanism is responsible for
the anomalies of the thermal conductivity in Sr1−xCaxCuO2, since it cannot
account for the strong anisotropy of κ present at all temperatures. Furthermore,
in Sr1−xCaxCuO2 there are no indications of magnetic excitations of the type
necessary to allow resonant scattering to take place.
As shown in the inset of figure 9.17, the temperature dependence of κc
reproduces the literature data from [74] in the high and very low temperature
regions quite well, but deviations are present in the intermediate temperature
range, where a somewhat higher maximum and a much more accentuated hump
anomaly can be observed, suggesting a better quality of the sample used in this
work.
Before proceeding to the analysis of the data, the main features which charac-
terize the data set κc along the chain direction, in dependence of an increasing
doping level, can be summed up in three points:
• the low-T phonon peak is strongly suppressed;
• there is no appearance of a spinon peak at intermediate temperatures, but
the disappearance of the hump anomaly instead;
• κc remains constant for T & 200 K at all doping levels.
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9.2.2. The magnetic thermal conductivity κmag
In order to examine the additional magnetic contribution κmag present along the
chain direction, a subtraction of the phonon background from κc has to be carried
out. The problem of this procedure lies in the determination of κph, as previously
discussed (section 5.3.2). Different approaches are possible to determine κph. One
possibility consists in fitting the low-T evolution of κc and extrapolating κph(T )
to higher temperatures. This procedure is very ambiguous, since the anomaly
present in the high-temperature edge of the phononic low-temperature peak sug-
gests that magnetic contributions are present down to very low temperatures.
This is valid for all doping levels. Moreover, attempts21 to describe the pure
phononic thermal conductivities κa and κb by means of a simple kinetic model
begin to fail for higher doping levels. This implies that the extraction of κmag by
this method is characterized by a large uncertainty.
In an alternative approach one can make use of the pure phononic thermal
conductivities κa and κb, measured perpendicular to the chains, to simulate
the phononic part of κc. In a very straightforward procedure, κmag can be
determined by simply subtracting κa and/or κb from κc. However, since it
is unlikely that the real κph along the chain direction is exactly identical to
either κa or κb (although no considerable difference is to be expected!), two
additional limiting cases, which will serve as error bars in the further analysis,
are considered. Thus, for the lower limit of κph an anisotropy
22 of 30% with
respect to κa is assumed, so that κ
min
ph is calculated by scaling down κa. As an
upper limit, κph is assumed to be as high as necessary to fit the low-T peak of κc.
Respectively, κmaxph is calculated by scaling
23 up κa or κb to fit the maximum of κc.
The magnetic thermal conductivity κmag of the undoped SrCuO2 is shown in
figure 9.20.24 κmag possesses a low-T peak with its maximum around T = 55 K
as high as ≈ 180 Wm−1K−1. With increasing temperature κmag decreases
achieving a value of 35 Wm−1K−1 at room temperature. Comparing the two
calculated magnetic thermal conductivities κamag = κc − κa and κbmag = κc − κb
one can ascertain the following points: for T & 70 K the thermal conductivities
κamag and κ
b
mag are identical, it makes no differences whether κmag is calculated
from κa or κb. For T . 70 K a difference between κamag and κbmag develops,
which however remains smaller than ≈ 10% for T & 40 K. Regarding the
magnitude of the assumed error, which at 40 K is almost 7 times higher than the
difference between κamag and κ
b
mag, and the fact that κ
a
mag ≈ κbmag for T & 70 K,
21Details concerning the fitting procedures of the pure phonon thermal conductivities κa and
κb are given in the appendix C.2.
22As the anisotropy present between κa and κb - which is not higher than 30% (confer inset
figure 9.16) - it is thinkable that an similar anisotropy exists between κph and κa.
23In fact, it does not matter which κa and κb are used, since in the majority of the cases they
can be scaled onto each other.
24For the calculation of κamag = κc−κa of SrCuO2 literature values of κa published in [74] were
used.
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Figure 9.20.: Magnetic thermal conductivity κmag of SrCuO2. κamag (•) and κbmag (¥)
were calculated by subtracting either κa or κb from κc. The shaded area represents the
assumed error (details are given in the text.). The solid line shows κmag as proposed
by Sologubeko et al. [74]. Data are not shown for T ≤ 30 K due to the increased
uncertainty in this low-T region.
it is justified to considerer only κmag ≡ κamag as representative for further analysis.
The magnetic thermal conductivity of the Sr1−xCaxCuO2 series is shown in
figure 9.21. The low-T peak, present in the undoped compound, is strongly
reduced with increasing x and eventually vanishes completely for x ≥ 0.05.
Its maximum shifts from T ≈ 55 K for the undoped compound to T ≈ 85 K
for x = 0.025, accompanied by a broadening. At high temperatures, i.e.
for T & 200 K, κmag remains roughly unchanged for all doping levels, with
κmag ≈ 35 Wm−1K−1 at room temperature. Remarkable is the almost complete
absence of a T -dependence for the intermediate and high temperature regions in
κmag of the two compounds with the highest Ca content, Sr0.95Ca0.05CuO2 and
Sr0.9Ca0.1CuO2: for κmagT . 100 K, κmag shows a slight increase of its value
from 25 Wm−1K−1 at 50 K to approximately 35 Wm−1K−1 at 100 K, but for
T & 100 K, κmag remains constant up to room temperature.
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Figure 9.21.: Magnetic thermal conductivity κmag of the Sr1−xCaxCuO2 series for
x = 0, 0.0125, 0.025, 0.05 and 0.1. Inset: gray areas represent the error of κmag for the
two representative cases x = 0.0125 and 0.05 (details are given in the text).
The evolution of κmag upon doping indicates a strong doping dependency of the
magnetic thermal transport mechanism in Sr1−xCaxCuO2 for T . 200K, which
however is absent at higher temperatures. Presently, there is no clear-cut ex-
planation for the temperature and doping dependence of κmag. However, three
different scenarios have been proposed to explain the data, which will now be
presented and discussed qualitatively.
Scenario 1: Spinon-Phonon-Drag
A scenario which is capable to explain the data is based on the so called spinon-
phonon-drag [233], responsible for a collective heat transport by phonons and
spinons. This effect appears when the rate of the spin-phonon scattering (and
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Figure 9.22: Schematic representations of
a phonon-spinon system a) without and b)
with spinon-phonon-drag. a) For high re-
laxation rates (τ−1p À τ−1s,p ) the phonon sys-
tem can be interpret as a thermal bath for
the spinons. b) When the scattering rates
in both systems are of the same order of
magnitude a ‘collective’ flow of the particles
takes place, the so called spinon-phonon-
drag.
the vice versa mechanism) is much higher than the remaining scattering rates:
τ−1s,p À τ−1s,d , (9.15)
τ−1p,s À τ−1p , (9.16)
with τ−1s,d the spinon-defect scattering rate and τ
−1
p = τ
−1
p,p + τ
−1
p,d the scattering
rate of phonons off phonons and defects.
The mutual drag of phonons and spinons corresponds to a common drift
velocity v of both particle types. In order to elucidate qualitatively this
phenomenon further, the following situation is considered: in a spin chain system
with a high level of structural impurities (which are assumed not to affect the
spinons), where due to an increased phonon-defect scattering the relaxation
rate of phonon states is higher than the spinon-phonon relaxation rate (i.e.
τ−1p À τ−1s,p ), the phonon sub-system can be considered as a thermal bath for the
spinon system. In such a system, any non-equilibrium momentum passed from
a spinon excitation to the phonon thermal bath is ‘immediately’ dissipated, as
illustrated in figure 9.22a. By continuously reducing the density of structural
defects in the system, the phonon-defect scattering rate becomes less and less
important, until finally τ−1p,d ¿ τ−1s,p . In this case, any non-equilibrium momentum
passed from the spinon system to the phonons will be poorly dissipated: a mutual
spinon-phonon state, which contributes effectively to the thermal conductivity,
is created. Such a spinon-phonon-drag is illustrated in figure 9.22b. The
consequence of such a phenomenon is that the total thermal conductivity cannot
be simply decomposed into two components κph+κmag, but an additional term
κdrag has to be included in the description of the total thermal conductivity κtotal.
This scenario can be used to explain qualitatively the thermal conductivity data
in the Sr1−xCaxCuO2 series. For the two substances with the highest doping
levels x = 0.05 and x = 0.1 it can be assumed that the scattering rate τ−1p is
much higher than the scattering rate τ−1s,p of the spinons (at low-T dominated
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Figure 9.23: Schematic
representation of κmag
as a combination of a
purely spinon thermal
conductivity κs and a
spinon-phonon-drag con-
tribution κdrag. For the
case where the phonon
scattering rate is higher
then the spinon scattering
rate, i.e. τ−1p À τ−1s,p ,
κdrag is absent and κmag
consists of the pure spinon
contribution κs.
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by the strong phonon-defect-scattering, at higher temperatures by the phonon-
phonon scattering), so that no spinon-phonon-drag takes place. In this case the
extracted κmag would correspond to a pure spinon thermal conductivity κs. For
smaller doping levels (x ≤ 0.025) the scattering rate τ−1p becomes smaller at
low-T due to a less intense scattering of phonons off defects. The regime where
the condition τ−1p ¿ τ−1s,p is realized becomes more important, spinon-phonon-
drag begins to take place and an additional κdrag appears. The T -dependence of
this contribution at low T is governed by the activation of spinon and phonon
states, leading to an increase of κdrag with increasing T . At intermediate T
the phonon scattering rate τ−1p begins to be governed by the phonon-phonon
scattering mechanism, which increases with increasing T , achieving finally the
same order of magnitude as τ−1s,p . Thus at higher T the condition τ
−1
p ¿ τ−1s
is not realized anymore and the spinon-phonon-drag suppressed: κdrag decreases
with increasing T .
The T -dependent evolution of κdrag is shown schematically in figure 9.23. The
extracted thermal conductivity κmag is thus composed of a spinon thermal con-
ductivity κs and the additional κdrag contribution, which is absent in the presence
of high structural defect densities.
Note that this model, as presented here, assumes an unchanged κs upon doping.
Scenario 2: The Creation of Chain Defects
Against initial assumptions, the evolution of κmag with the doping indicates an
obvious influence of the Ca on the magnetic system. Hence, the possibility of the
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Ca atom acting as a scatterer for the spinons has to be considered as one possible
scenario.
As already discussed in section 9.1.1, there are two mechanism which may
explain the way the Ca atoms acts on the chains: one is the occupation of Cu
sites leading to a direct scattering of the spinons by the spin-less Ca defect,
the second one assumes a structural deformation in the surroundings of the Ca
atom (sitting on the Sr site) strong enough to distort locally the spin chain
and to model the coupling constants, creating a ‘defect’ J ′ responsible for an
increased scattering of the spinons. Any of these cases correspond to the picture
of an increased segmentation of the chains for higher x, as suggested by the
susceptibility data (refer to section 9.1.1). Whichever the mechanism may be,
the following explanation of the doping dependent evolution of κmag is based on
a doping dependent increase of the density of defects relevant for the scattering
of spinons.
Assuming a linear T -dependence of κmag (theoretically predicted by Klu¨mper
et al. [100])25, the data set can be explained in the following way: for the un-
doped compound SrCuO2, the population of spinon states at low-T leads to a
linear increase of κmag, its absolute value being determined by the T -independent
spinon-defect scattering. Thus
κmag ∝ ldmag · T, (9.17)
with ldmag the T -independent spinon mean free path. With increasing temperature
a second scattering mechanism, such as spinon-phonon scattering, becomes more
important, leading finally to the decrease of κmag at intermediate temperatures.
The resulting mean free path lphmag at higher temperatures is inversely proportional
to the phonon population, which in turn scales with T , so that
lphmag ∝
1
T
(9.18)
and finally
κmag ∝ lphmag · T ∝ const. (9.19)
For Sr0.9875Ca0.0125CuO2 the T -dependence remains the same as in the undoped
compound, however, the defects playing a role in the low-T region are no longer
the intrinsic material defects, as it is the case in SrCuO2, but the additional
defects originated by doping. These outnumber the intrinsic defects, leading to
the strong reduction of the κmag-maximum. At higher temperatures the spinon-
phonon scattering process is identical to the undoped case, leading finally to the
same κmag values at room temperature.
26
25Please note that the data do not allow any conclusion whatsoever about the low-T dependence
of κmag.
26It is known that the phonons are practically not affected by the doping at higher T , so
that also the spinon-phonon scattering mechanism is expected to remain unchanged in this
temperature region.
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With increasing doping the increase of κmag at low temperatures becomes more
gradual and less steep, following the reduction of ldmag. In the extreme case of
x = 0.05 the slope of κmag at low-T is so low, that before a peak can develop,
the spinon-phonon scattering mechanism assumes the more important role and
governs κmag.
Scenario 3: The Opening of a Gap
The third scenario takes into account the opening of a gap with doping. The
presence of such a gap (which for x = 0.1 was estimated to be as high as
∆ = 100 K) must have a drastic influence on the magnetic thermal conductivity,
since it reduces the number of spinon states participating in the heat transport.
Based on this, the interpretation of the κmag data can be carried out in
the following way: for the gap-less undoped compound κmag follows a typical
T -dependence, as described in the previous paragraph, with the increase of
κmag at low-T related to the population of spinon states. The opening of
the gap upon doping is responsible for a reduction of the number of acti-
vated spinons for temperatures smaller than the gap and respectively for
a reduced magnetic thermal transport. This leads to the reduction of the
peak in κmag. The higher the doping level, the higher also the size of the gap
and the wider the temperature region with a reduced number of available spinons.
Although all three scenarios work independently from each other, the real case
is most probably a combination of the different mechanisms presented above.
For instance, the latter two scenarios are expected be related to each other,
since the creation of defects in the chains - whatever the mechanism may be -
implicates their segmentation, which in turn causes a gap to open. Hence, within
these two scenarios, it is most likely that both the reduction of the number of
spinon states due to the presence of a gap and the increased scattering of spinons
off defects determine the T -dependence of κmag.
9.2.3. Extraction of the spinon mean free path lmag
The starting point for the extraction of the mean free path lmag using the κmag
data is again the general Boltzmann expression (2.19)
κmag =
2nsa
pi
T
∫ pi/2a
0
vklk
d
dT
uk dk (9.20)
where ns is a geometrical factor which counts the number of chains passing
through a unit cell, i.e. ns = 4 in the case of Sr1−xCaxCuO2, vk = ~−1 ∂²∂k is
the group velocity and lk ≡ lmag the mean free path of a spinon. An equivalent
form of (9.20) is
κmag =
2nsk
2
B
pi~
lmagT
∫ Jpi
2kBT
0
x2
exp(x)
(exp(x) + 1)2
dx, (9.21)
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Figure 9.24: Comparison
of the mean free paths of
Sr0.9Ca0.1CuO2 extracted
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presence of a spin gap
∆ = 100 K in this com-
pound (•) and without
including it in the model
(O). The shaded area re-
sults from the uncertainty
of κmag.
where x = ²/kBT was used. For the considered temperature region T . 300 K,
where kBT ¿ J is valid (with J ≈ 2200 K for Sr1−xCaxCuO2), the upper inte-
gration limit can be set to infinity leading to the constant integral value pi2/6.
The assumption made in equation (9.20) by considering lmag to be independent
of the wave vector k is justified, because for the considered temperature region
kBT ¿ J , so that only a small amount of magnetic excitations exist near the
dispersion minimum, which represents a small fraction of the Brillouin zone.
Taking into account the presence of a gap for the doped samples, the lowest
integration limit of equation (9.21) has to be substituted by ∆/kBT . In order to
estimate the error made by ignoring the gap in the calculation of lmag, the mean
free path of the gapped Sr0.9Ca0.1CuO2 was determined both with and without
considering the gap. The resulting T -dependent mean free paths are shown in
figure 9.24. For T & 100 K the difference of both curves remains smaller than
≈ 5% and becomes negligible above ≈ 150K. At 50 K the difference achieves
20%. Despite of the present discrepancy between both curves at lower T , the
‘gapped’ mean free path remains within the considered errors (which were also
determined ignoring the presence of a gap). Hence, for the further analysis of
lmag, which will be carried out for temperatures above 65 K (or higher), it makes
practically no difference which one of both curves is used, since their difference
and consequently the difference of the analysis results become unimportant
within the considered error. Furthermore, it can be assumed that the substantial
smaller gaps of the compounds with smaller doping levels (x ≤ 0.05) have only
a negligible effect on lmag in the T region important for the analysis (i.e. T & 65
K): already for the x = 0.05 case, for which the gap is expected to be roughly
half of the size of the gap in x = 0.1, both the ‘gapped’ and ‘ungapped’ lmag are
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Figure 9.25.: Temperature dependent mean free path lmag of spinons in
Sr1−xCaxCuO2 presented in a linear (main frame) and a double logarithmic (inset)
plots. Shaded areas result from the uncertainty of the κmag data.
expected to be identical down to T ≈ 50 K.
The spinon mean free paths lmag extracted from the κmag data using expression
(9.21)27 (without including a gap) are shown in figure 9.25.
At higher temperatures, i.e. for T & 200 K, the T -dependence, as well as the
absolute value of lmag are very similar for all doping levels. At room temperature
lmag is approximately 90 A˚ and increases slightly with cooling, achieving approx-
imately 160 A˚ at 200 K. Below this temperature lmag evolves differently for each
doping level: in the undoped compound SrCuO2 the mean free path lmag increases
drastically with decreasing T down to approximately 75 K, where the increase be-
comes somewhat more attenuated. At 50 K, lmag achieves values as high as 2800
A˚, i.e. one order of magnitude higher than at high T . For the doped substances
the increase of lmag with decreasing T below 200 K becomes less accentuated the
higher the doping level x. While for x = 0.0125 lmag is still as high as 1400 A˚
at 50 K, the lmag values for x = 0.025 and for x = 0.05 at the same temperature
read 700 A˚ and 380 A˚, respectively. The T -dependence and the absolute values
of lmag in the case of the two compounds with the highest doping are practically
27The ns-values were calculated from the cell parameters given in table 6.2 for the x = 0.05, 0.1
cases, in [184] for the SrCuO2 case, and by interpolating these values for the remaining x.
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Inset: details of the low-T
region.
identical within the errors for T < 200 K, showing a relatively small increase of
lmag.
In all cases the data show no evidence of a saturation of lmag at very low tem-
peratures, possibly related to the large uncertainty at low-T . Furthermore, with
exception of x = 0.1, all lmag-curves show a power-law T
−α in the temperature
interval28 100 K . T . 200 K, with the exponents α = 2.3, 1.9, 1.5 and 1 for the
doping levels x = 0, 0.0125, 0.025 and 0.05, respectively.
Assuming that the different scattering mechanism responsible for the mean free
path of the spinons are independent from each other, lmag can be decomposed
into its respective parts, following Matthiesens law, so that
l−1mag = l
−1
sp + l
−1
sd . (9.22)
lsd and lsp correspond to the mean free paths related to spinon-defect and spinon-
phonon scattering, respectively.
An expression for lsp which accounts for the increasing number of phonons
relevant for the spin-phonon scattering process is given by [72, 74]
lsp = A
−1
sp ·
exp(T ∗/T )
T
. (9.23)
The parameter Asp characterizes the strength of spin-lattice interaction and T
∗
is related to the minimum energy needed to produce a single spinon-phonon
umklapp precess.
28In the case SrCuO2 the power-law is even present down to 75 K and for x = 0.025, 0.05 up
to room temperature.
151
9. The antiferromagnetic S = 1
2
Heisenberg Chain Sr1−xCaxCuO2.
doping level x 0 0.0125 0.025 0.05 0.1
lsd (A˚) 3082
+357
−647 1377
+247
−417 720
+247
−137 405
+183‡
−80† 356
+131
−155§
Table 9.5.: Extracted mean free path lsd by fitting expression (9.22) to the lmag data
for T & 65 K (except for the values marked with †,‡ and §, whose fits were carried out
for T & 85 K, 70 K and 100 K, respectively).
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Figure 9.27.: a) Doping dependence of the mean free path lsd. b) lsd as a function
of the average Ca-Ca distance dCa−Ca for the doped substances. The dashed and solid
lines are fits to the data, the latter one passes through the origin.
The fits of equation (9.22) to lmag were carried out for T & 65 K. Figure 9.26
shows the results for the representative case x = 0.025. Shifting this limit to
lower T results in a worsening of the fit quality at higher T . Shifting it on the
other hand to higher T influences only weakly the results of the extracted lsd
values, as demonstrated in the inset of figure 9.26. The resulting mean free paths
lsd, as well as the respective error values, are listed in table 9.5 and presented
graphically in figure 9.27 for all doping levels.
The mean free path lsd of the spinons in SrCuO2 at low-T is as high as
≈ 3000 A˚, corresponding to almost 800 unit cells. This value is strongly re-
duced upon doping: for x = 0.0125 lsd shows half of the value, and for each
doubling of x, lsd is further reduced by roughly a factor 2. This corresponds to
an approximately linear relation between the mean free path lmag and the mean
Ca-Ca distance dCa−Ca, with lmag ≈ 4 · dCa−Ca, as demonstrated in figure 9.27b.
The reason for the factor 4 between these two quantities remains unclear. One
possible explanation is based again on the possibility of the occupation of the Cu
site by the Ca atom. Thus, according to the data, only 1 over 4 Ca atoms go into
the chains, the remaining ones occupy the Sr site. This picture assumes however
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that only the Ca atoms in the chains scatter the spinons, but that the Ca atoms
siting off-chain have no effect whatsoever on the spinons.
It should not ne ruled out that the calculation of the mean Ca-Ca distance
dCa−Ca is incorrect: the simple relation dCa−Ca = c/x, with c the cell parameter
along the chain and x the nominal doping level, should be rather seen as a rough
estimation of dCa−Ca. The real effect of the Ca atom in its surroundings is proba-
bly more complex than the assumption implied in the calculation dCa−Ca = c/x,
namely that only one chain is affected by a nearby lying Ca atom. Considering
the structure of Sr1−xCaxCuO2, it becomes clear, that for each Ca atom at least
2, if not even 4 or more chains are affected. This fact corresponds however to a
still higher proportionality factor in the relation lmag ∝ dCa−Ca.
Nevertheless, the resulting linear dependency between lmag and dCa−Ca is a
strong indication of the role of the Ca as a (direct or indirect) scatterer for the
spinons.
The opening of a gap for finite chain length
Assuming that that the extracted lsd corresponds indeed to the average length of
a spin chain, it is possible to calculate the spin gap expected from theory for a
finite chain composed of N spins. The expression linking both quantities is given
by [234]
∆ ≈ pi
2J
2N
(
1− 0.4234
lnN
+
0.22073
(lnN)2
)
, (9.24)
where N can be calculated as N = lsd/c, with c the length between two Cu atoms
along the chain. Equation (9.24) is plotted in figure 9.28.
According to (9.24) the undoped compound possesses a gap as small as 0.6%
of J . With increasing doping the gap evolves almost linearly up to x = 0.05,
where ∆ = 4.4% · J . With the further increase of x no substantial change of ∆
takes place, achieving in Sr0.9Ca0.1CuO2 a value of 5% of J . For a J ≈ 2000 K
this corresponds to a gap ∆ = 100+80−40 K for the highest doping level. This value
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Figure 9.28: Doping dependence of
the spin gap. Shadowed area results
from the initial error considered in the
determination of κmag.
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agrees surprisingly well with the NMR results for x = 0.1. However, one should
keep in mind that due to the simplicity of the underlying model and the lacking
understanding of the actual spinon scattering processes, the identification of the
extracted mean free path lsd as the mean chain length is a priori not clarified.
Nevertheless, the fact that the order of magnitude of the extracted gap is identical
to the experimentally determined value, is a good indication of the consistency
of the analysis procedure.
9.2.4. Comparison with Theory
Chernyshev at al. proposed a theory which treats the thermal conductivity of
spin chains weakly coupled to three-dimensional phonons and impurities [235–
237]. They consider the limit of fast spinons and slow phonons, which is the case
for J À ΘD, where the spinon-spinon umklapp-scattering mechanism is irrelevant
in the experimental relevant temperatures (i.e. up to approximately ΘD) and the
relevant scattering mechanism for the spinons at not too low T is the spinon-
phonon scattering. At very low-T the model includes spinon-defect scattering,
which avoids a divergence of the spinon thermal conductivity κmag.
The resulting T -dependence for κmag is characterized by three regimes: at very
low temperature κmag increases ∝ T 2 and saturates at a particular temperature
Tm. Above this temperature κmag falls with a T
−1-dependence up to T ≈ 1
4
ΘD,
above which a saturation of κmag takes place. The temperature Tm represents the
cross-over temperature between the spinon-defect and spinon-phonon scattering
dominated and corresponds to a peak maximum when Tm ¿ 14ΘD. Thus
κmag(T ) ∝

T 2 for T ¿ Tm,
T−1 for Tm ¿ T ¿ 14ΘD
T 0 for T À 1
4
ΘD.
, (9.25)
For the case Tm À 14ΘD the intermediate temperature regime, and respectively
the peak in κmag, vanishes. κmag(T ) evolves from a T
2-dependency to a
T -independent regime above T ≈ 1
4
ΘD.
The expression of the magnetic thermal conductivity given Chernyshevs model
is [235]
κmag =
vT 2
pi∆2
∫ J/T
0
x2dx
4 sinh2(x/2)x2
α(t)
x2 + α(T )
, (9.26)
where x = vk/T and
α(T ) =
v5∆2
AT 6Γ(ΘD/T ) , Γ(z) =
I(z)
I(∞) and I(z) =
∫ z
0
x3dx
2 sinh2 x/2
. (9.27)
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Fit of κs of Sr1−xCaxCuO2
x Tm (K) κmaxspinon (Wm
−1K−1) ΘD (K) γ1 γ2
0 53.3 183.3 > 11000 0.60 0.60
0.125 66.6 91 1307 1.08 1.41
0.25 84.6 59 930 1.41 2.09
0.5 120 40 410 0.29 0.27
0 53.3 183.3 >11000 (fix) 1.06 1.42
0.125 66.6 91 410 (fix) 0.60 0.62
Table 9.6.: Resulting parameters for the best fits of equation (9.28) to the κmag data.
With exception of the Sr0.95Ca0.05CuO2 case, κmaxspinon and Tm were extracted from the
data. The last two fits were carried out for T ≤ 70 K and T ≤ 100 K, respectively.
Details are given in the text.
The quantities ∆ and A are impurity- and lattice-related coupling constants29.
In order to analyze the κmag data within this model, equation (9.26) can be
rewritten, so that [235]
κmag(T ) = κ
max
mag ·
γ1
t4Γ(tˆ)
∫ J/T
0
x2dx
4 sinh2(x/2)
1
x2 + γ2/(t)6Γ(tˆ)
, (9.28)
with t = T/Tm and tˆ = ΘD/T . The quantities γ1 and γ2 contain ∆ and A
and are used, together with ΘD, as fitting parameters. The coupling constant
J , which only plays a role in the integration limit, is fixed30 to 2100 K. The
peak maximum κmaxmag and the peak position Tm are extracted from the data for
x ≤ 0.25. In the case of the Sr0.95Ca0.05CuO2 compound, the absence of a peak
in κmag does not allow a clear determination of κ
max
mag and Tm. These values were
thus chosen from the temperature region of the onset of the ‘plateau’ in κmag in
a way that, combined with an adequate Debye temperature, a good description
of the data was possible. The remaining parameters γ1 and γ2 result from the
subsequent fitting.
The fit results are listed in table 9.6 and shown in figure 9.29.31
The κmag data of Sr0.95Ca0.05CuO2 is correctly described by equation (9.28)
when assuming a (realistic) Debye temperature ΘD = 410 K and setting κ
max
mag =
40 Wm−1K−1 and Tm = 120 K. For the two materials with the lowest doping,
x = 0.25 and x = 0.125, fits could be carried out capable to describe the data
29The description of these quantities is given in [235]. For the following analysis they are of no
importance.
30A Variation of this value to slightly lower or higher values does not change the overall result
of the fitting procedure.
31Do to the similarity of the X = 0.05 and x = 0.1 data, the latter one was not included in
this analysis.
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Figure 9.29: Fit results: the
solid lines are best fits of equa-
tion (9.28) to the κmag data (de-
tails are given in the text). The
dotted line corresponds to the
best fit carried out in the tem-
perature interval 40 K ≤ T ≤70
K ΘD > 11000 K fixed. The
dashed line corresponds to a
fit to the Sr0.9875Ca0.0125CuO2
data underneath ≈ 100 K with
ΘD = 410 K fixed.
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correctly over the whole T -range. However, the resulting Debye temperatures
assume values which are too high and physically unrealistic.
In the SrCuO2 case no correct description of the data was possible
32. The best
fit does neither describe the maximum, nor the high-T evolution of κmag correctly.
A better description of the maximum is possible by reducing the fit interval to
40 K ≤ T ≤ 70 K and fixing ΘD to the previous extracted value. (dotted line in
figure 9.29).
By fixing ΘD to a realistic value, e.g. 410 K, the best fits carried out in the
temperature range T ≤ 100 K deliver curves, which deviate extremely from the
data at higher temperatures (a representative case is shown in figure 9.29 as a
dashed line for x = 0.0125).
At first glance the model proposed by Chernyshev seems to be able to describe
the κmag data of the doped compounds correctly. However, the unrealistic ΘD
values necessary to describe correctly the intermediate doping levels x = 0.025
and x = 0.0125 suggest an incompatibility between the model and the considered
system. Furthermore, by taking into account the presence of a gap in the doped
compounds, it seems rather peculiar that the model, which does not include a
gap, is able to describe the data for x = 0.05 correctly. Thus, either there is
no influence of the gap on the magnetic thermal conductivity (which is the most
improbable case), allowing the model to work for the x = 0.05 case, or the gap
does indeed play a role in κmag, and the fact that the model works for x = 0.05
is a mere coincidence. Finally, the complete failure of the description of the κmag
data for SrCuO2 (which in fact corresponds to the system originally intended to
32A better description of the data is possible by allowing Tm to vary, in which case Tm would
differ from its definition.
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be described by the model)33 strongly suggests that, either the model is incorrect
and requires improvements, or it is unsuitable to describe the Sr1−xCaxCuO2
compound series.
In fact, it was this mismatch between experiment and theory which led Cherny-
shev et al. to propose the spin-phonon-drag mechanism as the origin of the evo-
lution of κmag upon doping in these compounds [236].
9.3. Conclusions
The systematic reduction of the phonon thermal conductivity κph in
Sr1−xCaxCuO2 with increasing Ca content fulfills the expectation of an increased
scattering of phonons off Ca defects. Surprising is however the simultaneous re-
duction of the magnetic part of the thermal conductivity at low and intermediate
temperatures, a result which goes against the initial assumption of an unchanged
magnetism in the presence of the Ca dopant. Given this circumstances, it is even
more astonishing that no changes of the magnetic thermal conductivity take place
at high temperatures, where κmag remains unchanged for all doping levels.
From the three different scenarios proposed to explain the doping and T -
dependence of κmag, the scenario based on the presence of a gap in the doped
compounds, as well as the scenario which assumes an increased scattering of
spinons off defects, are supported by the additional measurements carried out to
investigate the change of the magnetic properties in the doped compounds. The
NMR measurements reveal the opening of a gap in the Ca doped compounds,
fact which is supported by the evolution of the specific heat at low temperatures.
The evolution of the susceptibility, on the other hand, suggests an increased chain
segmentation in the doped compounds. The shortening of the chain segments is
also expected to originate a gap. These results strongly suggest that the T -
dependence of κmag is governed by the the presence of the gap (responsible for
a reduced number of spinons contributing to the heat transport), as well as due
to an increased scattering of the spinons off defects (whereas the nature of these
defects is not clarified). Also the appearance of a bond disorder, as a result of
the doping, should not be ruled out: such a modulation of the coupling constants
in the chains would be possibly responsible for the opening of a gap, as well as
for an increased scattering of spinons. Strong experimental evidences for such a
scenario are however missing and further investigation has to be carried out.
The comparison of the extracted magnetic thermal conductivity κmag with the
theoretical model proposed by Chernyshev at al. delivers unsatisfactory results,
suggesting incompatibilities between the model and the real system.
The intriguing evolution of the magnetic thermal conductivity upon Ca dop-
33To be more precise, Chernyshevs model was initially intended to describe the Sr2CuO3 com-
pound, which consists of ‘isolated’ spin chains. However Chernyshev et al. argued that the
model should also be applicable to the SrCuO2 chain system [235–237].
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ing has triggered new theoretical studies. These investigate the magnetic heat
transport in the spin chains in the presence of bond disorder, finite defect density,
amongst other possible effects due to doping. New results should be available in
the near future.
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10. Summary
This experimental work focusses on the study of the magnetic thermal transport
of the insulating one dimensional quantum systems (Sr,Ca,La)14Cu24O41 and
SrCuO2. To achieve a better understanding of the different mechanisms involved
in the magnetic heat transport, the ultimate aim of this work was to carry out
different doping experiments to selectively influence either the phonon or the
magnetic part of the thermal conductivity.
A prerequisite for the realization of the investigations was the availability of
high purity single crystalline samples with a well defined doping level of high
homogeneity. These requirements demanded the specific production of crystals
for this work. The growth method employed was the Traveling Solvent Floating
Zone technique, which allowed the successful growth of single crystals with sev-
eral centimeters in size. Decisive in the successes of the growth was the quality of
the polycrystalline feeding rods in respect to their geometry, density and chem-
ical homogeneity. Different characterization methods were employed to confirm
the chemical composition and crystalline quality of the crystals, such as EDX,
chemical analyses, or in some cases X-ray and neutron scattering experiments,
amongst others.
Several attempts were carried out to produce the rather difficult to grow
Sr2CuO3 spin chain compound. Nevertheless, two growth attempts were suc-
cessful, but the resulting single crystals were not completely free of impurities.
Although advances in the comprehension of some technical details of the growth
mechanisms of this compound took place, the main factors responsible for the
failure of the majority of these growths remains unclear. Further investigations
are necessary.
A complete series of the Ca doped spin chain material Sr1−xCaxCuO2 with
x = 0, 0.0125, 0.025, 0.05, 0.1 was produced. The crystals showed single crys-
tallinity almost over their complete length with a high chemical homogeneity
level.
The successful growth of different two-leg ladder substances, such as the Zn
doped Sr14Cu14−zZnzO41 with z = 0, 0.125, 0.25 and the hole-free La4Sr10Cu24O41
and La5Sr9Cu24O41 compounds, was carried out. Despite of initial problems in
maintaining the single crystalline matrix completely free from second phases in
the case of the latter two compounds, large quantities of material with very good
single crystalline quality could be produced, from which several La4Sr10Cu24O41
samples were used for inelastic neutron scattering, carried out at the MAPS
spectrometer at ISIS in the U.K. These measurements allowed for the first time
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the recording of the full excitation spectrum of the triplons of the undoped
ladder. Not only the triplon band, but also the two-triplon continuum could be
measured, allowing a accurate determination of spin gap and coupling constants
in this compound. In particular the role of the cyclic-exchange, previously
unclear, was asserted.
In order to study the scattering mechanisms of triplons off static defects in the
two-leg ladder Sr14Cu24O41, this compound was doped with Zn, which (occupying
the Cu site in the ladders) plays the role of a non-magnetic defect.
The studies of the thermal conductivity of Sr14Cu14−zZnzO41 for the four
doping levels z = 0.125, 0.25, 0.5 and 0.75 reveal a strong decrease of both the
phononic and magnetic contributions with increasing doping. In particular the
decrease of the magnetic part indicates an increased scattering of the triplons off
Zn defects. The analysis of the magnetic thermal conductivity using a kinetic
model allowed the extraction of the triplons mean free path, which was then
compared with the nominal mean Zn-Zn distance. It turned out that both
quantities are linearly correlated with a proportionality factor near to unity.
This result shows that the values extracted by applying the kinetic model to
magnetic thermal conductivity data are physically meaningful and do indeed
correspond to the mean free path of the triplons determined by their scattering
off Zn defects. Furthermore, this result confirms the applicability of the model
employed, and thus corroborates results of previous works which examined the
magnetic thermal conductivity of the different (Sr,Ca,La)14Cu24O41 compounds
using the same model.
In the case of the spin chain system, an attempt was carried out to separate
the magnetic from the phonon part of the thermal conductivity. The approach
adopted was the selective suppression of the phonon contributions by substituting
the Sr for tiny amounts of the smaller and lighter isovalent Ca, expected to scatter
phonons, but not to influence the magnetic system significantly.
The thermal conductivity was measured for Sr1−xCaxCuO2 with
x = 0, 0.0125, 0.025, 0.05 and 0.1. While the evolution of the phonon ther-
mal conductivity, characterized by a clear reduction of the low-T peak with
increasing doping, is clearly related to an increased scattering of the phonons off
Ca defects, the development of the magnetic part of the thermal conductivity
with increasing doping level is extremely surprising: against initial expectations,
instead of the appearance of a magnetic peak, the magnetic thermal conduc-
tivity drops with increasing doping at intermediate and lower temperatures.
This evolution shows that the Ca doping does actually have some kind of
effect on the magnetic thermal conductivity. Facing this fact, it is even more
surprising that no changes of the magnetic thermal conductivity occur at
higher temperatures upon doping. Even for the highest doping level x = 0.1,
the values at room temperature are practically identical to the undoped com-
pound. This second observation implies a strong T -dependence of the relevant
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mechanisms responsible for the reduction of the magnetic thermal conductivity
at intermediate and lower temperatures. Although the nature of the doping
and T dependent mechanisms responsible for the reduction of the magnetic
thermal conductivity remains unclarified and continue to be investigated, three
different scenarios have been proposed to explain the observations. One of
these scenarios is based on an effect called spin-phonon drag, a mechanisms
consisting of a collective spin and phonon heat transport, strongly dependent
of the defect density relevant for the phonon scattering. Another scenario
assumes a direct action of the Ca as a scatterer for the spinons, either by
occupying the Cu sites, or by distorting locally the crystal structure, implicating
a local change of the coupling constant in the chain. The third scenario
considers the existence of a gap in the spectrum of magnetic excitations of the
doped compounds. The presence of such a magnetic gap would be responsible
for the reduction of the number of spinons participating in the thermal transport.
The astonishing evolution of the magnetic part of the thermal conductivity
in Sr1−xCaxCuO2 motivated a more intense investigation of the effect of the Ca
doping on the magnetic properties of this compound. Thus, different experi-
mental methods, such as susceptibility and specific heat measurements, as well
as NMR experiments, were employed to investigate possible doping dependen-
cies of the magnetic properties in Sr1−xCaxCuO2. The NMR experiments reveal
the existence of a magnetic gap in the doped compounds, which in the case of
Sr0.9Ca0.1CuO2 is of the order of 100 K. This is corroborated by the doping depen-
dence observed in the specific heat at low-T , which is consistent with the opening
of a gap. The presence of a gap in the doped compounds strongly supports the
scenario of a reduced magnetic thermal conductivity in the doped compounds
due to a smaller number of activated spinons in the system.
The susceptibility data, which show an increased divergence at low tempera-
tures for the compounds with higher doping level, is consistent with the picture of
an increased segmentation of the chains: the higher the number of chain segments
with an odd number of spins, the higher the amount of Curie-like contributions
to the total susceptibility. This scenario is also consistent with the presence of a
gap, expected to be present in chains of finite lengths. Furthermore, it suggests
an effective cutting of the chains by the Ca dopant, supporting the scenario of the
reduction of the magnetic thermal conductivity due to an increased scattering of
the spinons off Ca defects.
The magnetization data show also an increase of the susceptibility with
increasing doping at low-T . Within the data accuracy and according to the
analysis results, this increase is related to the spin susceptibility and not
necessarily to some additional Curie-like contributions. The absence of a similar
result in the analysis of the susceptibility data is related to the fact, that the
model employed for the spin susceptibility does not account for aspects of a real
system, such as finite size effects, or next nearest neighbor interaction, just to
mention some.
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It also remains unclear which position in the SrCuO2 structure the Ca atom
occupies. Although it is expected to go onto the Sr site, the possibility of an
occupation of the Cu site in the chains, situation which would support some
of the scenarios considered here, has to be taken into account. The structure
refinement of some Ca doped samples do not detect any Ca in the chains,
suggesting indeed an occupation of the Sr site. There is however no clear-cut
evidence for this case and additional investigations have to be carried out to
clarify this point.
Finally, the rather astonishing evolution of the different physical quantities of
SrCuO2 upon Ca doping and the possible existence of bond disorder in the chains
have triggered new theoretical investigations, which based on the experimental
background aim a better understanding of the physical effect of the Ca in SrCuO2.
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Appendix
A. Additional Features of thermal
conductivity of Sr1−xCaxCuO2
A.1. Anomalies in the Thermal Conductivity of
Sr1−xCaxCuO2
One of the features of the thermal conductivity of Sr1−xCaxCuO2 along the
chain direction is the existence of a set of anomalies, which are responsible for
some irreproducibility of the κc data. These anomalies can be divided in two
groups: the first type of anomaly are jumps in the temperature dependence of
κc, the second type of anomaly is a hysteresis-like behavior of κc which appears
at higher temperatures. These anomalies are present for all doping levels and
were never observed in the perpendicular directions to the chains, so that they
must be related to the spin chains.1
The different types of anomalies will be illustrated by means of a set of κc-
measurements carried out on a Sr0.9Ca0.1CuO2 sample and which are shown in
figure A.1. Figure A.1a shows a two-cycles measurement of κc, i.e. consisting of
two cooling and two heating runs. During the first cooling measurement κc shows
a rather straight temperature dependent evolution down to T ≈ 100 K, below
which a typical low temperature phonon peak is present. The subsequent heating
measurement reproduces perfectly the low temperature phonon peak, but differs
strongly from the initial cooling measurement for T & 80 K: above this temper-
ature κc is increased by approximately 6%-10% (Confer inset of figure A.1a). A
second cooling measurement reproduces roughly the data from the anterior heat-
ing measurement down to ≈ 80 K. The low temperature phonon peak is again
exactly reproduced. The same is true for the second heating measurement, which
however differs again from all previous measured κc above T ≈ 80 K, where even
higher κc values are measured.
The data strongly suggest that this hysteresis-like anomaly is related to the
spinon system in the sample, since they take place in the temperature region
where spinon contributions to κc are important and no effects is observed in
the low-T phonon peak region. The data suggest that some kind of tempera-
ture driven process is able to enhance the spinon thermal conductivity within a
measurement cycle.
1Similar occurrences of this type of anomalies are present in the magnetic thermal conductivity
of the (Sr,Ca,La)14Cu24O41 compounds. They are reported in [8].
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Figure A.1.: Different κc-measurements of a Sr0.9Ca0.1CuO2 sample showing different
types of anomalies. a) Repeated cooling-heating cycles lead to an increase of κc at
higher temperatures (details are shown in the inset.) b) Two distinct measurements on
the same sample showing an enhancement of κc during a heating measurement (filled
symbols) and a jump of κc at T ≈ 108 K (indicated by the arrow) during a cooling
measurement (open symbols). Details are given in the text.
Another set of κc data showing the same kind of hysteresis behavior is shown in
figure A.1b (filled symbols). Interesting is the fact, that this measurement cycle,
which was carried out up to temperatures of 350 K, is a closed loop (confer inset
of figure A.1b). As it turns out, this behavior can be observed for the majority
of the measurements which were carried out up to temperatures of T ≈ 350 K.
Another feature present in this measurement is the local maximum at 300 K,
which also appears in several other measurements.
The second measurement shown in figure A.1b (open symbols) possesses an-
other kind of anomaly, namely a jump in κc. The thermal conductivity measured
during the cooling of the sample shows a similar behavior as in the previous cases,
but κc increases abruptly at 108 K by 17%. At lower temperatures κc possesses
a typical phonon like temperature dependence, however with much higher values
than in the anterior measurements. During the heating measurement no jumps
take place and κc decreases smoothly up to room temperature, where the initial
κc value is reached.
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Metastability of κs
Another example of a data set exhibiting several anomalies is κc of
Sr0.9875Ca0.0125CuO2 shown in figure A.2. For an enhancement of the anomaly
features, the data are presented in a double logarithmic scale. Figures A.2A
to A.2C show measurements carried out on one sample only, while in the fig-
ures A.2D and A.2E measurements of a second sample are added. Figure A.2A
shows a measurement cycle consisting of one cooling and one heating run. The
thermal conductivity κAcool measured during the cooling of the sample shows a
‘characteristic’ T dependence in the higher temperature region: at room tem-
peratures κAcool ≈ 40 Wm−1K−1, an usual value for Sr0.9875Ca0.0125CuO2 (and for
all other Sr1−xCaxCuO2 substances) along the c direction in this temperature
region. With decreasing temperature κAcool develops smoothly, showing a slight
hump around 100 K, similar but much less pronounced than the one known from
the SrCuO2 compound. At T ≈ 44 K, however, a first jump (A1) of κAcool from 174
Wm−1K−1 to 226 Wm−1K−1(i.e. by approx. 30%) takes place. Just 4 K lower
a second jump (A2) happens and κAcool increases again from ≈ 240 Wm−1K−1
to 360 Wm−1K−1 (i.e. by approx 50%). With further decreasing temperature
a typical phonon peak develops, with its peak maximum around around 18 K
as high as 1200 Wm−1K−1. The respective thermal conductivity κAheat measured
during the heating of the sample reproduces the low temperature peak. At inter-
mediate temperatures (T & 40 K) κAheat decreases slowly, until it reaches a local
minimum around 160 K, remaining still at much higher values than κAcool in the
same temperature region. For T & 160 K κAheat increases again giving raise to a
local maximum around 250 K and decreases drastically around 280 K by a factor
3 achieving a value of 50 Wm−1K−1 at room temperature.
The second measurement cycle carried out with the same sample using the
same setup, i.e. without contacting the sample again, is shown in figure A.2.
κAcool and κ
A
heat are now represented by the open symbols, while the filled symbols
represent the new κBcool and κ
B
heat data.
The starting value of the thermal conductivity of the new cooling curve κBcool
corresponds at 300 K to the last recorded value of κAheat. With decreasing tem-
perature κBcool develops again smoothly, experiences however its first jump (B1)
already around 148 K from 74 Wm−1K−1 to 88 Wm−1K−1 (i.e. by 20%). With
further decreasing temperature, κBcool goes parallel to κ
A
cool, until a second jump
happens around 62 K from 156 Wm−1K−1 to 177 Wm−1K−1 (i.e. by 13%). For
lower temperatures2 a maximum of 580 Wm−1K−1 develops around 18 K, much
lower than in the κA case. The heating curve κBheat in turn is very similar to κ
A
heat
in its form and absolute value. For this second cycle the κBheat measurement was
not stopped at 300 K, instead the sample was heated up to 320 K before returning
to room temperature, with the interesting result that κA becomes a closed loop.
Peculiar is also the fact that the two isolated points measured at 41 K and 43
K during the κAcool measurement are perfectly reproduced by κ
B
cool.
2Data for T < 15 K are missing due to measurement problems.
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Figure A.2.: Anomalies of κc in the case of the Sr0.9875Ca0.0125CuO2 compound. A-E)
Different measurements carried out on two different Sr0.9875Ca0.0125CuO2 samples. F)
Comparison of the results obtained from measurements carried out in the PPMS with
previous data. Details are given in the text.
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After this two measurement cycles (κA and κB), the Sr0.9875Ca0.0125CuO2 sam-
ple was recontacted and a third measurement cycle was carried out. The resulting
κC is shown in figure A.2 (filled symbols) together with the previous measured
thermal conductivities (open symbols).
This time, κCcool and κ
C
heat are practically identical over the whole temperature
range, although their temperature dependence differs from all previous measured
thermal conductivities, with exception of the temperature interval 144 K≤ T ≤63
K, where one segment of κBcool is exactly reproduced.
The result of the measurement of the thermal conductivity of a second
Sr0.9875Ca0.0125CuO2 sample is shown in figure A.2D (filled symbols) together
with the data for κC (open symbols). With exception of the high temperature
region (T & 200 K), where κD and κC possesses the already mentioned hysteresis-
like anomalies, both thermal conductivities are identical within an error of 10%
(which may be ascribed to the geometric uncertainty).
Finally, the thermal conductivity κE of the same Sr0.9875Ca0.0125CuO2 sample
after having been heat-treated3 is shown in figure A.2E (filled symbols). This
time, absolutely no difference between the cooling and heating measurements
can be observed. κE lies however lower than κD by approx. 10% and reproduces
almost perfectly first measured κAcool.
Measurements of thermal conductivity were also carried out using a PPMS4
device. One of the main differences of the method implemented in this device
compared to the usual measuring method5 is the way it stabilizes the temperature
gradient over the sample. In the usual measurement method a certain amount
of power is produced by the sample heater to build up a temperature gradient.
This power is usually chosen in such a way, that no significant changes of the
average temperature of the sample takes place6. In the case of the PPMS method,
the device dissipates as much power into the sample as necessary to achieve a
certain (predefined) gradient over the sample. The consequence of this method is
an increase of the sample temperature by several degrees for each measurement
point. Thus, on the contrary to the previous method, the sample experiences
permanently heating and cooling cycles during a measurement run.
The thermal conductivity of Sr0.9875Ca0.0125CuO2 measured with this method
looks at first glance as a set of arbitrary distributed data points, without any
apparent systematics. However, plotting them onto the existing κc data reveals
an astonishing picture (figure A.2F): the majority of the data points lie on the
previous measured κc curves, and those who do not, suggest certain trends of κc
(indicated in figure A.2F for instance by the dashed line). Although these data
3Details concerning the heat-treatment of the Sr0.9875Ca0.0125CuO2 sample are given in section
A.2.
4Physical PropertiesMeasurement System. Details about the thermal conductivity option of
this device are given in [207]
5Refer to chapter 7.
6Typical temperature differences over the sample length lie between 0.1 K and 1K.
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are to be used with prudence7, they seem to be consistent with the picture of
the previous measured κc.
Discussion
From the present data it is possible to conclude that the anomalies present in κc
are related to the spinon system: not only the absence of anomalies in the two
perpendicular direction to the chains, but also the fact that they appear mainly
in a T region where the spinon contribution is the most important contribution
to the total thermal conductivity κc, supports the idea that the origin of the
anomalies lies in the spinon system.
It is important to distinguish the two anomaly types present in κc: on the one
hand, the hysteresis-like anomaly, which consist of an improvement of κc in the
intermediate and higher temperature regions after each measurement cycle, and
on the other hand, the additional jumps in κc.
The first type of anomaly suggests that some kind of temperature driven mech-
anism takes place during the cooling and the subsequent heating of the samples,
mechanism which influences the spinon subsystem in such a way, that the spinon
thermal conductivity becomes higher.
In some of the proposed scenarios the mechanism causing the increase of κ is a
reordering or even annihilation of defects in the crystal during each measurement
cycle. The question is: which kind of defects have the capacity to reorganize or
even to disappear at lower temperatures. Structural defects can in principle be
excluded, since any change of the configuration of such defects should be visible in
the phonon thermal conductivity, which is not the case. Furthermore, it is highly
improbable to have structural imperfections to be ‘corrected’ just by lowering
the temperature. Should they however be the reason for the observed anomalies,
than they would have to be sufficiently insignificant in order not to be detected by
the phononic part of the thermal conductivity, but important enough to influence
drastically the spinon system. Another possibility are electronic defects. The pos-
sibility of the ordering of charge defects with decreasing temperature is known
from other systems8, however the existence of mobile charges in Sr1−xCaxCuO2
is questionable. Finally, it is possible to imagine some kind of (metastable) mag-
netic state, governed for instance by defect spins, capable of reordering during
the temperature sweeps in such a way, that the new resulting configuration con-
stitutes lower scattering probabilities for the spinons. The melting of several
smaller magnetic domains (whose boundaries represent scattering centers for the
7In fact, the measurement of the thermal conductivity using the respective option of the
PPMS was carried out for the first time during this work. A certain amount of expertise
was though missing to evaluate the quality of the data produced by this machine. Indeed, not
all data produced during the different measurements of Sr0.9875Ca0.0125CuO2 seem credible,
the majority however follow previous acquired κc data.
8See for instance [153].
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spinons) to fewer bigger ones during temperature sweeps, is a possible mechanism
responsible for the increase of the magnetic thermal transport.
The behavior of the thermal conductivity in respect to the second type of
anomaly suggests that the system is able to switch abruptly between different
discrete metastable states, each one resulting in a different value of the thermal
conductivity. The switching between these different states seems to be induced
by quick temperature changes, as suggested by the PPMS data. On the contrary
to the first type of anomaly, the mechanism responsible for these jumps appears
to be active at all T .
Possibly related to these anomalies are the different sizes of the mean free
paths of phonons and spinons. The mean free path of the spinons in the undoped
compound is of the order of several 1000 A˚, in contrast to the phonons, whose
mean free path is one order of magnitude smaller [8]. The incompatibility of
the characteristic sizes of the mean free paths in these two sub-systems leads to
‘short circuits’ of the thermal conductivity at a microscopic scale. A tempera-
ture gradient is thus only defined down to the typical scale of the spinon mean
free path. One may imagine the magnetic channel of the heat conductivity as a
net of long parallel ‘bridges’, in which the spinon heat transport is ballistic, con-
nected to each other through phononic intersections. Apart from some intrinsic
spinon-phonon scattering, the configuration of this network of ‘ballistic bridges’
is expected to depend strongly on the density and distribution of structural and
magnetic defects. A change of any one of these two quantities would lead to a
reconfiguration of the spinon network and hence to a different thermal conduc-
tivity, not only in the magnetic channel, but also in the phononic part, which is
directly dependent of the distributions of the ‘magnetic short circuits’.
Again, the question falls on the nature of the defects capable to move or even
disappear, as well as the mechanism behind it.
Since the scenarios presented above are purely speculative and no real com-
prehension of the background of the observed anomalies exists, further experi-
mental, as well as theoretical studies have to be carried out to investigate this
phenomenon.
Modeling
In order to study the possibility of a change of the thermal conductivity due
to a reorganization of defects in the system, a numerical investigation of the
conductivity of a net of resistances was carried out.
Schneider et al. [238] carried out numerical calculations of a 2D lattice of
resistances of the size of 10 × 10 nodes (corresponding to a total of 180 resis-
tances), using a self-consistent effective-medium theory9. The resistances along
and perpendicular to the measurement direction were allowed to possess differ-
ent resistivity values R1 and R2, as shown in figure A.3. The simulation of the
defects was carried out by removing 20% of the resistances. The conductivity σ
9For details about this method consult for instance [239].
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V +
R1
R2
Figure A.3.: Schematic representation of a fragment of a resistance net composed of
two resistivity values R1 and R2. Dotted lines indicate the missing resistances. The
measurement of the conductivity is carried out between the upper and lower row.
was calculated 10.000 times for different random distributions of the defects over
the lattice. The resulting distribution P (σ) of the calculated conductivity values
are shown in figure A.4 for four different ratios η = R2/R1 = 1, 10, 100 and 1000.
For the isotropic case η = 1, P (σ) shows as expected a Gauss distribution.
This is still true for η = 10. However, for η = 100 the distribution P (σ) begins
to deviate from the Gauss shape by showing increased values for distinguished
σ-regions. This effect becomes more accentuated for the case of η = 1000, where
only discrete conductivity values are present. This result suggests that, for a sys-
tem with a strong anisotropic resistivity, the arbitrary redistribution of defects
leads always to a discrete number of conductivity values. The analogy of this
result with the real system seems plausible, however it is believed that the evolu-
tion of the conductivity distribution function with increasing η is rather related
to finite size effects of the considered model. It is thus important to extend the
calculations to larger system in order to acquire reliable data.
A.2. Sample Aging and Quality Improvement by
Heat Treatment
Sample Aging
In order to study the degradation of the quality of samples with their aging and
its resulting effect on the thermal conductivity, a SrCuO2 sample, used at the be-
ginning of this work to determine κc was remeasured, after having been exposed
to air for longer periods of time and been used for several other measurements
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Figure A.4.: Distributions of the measured conductivity values for different η values.
Solid lines correspond to the expected Gauss distributions. Details are given in the
text.
during approximately three years. Figure A.5 shows the original thermal con-
ductivity κc measurement along the c axis on the ‘freshly’ grown sample and the
posterior measurement of κc
aged of the same sample three years later. It is ob-
vious that an overall reduction of the thermal conductivity took place with the
aging of the sample. The reduction of κc is of the order of 6% around the phonon
peak and 14% at room temperature. The major change happens however in the
region of the hump anomaly (T ≈ 90 K), where κc is reduced by 20%. The hump
anomaly, initially present in κc(T ), is almost completely gone in the aged sample,
indicating a strong reduction of κs.
In order to estimate how much of κs was reduced, two extreme cases can be
considered: in the first case one can assume, that absolute no reduction of the
phonon conductivity took place during the aging of the sample. In this case, one
can determine κs by subtracting for instance κb from κc
aged, in analogy to the
procedure carried out in section 9.2. The resulting spinon conductivity κ agedspinon
is shown in figure A.5 (grey dashed line) together with κs of the ‘young’ sample
(black dashed lines).
The second case to be considered (and which is probably the most obvious
one) is that the aging of the sample influences also the phonon conductivity. The
maximum possible reduction of the phonon conductivity contributing to κc has
to be equal or smaller than the difference of maxima of the phonon peaks of κc
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and κc
aged, which can be used to simulate a κb
aged (shown in figure A.6 as a solid
line). Subtracting κb
aged from κc
aged produces another κaged 2spinon, which differs from
the previous calculated κagedspinon only for T . 55 K. The strong difference in respect
to κs does however remain.
This means that the aging affects strongly the spinon subsystem, but only
weakly (if at all) the phonon system. The question is, which type of aging-
phenomenon takes place? Typically one assumes a degradation of samples due
to the stresses they undergo during their ‘live time’ (e.g. cutting, polishing, con-
tacting, etc.) originate (macroscopic) structural defects, which affect the phonon
system and cause a reduction of κph. It is possible to assume that the same de-
fects affect even stronger the spinon system. In this case a reduction of κc, as
observable in figure A.5 could explained. The nature of these defects and the
reason why the spinons reacts more sensible to them than phonons do, remains
uncleared. Another scenario would be the appearance of defects which only in-
fluence the spinon system, but leave the phonons intact. One could speculate
about a possible change of the oxygen content, however there are no experimen-
tal evidences for such changes and the role of the oxygen for the magnetic heat
transport is unknown.
Effects of the Heat Treatment on κ - The SrCuO2 Case
An attempt was carried out to improve κ agedc by heat-treating the sample. The
procedure consisted in leaving the sample for two weeks at 900◦C in flowing
oxygen atmosphere. Measurements of the thermal conductivity were carried out
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sample and κcaged of the
same sample three years
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Figure A.6: Evolution of
the thermal conductivity
with intermediate stages of
heat treatment. The open
circles represent the ther-
mal conductivity κcaged of
an aged SrCuO2 sample (al-
ready shown in figure A.5).
The grey diamonds and the
dark grey squares represent
the thermal conductivities
of the same sample after one
and two weeks of heat treat-
ment, respectively. The
solid lines are fits to the
data. Details are given in
the text.
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∆T 30 K ≤ T ≤ 300 K 30 K ≤ T ≤ 80 K
× κb × κs × κb × κs
κc
aged 1.08 0.77 1.06 0.79
κIc 1.32 0.82 1.24 0.88
κIIc 1.56 0.79 1.47 0.85
Table A.1.: Different linear combinations of κb and κs, which best describe the thermal
conductivities κcaged, κcI and κcII for two different temperature intervals.
after the first and second week of treatment (κIc and κ
II
c , respectively). The
resulting κc are shown in figure A.6. While at temperatures higher than approx.
125 K no change of κc can be observed, a consequent increase of κc in the lower
temperature region takes place. κIc differs from the thermal conductivity of the
untreated sample in the temperature region 20 K . T .100 K, which correspond
to the phonon peak and the region where the hump anomaly is present in the
‘fresh’ sample. κIIc in turn differs from κ
I
c by an increased phonon peak, but
remains unchanged for T & 50 K. Interesting is the fact that no hump anomaly
appears in κIc and κ
II
c , which show a rather flat development of κc in the T -range
25 K. T .100 K.
In order to get a rough idea about the changes of κph and κs caused by the
heat treatment, it is possible to describe κIc and κ
II
c by linear-combining κb and
κs. The resulting prefactors obtained from best fits carried out to the data above
30 K are given in table A.1 and plotted in figure A.6 for one set values.
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The first result is that the thermal conductivity κc
aged of the aged sample can
be described by an unchanged κb (the respective prefactor is near to unity) and
a strongly reduced κs (κ
aged
spinon ≈ 0.8·κs). The second result is that κph increases
strongly (possibly up to 50%) with the heat treatment. The same is not true
for the spinon part of κc, which increases only slightly (if at all). The high
spinon thermal conductivity of the ‘freshly grown’ sample does not appear to be
reestablished with the heat treatment.
Switching Off Anomalies - The Sr0.9875Ca0.0125CuO2 Case
Another sample which was heat-treated was a Sr0.9875Ca0.0125CuO2 sample. The
idea of the heat treatment in this case was less the improvement of κ, as in the
SrCuO2 case, but more the study of the effect of the procedure to the abnormal
behavior of κc, discussed in section A.1. For this, the Sr0.9875Ca0.0125CuO2 sam-
ple was also left for one week at 900◦C in flowing oxygen gas. The posteriorly
measured thermal conductivity is shown in figure A.2E (filled symbols).
An increase of κc, as it was observed in the SrCuO2 case, did not take place, on
the contrary, κc even became reduced in respect to the thermal conductivity mea-
sured on the same sample before the treatment. Also in contrast to the thermal
conductivities measured before the treatment and on other Sr0.9875Ca0.0125CuO2
samples, no anomalies were observed: although several measurement cycles were
carried out, the reproducibility of the data was provided, and no hysteresis-like
anomalies or jumps were observed. This result suggests, that the phenomenon
responsible for the appearance of the anomalies in κc was made inactive after
the heat treatment. Although evident, this conclusion has still to be verified by
repeating the heat treatment with other samples for different doping levels.
Qualitatively differences between the SrCuO2 and Sr0.9875Ca0.0125CuO2 cases
The question about the qualitative differences of the heat treatment results in
the SrCuO2 and Sr0.9875Ca0.0125CuO2 cases remains. One possible explanation is
based on two aspects, namely the different growth conditions and the different
ages of the two crystals.
The SrCuO2 crystal was grown in air atmosphere, while for the
Sr0.9875Ca0.0125CuO2 crystal an oxygen atmosphere was used. This practical dif-
ference may indeed have caused a slight difference in the oxygen content of the two
crystals, so that a reduction of the oxygen deficit in SrCuO2 may have taken place
during the heat treatment, but no substantial change in the Sr0.9875Ca0.0125CuO2
case happened. It is however unclear how effective the heat treatment, with the
conditions described above, affects the oxygen content in this materials.
The second point to consider are the different ages of the samples: the
Sr0.9875Ca0.0125CuO2 sample has less than a third of the SrCuO2 sample
age, having though experienced a reduced degradation. Additionally, the
Sr0.9875Ca0.0125CuO2 sample was always kept in a dry box, while the SrCuO2
sample was originally kept in air, not protected from humidity.
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B. Susceptibility of Contaminated
Samples
As already discussed in section 6.3.2, SrCuO2 is quite susceptible to water, re-
acting easily to SrCu(OH)4. This substance appears as a very thin layer on the
surface of the samples. It is known that a similar substance, Sr2Cu(OH)6, which is
a product of Sr2CuO3 with water, delivers a Curie-like susceptibility [183], where-
fore one can assume the same type of magnetic signal for SrCu(OH)4. Indeed, an
increased Curie-tail can be observed in the susceptibility of older Sr1−xCaxCuO2
samples, which were kept in air for longer time. Fortunately, a repeated heat
treatment1 allows a reduction of this contribution, since SrCu(OH)4 reacts back
to SrCuO2, although in polycrystalline form.
Figure B.1 shows the evolution of the susceptibility χ(T ) of a two-year-old
SrCuO2 sample during such a treatment procedure. The Curie-tail could be
reduced by ≈ 50% after the first 100 hours treatment. An additional treatment
reduced the low-T tail further, until eventually no more changes in χ(T ) were
observed, indicating the complete absence of SrCu(OH)4. Unfortunately, the
‘clean’-state of a sample is not steady, since its exposure to air for just a short
amount of time is sufficient to increase again the Curie-tail of χ(T ) drastically.
This effect is shown in the inset of figure B.1 while the first measurement of
the susceptibility of a heat-treated sample shows a reduced Curie-tail (curve
1), all subsequent measurements, with intermediate short exposures (15 to 30
minutes) of the sample to air, show again an increased Curie-tail. This problem
was solved by isolating the sample from air by coating it with a non-magnetic
varnish2, in the ideal case immediately after the heat treatment. In addition the
sample storage was carried out in air free containers.
It should be mentioned that some authors [139, 147] suggest that the change of
the susceptibility in SrCuO2 and related materials (e.g. Sr2CuO3) through heat
treatment is related to a modification of the oxygen content, typically in form
of a reduction of some oxygen excess. Although it cannot be ruled out that a
slight alteration of the oxygen content in the Sr1−xCaxCuO2 samples takes place
during the heat treatment, it is clear that the main effect responsible for the
reduction of the excess signal in χ of the samples used in this work is related
to the decomposition of SrCu(OH)4. Furthermore, chemical analyses carried out
on the untreated compounds show just a minimal deficit of the oxygen content.
1At 900◦C in flowing oxygen atmosphere.
2Buehler, MetcoatTM, Specimen protective lacquer.
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Figure B.1.: Development of the SrCuO2 susceptibility along the b axis after several
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are fits to the data. Inset: details of a measurement cycle (Details are given in the
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In the absence of an oxygen excess no drastic changes are to be expected upon
heating and thus the oxygen content is assumed to remain constant throughout
the treatments steps, which take place in an oxygen rich atmosphere.
Short Analysis
The attempt to describe the χ(T )-curves shown in figure B.1 (corresponding to
the b direction) with equation (9.1) was carried out by allowing a different χC(T )-
term for each curve, but fixing all remaining contributions to χtotal, assuming
that the only change the sample undergoes during the heat treatment is the
decomposition of SrCu(OH)4. The fit results are shown as solid lines in figure
B.1. The extracted coupling constant is J ≈ 2230 K. The same fit procedure was
also carried out for three χ(T ) curves along the a direction (not shown here) with
the resulting parameter J ≈ 2153 K.
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C.1. Susceptibility
χa χc
x J n Θ χa0 J n Θ χ
c
0
(K) ·10−4 (K) (10−4emu/mol) (K) ·10−4 (K) (10−4emu/mol)
T ≥ 250 K †)
0 2049 - - -0.19 2082 - - -0.53
0.025 1984 - - -0.25 2039 - - -0.56
0.05 2063 - - -0.19 2094 - - -0.52
0.1 2166 - - -0.65 2037 - - -0.56
T ≥ 20 K
0 1980 0.88 -14.5 -0.25 2040 0.91 -14.9 -0.56
0.025 1963 0.21 7.5 -0.27 2019 0.26 2.5 -0.57
0.05 1945 0.32 9.6 -0.27 2005 0.65 1.0 -0.57
0.1 1972 0.84 4.5 -0.25 1967 0.72 3.1 -0.59
complete T -range
0 2158 0.49 -2.1 -0.14 2164 0.55 -1.9 -0.50
0.025 1710 0.64 -1.8 -0.47 1919 0.39 -1.1 -0.63
0.05 1603 1.16 -2.8 -0.56 1802 0.98 -3.4 -0.68
0.1 1543 1.86 -3.6 -0.62 1647 1.27 -3.1 -0.80
Table C.1.: Results for the parameter of the fits of equation (9.1) to the susceptibility
data for different temperature ranges. †) Fit was carried out without including the
Curie contribution χc.
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Figure C.1.: Extracted J by fitting equation (9.1) to the susceptibility data in the
whole T -range (triangles N), for T ≥ 20 K (squares ¥) and for T ≥ 250 K without
including χC (circles •). Filled and open symbols correspond to fits carried out on
χa and χc, respectively. Respective values are listed in table C.1 together with the
remaining fit parameters.
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pond to fits carried out on χa and χc, respectively. Respective values are listed in table
C.1 together with the remaining fit parameters.
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A B C D E F
η T 5−aωa; a = 4 T 5−aωa; a = 3 T 5−aωa; a = 2 T ξω2; ξ = 1 T ξω2; ξ = 2 Tω3
Lit. [27] [24–26] [28] [8]
Table C.2.: List of six different possible expressions for the umklapp scattering rate
τ−1U ∝ η e−
ΘD
αT .
C.2. Analysis of the Phonon Background
The analysis of the phonon thermal conductivity data κa and κb was carried out
using the usual Callaway method introduced in section 2.3.1.2. The expression,
which is used to fit the experimental data, is given by (confer equation 2.30)
κ =
kB
2pi2v
(
kBT
~
)3 ∫ ΘD/T
0
τc · x
4ex
(ex − 1)2dx, (C.1)
where τ−1c is the sum of the scattering rates of the individual scattering processes
present in the system
τ−1c = τ
−1
U + τ
−1
d + τ
−1
s + ... (C.2)
with U , d and s denominating the Umklapp, defect and surface scattering
processes. The correct choice of an expression for the relaxation times, which
compose τc, is crucial for a successful fitting procedure using equation (C.1).
While the choice of the expressions for τ−1d and τ
−1
s (namely τ
−1
d = Cω
4 and
τ−1s =
v
L
) is rather standard, a large variety of expressions were proposed for τ−1U .
Aiming the analysis of the phonon background of the thermal conductivities
κc=κph+κs along the chains, it is first necessary to check the applicability
of the Callaway model to the pure phonon thermal conductivities κa and κb
in the Sr1−xCaxCuO2 substances. As it will be shown, the model begins to
fail in describing correctly the data of κa and κb for the higher Ca dopings,
independently of the choice of τ−1U .
κb of SrCuO2
To decide which expression to use for τ−1U , a series of fit procedures were carried
out using the experimental data of κb of SrCuO2. A total of six different expres-
sions for τ−1U (shown in table C.2) were tested. The fitting results are shown in
figure C.3 and the respective fitting parameters given in table C.3.
With exception of the fit F, carried out with the expression for the umklapp
scattering rate τ−1U = B · Tω3 · exp(−ΘDαT ), all other fits fail to describe the data
correctly at higher temperatures, i.e. for T & 60K in the case of fits A and B,
and for T & 80K in the case of fits C, D and E. At lower temperatures (T . 60K)
the experimental data are best described by the fit curves A, B and F, while the
curves C, D and E deviate notably from the data. In addition, a divergence of the
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Figure C.3.: Fits to κb data of SrCuO2 using different expressions for τ−1U , listed
in table C.2. Main frame: Details for T < 80K. Inset: double logarithmic plot for
8K> T >300K. Open squares (¤) represent the experimental data.
parameter α of these three fits takes place in during the process of refinement
(Refer to table C.3). Typical values for α lie in the order of magnitude of unity.
Consequently, the expressions for τ−1U in the cases C, D and E were not considered
further.
It is however interesting to shortly compare the results of the fit D with
the ones presented by Sologubenko et al. [74], who also analyzed similar
experimental data of κb of SrCuO2 using the Callaway-method. The comparison
of the parameters does not reveal any accordance between the parameters
of fit D and the results presented by the author in [74]. This is very likely
related to the fact, that the author considers two additional terms in its
analysis, one related to the scattering of phonons by strain fields of dislo-
cations1, and another related to some resonant type of scattering2, which
influence certainly the overall result of the fit procedure. Since these processes
are not all a priori clear for the SrCuO2 system, they were not considered in
the present work. The discrepancy between both results is though to be expected.
1τ−1d ∝ ω.
2τ−1res ∝ ω
4
(ω2−ω20)2 [1−cg
2(ω0, T )], with ω0 the resonance frequency, c the fractional concentration
of scatterers, and g(ω0, T ) a function which describes the population of a two level system.
Details are given in [74].
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Although expressions A and B allow a good description of the phonon thermal
conductivity κb at low and intermediate T , they fail to describe the data at
higher T , which makes these expressions of no use for the further analysis and
extraction of the phonon part of κc.
The expression of the Umklapp scattering rate used to achieve the best fit F,
τ−1U = B · Tω3 · exp(
ΘD
αT
), (C.3)
was used by Sologubenko et al. in the analysis of the phonon thermal conductiv-
ity of (Sr,Ca,La)14Cu24O41 compounds [73] and posteriorly successfully employed
by Hess et al. in the analyses of typical phonon thermal conductivities [8]. It is
however important to stress at this point, that this expression is purely empirical
and does not contain any physical background3. Nevertheless, a reasonable
description of the experimental data is possible, wherefore its further use for the
analysis will be favored.
κa and κb of Sr1−xCaxCuO2
The thermal conductivity data κa and κb were fitted individually with expression
(C.1) using the Umklapp-term (C.3). In a first instance the fits were carried
out over the complete temperature range. For practically all doping levels the
fit quality is inferior to the one of the undoped case, with a tendency to worsen
with increasing x. A typical fit result is shown in figure C.4 for the representative
case of κa of Sr0.9Ca0.1CuO2. At low-T the fit is unable to describe the phonon
maximum correctly, with its maximum slightly increased in respect to the exper-
imental data and the values on the left and right side of the maximum slightly
underestimated. At intermediate T the fit curve possesses higher values than κa,
but describes the data fairly well at higher T . This scenario is very similar for
all doping levels.
Considering the fact that the analysis of the phonon part of the thermal con-
ductivity κc has to be carried out at the low T shoulder of the phonon peak, it is
most important to check the evolution of the fit function when narrowing the fit
range down to lower T . This was done for two temperature intervals, namely for
T . 50 K and T . 30 K. The resulting fit curves were extrapolated to higher T in
order to compare them with the data. As evident from figure C.4, the calculated
curves deviate substantially from the experimental data above the fit interval. In
addition no satisfactory description of the low-T phonon peak is possible.
These results, representative for almost all doping levels, make clear, that no
satisfactory description of the phonon thermal conductivity is possible by just
fitting the low-T part of κ using equation (C.1). An meaningful extraction of
3In fact, the majority of the expressions used to describe the rates of different scattering
processes used in the Callaway model are of empirical nature, although many of them can
be justified physically.
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Figure C.4.: Fit results for the representative case κa of Sr0.9Ca0.1CuO2. The solid
(green) line is a fit carried out over the complete T -range, the dashed (red) line for
T . 50 K and the dotted (blue) line for T . 30 K.
Fit↓ C (s3) B(sK−1) α L(mm)
A 0.279E-43 0.544E-32 2.7641 0.0499
B 0.276E-43 0.930E-24 4.4820 0.0523
C 0.206E-43 0.245E-20 0.211E+8 0.0553
D 0.231E-43 0.139E-18 0.222E+11 0.0644
E 0.148E-43 0.912E-20 0.996E+12 0.0529
F 0.382E-42 0.682E-30 3.2756 1746
Table C.3.: List of the different fit results for the parameters C, B, α and L of
equation (C.1) to κb of SrCuO2. The fits were carried out for the temperature region
between 7K and 300K.
the spinon thermal conductivity κmag by subtracting a calculated κph from κc is
thus forced to fail (at least for the doped compounds).
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Abstract
This experimental work focusses on the magnetic thermal conductivity, κmag,
of the one-dimensional two-leg spin ladder system Sr14Cu24O41 and the spin chain
system SrCuO2. These two S =
1
2
antiferromagnetic Heisenberg compounds
possess enormous magnetic contributions to the heat transport which in some
cases exceed the phonon contributions by more than one order of magnitude.
Despite of intense ongoing experimental and theoretical investigations, the
underlying mechanism of the magnetic heat transport remains unclear. The
study of κmag aims a better understanding of the basic physics which determine
mobility, scattering and dissipation of the dispersing magnetic excitations. The
most important tool used in this study is to selectively influence the structure
and the electronic and magnetic properties of the compounds through doping.
For this purpose single crystalline samples were produced using the Traveling
Solvent Floating Zone technique, a crucible-free technology, which allows the
growth of centimeter sized single crystals of high quality. In particular, the
successful growth of large quantities of the hole-free ladders La4Sr10Cu24O41
allowed the realization of inelastic neutron scattering and, for the first time, the
acquisition of the complete magnetic excitation spectrum of the spin ladder,
composed not only by the triplon band, but also by the two-triplon continuum,
permitting an accurate determination of the coupling constants in this system.
The importance of the cyclic-exchange, previously unclear, was asserted.
In order to study the scattering mechanisms of the magnetic excitations
(triplons) off static defects in the two-leg ladder Sr14Cu24O41, this compound
was doped with tiny amounts of Zn. Occupying the Cu site in the ladders, the
Zn plays the role of a non-magnetic defect, imposing an upper limit to the mean
free path of the triplons. The thermal conductivity of Sr14Cu14−zZnzO41, with
z = 0, 0.125, 0.25, 0.5 and 0.75, shows a strong decrease of both the phononic
and magnetic contributions with increasing z value. In particular, the decrease
of the magnetic part indicates an increased scattering of the triplons off Zn
defects. The analysis of κmag, using a kinetic model, allows the extraction of the
triplon mean free path lmag. This quantity was successfully correlated to the
mean Zn-Zn distance along the ladders, confirming the validity of the employed
kinetic model and corroborating results of previous works.
In SrCuO2, the magnetic contribution to the thermal conductivity appears as
a hump-like anomaly on the high-T back of the low-T phonon peak. In order to
better separate the magnetic contribution from the phononic background, small
amounts of Sr were substituted by the smaller and lighter Ca, leading, on the
one hand, to an increased scattering of the phonons and consequently to a sup-
pression of the phononic thermal conductivity. On the other hand, since Ca is
isovalent to Sr, no significant changes of the magnetic properties of the system
are expected: a magnetic peak belonging to κmag should appear. Measurements
of the thermal conductivity of Sr1−xCaxCuO2 for x = 0, 0.0125, 0.025, 0.05 and
0.1 show indeed a systematic decrease of the phonon thermal conductivity with
increasing x. However, against initial expectations, no magnetic peak appears.
Instead, the magnetic thermal conductivity decreases at intermediate and low
temperatures with increasing doping level, indicating a strong influence of the Ca
dopant on the magnetic system. Surprisingly, no changes of κmag occur at higher
temperatures, where κmag remains constant for all doping levels. To explain this
intriguing temperature and doping dependence of κmag, three scenarios are pro-
posed. One of the scenarios is based on the phenomenon of mutual spinon and
phonon heat transport, the so called spin-phonon-drag mechanism. Another sce-
nario assumes an effective scattering of spinons off Ca defects. In a third scenario,
the appearance of a gap in the doped compounds is considered.
The obvious effect of the Ca dopant on the magnetic thermal conductivity
motivated a more detailed investigation of the doping dependence of electronic
and magnetic properties in Sr1−xCaxCuO2. NMR data reveal the presence of a
magnetic gap for the x = 0.1 compound. The doping dependent evolution of the
specific heat at low-T is consistent with this result. Furthermore, susceptibility
data may be explained within a segmentation of the spin chains, which in turn can
be also related to the opening of a gap. These results strongly support that the
reduction of κmag in the Ca doped compounds is related to a smaller number of
magnetic excitations participating in the heat transport due to the presence of the
gap. A possible reduction of the chain length, as suggested by the susceptibility
data, is also consistent with the scenario of a reduced κmag due to an increased
scattering of magnetic excitations. In spite of these partially consistent results,
there are still no clear-cut explanations for the evolution of κmag upon doping.
In particular, it cannot be completely ruled out that a fraction of the Ca dopant
goes into the chains, a point which has to be urgently clarified in order to allow
a correct interpretation of the data.
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