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Abstract
High-dimensional inference refers to problems of statistical estimation in which the
ambient dimension of the data may be comparable to or possibly even larger than the
sample size. We study an instance of high-dimensional inference in which the goal is to
estimate a matrix Θ∗ ∈ Rk×p on the basis of N noisy observations, and the unknown
matrix Θ∗ is assumed to be either exactly low rank, or “near” low-rank, meaning that it
can be well-approximated by a matrix with low rank. We consider an M -estimator based
on regularization by the trace or nuclear norm over matrices, and analyze its performance
under high-dimensional scaling. We provide non-asymptotic bounds on the Frobenius
norm error that hold for a general class of noisy observation models, and then illustrate
their consequences for a number of specific matrix models, including low-rank multivari-
ate or multi-task regression, system identification in vector autoregressive processes, and
recovery of low-rank matrices from random projections. Simulation results show excellent
agreement with the high-dimensional scaling of the error predicted by our theory.
1 Introduction
High-dimensional inference refers to instances of statistical estimation in which the ambient
dimension of the data is comparable to (or possibly larger than) the sample size. Problems
with a high-dimensional character arise in a variety of applications in science and engineering,
including analysis of gene array data, medical imaging, remote sensing, and astronomical
data analysis. In settings where the number of parameters may be large relative to the
sample size, the utility of classical “fixed p” results is questionable, and accordingly, a line of
on-going statistical research seeks to obtain results that hold under high-dimensional scaling,
meaning that both the problem size and sample size (as well as other problem parameters)
may tend to infinity simultaneously. It is usually impossible to obtain consistent procedures
in such settings without imposing some sort of additional constraints. Accordingly, there are
now various lines of work on high-dimensional inference based on imposing different types of
structural constraints. A substantial body of past work has focused on models with sparsity
constraints, including the problem of sparse linear regression [45, 14, 17, 34, 9], banded or
sparse covariance matrices [7, 8, 18], sparse inverse covariance matrices [49, 21, 42, 40], sparse
eigenstructure [27, 2, 38], and sparse regression matrices [37, 30, 48, 25]. A theme common
to much of this work is the use of ℓ1-penalty as a surrogate function to enforce the sparsity
constraint.
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In this paper, we focus on the problem of high-dimensional inference in the setting of
matrix estimation. As mentioned above, there is already a substantial body of work on the
problem of sparse matrix recovery. In contrast, our interest in this paper is the problem of
estimating a matrix Θ∗ ∈ Rk×p that is either exactly low rank, meaning that it has at most
r ≪ min{k, p} non-zero singular values, or more generally is near low-rank, meaning that it
can be well-approximated by a matrix of low rank. As we discuss at more length in the sequel,
such exact or approximate low-rank conditions are appropriate for many applications, includ-
ing multivariate or multi-task forms of regression, system identification for autoregressive
processes, collaborative filtering, and matrix recovery from random projections. Analogous
to the use of an ℓ1-regularizer for enforcing sparsity, we consider the use of the nuclear norm
(also known as the trace norm) for enforcing a rank constraint in the matrix setting. By
definition, the nuclear norm is the sum of the singular values of a matrix, and so encourages
sparsity in the vector of singular values, or equivalently for the matrix to be low-rank. The
problem of low-rank matrix approximation and the use of nuclear norm regularization have
been studied by various researchers. In her Ph.D. thesis, Fazel [19] discusses the use of nuclear
norm as a heuristic for restricting the rank of a matrix, showing that in practice it is often
able to yield low-rank solutions. Other researchers have provided theoretical guarantees on
the performance of nuclear norm and related methods for low-rank matrix approximation.
Srebro et al. [43] proposed nuclear norm regularization for the collaborative filtering problem,
and established risk consistency under certain settings. Recht et al. [41] provided sufficient
conditions for exact recovery using the nuclear norm heuristic when observing random pro-
jections of a low-rank matrix, a set-up analogous to the compressed sensing model in sparse
linear regression [17, 12]. Other researchers have studied a version of matrix completion in
which a subset of entries are revealed, and the goal is to obtain perfect reconstruction either
via the nuclear norm heuristic [13] or by other SVD-based methods [28]. Finally, Bach [6]
has provided results on the consistency of nuclear norm minimization for general observation
models in noisy settings, but applicable to the classical “fixed p” setting.
The goal of this paper is to analyze the nuclear norm relaxation for a general class of noisy
observation models, and obtain non-asymptotic error bounds on the Frobenius norm that hold
under high-dimensional scaling, and are applicable to both exactly and approximately low-
rank matrices. We begin by presenting a generic observation model, and illustrating how it can
be specialized to the several cases of interest, including low-rank multivariate regression, esti-
mation of autoregressive processes, and random projection (compressed sensing) observations.
In particular, this model is specified in terms of an operator X, which may be deterministic
or random depending on the setting, that maps any matrix Θ∗ ∈ Rk×p to a vector of N noisy
observations. We then present a single main theorem (Theorem 1) followed by two corollaries
that cover the cases of exact low-rank constraints (Corollary 1) and near low-rank constraints
(Corollary 2) respectively. These results demonstrate that high-dimensional error rates are
controlled by two key quantities. First, the (random) observation operator X is required to
satisfy a condition known as restricted strong convexity (RSC), which ensures that the loss
function has sufficient curvature to guarantee consistent recovery of the unknown matrix Θ∗.
Second, our theory provides insight into the choice of regularization parameter that weights
the nuclear norm, showing that an appropriate choice is to set it proportional to the spectral
norm of a random matrix defined by the adjoint of observation operator X, and the observation
noise in the problem.
This initial set of results, though appealing in terms of their simple statements and general-
ity, are somewhat abstractly formulated. Our next contribution is to show that by specializing
our main result (Theorem 1) to three classes of models, we can obtain some concrete results
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based on readily interpretable conditions. In particular, Corollary 3 deals with the case of
low-rank multivariate regression, relevant for applications in multitask learning. We show
that the random operator X satisfies the RSC property for a broad class of observation mod-
els, and we use random matrix theory to provide an appropriate choice of the regularization
parameter. Our next result, Corollary 4, deals with the case of estimating the matrix of
parameters specifying a vector autoregressive (VAR) process [4, 31]. Here we also establish
that a suitable RSC property holds with high probability for the random operator X, and also
specify a suitable choice of the regularization parameter. We note that the technical details
here are considerably more subtle than the case of low-rank multivariate regression, due to
dependencies introduced by the autoregressive sampling scheme. Accordingly, in addition
to terms that involve the size, the matrix dimensions and rank, our bounds also depend on
the mixing rate of the VAR process. Finally, we turn to the compressed sensing observation
model for low-rank matrix recovery, as introduced by Recht et al. [41]. In this setting, we
again establish that the RSC property holds with high probability, specify a suitable choice
of the regularization parameter, and thereby obtain a Frobenius error bound for noisy obser-
vations (Corollary 5). A technical result that we prove en route—namely, Proposition 1—is
of possible independent interest, since it provides a bound on the constrained norm of a ran-
dom Gaussian operator. In particular, this proposition allows us to obtain a sharp result
(Corollary 6) for the problem of recovering a low-rank matrix from perfectly observed random
projections, one that removes a logarithmic factor from past work [41].
The remainder of this paper is organized as follows. Section 2 is devoted to background
material, and the set-up of the problem. We present a generic observation model for low-
rank matrices, and then illustrate how it captures various cases of interest. We then define
the convex program based on nuclear norm regularization that we analyze in this paper. In
Section 3, we state our main theoretical results and discuss their consequences for different
model classes. Section 4 is devoted to the proofs of our results; in each case, we break down
the key steps in a series of lemmas, with more technical details deferred to the appendices.
In Section 5, we present the results of various simulations that illustrate excellent agreement
between the theoretical bounds and empirical behavior.
Notation: For the convenience of the reader, we collect standard pieces of notation here.
For a pair of matrices Θ and Γ with commensurate dimensions, we let 〈〈Θ, Γ〉〉 = trace(ΘTΓ)
denote the trace inner product on matrix space. For a matrix Θ ∈ Rk×p, we letm = min{k, p},
and denote its (ordered) singular values by σ1(Θ) ≥ σ2(Θ) ≥ . . . ≥ σm(Θ) ≥ 0. We also use the
notation σmax(Θ) = σ1(Θ) and σmin(Θ) = σm(Θ) to refer to the maximal and minimal singular
values respectively. We use the notation ||| · ||| for various types of matrix norms based on these
singular values, including the nuclear norm |||Θ|||1 =
∑m
j=1 σj(Θ), the spectral or operator
norm |||Θ|||op = σ1(Θ), and the Frobenius norm |||Θ|||F =
√
trace(ΘTΘ) =
√∑m
j=1 σ
2
j (Θ). We
refer the reader to Horn and Johnson [23, 24] for more background on these matrix norms
and their properties.
2 Background and problem set-up
We begin with some background on problems and applications in which rank constraints arise,
before describing a generic observation model. We then introduce the semidefinite program
(SDP) based on nuclear norm regularization that we study in this paper.
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2.1 Models with rank constraints
Imposing a rank r constraint on a matrix Θ∗ ∈ Rk×p is equivalent to requiring the rows (or
columns) of Θ∗ lie in some r-dimensional subspace of Rp (or Rk respectively). Such types
of rank constraints (or approximate forms thereof) arise in a variety of applications, as we
discuss here. In some sense, rank constraints are a generalization of sparsity constraints;
rather than assuming that the data is sparse in a known basis, a rank constraint implicitly
imposes sparsity but without assuming the basis.
We first consider the problem of multivariate regression, also referred to as multi-task
learning in statistical machine learning. The goal of multivariate regression is to estimate a
prediction function that maps covariates Zj ∈ Rp to multi-dimensional output vectors Yj ∈ Rk.
More specifically, let us consider the linear model, specified by a matrix Θ∗ ∈ Rk×p, of the
form
Ya = Θ
∗Za +Wa, for a = 1, . . . , n, (1)
where {Wa}na=1 is an i.i.d. sequence of k-dimensional zero-mean noise vectors. Given a collec-
tion of observations {Za, Ya}na=1 of covariate-output pairs, our goal is to estimate the unknown
matrix Θ∗. This type of model has been used in many applications, including analysis of fMRI
image data [22], analysis of EEG data decoding [3], neural response modeling [11] and analysis
of financial data. This model and closely related ones also arise in the problem of collaborative
filtering [44], in which the goal is to predict users’ preferences for items (such as movies or
music) based on their and other users’ ratings of related items. The papers [1, 5] discuss ad-
ditional instances of low-rank decompositions. In all of these settings, the low-rank condition
translates into the existence of a smaller set of “features” that are actually controlling the
prediction.
As a second (not unrelated) example, we now consider the problem of system identification
in vector autoregressive processes (see the book [31] for detailed background). A vector
autoregressive (VAR) process in p-dimensions is a a stochastic process {Zt}∞t=1 specified by
an initialization Z1 ∈ Rp, followed by the recursion
Zt+1 = Θ
∗Zt +Wt, for t = 1, 2, 3, . . .. (2)
In this recursion, the sequence {Wt}∞t=1 consists of i.i.d. samples of innovations noise. We
assume that each vectorWt ∈ Rp is zero-mean with covariance ν2I, so that the process {Zt}∞t=1
is zero-mean, and has a covariance matrix Σ given by the solution of the discrete-time Ricatti
equation
Σ = Θ∗Σ(Θ∗)T + ν2I. (3)
The goal of system identification in a VAR process is to estimate the unknown matrix
Θ∗ ∈ Rp×p on the basis of a sequence of samples {Zt}nt=1. In many application domains,
it is natural to expect that the system is controlled primarily by a low-dimensional subset
of variables. For instance, models of financial data might have an ambient dimension p of
thousands (including stocks, bonds, and other financial instruments), but the behavior of the
market might be governed by a much smaller set of macro-variables (combinations of these
financial instruments). Similar statements apply to other types of time series data, including
neural data [11, 20], subspace tracking models in signal processing, and motion models models
in computer vision.
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A third example that we consider in this paper is a compressed sensing observation model,
in which one observes random projections of the unknown matrix Θ∗. This observation model
has been studied extensively in the context of estimating sparse vectors [17, 12], and Recht et
al. [41] suggested and studied its extension to low-rank matrices. In their set-up, one observes
trace inner products of the form 〈〈Xi, Θ∗〉〉 = trace(XTi Θ∗), where Xi ∈ Rk×p is a random
matrix (for instance, filled with standard normal N(0, 1) entries). Like compressed sensing
for sparse vectors, applications of this model include computationally efficient updating in
large databases (where the matrix Θ∗ measures the difference between the data base at two
different time instants), and matrix denoising.
2.2 A generic observation model
We now introduce a generic observation model that will allow us to deal with these different
observation models in an unified manner. For pairs of matrices A,B ∈ Rk×p, recall the Frobe-
nius or trace inner product 〈〈A, B〉〉 := trace(BAT ). We then consider a linear observation
model of the form
yi = 〈〈Xi, Θ∗〉〉+ εi, for i = 1, 2, . . . , N , (4)
which is specified by the sequence of observation matrices {Xi}Ni=1 and observation noise
{εi}Ni=1. This observation model can be written in a more compact manner using operator-
theoretic notation. In particular, let us define the observation vector
~y =
[
y1 . . . yn
]T ∈ RN ,
with a similar definition for ~ε ∈ RN in terms of {εi}Ni=1. We then use the observation matrices
{Xi}Ni=1 to define an operator X : Rk×p → RN via
[
X(Θ)
]
i
= 〈〈Xi, Θ〉〉. With this notation,
the observation model (4) can be re-written as
~y = X(Θ∗) + ~ε. (5)
Let us illustrate the form of the observation model (5) for some of the applications that
we considered earlier.
Example 1 (Multivariate regression). Recall the observation model (1) for multivariate re-
gression. In this case, we make n observations of vector pairs (Ya, Za) ∈ Rk × Rp. Accounting
for the k-dimensional nature of the output, after the model is scalarized, we receive a total
of N = kn observations. Let us introduce the quantity b = 1, . . . , k to index the different
elements of the output, so that we can write
Yab = 〈〈ZaeTb , Θ∗〉〉+Wab, for b = 1, 2, . . . , k. (6)
By re-indexing this collection of N = nk observations via the mapping (a, b) 7→ i = a+ (b−
1) k, we recognize multivariate regression as an instance of the observation model (4) with
observation matrix Xi = Zae
T
b and scalar observation yi = Vab.
Example 2 (Vector autoregressive processes). Recall that a vector autoregressive (VAR)
process is defined by the recursion (2), and suppose that observe an n-sequence {Zt}nt=1
produced by this recursion. Since each Zt =
[
Zt1 . . . Ztp
]T
is p-variate, the scalarized
sample size is N = np. Letting b = 1, 2, . . . , p index the dimension, we have
Z(t+1) b = 〈〈ZteTb , Θ∗〉〉+Wtb. (7)
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In this case, we re-index the collection of N = np observations via the mapping (t, b) 7→ i =
t + (b − 1) p. After doing so, we see that the autoregressive problem can be written in the
form (4) with yi = Z(t+1) b and observation matrix Xi = Zte
T
b .
Example 3 (Compressed sensing). As mentioned earlier, this is a natural extension of the
compressed sensing observation model for sparse vectors to the case of low-rank matrices [41].
In particular, suppose that each observation matrix Xi ∈ Rk×p has i.i.d. standard normal
N(0, 1) entries, so that we make observations of the form
yi = 〈〈Xi, Θ∗〉〉+ εi, for i = 1, 2, . . . , n. (8)
By construction, these observations are an instance of the model (4). In this case, the more
compact form (5) involves a random Gaussian operator mapping Rk×p to Rn, and we study
some of its properties in the sequel.
2.3 Regression with nuclear norm regularization
We now consider an estimator that is naturally suited to the problems described in the
previous section. Recall that the nuclear or trace norm of a matrix Θ ∈ Rk×p is given by
|||Θ|||1 =
∑min{k,p}
j=1 σj(Θ), corresponding to the sum of its singular values. Given a collection
of observations (yi,Xi) ∈ R × Rk×p, for i = 1, . . . , N from the observation model (4), we
consider estimating the unknown Θ∗ by solving the following optimization problem
Θ̂ ∈ arg min
Θ∈Rk×p
{ 1
2N
‖~y − X(Θ)‖22 + λN |||Θ|||1
}
, (9)
where λN > 0 is a regularization parameter. Note that the optimization problem (9) can be
viewed as the analog of the Lasso estimator [45], tailored to low-rank matrices as opposed to
sparse vectors. An important property of the optimization problem (9) is that it can be solved
in time polynomial in the sample size N and the matrix dimensions k and p. Indeed, the
optimization problem (9) is an instance of a semidefinite program [46], a class of convex opti-
mization problems that can be solved efficiently by various polynomial-time algorithms [10].
For instance, interior point methods are a classical method for solving semidefinite programs;
moreover, as we discuss in Section 5, there are a variety of other methods for solving the
semidefinite program (SDP) defining our M -estimator
Like in any typical M -estimator for statistical inference, the regularization parameter λN
is specified by the statistician. As part of the theoretical results in the next section, we provide
suitable choices of this parameter in order for the estimate Θ̂ to behave well, in the sense of
being close in Frobenius norm to the unknown matrix Θ∗.
3 Main results and some consequences
In this section, we state our main results and discuss some of their consequences. Section 3.1
is devoted to results that apply to generic instances of low-rank problems, whereas Section 3.2
is devoted to the consequences of these results for more specific problem classes, including
low-rank multivariate regression, estimation of vector autoregressive processes, and recovery
of low-rank matrices from random projections.
6
3.1 Results for general model classes
We begin by introducing the key technical condition that allows us to control the error Θ̂−Θ∗
between an SDP solution Θ̂ and the unknown matrix Θ∗. We refer to it as the restricted strong
convexity condition [35], since it amounts to guaranteeing that the quadratic loss function in
the SDP (9) is strictly convex over a restricted set of directions. Letting C ⊆ Rk×p denote the
restricted set of directions, we say that the operator X satisfies restricted strong convexity
(RSC) over the set C if there exists some κ(X) > 0 such that
1
2N
‖X(∆)‖22 ≥ κ(X) |||∆|||2F for all ∆ ∈ C. (10)
We note that analogous conditions have been used to establish error bounds in the context
of sparse linear regression [9, 15], in which case the set C corresponded to certain subsets of
sparse vectors.
Of course, the definition (10) hinges on the choice of the restricted set C. In order to
specify some appropriate sets for the case of low-rank matrices, we require some additional
notation. For any matrix Θ ∈ Rk×p, we let row(Θ) ⊆ Rp and col(Θ) ⊆ Rk denote its row space
and column space, respectively. For a given positive integer r ≤ min{k, p}, any r-dimensional
subspace of Rk can be represented by some orthogonal matrix U ∈ Rk×r (i.e., that satisfies
UTU = Ir×r. In a similar fashion, any r-dimensional subspace of Rp can be represented by
an orthogonal matrix V ∈ Rp×r. For any fixed pair of such matrices (U, V ), we may define
the following two subspaces of Rk×p:
M(U, V ) := {Θ ∈ Rk×p | row(Θ) = V and col(Θ) = U}, and (11a)
M⊥(U, V ) := {Θ ∈ Rk×p | row(Θ) ⊥ V and col(Θ) ⊥ U .}. (11b)
Finally, we let ΠM(U,V ) and ΠM⊥(U,V ) denote the (respective) projection operators onto these
subspaces. When the subspaces (U, V ) are clear from context, we use the shorthand notation
∆′′ = ΠM⊥(U,V )(∆) and ∆′ = ∆ − ∆′′. With this notation, we can define the restricted
sets C of interest. Using the singular value decomposition, we can write Θ∗ = U˜DV˜ T , where
U˜ ∈ Rk×k and V˜ ∈ Rp×p are both orthogonal matrices, and D ∈ Rk×p contains the singular
values of Θ∗. For any positive integer r ≤ min{k, p}, we let (U r, V r) denote the subspace pair
defined by the top r left and right singular vectors of Θ∗. For a given integer r and tolerance
δ > 0, we then define a subset of matrices as follows:
C(r; δ) :=
{
∆ ∈ Rk×p | |||∆|||F ≥ δ, |||∆′′|||1 ≤ 3|||∆′|||1 + 4|||ΠM⊥(Ur,V r)(Θ∗)|||1
}
. (12)
The next ingredient is the choice of the regularization parameter λN used in solving the
SDP (9). Our theory specifies a choice for this quantity in terms of the adjoint of the operator
X—namely, the operator X∗ : RN → Rk×p defined by
X
∗(~ε) :=
N∑
i=1
εiXi. (13)
With this notation, we come to the first result of our paper. It is a deterministic result, which
specifies two conditions—namely, an RSC condition and a choice of the regularizer—that
suffice to guarantee for any solution of the SDP (9) fall within a certain radius.
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Theorem 1. Suppose that the operator X satisfies restricted strong convexity with parameter
κ(X) > 0 over the set C(r; δ), and that the regularization parameter λN is chosen such that
λN ≥ 2|||X∗(~ε)|||op/N . Then any solution Θ̂ to the semidefinite program (9) satisfies
|||Θ̂−Θ∗|||F ≤ max
{
δ,
32λN
√
r
κ(X)
,
[
16 λN |||ΠM⊥(Ur ,V r)(Θ∗)|||1
κ(X)
]1/2}
. (14)
Apart from the tolerance parameter δ, the two main terms in the bound (14) have a nat-
ural interpretation. The first term (involving
√
r) corresponds to estimation error, capturing
the difficulty of estimating a rank r matrix. The second is an approximation error, in which
the projection onto the set M⊥(U r, V r) describes the gap between the true matrix Θ∗ and
the rank r approximation.
Let us begin by illustrating the consequences of Theorem 1 when the true matrix Θ∗ has
exactly rank r, in which case there is a very natural choice of the subspaces represented by
U and V . In particular, we form U from the r non-zero left singular vectors of Θ∗, and
V from its r non-zero right singular vectors. Note that this choice of (U, V ) ensures that
ΠM⊥(U,V )(Θ∗) = 0. For technical reasons to be clarified, it suffices to set δ = 0 in the case of
exact rank constraints, and we thus obtain the following result:
Corollary 1 (Exact low-rank recovery). Suppose that Θ∗ has rank r, and X satisfies RSC
with respect to C(r; 0). Then as long as λN ≥ 2|||X∗(~ε)|||op/N , any optimal solution Θ̂ to the
SDP (9) satisfies the bound
|||Θ̂−Θ∗|||F ≤ 32
√
r λN
κ(X)
. (15)
Like Theorem 1, Corollary 1 is a deterministic statement on the SDP error. It takes a much
simpler form since when Θ∗ is exactly low rank, then neither tolerance parameter δ nor the
approximation term are required.
As a more delicate example, suppose instead that Θ∗ is nearly low-rank, an assumption
that we can formalize by requiring that its singular value sequence {σi(Θ∗)}min{k,p}i=1 decays
quickly enough. In particular, for a parameter q ∈ [0, 1] and a positive radius Rq, we define
the set
Bq(Rq) :=
{
Θ ∈ Rk×p |
min{k,p}∑
i=1
|σi(Θ)|q ≤ Rq
}
. (16)
Note that when q = 0, the set B0(R0) corresponds to the set of matrices with rank at most
R0.
Corollary 2 (Near low-rank recovery). Suppose that Θ∗ ∈ Bq(Rq), the regularization parame-
ter is lower bounded as λN ≥ 2|||X∗(~ε)|||op/N , and the operator X satisfies RSC with parameter
κ(X) ∈ (0, 1] over the set C(Rqλ−qN ; δ). Then any solution Θ̂ to the SDP (9) satisfies
|||Θ̂−Θ∗|||F ≤ max
{
δ, 32
√
Rq
(
λN
κ(X)
)1−q/2}
. (17)
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Note that the error bound (17) reduces to the exact low rank case (15) when q = 0, and δ = 0.
The quantity λ−qN Rq acts as the “effective rank” in this setting; as clarified by our proof in
Section 4.2. This particular choice is designed to provide an optimal trade-off between the
approximation and estimation error terms in Theorem 1. Since λN is chosen to decay to zero
as the sample size N increases, this effective rank will increase, reflecting the fact that as we
obtain more samples, we can afford to estimate more of the smaller singular values of the
matrix Θ∗.
3.2 Results for specific model classes
As stated, Corollaries 1 and 2 are fairly abstract in nature. More importantly, it is not
immediately clear how the key underlying assumption—namely, the RSC condition—can be
verified, since it is specified via subspaces that depend on Θ∗, which is itself the unknown
quantity that we are trying to estimate. Nonetheless, we now show how, when specialized to
more concrete models, these results yield concrete and readily interpretable results. As will
be clear in the proofs of these results, each corollary requires overcoming two main technical
obstacles: establishing that the appropriate form of the RSC property holds in a uniform
sense (so that a priori knowledge of Θ∗ is not required), and specifying an appropriate choice
of the regularization parameter λN . Each of these two steps is non-trivial, requiring some
random matrix theory, but the end results are simply stated upper bounds that hold with
high probability.
We begin with the case of rank-constrained multivariate regression. As discussed earlier
in Example 1, recall that we observe pairs (Yi, Zi) ∈ Rk × Rp linked by the linear model
Yi = Θ
∗Zi + Wi, where Wi ∼ N(0, ν2Ik×k) is observation noise. Here we treat the case
of random design regression, meaning that the covariates Zi are modeled as random. In
particular, in the following result, we assume that Zi ∼ N(0,Σ), i.i.d. for some p-dimensional
covariance matrix Σ ≻ 0. Recalling that σmax(Σ) and σmin(Σ) denote the maximum and
minimum eigenvalues respectively, we have:
Corollary 3 (Low-rank multivariate regression). Consider the random design multivariate
regression model where Θ∗ ∈ Bq(Rq). There are universal constants {ci, i = 1, 2, 3} such that
if we solve the SDP (9) with regularization parameter λN = 10ν
√
σmax(Σ)
√
(k+p)
n , we have
|||Θ̂ −Θ∗|||2F ≤ c1
(
ν2σmax(Σ)
σ2min(Σ)
)1−q/2
Rq
(
k + p
n
)1−q/2
(18)
with probability greater than 1− c2 exp(−c3(k + p)).
Remarks: Corollary 3 takes a particularly simple form when Σ = Ip×p: then there exists a
constant c′1 such that |||Θ̂− Θ∗|||2F ≤ c′1ν2 Rq
(k+p
n
)1−q/2
. When Θ∗ is exactly low rank—that
is, q = 0, and Θ∗ has rank r = R0—this simplifies even further to
|||Θ̂ −Θ∗|||2F ≤ c′1
ν2 r (k + p)
n
.
The scaling in this error bound is easily interpretable: naturally, the squared error is propor-
tional to the noise variance ν2, and the quantity r(k + p) counts the number of degrees of
freedom of a k × p matrix with rank r. Note that if we did not impose any constraints on
Θ∗, then since a k × p matrix has a total of kp free parameters, we would expect at best to
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obtain rates of the order |||Θ̂ − Θ∗|||2F = Ω(ν
2 k p
n ). Note that when Θ
∗ is low rank—in par-
ticular, when r ≪ min{k, p}—then the nuclear norm estimator achieves substantially faster
rates. Finally, we note that as stated, the result requires that min{k, p} tend to infinity
in order for the claim to hold with high probability. Although such high-dimensional scal-
ing is the primary focus of this paper, we note that for application to the classical setting
of fixed (k, p), the same statement (with different constants) holds with k+p replaced by log n.
Next we turn to the case of estimating the system matrix Θ∗ of an autoregressive (AR)
model, as discussed in Example 2.
Corollary 4 (Autoregressive models). Suppose that we are given n samples {Zt}nt=1 from
a p-dimensional autoregressive process (2) that is stationary, based on a system matrix that
is stable (|||Θ∗|||op ≤ γ < 1), and approximately low-rank (Θ∗ ∈ Bq(Rq)). Then there are
universal constants {ci, i = 1, 2, 3} such that if we solve the SDP (9) with regularization
parameter λN =
80 |||Σ|||op
1−γ
√
p
n , then any solution Θ̂ satisfies
|||Θ̂−Θ∗|||2F ≤ c1
[
σmax(Σ)
σmin(Σ) (1 − γ)
]2−q
Rq
( p
n
)1−q/2
(19)
with probability greater than 1− c2 exp(−c3p).
Remarks: Like Corollary 3, the result as stated requires that p tend to infinity, but the same
bounds hold with p replaced by log n, yielding results suitable for classical (fixed dimension)
scaling. Second, the factor (p/n)1−q/2, like the analogous term1 in Corollary 3, shows that
faster rates are obtained if Θ∗ can be well-approximated by a low rank matrix, namely for
choices of the parameter q ∈ [0, 1] that are closer to zero. Indeed, in the limit q = 0, we again
reduce to the case of an exact rank constraint r = R0, and the corresponding squared error
scales as rp/n. In contrast to the case of multivariate regression, the error bound (19) also
depends on the upper bound |||Θ∗|||op = γ < 1 on the operator norm of the system matrix
Θ∗. Such dependence is to be expected since the quantity γ controls the (in)stability and
mixing rate of the autoregressive process. As clarified in the proof, the dependence of the
sampling in the AR model also presents some technical challenges not present in the setting
of multivariate regression.
Finally, we turn to analysis of the compressed sensing model for matrix recovery, which was
discussed in Example 3. The following result applies to the setting in which the observation
matrices {Xi}Ni=1 are drawn i.i.d., with standard N(0, 1) elements. We assume that the
observation noise vector ~ε ∈ RN satisfies the bound ‖~ε‖2 ≤ 2ν
√
N for some constant ν, an
assumption that holds for any bounded noise, and also holds with high probability for any
random noise vector with sub-Gaussian entries with parameter ν (one example being Gaussian
noise N(0, ν2)).
Corollary 5 (Compressed sensing recovery). Suppose that Θ∗ ∈ Bq(Rq), and that the sample
size is lower bounded as N > 200R
1−q/2
q k p. Then any solution Θ̂ to the SDP (9) satisfies
the bound
|||Θ̂−Θ∗|||2F ≤ 256 ν2−q Rq
[√ k
N
+
√
p
N
]2−q
(20)
with probability greater than 1− c1 exp(−c2(k + p)).
1The term in Corollary 3 has a factor k + p, since the matrix in that case could be non-square in general.
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The central challenge in proving this result is in proving an appropriate form of the RSC
property. The following result on the random operator X may be of independent interest here:
Proposition 1. Under the stated conditions, the random operator X satisfies
‖X(Θ)‖2√
N
≥ 1
4
|||Θ|||F −
(√
k
N
+
√
p
N
)
|||Θ|||1 for all Θ ∈ Rk×p (21)
with probability at least 1− 2 exp(−N/32).
The proof of this result, provided in Appendix D, makes use of the Gordon-Slepian inequalities
for Gaussian processes, and concentration of measure. As we show in Section 4.5, it implies
the form of the RSC property needed to establish Corollary 5.
Proposition 1 also implies an interesting property of the null space of the operator X;
one that can be used to establish a corollary about recovery of low-rank matrices when the
observations are noiseless. In particular, suppose that we are given the noiseless observations
yi = 〈〈Xi, Θ∗〉〉 for i = 1, . . . , N , and that we try to recover the unknown matrix Θ∗ by solving
the SDP
min
Θ∈Rk⋉p
|||Θ|||1 such that 〈〈Xi, Θ〉〉 = yi for all i = 1, . . . , N , (22)
a recovery procedure that was studied by Recht et al. [41]. Proposition 1 allows us to obtain
a sharp result on recovery using this method:
Corollary 6. Suppose that Θ∗ has rank r, and that we are given N > 402r(k + p) noiseless
samples. Then with probability at least 1− 2 exp(−N/32), the SDP (22) recovers the matrix
Θ∗ exactly.
This result removes some extra logarithmic factors that were included in the earlier work [41],
and provides the appropriate analog to compressed sensing results for sparse vectors [17, 12].
Note that (like in most of our results) we have made little effort to obtain good constants in
this result: the important property is that the sample size N scales linearly in both r and
k + p.
4 Proofs
We now turn to the proofs of Theorem 1, and Corollaries 1 through 6. In each case, we
provide the primary steps in the main text, with more technical details stated as lemmas and
proved in the Appendix.
4.1 Proof of Theorem 1
By the optimality of Θ̂ for the SDP (9), we have
1
2N
‖~y − X(Θ̂)‖22 + λN |||Θ̂|||1 ≤
1
2N
‖~y − X(Θ∗)‖22 + λN |||Θ∗|||1.
Defining the error matrix ∆ = Θ∗ − Θ̂ and performing some algebra yields the inequality
1
2N
‖X(∆)‖22 ≤
1
N
〈~ε, X(∆)〉 + λN
{|||Θ̂ + ∆|||1 − |||Θ̂|||1}. (23)
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By definition of the adjoint and Ho¨lder’s inequality, we have
1
N
∣∣〈~ε, X(∆)〉∣∣ = 1
N
∣∣〈X∗(~ε), ∆〉∣∣ ≤ 1
N
|||X∗(~ε)|||op |||∆|||1. (24)
By the triangle inequality, we have |||Θ̂ + ∆|||1 − |||Θ̂|||1 ≤ |||∆|||1. Substituting this inequality
and the bound (24) into the inequality (23) yields
1
2N
‖X(∆)‖22 ≤
1
N
|||X∗(~ε)|||op|||∆|||1 + λN |||∆|||1 ≤ 2λN |||∆|||1,
where the second inequality makes use of our choice λN ≥ 2N |||X∗(~ε)|||op.
It remains to lower bound the term on the left-hand side, while upper bounding the
quantity |||∆|||1 on the right-hand side. The following technical result allows us to do so.
Recall our earlier definition (11) of the sets M and M⊥ associated with a given subspace
pair.
Lemma 1. Let (U˜ , V˜ ) represent a pair of r-dimensional subspaces of left and right singular
vectors of Θ∗. Then there exists a matrix decomposition ∆ = ∆′ + ∆′′ of the error ∆ such
that
(a) The matrix ∆′ satisfies the constraint rank(∆′) ≤ 2r, and
(b) If λN ≥ 2|||X∗(~ε)|||2/N , then the nuclear norm of ∆′′ is bounded as
|||∆′′|||1 ≤ 3|||∆′|||1 + 4|||ΠM⊥(eU,eV )(Θ∗)|||1 (25)
See Appendix A for the proof of this claim. Using Lemma 1, we can complete the proof
of the theorem. In particular, from the bound (25) and the RSC assumption, we find that
1
2N
‖X(∆)‖22 ≥ κ(X) |||∆|||2F .
Using the triangle inequality together with inequality (25), we obtain
|||∆|||1 ≤ |||∆′|||1 + |||∆′′|||1 ≤ 4|||∆′|||1 + 4|||ΠM⊥(Θ∗)|||1.
From the rank constraint in Lemma 1(a), we have |||∆′|||1 ≤
√
2r|||∆′|||F . Putting together the
pieces, we find
κ(X) |||∆|||2F ≤ max
{
32λN
√
r |||∆|||F , 16 λN |||ΠM⊥(Θ∗)|||1
}
,
which implies that
|||∆|||F ≤ max
{
32λN
√
r
κ(X)
,
(16 λN |||ΠM⊥(Θ∗)|||1
κ(X)
)1/2}
,
as claimed.
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4.2 Proof of Corollary 2
Let m = min{k, p}. In this case, we consider the singular value decomposition Θ∗ = UDTV ,
where U ∈ Rk×m and V ∈ Rp×m are orthogonal, and we assume that D is diagonal with the
singular values in non-increasing order σ1(Θ
∗) ≥ σ2(Θ∗) ≥ . . . σm(Θ∗) ≥ 0. For a parameter
τ > 0 to be chosen, we let K = {i | σi(Θ∗) > τ}, and let UK (respectively V K) denote the
k × |K| (respectively the p× |K|) orthogonal matrix consisting of the first |K| columns of U
(respectively V ). With this choice, the matrix Θ∗Kc : = ΠM⊥(UK ,VK)(Θ
∗) has rank at most
m− |K|, with singular values {σi(Θ∗), i ∈ Kc}. Moreover, since σi(Θ∗) ≤ τ for all i ∈ Kc, we
have
|||Θ∗Kc|||1 = τ
m∑
i=|K|+1
σi(Θ
∗)
τ
≤ τ
m∑
i=|K|+1
(σi(Θ∗)
τ
)q
≤ τ1−qRq.
On the other hand, we also have Rq ≥
∑m
i=1 |σi(Θ∗)|q ≥ |K| τ q, which implies that
|K| ≤ τ−q Rq. From the general error bound with r = |K|, we obtain
|||Θ̂ −Θ∗|||F ≤ max
{
32λN
√
Rq τ
−q/2
κ(X)
,
[
16 λN τ
1−qRq
κ(X)
]1/2}
,
Setting τ = λN/κ yields that
|||Θ̂ −Θ∗|||F ≤ max
{
32λ
1−q/2
N
√
Rq
κ1−q/2
,
[
16 λ2−qN Rq
κ2−q
]1/2}
= 32
√
Rq
(
λN
κ(X)
)1−q/2
,
as claimed.
4.3 Proof of Corollary 3
For the proof of this corollary, we adopt the following notation. We first define the three
matrices
X =

ZT1
ZT2
· · ·
ZTn
 ∈ Rn×p, Y =

Y T1
Y T2
· · ·
Y Tn
 ∈ Rn×k, and W =

W T1
W T2
· · ·
W Tn
 ∈ Rn×k. (26)
With this notation and using the relation N = nk, the SDP objective function (9) can be
written as 1k
{
1
2n |||Y −XΘ|||2F + λn|||Θ|||1
}
, where we have defined λn = λN k.
In order to establish the RSC property for this model, some algebra shows that we need
to establish a lower bound on the quantity
1
2n
|||X∆|||2F =
1
2n
p∑
j=1
‖(X∆)j‖22 ≥
σmin(X
TX)
2n
|||∆|||2F ,
where σmin denotes the minimum eigenvalue. The following lemma follows by adapting known
concentration results for random matrices (see the paper [47] for details):
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Lemma 2. Let X ∈ Rn×p be a random matrix with i.i.d. rows sampled from a p-variate
N(0,Σ) distribution. Then for n ≥ p, we have
P
[
σmin
( 1
n
XTX
)
≥ σmin(Σ)
9
, σmax
( 1
n
XTX
)
≤ 9σmax(Σ)
]
≥ 1− 4 exp(−n/2).
As a consequence, we have σmin(X
TX)
2n ≥ σmin(Σ)18 with probability at least 1− 4 exp(−n) for all
n ≥ p, which establishes that the RSC property holds with κ(X) = 120σmin(Σ).
Next we need upper bound the quantity |||X∗(~ε)|||2 for this model, so as to verify that the
stated choice for λN is valid. Following some algebra, we find that
1
n
|||X∗(~ε)|||op = 1
n
|||XTW |||op.
The following lemma is proved in Appendix B:
Lemma 3. There are constants ci > 0 such that
P
[∣∣ 1
n
|||XTW |||op
∣∣ ≥ 5ν√|||Σ|||op√k + p
n
]
≤ c1 exp(−c2(k + p)). (27)
Using these two lemmas, we can complete the proof of Corollary 3. First, recalling the
scaling N = kn, we see that Lemma 3 implies that the choice λN = 10ν
√|||Σ|||op√k+pn satisfies
the conditions of Corollary 2 with high probability. Lemma 2 shows that the RSC property
holds with κ(X) = σmin(Σ)/20, again with high probability. Consequently, Corollary 2 implies
that
|||Θ̂−Θ∗|||2F ≤ 322Rq
(
10ν
√
|||Σ|||op
√
k + p
n
20
σmin(Σ)
)2−q
= c1
(
ν2|||Σ|||op
σ2min(Σ)
)1−q/2
Rq
(
k + p
n
)1−q/2
with probability greater than 1− c2 exp(−c3(k + p)), as claimed.
4.4 Proof of Corollary 4
For the proof of this corollary, we adopt the notation
X =

ZT1
ZT2
· · ·
ZTn
 ∈ Rn×p, and Y =

ZT2
ZT2
· · ·
ZTn+1
 ∈ Rn×p.
Finally, we let W ∈ Rn×p be a matrix with i.i.d. N(0, ν2) elements, corresponding to the
innovations noise driving the AR process. With this notation and using the relation N = np,
the SDP objective function (9) can be written as 1p
{
1
2n |||Y −XΘ|||2F +λn|||Θ|||1
}
, where we have
defined λn = λN p. At a high level, the proof of this corollary is similar to that of Corollary 3,
in that we use random matrix theory to establish the required RSC property, and to justify
the choice of λn, or equivalently λN . However, it is considerably more challenging, due to the
dependence in the rows of the random matrices, and the cross-dependence between the two
matrices X and W (which were independent in setting of multivariate regression).
The following lemma provides the lower bound needed to establish RSC for the autore-
gressive model:
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Lemma 4. The eigenspectrum of the matrix XTX/n is well-controlled in terms of the sta-
tionary covariance matrix: in particular, as long as n > c3p, we have
σmax
(( 1
n
XTX
)) (a)
≤ 24σmax(Σ)
1− γ , and σmin
(( 1
n
XTX
)) (b)
≥ σmin(Σ)
4
, (28)
both with probability greater than 1− 2c1 exp(−c2 p).
Thus, from the bound (28)(b), we see with the high probability, the RSC property holds with
κ(X) = σmin(Σ)/4 as long as n > c3p.
As before, in order to verify the choice of λN , we need to control the quantity
1
n |||XTW |||op.
The following inequality, proved in Appendix C.2, yields a suitable upper bound:
Lemma 5. There exist constants ci > 0, independent of n, p,Σ etc. such that
P
[ 1
n
|||XTW |||op ≥ 40 |||Σ|||op
1− γ
√
p
n
] ≤ c2 exp(−c3p). (29)
From Lemma 5, we see that it suffices to choose λN =
80 |||Σ|||op
1−γ
√
p
n . With this choice, Corol-
lary 2 of Theorem 1 yields that
|||Θ−Θ∗|||2F ≤ c1 Rq
[
σmax(Σ)
σmin(Σ) (1 − γ)
]2−q ( p
n
)1−q/2
with probability greater than 1− c2 exp(−c3p), as claimed.
4.5 Proof of Corollary 5
Recall that for this model, the observations are of the form yi = 〈〈Xi, Θ∗〉〉 + εi, where
Θ∗ ∈ Rk×p is the unknown matrix, and {εi}Ni=1 is an associated noise sequence.
Let us now show how Proposition 1 implies the RSC property with an appropriate tolerance
parameter. In particular, let us define δ2 := Rq
[√
k
N +
√
p
N
]2−q
, so that if we have the
inequality |||∆|||F ≤ δ, the result of Corollary 5 follows immediately. Therefore, we may take
|||∆|||2F ≥ δ. Now recall from Lemma 1 that the error ∆ satisfies the bound (25). Combining
these facts, we are guaranteed that ∆ ∈ C(r; δ), where the set C was previously defined (12),
and it is sufficient to establish the RSC property over this set.
Observe that the bound (21) implies that for any ∆ ∈ C,
‖X(∆)‖2√
N
≥ 1
4
|||∆|||F−
(√
k
N
+
√
p
N
)
|||∆|||1. (30)
Following the arguments used in the proofs of Theorem 1 and Corollary 2, we find that
|||∆|||1 ≤ 4|||∆′|||1 + 4|||ΠM⊥(Θ∗)|||1 ≤ 4
√
2Rqτ−q |||∆′|||F + 4Rqτ1−q, (31)
where τ > 0 is a parameter to be chosen. We now set τ =
(√
k +
√
p
)
/
√
N , and substitute
the resulting bound (31) into equation (30), thereby obtaining
‖X(∆)‖2√
N
≥ 1
4
|||∆|||F −
√
32Rq τ
1−q/2 |||∆|||F − 4Rq τ2−q
≥ 1
4
|||∆|||F −
√
32 δ |||∆|||F − 4 δ |||∆|||F .
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If we choose N > 200R
(1−q/2)
q k p, then we are guaranteed that
1
4 − (4 +
√
32)δ ≥ 18 , which
shows that the RSC property holds with κ(X) = 1/8.
The next step is to control the quantity ‖X∗(~ε)‖2/N , required for specifying a suitable
choice of λN .
Lemma 6. If ‖~ε‖2 ≤ 2ν
√
N , then
P
[‖X∗(~ε)‖2
N
≥ 4ν
(√
k
N
+
√
p
N
)]
≤ c1 exp(−c2(k + p)). (32)
Proof. By definition of the adjoint operator, we have 1NX
∗(~ε) = 1N
∑N
i=1 εiXi. Since the
observation matrices {Xi}Ni=1 are i.i.d. Gaussian, if the sequence {εi}Ni=1 is viewed as fixed
(by conditioning as needed), then the random matrix Z : = 1N
∑N
i=1 εiXi has zero-mean
i.i.d. Gaussian entries with variance ‖~ε‖
2
N2 . Since Z ∈ Rk×p, known results in random matrix
theory [16] imply that
P
[
|||Z|||op ≥ 2‖~ε‖2√
N
(√ k
N
+
√
p
N
)]
≤ 2 exp(−c2(k + p)),
as claimed.
4.6 Proof of Corollary 6
This corollary follows from a combination of Proposition 1 and Lemma 1. Let Θ̂ be an optimal
solution to the SDP (22), and let ∆ = Θ̂−Θ∗ be the error. Since Θ̂ is optimal and Θ∗ is feasible
for the SDP, we have |||Θ̂|||1 = |||Θ∗+∆|||1 ≤ |||Θ∗|||1. Using the decomposition ∆ = ∆′+∆′′ from
Lemma 1 and applying triangle inequality, we have |||Θ∗ +∆′ +∆′′|||1 ≥ |||Θ∗ +∆′′|||1 − |||∆′|||1.
From the properties of the decomposition in Lemma 1 (see Appendix A), we find that
|||Θ̂|||1 = |||Θ∗ +∆′ +∆′′|||1 ≥ |||Θ∗|||1 + |||∆′′|||1 − |||∆′|||1.
Combining the pieces yields that |||∆′′|||1 ≤ |||∆′|||1, and hence |||∆|||1 ≤ 2|||∆′|||1. By Lemma 1(a),
the rank of ∆′ is at most 2r, so that we obtain |||∆|||1 ≤ 2
√
2r|||∆|||F ≤ 4r|||∆|||F .
Note that X(∆) = 0, since both Θ̂ and Θ∗ agree with the observations. Consequently,
from Proposition 1, we have that
0 =
‖X(∆)‖2√
N
≥ 1
4
|||∆|||F −
(√
k
N
+
√
p
N
)
|||∆|||1
≥ |||∆|||F
(
1
4
− 4
√
rk
N
+ 4
√
rp
N
)
≥ |||∆|||F /20,
where the final inequality follows from the assumption that N > 402r(k + p). We have thus
shown that ∆ = 0, which implies that Θ̂ = Θ∗ as claimed.
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5 Experimental results
In this section, we report the results of various simulations that demonstrate the close agree-
ment between the scaling predicted by our theory, and the actual behavior of the SDP-based
M -estimator (9) in practice. In all cases, we solved the convex program (9) by using our
own implementation in MATLAB of an accelerated gradient descent method which adapts
a non-smooth convex optimization procedure [36] to the nuclear-norm [26]. We chose the
regularization parameter λN in the manner suggested by our theoretical results; in doing so,
we assumed knowledge of quantities such as the noise variance ν2. (In practice, one would
have to estimate such quantities from the data using standard methods.)
We report simulation results for three of the running examples discussed in this paper:
low-rank multivariate regression, estimation in vector autoregressive processes, and matrix
recovery from random projections (compressed sensing). In each case, we solved instances of
the SDP for a square matrix Θ∗ ∈ Rp×p, where p ∈ {40, 80, 160} for the first two examples,
and p ∈ {20, 40, 80} for the compressed sensing example. In all cases, we considered the case
of exact low rank constraints, with rank(Θ∗) = r = 10, and we generated Θ∗ by choosing
the subspaces of its left and right singular vectors uniformly at random from the Grassman
manifold. The observation or innovations noise had variance ν2 = 1 in each case. The VAR
process was generated by first solving for the covariance matrix Σ using the MATLAB function
dylap and then generating a sample path. For each setting of (r, p), we solved the SDP for a
range of sample sizes N .
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Figure 1. Results of applying the SDP (9) with nuclear norm regularization to the problem of
low-rank multivariate regression. (a) Plots of the Frobenius error |||Θ̂−Θ∗|||F on a logarithmic
scale versus the sample size N for three different matrix sizes p ∈ {40, 80, 160}, all with rank
r = 10. (b) Plots of the same Frobenius error versus the rescaled sample sizeN/(rp). Consistent
with theory, all three plots are now extremely well-aligned.
Figure 1 shows results for a multivariate regression model with the covariates chosen
randomly from a N(0, I) distribution. Panel (a) plots the Frobenius error |||Θ̂ − Θ∗|||F on a
logarithmic scale versus the sample size N for three different matrix sizes, p ∈ {40, 80, 160}.
Naturally, in each case, the error decays to zero as N increases, but larger matrices require
larger sample sizes, as reflected by the rightward shift of the curves as p is increased. Panel
(b) of Figure 1 shows the exact same set of simulation results, but now with the Frobenius
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error plotted versus the rescaled sample size N˜ : = N/(rp). As predicted by Corollary 3, the
error plots now are all aligned with one another; the degree of alignment in this particular
case is so close that the three plots are now indistinguishable. (The blue curve is the only one
visible since it was plotted last by our routine.) Consequently, Figure 1 shows that N/(rp)
acts as the effective sample size in this high-dimensional setting.
Figure 2 shows similar results for the autoregressive model discussed in Example 2. As
shown in panel (a), the Frobenius error again decays as the sample size is increased, although
problems involving larger matrices are shifted to the right. Panel (b) shows the same Frobe-
nius error plotted versus the rescaled sample size N/(rp); as predicted by Corollary 4, the
errors for different matrix sizes p are again quite well-aligned. In this case, we find (both in
our theoretical analysis and experimental results) that the dependence in the autoregressive
process slows down the rate at which the concentration occurs, so that the results are not as
crisp as the low-rank multivariate setting in Figure 1.
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Figure 2. Results of applying the SDP (9) with nuclear norm regularization to estimating the
system matrix of a vector autoregressive process. (a) Plots of the Frobenius error |||Θ̂−Θ∗|||F on
a logarithmic scale versus the sample size N for three different matrix sizes p ∈ {40, 80, 160},
all with rank r = 10. (b) Plots of the same Frobenius error versus the rescaled sample size
N/(rp). Consistent with theory, all three plots are now reasonably well-aligned.
Finally, Figure 3 presents the same set of results for the compressed sensing observation
model discussed in Example 3. Even though the observation matrices Xi here are qualitatively
different (in comparison to the multivariate regression and autoregressive examples), we again
see the “stacking” phenomenon of the curves when plotted versus the rescaled sample size
N/rp, as predicted by Corollary 5.
6 Discussion
In this paper, we have analyzed the nuclear norm relaxation for a general class of noisy
observation models, and obtained non-asymptotic error bounds on the Frobenius norm that
hold under high-dimensional scaling. In contrast to most past work, our results are applicable
to both exactly and approximately low-rank matrices. We stated a main theorem that provides
high-dimensional rates in a fairly general setting, and then showed how by specializing this
result to some specific model classes—namely, low-rank multivariate regression, estimation
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Figure 3. Results of applying the SDP (9) with nuclear norm regularization to recovering
a low-rank matrix on the basis of random projections (compressed sensing model) (a) Plots
of the Frobenius error |||Θ̂ − Θ∗|||F on a logarithmic scale versus the sample size N for three
different matrix sizes p ∈ {20, 40, 80}, all with rank r = 10. (b) Plots of the same Frobenius
error versus the rescaled sample size N/(rp). Consistent with theory, all three plots are now
reasonably well-aligned.
of autoregressive processes, and matrix recovery from random projections—it yields concrete
and readily interpretable rates. Lastly, we provided some simulation results that showed
excellent agreement with the predictions from our theory.
This paper has focused on achievable results for low-rank matrix estimation using a par-
ticular polynomial-time method. It would be interesting to establish matching lower bounds,
showing that the rates obtained by this estimator are minimax-optimal. We suspect that this
should be possible, for instance by using the techniques exploited in Raskutti et al. [39] in
analyzing minimax rates for regression over ℓq-balls.
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A Proof of Lemma 1
Part (a) of the claim was proved in Recht et al. [41]; we simply provide a proof here for
completeness. We write the SVD as Θ∗ = UDV T , where U ∈ Rk×k and V ∈ Rp×p are
orthogonal matrices, and D is the matrix formed by the singular values of Θ∗. By re-ordering
as needed, we may assume without loss of generality that the first r columns of U (respectively
V ) correspond to the matrices U˜ (respectively V˜ ) from the statement. We then define the
matrix Γ = UT∆V ∈ Rk×p, and write it in block form as
Γ =
[
Γ11 Γ12
Γ21 Γ22
]
, where Γ11 ∈ Rr×r, and Γ22 ∈ R(k−r)×(p−r).
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We now define the matrices
∆′′ = U
[
0 0
0 Γ22
]
V T , and ∆′ = ∆−∆′′.
Note that we have
rank(∆′) = rank
[
Γ11 Γ12
Γ21 0
]
≤ rank
[
Γ11 Γ12
0 0
]
+ rank
[
Γ11 0
Γ21 0
]
≤ 2r,
which establishes Lemma 1(a). Moreover, we note for future reference that by construction
of ∆′′, the nuclear norm satisfies the decomposition
|||ΠM(eU,eV )(Θ∗) + ∆′′|||1 = |||ΠM(eU,eV )(Θ∗)|||1 + |||∆′′|||1. (33)
We now turn to the proof of Lemma 1(b). Recall that the error ∆ = Θ̂ − Θ∗ associated
with any optimal solution must satisfy the inequality (23), which implies that
0 ≤ 1
N
〈~ε, X(∆)〉+ λN
{|||Θ∗|||1 − |||Θ̂|||1} ≤ ||| 1
N
X
∗(~ε)|||op |||∆|||1 + λN
{|||Θ∗|||1 − |||Θ̂|||1}, (34)
where we have used the bound (24).
Using the triangle inequality and the relation (33), we have
|||Θ̂|||1 = |||(ΠM(Θ∗) + ∆′′) + (ΠM⊥(Θ∗) + ∆′)|||1
≥ |||(ΠM(Θ∗) + ∆′′)|||1 − |||(ΠM⊥(Θ∗) + ∆′)|||1
≥ |||ΠM(Θ∗)|||1 + |||∆′′|||1 −
{|||(ΠM⊥(Θ∗)|||1 + |||∆′|||1}.
Consequently, we have
|||Θ∗|||1 − |||Θ̂|||1 ≤ |||Θ∗|||1 −
{|||ΠM(Θ∗)|||1 + |||∆′′|||1}+ {|||(ΠM⊥(Θ∗)|||1 + |||∆′|||1}
= 2|||ΠM⊥(Θ∗)|||1 + |||∆′|||1 − |||∆′′|||1.
Substituting this inequality into the bound (34), we obtain
0 ≤ ||| 1
N
X
∗(~ε)|||op |||∆|||1 + λN
{
2|||ΠM⊥(Θ∗)|||1 + |||∆′|||1 − |||∆′′|||1
}
.
Finally, since ||| 1NX∗(~ε)|||op ≤ λN/2 by assumption, we conclude that
0 ≤ λN
{
2|||ΠM⊥(Θ∗)|||1 +
3
2
|||∆′|||1 − 1
2
|||∆′′|||1
}
,
from which the bound (25) follows.
B Proof of Lemma 3
Let Sp−1 = {u ∈ Rp | ‖u‖2 = 1} denote the Euclidean sphere in p-dimensions. The operator
norm of interest has the variational representation
1
n
|||XTW |||op = 1
n
sup
u∈Sk−1
sup
v∈Sp−1
vTXTWu
20
For positive scalars a and b, define the (random) quantity
Ψ(a, b) := sup
u∈aSk−1
sup
v∈b Sp−1
〈Xv, Wu〉.
and note that our goal is to upper bound Ψ(1, 1). Note moreover that Ψ(a, b) = a bΨ(1, 1), a
relation which will be useful in the analysis.
Let A = {u1, . . . , uA} and B = {v1, . . . , vB} denote 1/4 coverings of Sk−1 and Sp−1,
respectively. We now claim that we have the upper bound
Ψ(1, 1) ≤ 4 max
ua∈A,vb∈B
〈Xvb, Wua〉 (35)
To establish this claim, we note that since the sets A and B are 1/4-covers, for any pair
(u, v) ∈ Sp−1 × Sp−1, there exists a pair (ua, vb) ∈ A × B such that u = ua + ∆u and
v = vb +∆v, with max{‖∆u‖2, ‖∆v‖2} ≤ 1/4. Consequently, we can write
〈Xv, Wu〉 = 〈Xvb, Wua〉+ 〈Xvb, W∆u〉+ 〈X∆v, Wua〉+ 〈X∆v, W∆u〉. (36)
By construction, we have the bound |〈Xvb, W∆u〉| ≤ Ψ(1, 1/4) = 14Ψ(1, 1), and similarly
|〈X∆v, Wua〉| ≤ 14Ψ(1, 1) as well as |〈X∆v, W∆u〉| ≤ 116Ψ(1, 1). Substituting these bounds
into the decomposition (36) and taking suprema over the left and right-hand sides, we conclude
that
Ψ(1, 1) ≤ max
ua∈A,vb∈B
〈Xvb, Wua〉+ 9
16
Ψ(1, 1),
from which the bound (35) follows.
We now apply the union bound to control the discrete maximum. It is known (e.g., [29, 33])
that there exists a 1/4 covering of Sk−1 and Sp−1 with at most A ≤ 8k and B ≤ 8p elements
respectively. Consequently, we have
P
[|Ψ(1, 1)| ≥ 4δ n] ≤ 8k+pmax
ua,vb
P
[ |〈Xvb, Wua〉|
n
≥ δ
]
. (37)
It remains to obtain a good bound on the quantity 1n〈Xv, Wu〉 = 1n
∑n
i=1〈v, Xi〉〈u, Wi〉,
where (u, v) ∈ Sk−1×Sp−1 are arbitrary but fixed. SinceWi ∈ Rk has i.i.d. N(0, ν2) elements
and u is fixed, we have Zi : = 〈u, Wi〉 ∼ N(0, ν2) for each i = 1, . . . , n. These variables are
independent of one another, and of the random matrix X. Therefore, conditioned on X, the
sum Z : = 1n
∑n
i=1〈v, Xi〉〈u, Wi〉 is zero-mean Gaussian with variance
α2 : =
ν2
n
(
1
n
‖Xv‖22
)
≤ ν
2
n
|||XTX/n|||op.
Define the event T = {α2 ≤ 9ν2|||Σ|||opn }. Using Lemma 2, we have |||XTX/n|||op ≤ 9σmax(Σ)
with probability at least 1−2 exp(−n/2), which implies that P[T c] ≤ 2 exp(−n/2). Therefore,
conditioning on the event T and its complement T c, we obtain
P[|Z| ≥ t] ≤ P[|Z| ≥ t | T ]+ P[T c]
≤ exp
(
−n t
2
2ν2 (4 + |||Σ|||op)
)
+ 2exp(−n/2).
Combining this tail bound with the upper bound (37), we have
P
[|ψ(1, 1)| ≥ 4δ n] ≤ 8k+p{exp(−n t2
18ν2|||Σ|||op
)
+ 2exp(−n/2)
}
.
Setting t2 = 20ν2|||Σ|||op k+pn , this probability vanishes as long as n > 16(k + p).
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C Technical details for Corollary 4
In this appendix, we collect the proofs of Lemmas 4 and 5.
C.1 Proof of Lemma 4
Recalling that Sp−1 denotes the unit-norm Euclidean sphere in p-dimensions, we first observe
that |||X|||op = supu∈Sp−1 ‖Xu‖2. Our next step is to reduce the supremum to a maximization
over a finite set, using a standard covering argument. Let A = {u1, . . . , uA} denote a 1/2-
cover of it. By definition, for any u ∈ Sp−1, there is some ua ∈ A such that u = ua + ∆u,
where ‖∆u‖2 ≤ 1/2. Consequently, for any u ∈ Sp−1, the triangle inequality implies that
‖Xu‖2 ≤ ‖Xua‖2 + ‖X∆u‖2,
and hence that |||X|||op ≤ maxua∈A ‖Xua‖2+ 12 |||X|||op. Re-arranging yields the useful inequality
|||X|||op ≤ 2 max
ua∈A
‖Xua‖2. (38)
Using inequality (38), we have
P
[
1
n
|||XTX|||op > t
]
≤ P
[
max
ua∈A
1
n
n∑
i=1
(〈ua, Xi〉)2 > t
2
]
≤ 4p max
ua∈A
P
[
1
n
n∑
i=1
(〈ua, Xi〉)2 > t
2
]
. (39)
where the last inequality follows from the union bound, and the fact [29, 33] that there exists
a 1/2-covering of Sp−1 with at most 4p elements.
In order to complete the proof, we need to obtain a sharp upper bound on the quantity
P
[
1
n
∑n
i=1(〈u, Xi〉)2 > t2
]
, valid for any fixed u ∈ Sp−1. Define the random vector Y ∈ Rn
with elements Yi =
〈
u, Xi
〉
. Note that Y is zero mean, and its covariance matrix R has
elements Rij = E[YiYj] = u
TΣ(Θ∗)|j−i| u. In order to bound the spectral norm of R, we note
that since it is symmetric, we have |||R|||op ≤ max
i=1,...,p
∑p
j=1 |Rij|, and moreover
|Rij | = |uTΣ(Θ∗)|j−i| u| ≤ (|||Θ∗|||op)|j−i|Σ ≤ γ|j−i| |||Σ|||op.
Combining the pieces, we obtain
|||R|||op ≤ max
i
p∑
j=1
|γ||i−j||||Σ|||op ≤ 2|||Σ|||op
∞∑
j=0
|γ|j ≤ 2|||Σ|||op
1− γ . (40)
Moreover, we have trace(R)/n = uTΣu ≤ |||Σ|||op. Applying Lemma 8 with t = 5
√
p
n , we
conclude that
P
[
1
n
‖Y ‖22 > |||Σ|||op + 5
√
p
n
|||R|||op
]
≤ 2 exp (− 5p)+ 2exp−n/2)..
Combined with the bound (39), we obtain
||| 1
n
XTX|||op ≤ |||Σ|||op
{
2 +
20
(1− γ)
√
p
n
}
≤ 24|||Σ|||op
(1− γ) , (41)
22
with probability at least 1− c1 exp(−c2 p), which establishes the upper bound (28)(a).
Turning to the lower bound (28)(b), we let B = {v1, . . . , vB} be an ǫ-cover of Sp−1 for
some ǫ ∈ (0, 1) to be chosen. Thus, for any v ∈ Rp, there exists some vb such that v = vb+∆v,
and ‖∆v‖2 ≤ ǫ. Define the function Ψ : Rp × Rp → R via Ψ(u, v) = uT
(
1
nX
TX
)
v, and note
that Ψ(u, v) = Ψ(v, u). With this notation, we have
vT
( 1
n
XTX
)
v = Ψ(v, v) = Ψ(vk, vk) + 2Ψ(∆v, v) + Ψ(∆v,∆v)
≥ Ψ(vk, vk) + 2Ψ(∆v, v),
since Ψ(∆v,∆v) ≥ 0. Since |Ψ(∆v, v)| ≤ ǫ |||
(
1
nX
TX
)
|||op, we obtain the lower bound
σmin
(( 1
n
XTX
))
= inf
v∈Sp−1
vT
( 1
n
XTX
)
v ≥ min
vb∈B
Ψ(vb, vb)− 2ǫ||| 1
n
XTX|||op.
By the previously established upper bound(28)(a), have ||| 1nXTX|||op ≤
24|||Σ|||op
(1−γ) with high
probability. Hence, choosing ǫ = (1−γ)σmin(Σ)200|||Σ|||op ensures that 2ǫ||| 1nXTX|||op ≤ σmin(Σ)/4.
Consequently, it suffices to lower bound the minimum over the covering set. We first
establish a concentration result for the function Ψ(v, v) that holds for any fixed v ∈ Sp−1.
Note that we can write
Ψ(v, v) =
1
n
n∑
i=1
(〈v, Xi〉)2,
As before, if we define the random vector Y ∈ Rn with elements Yi = 〈v, Xi〉, then Y ∼
N(0, R) with |||R|||op ≤ 2|||Σ|||op1−γ . Moreover, we have trace(R)/n = vTΣv ≥ σmin(Σ). Conse-
quently, applying Lemma 8 yields
P
[
1
n
‖Y ‖22 < σmin(Σ)−
8t|||Σ|||op
1− γ
]
≤ 2 exp (− n(t− 2/√n)2/2)+ 2exp(−n
2
),
Note that this bound holds for any fixed v ∈ Sp−1. Setting t∗ = (1−γ) σmin(Σ)16|||Σ|||op and applying
the union bound yields that
P
[
min
vb∈B
Ψ(vb, vb) < σmin(Σ)/2
] ≤ (4
ǫ
)p {
2 exp
(− n(t∗ − 2/√n)2/2) + 2exp(−n
2
)
}
,
which vanishes as long as n > 4 log(4/ǫ)
(t∗)2
p.
C.2 Proof of Lemma 5
Let Sp−1 = {u ∈ Rp | ‖u‖2 = 1} denote the Euclidean sphere in p-dimensions, and for positive
scalars a and b, define the random variable Ψ(a, b) := supu∈aSp−1 supv∈b Sp−1〈Xv, Wu〉. Note
that our goal is to upper bound Ψ(1, 1). Let A = {u1, . . . , uA} and B = {v1, . . . , vB} denote
1/4 coverings of Sp−1 and Sp−1, respectively. Following the same argument as in the proof of
Lemma 3, we obtain the upper bound
Ψ(1, 1) ≤ 4 max
ua∈A,vb∈B
〈Xvb, Wua〉 (42)
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We now apply the union bound to control the discrete maximum. It is known (e.g., [29, 33])
that there exists a 1/4 covering of Sp−1 with at most 8p elements. Consequently, we have
P
[|ψ(1, 1)| ≥ 4δ n] ≤ 82pmax
ua,vb
P
[ |〈Xvb, Wua〉|
n
≥ δ]. (43)
It remains to obtain a tail bound on the quantity P
[ |〈Xv,Wu〉|
n ≥ δ
]
, for any fixed pair
(u, v) ∈ A× B.
For each i = 1, . . . , n, let Xi and Wi denote the i
th row of X and W . Following some
simple algebra, we have the decomposition 〈Xv,Wu〉n = T1 − T2 − T3, where
T1 =
1
2n
n∑
i=1
(〈
u, Wi
〉
+
〈
v, Xi
〉)2 − 1
2
(ν2 + vTΣv)
T2 =
1
2n
n∑
i=1
(〈
u, Wi
〉)2 − ν2/2
T3 =
1
2n
n∑
i=1
(〈
v, Xi
〉)2 − 1
2
vTΣv
We may now bound each Tj, j = 1, 2, 3 in turn; in doing so, we make repeated use of
Lemma 8, which provides concentration bounds for a random variable of the form ‖Y ‖22,
where Y ∼ N(0, Q) for some matrix Q  0.
Bound on T2: We begin with T2, which the easiest to control since (up to scaling by ν), it
corresponds to the deviation away from the mean of χ2-variable with n degrees of freedom.
Consequently, applying Lemma 8 with Q = I, we obtain
P
[|T2| > 4ν2 t] ≤ 2 exp(− n (t− 2/√n)2
2
)
+ 2exp(−n/2). (44)
Bound on T3: We can write the term T3 as a deviation of ‖Y ‖22/n from its mean, where in
this case the covariance matrix Q is no longer the identity. In concrete terms, let us define
a random vector Y ∈ Rn with elements Yi = 〈v, Xi〉. As seen in the proof of Lemma 4
from Appendix C.1, the vector Y is zero-mean Gaussian with covariance matrix R such that
|||R|||op ≤ 2|||Σ|||op1−γ (see equation (40)). Since we have trace(R)/n = vTRv, applying Lemma 8
yields that
P
[|T3| ≥ 8|||Σ|||op
1− γ t
] ≤ 2 exp (− n (t − 2/√n)2
2
)
+ 2exp(−n/2). (45)
Bound on T1: To control this quantity, let us define a zero-mean Gaussian random vector
Z ∈ Rn with elements Zi = 〈v, Xi〉 + 〈u, Wi〉. This random vector has covariance matrix S
with elements
Sij = E[ZiZj] = ν
2δij + (1− δij)ν2vT (Θ∗)|i−j|−1u+ vT (Θ∗)|i−j|Σv,
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where δij is the Kronecker delta for the event {i = j}. As before, by symmetry of S, we have
|||S|||op ≤ maxi=1,...,n
∑n
j=1 |Sij |, and hence
|||S|||op ≤ ν2 + |||Σ|||op +
i−1∑
j=1
|ν2vT (Θ∗)|i−j|−1u+ vT (Θ∗)|i−j|Σv|+
n∑
j=i+1
|ν2vT (Θ∗)|i−j|−1u+ vT (Θ∗)|i−j|Σv|
≤ ν2 + |||Σ|||op + 2
∞∑
j=1
ν2rj−1 + 2
∞∑
j=1
|||Σ|||2rj
≤ ν2 + |||Σ|||op + 2ν
2
1− γ +
2γ|||Σ|||op
1− γ .
Morever, we have trace(S)/n = ν2 + vTΘ∗v, so that by applying Lemma 8, we conclude that
P
[
|T1| >
( 12ν2
1− γ +
12|||Σ|||op
1− γ
)
t
]
≤ 2 exp
(
− n (t − 2/
√
n)2
2
)
+ 2exp(−n/2), (46)
which completes the analysis of this term.
Combining the bounds (45), (44) and (46), we conclude that for all t > 0,
P
[ |〈Xv, Wu〉|
n
≥ 20(|||Σ|||op + ν
2) t
1− γ
] ≤ 6 exp(− n (t − 2/√n)2
2
)
+ 6exp(−n/2). (47)
Setting t = 10
√
p/n and combining with the bound (43), we conclude that
P
[|ψ(1, 1)| ≥ 400(|||Σ|||op + ν2)
1− γ
√
p
n
] ≤ 82p {6 exp(−16p) + 6 exp(−n/2)} ≤ 12 exp(−p)
as long as n > ((4 log 8) + 1)p.
D Proof of Proposition 1
Note that ‖X(Θ)‖2 = supu∈SN−1〈u, X(Θ)〉, and that since the claim (21) is invariant to
rescaling, it suffices to prove it for all Θ ∈ Rk×p with |||Θ|||F = 1. Letting t ≥ 1 be a given
radius, we seek lower bounds on the quantity
Z∗(t) := inf
Θ∈R(t)
sup
u∈SN−1
〈u, X(Θ)〉, where R(t) = {Θ ∈ Rk×p | |||Θ|||F = 1, |||Θ|||1 ≤ t}.
In particular, our goal is to prove that for any t ≥ 1, the lower bound
Z∗(t)√
N
≥ 1
4
− [k + p
N
]1/2
t (48)
holds with probability at least 1−c1 exp(−c2N). By a standard peeling argument (see Raskutti
et al. [39] for details), this lower bound implies the claim (21).
We establish the lower bound (48) using Gaussian comparison inequalities [29] and con-
centration of measure (see Lemma 7). For each pair (u,Θ) ∈ SN−1 × R(t), consider the
random variable Zu,Θ = 〈u, X(Θ)〉, and note that it is Gaussian with zero mean. For any two
pairs (u,Θ) and (u′,Θ), some calculation yields
E
[
(Zu,Θ − Zu′,Θ′)2] = |||u⊗Θ− u′ ⊗Θ′|||2F . (49)
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We now define a second Gaussian process {Yu,Θ | (u,Θ) ∈ SN−1 ×R(t)} via
Yu,Θ : = 〈g, u〉+ 〈〈G, Θ〉〉,
where g ∈ RN and G ∈ Rk×p are independent with i.i.d. N(0, 1) entries. By construction,
Yu,Θ is zero-mean, and moreover, for any two pairs (u,Θ) and (u
′,Θ′), we have
E
[
(Yu,Θ − Yu′,Θ′)2] = ‖u− u′‖22 + |||Θ−Θ′|||2F . (50)
It can be shown that for all pairs (u,Θ), (u′,Θ′) ∈ SN−1 ×R(t), we have
|||u⊗Θ− u′ ⊗Θ′|||2F ≤ ‖u− u′‖22 + |||Θ −Θ′|||2F . (51)
Moreover, equality holds whenever Θ = Θ′. The conditions of the Gordon-Slepian inequal-
ity [29] are satisfied, so that we are guaranteed that
E[ inf
Θ∈R(t)
‖X(Θ)‖2] = E
[
inf
Θ∈R(t)
sup
u∈Sn−1
Zu,Θ
]
≥ E
[
inf
Θ∈R(t)
sup
u∈Sn−1
Yu,Θ
]
(52)
We compute
E
[
inf
Θ∈R(t)
sup
u∈SN−1
Yu,Θ
]
= E
[
sup
u∈SN−1
〈g, u〉
]
+ E
[
inf
Θ∈R(t)
〈〈G, Θ〉〉
]
= E[‖g‖2]− E[ sup
Θ∈R(t)
〈〈G, Θ〉〉]
≥ 1
2
√
N − tE[|||G|||op].
Since G ∈ Rk×p has i.i.d. N(0, 1) entries, standard random matrix theory [16] implies that
E[ |||G|||op ] ≤
√
k +
√
p. Putting together the pieces, we conclude that
E[ inf
Θ∈R(t)
‖X(Θ)‖2√
N
] ≥ 1
2
−
√
k +
√
p√
N
t.
Finally, we need to establish sharp concentration around the mean. Note that the function
f(X) := infΘ∈R(t) ‖X(Θ)‖2/
√
N is Lipschitz with constant 1/
√
N , so that Lemma 7 implies
that
P
[
inf
Θ∈R(t)
‖X(Θ)‖2√
N
≤ 1
2
− t
√
k +
√
p√
N
− δ
]
≤ 2 exp(−Nδ2/2) for all δ > 0.
Setting δ = 1/4 yields the claim.
E Some useful concentration results
The following lemma is classical [29, 32], and yields sharp concentration of a Lipschitz function
of Gaussian random variables around its mean.
Lemma 7. Let X ∈ Rn have i.i.d. N(0, 1) entries, and let and f : Rn → R be Lipschitz with
constant L (i.e., |f(x)− f(y)| ≤ L‖x− y‖2 ∀x, y ∈ Rn). Then for all t > 0, we have
P[|f(X)− Ef(X)| > t] ≤ 2 exp (− t2
2L2
)
.
26
By exploiting this lemma, we can prove the following result, which yields concentration of the
squared ℓ2-norm of an arbitrary Gaussian vector:
Lemma 8. Given a Gaussian random vector Y ∼ N(0, Q), for all t > 2/√n, we have
P
[
1
n
∣∣‖Y ‖22 − traceQ∣∣ > 4 t |||Q|||op] ≤ 2 exp
(
−
n(t− 2√
n
)2
2
)
+ 2exp (−n/2). (53)
Proof. Let
√
Q be the symmetrix matrix square root, and consider the function f(x) = ‖√Qx‖2/
√
n.
Since it is Lipschitz with constant |||√Q|||op/
√
n, Lemma 7 implies that
P
[∣∣ ‖√QX‖2 − E‖√QX‖2 ∣∣ > √nδ] ≤ 2 exp(− nδ2
2|||Q|||op
)
for all δ > 0. (54)
By integrating this tail bound, we find that the variable Z = ‖√QX‖2/
√
n satisfies the bound
var(Z) ≤ 4|||Q|||op/n, and hence conclude that
∣∣√E[Z2]− |E[Z]|∣∣ = ∣∣√trace(Q)/n− E[‖√QX‖2/√n]∣∣ ≤ 2√|||Q|||op√
n
. (55)
Combining this bound with the tail bound (54), we conclude that
P
[ 1√
n
∣∣‖√QX‖2 −√trace(Q) ∣∣ > δ + 2√ |||Q|||op
n
]
≤ 2 exp
(
− nδ
2
2|||Q|||op
)
for all δ > 0.
(56)
Setting δ = (t− 2/√n)√|||Q|||op in the bound (56) yields that
P
[ 1√
n
∣∣‖√QX‖2 −√trace(Q) ∣∣ > t√|||Q|||op ] ≤ 2 exp(−n(t− 2/√n)2
2
)
. (57)
Similarly, setting δ =
√|||Q|||op in the tail bound (56) yields that with probability greater than
1− 2 exp(−n/2), we have∣∣∣∣‖Y ‖2√n +
√
trace(Q)
n
∣∣∣∣ ≤
√
trace(Q)
n
+ 3
√
|||Q|||op ≤ 4
√
|||Q|||op. (58)
Using these two bounds, we obtain∣∣∣∣‖Y ‖22n − trace(Q)n
∣∣∣∣ =∣∣∣∣‖Y ‖2√n −
√
trace(Q)
n
∣∣∣∣ ∣∣∣∣‖Y ‖2√n +
√
trace(Q)
n
∣∣∣∣ ≤ 4 t |||Q|||op
with the claimed probability.
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