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Abstract We present a new framework for the solution of mathematical programs with equilibrium
constraints (MPECs). In this algorithmic framework, an MPECs is viewed as a concentration of an
unconstrained optimization which minimizes the complementarity measure and a nonlinear program-
ming with general constraints. A strategy generalizing ideas of Byrd-Omojokun’s trust region method
is used to compute steps. By penalizing the tangential constraints into the objective function, we
circumvent the problem of not satisfying MFCQ. A trust-funnel-like strategy is used to balance the
improvements on feasibility and optimality. We show that, under MPEC-MFCQ, if the algorithm
does not terminate in finite steps, then at least one accumulation point of the iterates sequence is an
S-stationary point.
Keywords Mathematical programs with equilibrium constraints · nonlinear programs · trust-funnel-
like methods · S-stationarity · Global convergence
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1 Introduction
We consider the Mathematical programs with equilibrium constraints (MPECs) in the form of
min f(x)
s.t. g(x) ≥ 0, h(x) = 0,
G(x) ≥ 0, H(x) ≥ 0,
G(x)TH(x) = 0,
(1)
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where f : Rn → R, g : Rn → Rm, h : Rn → Rp, G,H : Rn → Rq are continuously differentiable. This
problem is also called mathematical programs with complementarity constraints (MPCCs). Problems
of this type can be used to model numerous economics or engineering applications [1,2]. However, in
a theoretical view, it has been shown that MPECs does not satisfy constraint qualifications [3,4] at
any feasible point. As a result, the linearized constraints may be infeasible even near a feasible point,
which causes it problematic to solve MPECs using standard algorithm for nonlinear programmings.
Several methods have been proposed to handle such problems. A number of algorithms are char-
acterized by embedding an MPEC within a one parameter family of nonlinear programs. This type
of approaches includes smoothing algorithms [5,6], the regularization or relaxation methods [7,8] and
penalty methods [9,10,8]. Some other methods use the idea of piecewise sequential quadratic pro-
gramming, for example, the piecewise sequential quadratic programming (PSQP) method [11,1,12],
the penalty decomposition methods of Ref. [13].
A quite different but interesting way for solving MPECs is to solve it as nonlinear programming
(NLP). Several researchers have studied some methods of this type, both in theory and in numerical
performance. SQP-based approaches have been presented in [14,15,16,17] and etc while interior-point-
based methods in [18,19,20] and etc. Numerical performance on MacMPEC [21] were reported in [18,
22,19] and the results were encouraging.
In this paper, we present a new SQP-based algorithmic scheme for solving MPECs. The main ideas
of our algorithm is to view MPECs (1) as the following two sequential problems
min θC(x) = |G(x)TH(x)| (2)
and
min f(x)
s.t. g(x) ≥ 0, h(x) = 0,
G(x) ≥ 0, H(x) ≥ 0,
(3)
Then the process of solving MPECs is decomposed into two steps of which the first step is to improve
complementarity and the second step is to solve a quadratic programming model for the nonlinear
programming (3). To trade off the progresses achieved by these two steps, a penalized Byrd-Omojukun-
like idea is used.
We use a line search trust-funnel-like strategy to balance the improvements on feasibility and
optimality. A maximal infeasibility measure is set and no iterate is allowed to violate the restriction
of it. A line search is performed with certain acceptance criteria in accordance with the comparison
between infeasibility measure and reduction on linearize objective function. We show that, under
MPEC Mangasarian Fromovitz constraint qualification (MPEC-MFCQ), if the algorithm does not
terminate finitely, then at least one accumulation point of the sequence of iterates is strong stationary.
The paper is structured as follows. In section 2, we introduce some background knowledges for
the constraint qualifications and stationarity of MPECs. In section 3, we describe the nature of the
algorithm in detail. In section 4, we present the global convergence analysis for the given algorithm.
Finally, we give some comments on the further work.
Notations:We use ‖ · ‖ to denote the Euclidean norm ‖ · ‖2. Subscript k refers to iteration indices
and superscript (i)
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2 Background knowledge
The active sets at a feasible point x˜ is defined as
Ig
def
= {i = 1, · · · ,m | g(i)(x˜) = 0},
IG
def
= {i = 1, · · · , q | G(i)(x˜) = 0},
IH
def
= {i = 1, · · · , q | H(i)(x˜) = 0}.
Next we introduce some stationarity concepts for MPECs. The first definition of stationarity is the
definition of B-stationarity.
Definition 2.1 A feasible point x˜ of (1) is called a Bouligand- or B-stationary point, if d = 0 solves
the following linear programming with equilibrium constraints (LPECs)
min ∇f(x˜)T d
s.t. g(x˜) +∇g(x˜)T d ≥ 0,
h(x˜) +∇h(x˜)Td = 0,
G(x˜) +∇G(x˜)T d ≥ 0,
H(x˜) +∇H(x˜)T d ≥ 0,
(G(x˜) +∇G(x˜)Td)T (H(x˜) +∇H(x˜)T d) = 0.
Checking B-stationarity is difficult in general because it involves the solution of an LPEC which is
a combinatorial problem. However, B-stationarity is implied by the following S-stationarity, which is
more restrictive but much easier to check.
Definition 2.2 A feasible point x˜ of (1) is called a Strong- or S-stationary point, if d = 0 solves the
following linear programming
min ∇f(x˜)T d
s.t. g(x˜) +∇g(x˜)T d ≥ 0,
h(x˜) +∇h(x˜)T d = 0,
∇G(i)(x˜)Td = 0, i ∈ IG\IH ,
∇H(i)(x˜)T d = 0, i ∈ IH\IG
∇G(i)(x˜)Td ≥ 0, ∇H(i)(x˜)T d ≥ 0, i ∈ IG ∩ IH .
(4)
Note that (4) is the linearized approximation of the following nonlinear programming which is
referred to as the relaxed nonlinear programming (RNLP) for (1):
min f(x)
s.t. g(x) ≥ 0, h(x) = 0,
G(i)(x) = 0, i ∈ IG\IH , (RNLP )
H(i)(x) = 0, i ∈ IH\IG,
G(i)(x) ≥ 0, H(i)(x) ≥ 0, i ∈ IG ∩ IH .
(5)
By introduction of the following Lagrangian function [7]
L(xk, λk, µk, νk, ξk) = fk − λ
T
k gk + µ
T
k hk − ν
T
k Gk − ξ
T
k Hk,
we can give the definition of weaker stationarity and the uniform definitions of C-stationarity, M-
stationarity and S-stationarity.
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Definition 2.3 [23] A feasible point x˜ of MPEC (1) is called weakly stationary if there exists MPEC
multipliers λ˜ ≥ 0, µ, ν˜ and ξ satisfying
∇xL(x˜, λ˜, µ˜, ν˜, ξ˜) = 0, λ˜
T g(x˜) = 0, ν˜TG(x˜) = 0, ξ˜TH(x˜) = 0. (6)
And x˜ is called
a C-stationarity if ν˜(i)ξ˜(i) ≥ 0 for all i ∈ IG(x˜) ∩ IH(x˜);
an M-stationarity point if for all i ∈ IG(x˜) ∩ IH(x˜), either ν˜(i), ξ˜(i) > 0 or ν˜(i)ξ˜(i) = 0;
an S-stationarity point if
ν˜(i), ξ˜(i) ≥ 0 for all i ∈ IG(x˜) ∩ IH(x˜). (7)
Clearly, the definition of S-stationarity here is equivalent to definition 2.2. S-stationarity and B-
stationarity are equivalent in the case that the following MPEC-LICQ is satisfied.
Definition 2.4 The MPEC-LICQ is satisfied at the point x˜ if the following set of vectors is linearly
independent:
{∇g(i)(x˜)|i ∈ Ig} ∪ {∇h
(i)(x˜)|i = 1, 2, · · · , p}∪
{∇G(i)(x˜)|i ∈ IG} ∪ {∇H
(i)(x˜)|i ∈ IH}.
In other words,the linear independence constraint qualification (LICQ) is satisfied for RNLP (5).
When the MPEC-LICQ condition holds, we have the following first-order necessary conditions,
see, for instance, [1] and [24, Thm. 2].
Theorem 2.1 Suppose that x˜ is a local minimizer of (1) and that the MPEC-LICQ condition holds
at x˜. Then x˜ is strongly stationary; and the multiplier vector (λ˜, µ˜, ν˜, ξ˜) that satisfies (6) and (7) is
unique.
Our global convergence analysis uses the following weaker Mangasarian-Fromovitz constraints
qualification
Definition 2.5 The MPEC-MFCQ is satisfied at a feasible point x˜ of (1) if the MFCQ is satisfied
for the RNLP (5); that is, if there exists a nonzero vector d ∈ Rn such that
∇G(i)(x˜)T d = 0, i ∈ IG\IH , ∇H
(i)(x˜)Td = 0, i ∈ IH\IG, (8)
∇h(i)(x˜)T d = 0, i = 1, 2, · · · , p, (9)
∇g(i)(x˜)T d > 0, i ∈ Ig, (10)
∇G(i)(x˜)Td > 0 and ∇H(i)(x˜)T d > 0, i ∈ IG ∩ IH ; and (11)
∇G(i)(x˜), i ∈ IG\IH , ∇H
(i)(x˜), i ∈ IH\IG,
∇h(i)(x˜), i = 1, 2, · · · , p are all linearly independent. (12)
3 Algorithm
3.1 Subproblems and steps
For convenience, we define Q(x) = G(x)TH(x). As we have mentioned in Section 1, the motivation
to design this algorithm is the observation of decomposing the original problem (1) into problems (2)
and (3). Correspondingly, the trial step is decomposed into a complementarity step, which aims to
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improve the complemenarity, and a nonlinear programming step, which looks for some improvement
on (3). A complementary step is a step along the direction
sk = −(∇Q
T
k )
†Qk = −∇Qk(∇Q
T
k∇Qk)
−1Qk, (13)
which is a least square solution of the linearized complementarity measure, i.e., sk solves
min |Qk +∇Qks|
2.
A nonlinear programming step tries to make some improvement on (3). Following classic ideas of
sequential quadratic programming (SQP) methods, such improvement can be obtained by solving
min ∇fTk (sk + t) +
1
2
(sk + t)
TBk(sk + t)
s.t. gk +∇g
T
k (sk + t) ≥ 0,
hk +∇h
T
k (sk + t) = 0,
Gk +∇G
T
k (sk + t) ≥ 0,
Hk +∇H
T
k (sk + t) ≥ 0.
(14)
A side-effect of the solution tk is that it could jeopardize the infeasibility reduction we have just
obtained from step sk. To weaken this negative effect, using Byrd-Omojokun’s idea [25,26], it makes
good sense to replace (14) by the following quadratic programming:
min ∇fTk (sk + t) +
1
2
(sk + t)
TBk(sk + t)
s.t. gk +∇g
T
k (sk + t) ≥ 0,
hk +∇h
T
k (sk + t) = 0,
Gk +∇G
T
k (sk + t) ≥ 0,
Hk +∇H
T
k (sk + t) ≥ 0,
∇QTk t = 0.
(15)
Unfortunately, the gradients of active constraints of this problem can not be linearly independent
and no corresponding linear independency exists under MPEC-MFCQ. As a result, problem (15) may
be infeasible even near a solution. This is mainly caused by the tangential constraint ∇QTk t = 0.
To circumvent this problem, we penalize the constraint ∇QTk t = 0 by means of adding an item
1
2u t
T∇Qk∇QTk t to the objective function. Consequently, we get
min ∇fTk (sk + t) +
1
2
(sk + t)
TBk(sk + t) +
1
2u
tT∇Qk∇Q
T
k t
s.t. gk +∇g
T
k (sk + t) ≥ 0,
hk +∇h
T
k (sk + t) = 0,
Gk +∇G
T
k (sk + t) ≥ 0,
Hk +∇H
T
k (sk + t) ≥ 0,
(16)
with u > 0. After simple calculations, we simplify (16) as
min (∇fk +Bksk)
T t+
1
2
tT (Bk +
1
u
∇Qk∇Q
T
k )t
s.t. gk +∇g
T
k (sk + t) ≥ 0,
hk +∇h
T
k (sk + t) = 0,
Gk +∇G
T
k (sk + t) ≥ 0,
Hk +∇H
T
k (sk + t) ≥ 0.
(17)
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In general, we have, by the classical convergence theorem of the quadratic penalty method [27]
Theorem 3.1 Suppose that (15) is feasible at xk, and that each tk(uj) is the exact global minimizer
of (17) defined above, and that uj ց 0. Then every limit point t˜k of the sequence {tk(uj)} is a global
solution of the problem (15).
However, the feasibility of (15) is not guaranteed even near a feasible point. Hence, problem (17) does
not necessary lead to ∇QTk tk = 0 for small u even in the limit case. Fortunately, we have observed
that it is sufficient for the solution tk(u) of (17) to be close enough to the null space of ∇QTk , i.e., to
satisfy
|∇QTk tk(u)| ≤ δk, (18)
where δk is a positive scalar which we will specify later. Generally speaking, the existence of uk
satisfying (18) is also not guaranteed if the sets of Lagrangian multipliers is unbounded. And, if the
required uk is very small, the algorithm may have to reduce u and solve the corresponding subproblem
(17) many times, which is costly. We use a simple strategy to deal with this situation. If tk(u) fails
to satisfy (18) while u becomes too small, say, u < umink with u
min
k a small positive scalar, we stop
reducing u, let uk := u, tk = tk(uk) and scale tk by γk =
δk
‖∇QT
k
tk‖
. Here, we define umink as
umink = min{uˆ, κuδ
σ1
k },
where uˆ, κu ∈ (0, 1) and σ1 > 1. This correction “drags” tk closer to the null space of ∇QTk . Clearly,
the scaled direction γktk satisfies (18).
3.2 A trust-funnel-like strategy
Consider iteration k, starting from the iterate xk. We use a trust-funnel-like strategy to balance the
improvement of feasibility and optimality, and hence, to force the sequence of iterates converging to a
first order stationary point. Trust funnel method was introduced by Gould and Toint [28]. Similar ideas,
some of which follows directly the ideas of Gould and Toint, can be found in the methods proposed
in [29,30,31,32,33,34]. The key point of this kind of approaches is the control of infeasibility. A non-
increasing limit θmaxk on infeasibility is introduced and no violation to this limit is allowed, i.e., there
is θk ≤ θ
max
k for all iterations. The infeasibility measure for the problem (1) is defined as
θk := θ
F
k + θ
C
k ,
where
θFk := ‖(gk)
−‖+ ‖hk‖+ ‖(Gk)
−‖+ ‖(Hk)
−‖
and
θCk := |Qk| = |G
T
kHk|,
are used to qualify the dissatisfaction of the general constraints and complementarity constraint re-
spectively. First, we compute a complementary step sk by (13). Then, we solve (17) to obtain tk(u)
with a given parameter u. If either tk(u) satisfies
−∇f(xk)
T (sk + tk(u)) ≥ κθθk, (19)
|∇QTk tk(u)| ≤ κ1min{θ
max
k , κ2}, (20)
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with κ1 ∈ (0, 1/5), κ2 > 0, or it satisfies
−∇f(xk)
T (sk + tk(u)) < κθθk, (21)
|∇QTk tk(u)| ≤ κ3min{θ
σ2−1
k , κ2}θk, (22)
with κ3 ∈ (0, 1/5) and 1 < σ2 < σ1, then set uk = u and tk = tk(uk). Otherwise, reduce u and
recompute tk(u). The choice of the parameter δk in (18) is clear now. We define
δk =

κ1min{θ
max
k , κ2}, if (19) holds;
κ3min{θ
σ2−1
k , κ2}θk, if (21) holds.
(23)
The whole search direction is thus given by dk = sk + γktk, where γk is defined as
γk =


δk
|∇Qktk|
, if u < umink and neither of (19) and (21) is satisfied,
1, otherwise.
(24)
The condition (19) indicates that sufficient reduction on the linearized objective function is ob-
tained along dk. Therefore, it is reasonable to expect a satisfactory reduction on f(x). The algorithm
should put emphasis on reducing the value of objective function. Hence, we use a classical Amijio line
search to find a step length αk satisfying
f(xk)− f(xk + αdk) ≥ −αρ∇f(xk)
Tdk, (25)
where ρ ∈ (0,min{1− 5κ1, 1− 5κ3}) is fixed. The requirement on feasibility is rough in this case. We
require
θ(xk + αdk) ≤ θ
max
k . (26)
In fact, it is based on the consideration of (26) that we require tk(u) to satisfy (20). In this case, we
call dk an f−step, xk an f−iterate and k an f−iteration. If condition (21) holds, then reduction on
objective function is not expectable, which is always caused by poor feasibility. Hence, the algorithm
focuses on improving feasibility. Hereby, ∇QTk tk(u) is asked to admit (22). An Amijio line search is
performed to find step length αk satisfying
θ(xk + αdk) ≤ (1− αρ)θk. (27)
Consequently, we call dk an h−step, xk an h−iterate and k, h−itearation.
3.3 Restoration phase
When the iterate is far from feasible region, the f−step may be extremely small or even does not exist,
which causes slow convergence or no convergence. To avoid this problem, we set a minimal step length
αmink . If the trial step length α becomes less than α
min
k , we terminate the line search and resort to some
restoration algorithm. If this happens, the iterate xk is also called an h−iterate. In our algorithm, the
minimal step length is defined as αmink = min {κ4, κ5θ
σ3
k } with κ4, κ5 ∈ (0, 1) and σ3 > 1.
Besides the situation we just mentioned, there are two other cases in which the algorithm turns to
a restoration phase. One case is that the subproblem (17) is not consistent, i.e., (17) has no feasible
solution. The second case is that problem (17) is very ill-conditioned such that an unusually large step
is generated. The step is considered too large if
max{‖sk‖, ‖tk‖} ≥ max
{
Mθ, κ6
1
θσ4k
}
(28)
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where Mθ is a large constant and σ4, κ6 > 0 are fixed. The main purpose of a restoration algorithm
is to find a new point xrk which has better feasibility. Formally, point x
r
k should satisfy
θ(xrk) ≤ κ7θ
max
k
with κ7 ∈ (0, 1) fixed.
In feasibility restoration phase, we use an elastic-mode methods to drive iterates closer to feasible
region, hoping that a better quadratic model exists near the feasible region. The elastic-mode method
is based on solving the following elastic problem
min rT e+ (v + w)T e+ (y + z)T e+ ζ
s.t. g(x) ≥ −r, h(x) = v − w,
G(x) ≥ −y,H(x) ≥ −z,
Q(x) ≤ ζ,
r, v, w, y, z, ζ ≥ 0,
where e is a vector of all ones with proper scale. Algorithms for nonlinear programming can be used to
solve the above problem, for instance, SQP-based or interior-point-based methods. We do not discuss
the details since it is not the main topic of this paper. Now, we have mentioned three different sets of
iterations:
Kf = {k | xk is an f − iterate},
Kθ = {k | xk is an h− iterate},
Kr = {k | feasibility restoration phase is called at xk}.
Updating maximal infeasibility θmaxk is of essential importance in driving global convergence. To
drive the algorithm towards feasibility and, ultimately, to optimality, the sequence {θmaxk } is required
to be non-increasing. Only at h−iterates, the maximal infeasibility is changed. If k ∈ Kθ\Kr, then we
update θmaxk by
θmaxk+1 = max{κ8θ
max
k , κ9θk + (1− κ9)θk+1},
where κ8 and κ9 are constants in interval (0, 1). Otherwise, if xk ∈ Kr, then
θmaxk+1 = κ7θ
max
k ,
where κ7 ∈ (0, 1). In summary, after achieving a new iterate, the maximal infeasibility is updated by
θmaxk+1 =


θmaxk , k ∈ Kf ;
κ7θ
max
k , k ∈ Kr;
θmaxk+1 = max{κ8θ
max
k , κ9θk + (1 − κ9)θk+1}, otherwise.
(29)
3.4 Detailed description of the algorithm
Now we are ready to present the detailed description of the algorithm, which is given in Algorithm 1.
In Algorithm 1, the algorithm stops when θk + ‖tk(u)‖ is close to 0. In fact, we have
Theorem 3.2 Assume that x is an iterate or an accumulation point of {xk} at which θ(x) = 0 and
tk(u) = 0. Then x is an S-stationary point for (1).
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Algorithm 1 Main Algorithm
1: Initialization An initial point x0 and positive symmetric matrix B0 are given. Choose constants Mθ, κθ, κi,
i = 1, 2, · · · , 9, σi, i = 1, · · · , 5 and ρ > 0. Choose u > 0 and θmax0 > 0. Set k := 0.
2: repeat
3: Evaluate functions and their gradients. Determine umin
k
. Compute sk.
4: Set torestoration = 0 and getdirection = 0;
5: repeat ⊲ Searching uk.
6: Solve (17) to obtain a solution tk(u).
7: if (17) is not consistent or the solution becomes too large in the sense of (28) then
8: torestoration=1;
9: else
10: if tk(u) satisfies (19) and (20), or it satisfies (21) and (22) then
11: letuk = u, tk = tk(uk), dk = sk + tk , and getdirection = 1.
12: else if u < umin
k
then
13: let uk = u, tk = tk(uk), dk = sk + γktk , where γk is defined by (24).
14: Let getdirection = 1.
15: else
16: let u = u/2.
17: end if
18: end if
19: until torestoration = 1 or getdirection = 1
20: if getdirection = 1 then
21: Set α = 1 and newpoint = 0.
22: if sk, tk satisfy (19) then ⊲ f−step
23: repeat
24: if α satisfying (25) and (26) then
25: Let αk = α, xk+1 = xk + αkdk .
26: Update θmax
k
to θmax
k+1
using (29).
27: Set k := k + 1 and newpoint = 1;
28: else if α < αmin
k
then
29: Ste torestoration = 1;
30: else
31: α = α/2.
32: end if
33: until newpoint = 1 or torestoration = 1
34: else ⊲ h−step.
35: repeat
36: if α satisfying (27) then
37: Let αk = α, xk+1 = xk + αkdk .
38: Update θmax
k
to θmax
k+1
using (29).
39: Set k := k + 1 and newpoint = 1;
40: else
41: α = α/2.
42: end if
43: until newpoint = 1 or torestoration = 1
44: end if
45: end if
46: if torestoration=1 then
47: Let θmax
k+1
= κ7θmaxk .
48: Use restoration phase to find some xr
k
, such that θ(xr
k
) ≤ θmax
k
.
49: Let xk+1 = x
r
k
, θmax
k+1
= κ7θmaxk
50: end if
51: until θk + ‖tk(u)‖ ≤ ǫ
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Proof We first consider the case that x is an iterate, for example, x = xk. The equation θk = 0 implies
that xk is feasible and that sk = 0. Since tk(u) = 0 solves (17), we have by KKT conditions
∇f(xk)− λk∇g(xk) + µ
T
k∇h(xk)− ν
T
k ∇G(xk)− ξk∇H(xk) = 0,
with nonnegative Lagrangian multipliers λk, νk and ξk and a Lagrangian multiplier µk for equality
constraints. Then xk is an S-stationary point.
Now consider the case where x is an accumulation point of {xk}. Let {(λk, µk, νk, ξk)}, where λk,
νk and ξk are nonnegative, be the corresponding Lagrangian multipliers for the constraints in (17).
Denote
ηk =
1
uk
∇QTk tk (30)
By Lemmas 4.8 and 4.9, which we will introduce later, the set {(tk, ηk, λk, µk, νk, ξk)} is bounded.
Without loss of generality, we assume that
(xk, tk, ηk, λk, µk, νk, ξk)→ (x, t, η, λ, µ, ν, ξ), and tk → 0, as k →∞.
Since tk = tk(uk) solves (17), it follows from the first order necessary for problem (17) that
∇fk +Bksk +Bktk + ηk∇Qk −∇gkλk
+∇hkµk −∇Gkνk −∇Hkξk = 0. (31)
Using ∇Qk = ∇GkHk +∇HkGk, we have
∇fk +Bksk +Bktk −∇gkλk +∇hkµk −∇Gk(νk − ηkHk)−∇Hk(ξk − ηkGk) = 0. (32)
Let νˆk = νk − ηkHk, ξˆk = ξk − ηkGk. Taking limit on both side of (31), we have
∇f(x)−∇g(x)λ +∇h(x)µ−∇G(x)νˆ −∇H(x)ξˆ = 0.
For any i ∈ IG ∩ IH , we have
νˆ(i) = lim
k→∞
νˆ
(i)
k = lim
k→∞
(ν
(i)
k − ηkH
(i)
k ) = ν
(i) ≥ 0,
ξˆ(i) = lim
k→∞
ξˆ
(i)
k = lim
k→∞
(ξ
(i)
k − ηkG
(i)
k ) = ξ
(i) ≥ 0,
which concludes the S-stationarity of x. ⊓⊔
4 Global convergence
For the analysis of global convergence, we make the following assumptions.
Assumptions A:
(A1) There exists a bounded closed convex set Ω ⊂ Rn such that {xk} ⊂ Ω.
(A2) The mappings f , g, h, G, H are continuously differentiable. And the gradients ∇f , ∇g, ∇h,
∇G, ∇H are Lipschitz continuous on Ω.
(A3) The sequenc {Bk} is uniformly positive definite and bounded, i.e., there exist positive con-
stants ζ and M such that dTBkd ≥ ζ‖d‖2 and ‖Bk‖ ≤M for all k and d.
Follows from these assumptions, the sequences {fk}, {gk}, {hk}, {Gk}, {Hk}, {∇fk}, {∇gk},
{∇hk}, {∇Gk}, {∇Hk} are bounded. For brevity, we denote with M the upper bound of their ℓ2
norms. We also use L > 0 to denote the Lipschitz constant for all the gradient mappings on Ω.
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From the mechanism of inner loops for searching an acceptable step length at an f-iteration, the
inner loop will either find an acceptable step length finitely or turns to restoration phase because of
too small step length. Now, let us consider the h-iterations. The next lemma relates the estimation of
the infeasibility of the trial points at h-iterates.
Lemma 4.1 Assume that sk and tk are directions obtained from (13) and (17), and that (22) holds.
Then, for any α ∈ (0, 1], we have
θ(xk + αdk) ≤ (1− α(1 − 5κ3))θk + α
2L(‖sk‖+ ‖tk‖)
2. (33)
Proof First, we consider θC . Using the mean-value theorem and the Lipschitz continuity, we obtain
that
∣∣θC(xk + αdk)− |Q(xk) + α∇QTk dk|∣∣
≤ sup
xτ
k
∈[xk,xk+αdk]
∣∣|Qk + α∇Qk(xτk)Tdk| − |Q(xk) + α∇QTk dk|∣∣
≤ sup
xτ
k
∈[xk,xk+αdk]
∣∣Qk + α∇Qk(xτk)Tdk −Qk − α∇Qk(xk)T dk∣∣
≤ L‖αdk‖
2 = α2L‖sk + γktk‖
2 ≤ α2L(‖sk‖+ ‖tk‖)
2.
Using this inequality, the definition of sk, and (22), we have
θC(xk + αdk) ≤ |Q(xk) + α∇Q
T
k dk|+ α
2L(‖sk‖+ ‖tk‖)
2
≤ |Q(xk) + α∇Q
T
k sk|+ |αγk∇Qktk|+ α
2L(‖sk‖+ ‖tk‖)
2
≤ |Q(xk) + α∇Q
T
k sk|+ α|∇Qktk|+ α
2L(‖sk‖+ ‖tk‖)
2
≤ (1 − α)θCk + ακ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2.
Then, we consider θF . Further applications of the mean-value theorem give that
∣∣‖(g(xk + αdk))− − (g(xk) +∇gTk αdk)−‖∣∣
≤ ‖(g(xk + αdk)− (g(xk) +∇g
T
k αdk))
−‖
≤ sup
xτ
k
∈[xk,xk+αdk]
‖(g(xk) +∇g(x
τ
k)
Tαdk − g(xk)−∇g
T
k αdk)
−‖
≤ L‖αdk‖
2 = α2L(‖sk‖+ ‖tk‖)
2.
Using this inequality and the constraints of (17), we have
‖g(xk + αdk)
−‖ ≤ ‖(g(xk) +∇g
T
k αdk)
−‖+ α2L(‖sk‖+ ‖tk‖)
2
≤ ‖(g(xk) + α∇g
T
k sk + αγk∇g
T
k tk)
−‖+ α2L(‖sk‖+ ‖tk‖)
2
≤ ‖(g(xk) + α∇g
T
k sk + α∇g
T
k tk − α(1− γk)∇g
T
k tk)
−‖+ α2L(‖sk‖+ ‖tk‖)
2
≤ (1 − α)‖(g(xk)
−‖+ α(1− γk)‖∇g
T
k tk‖+ α
2L(‖sk‖+ ‖tk‖)
2
≤ (1 − α)‖g(xk)
−‖+ α(1 − γk)κ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2
By similar deductions, we obtain that
‖h(xk + αdk)‖ ≤ (1− α)‖h(xk)‖+ α(1 − γk)κ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2,
‖G(xk + αdk)
−‖ ≤ (1 − α)‖G(xk)
−‖+ α(1 − γk)κ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2,
‖H(xk + αdk)
−‖ ≤ (1− α)‖H(xk)
−‖+ α(1 − γk)κ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2.
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Then,
θ(xk + αdk) = θ
C(xk + αdk) + θ
F (xk + αdk)
≤(1− α)θk + 5ακ3min{θ
σ2−1
k , κ2}θk + α
2L(‖sk‖+ ‖tk‖)
2
≤(1− α)θk + 5ακ3θk + α
2L(‖sk‖+ ‖tk‖)
2
≤(1− α(1 − 5κ3))θk + α
2L(‖sk‖+ ‖tk‖)
2.
⊓⊔
After similar arguments, we have a similar result in the case where (20) holds.
Lemma 4.2 Assume that sk and tk are directions obtained from (13) and (17) and that (20) holds.
Then, for any α ∈ (0, 1], we obtained that
θ(xk + αdk) ≤ (1− α)θk + 5ακ1θ
max
k + α
2L(‖sk‖+ ‖tk‖)
2. (34)
The following result is a direct consequence of Lemma 4.1.
Lemma 4.3 Assume that the subproblem is consistent at xk, conditions (21) and (22) hold and that
0 < α ≤ αhk
def
= min
{
1,
(1− 5κ3 − ρ)θk
L(‖sk‖+ ‖tk‖)2
}
. (35)
Then (27) holds. Hence, the line search at h-iterations can always terminate finitely.
Proof Note that θk > 0 at any h-iterate. Using (33) and (35), we obtain that
θ(xk + αdk) ≤ (1− α(1 − 5κ3))θk + α
2L(‖sk‖+ ‖tk‖)
2 ≤ (1− αρ)θk.
⊓⊔
We recall a result concerning a direct consequence of the definition of θmaxk [28].
Lemma 4.4 The sequence {θmaxk } is non-increasing and the inequality
0 ≤ θl ≤ θ
max
k
holds for all l ≥ k.
The most important role of the maximal infeasibility is to drive the iterates to the feasible region.
Theorem 4.1 Suppose that |Kθ| = ∞, where | · | represents the cardinal number of a set. Then
limk→∞ θk = 0.
Proof For the proof, we define
K¯θ = { k | θ
max
k+1 = κ9θk + (1 − κ9)θk+1} \ Kr.
Assume that |Kθ \ K¯θ| =∞. By the updating rules of θmaxk and Lemma 4.4, we obtain that
θmaxk+1 = κ8θ
max
k or κ7θ
max
k , k ∈ Kθ \ K¯θ,
θmaxk+1 ≤ θ
max
k , k ∈ K¯θ.
Then it follows that limk→∞ θ
max
k = 0, which implies limk→∞ θk = 0.
Title Suppressed Due to Excessive Length 13
Now consider the alternative case in which |Kθ \ K¯θ| < ∞. In this case, there exists an index k0
such that for all k ∈ Kθ and k ≥ k0, the feasibility restoration phase is not called and
θmaxk+1 = κ9θk + (1− κ9)θk+1. (36)
After simple calculation, we obtain that
θmaxk − θ
max
k+1 ≥ θk − θ
max
k+1 ≥ (1− κ9)ραkθk.
From (28) and (35), it follows that
θmaxk − θ
max
k+1 ≥ (1− κ9)ραkθk
≥
1
2
(1− κ9)ρθkmin
{
1,
(1− 5κ3 − ρ)θk
L(‖sk‖+ ‖tk‖)2
}
.
Then
θmaxk − θ
max
k+1 ≥
1
2
(1 − κ9)ρθkmin
{
1,
4(1− 5κ3 − ρ)θk
L
(
max
{
1
Mθ
,
θσ4k
κ6
})2}
.
Since the sequence of maximal infeasibility {θmaxk } is non-increasing and thus convergent, the left-
hand-side of this inequality converges to 0, which leads to
lim
k∈Kθ
θk = 0. (37)
Using (36) and θk+1 ≤ θk, we have
θmaxk+1 ≤ θk
for k ∈ Kθ and k ≥ k0. This inequality, combined with (37), yields
lim
k∈Kθ
θmaxk+1 = 0.
Then we obtain limk→∞ θ
max
k = 0 because of non-increasingness of {θ
max
k }. Consequently, by Lemma
4.4, we have limk→∞ θk = 0. ⊓⊔
Theorem 4.2 Assume that the algorithm does not terminate in finite steps and that |Kθ| <∞. Then
limk→∞ θk = 0.
Proof Let {xk} be the sequence of iterates generated by the algorithm. By the mechanism of line
search, we obtain that αk ≥ 0.5αmink . Since
∑+∞
k=1(fk − fk+1) is bounded, it follows from (26) and the
definition of αmink that limk→∞ θk = 0. ⊓⊔
Now we consider the behavior of the algorithm near a feasible point. This is important for our
global convergence analysis.
Lemma 4.5 Assume that x˜ is feasible point at which MPEC-MFCQ holds. Then there exists a neigh-
borhood N˜ of x˜ such that for all xk ∈ N˜ , the problem (17) is consistent.
Proof The main ideas of this proof come from the proof of Lemma 5 in [35] by Fletcher et al. Since x˜
is a feasible point, by MPEC-MFCQ, there exists a vector d˜ such that (8)-(12) hold for d = d˜. Since,
by (12), the vectors
∇G(i)(x˜), i ∈ IG\IH , ∇H
(i)(x˜), i ∈ IH\IG,
∇H(i)(x˜), i = 1, 2, · · · , p
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are linearly independent, by continuity, there is a neighborhood N˜ of x˜, such that for all xk ∈ N˜ , the
vectors
∇G(i)(xk), i ∈ IG\IH , ∇H
(i)(xk), i ∈ IH\IG,
∇H(i)(xk), i = 1, 2, · · · , p
are also linearly independent. For brevity, we define a vector-valued functions C(x) which comprises
all the constraints involved above. Note that
pk = −(∇Ck)
†T (Ck +∇C
T
k sk)
satisfies Ck +∇CTk (sk + t) = 0, where, (∇Ck)
† = (∇CTk ∇Ck)
−1∇CTk , and that
‖pk‖ = O(‖sk‖+ ‖Ck‖). (38)
Let
qk =
(I −∇Ck∇C
†
k)d˜
‖(I −∇Ck∇C
†
k‖
,
where (8) and (9) are used in the second equation. By (8)-(12) and continuity, there is a (smaller)
neighborhood N˜ and a constant a1 > 0 such that
∇g(i)(xk)
T qk ≥ a1, i ∈ Ig; (39)
∇G(i)(xk)
T qk ≥ a1, ∇H
(i)(xk)
T qk ≥ a1, i ∈ IG ∩ IH ; (40)
We now consider the solution of (17) and in particular, the line segment defined by
vk(β) = pk + βqk, β ∈ [0, 1]. (41)
Clearly, vk(β) satisfies the constaints Ck +∇CTk (sk + t) = 0. For an active constraint i ∈ Ig, we have
by (39) and (41)
g(i)(xk) +∇g
(i)(xk)
T vk(β)
= g(i)(xk) +∇g
(i)(xk)
T pk + β∇g
(i)(xk)
T qk
≥ g(i)(xk) +∇g
(i)(xk)
T pk + βa1.
Similarly, for i ∈ IG ∩ IH , we have by (40) that
G(i)(xk) +∇G
(i)(xk)
T vk(β) ≥ G
(i)(xk) +∇G
(i)(xk)
T pk + βa1,
H(i)(xk) +∇H
(i)(xk)
T vk(β) ≥ H
(i)(xk) +∇H
(i)(xk)
T pk + βa1.
Then it follows that
g(i)(xk) +∇g
(i)(xk)
T vk(β) ≥ 0, i ∈ Ig;
G(i)(xk) +∇G
(i)(xk)
T vk(β) ≥ 0
H(i)(xk) +∇H
(i)(xk)
T vk(β) ≥ 0
}
, i ∈ IG ∩ IH
if
β ≥
1
a1
max


|g(i)(xk) +∇g
(i)(xk)
T pk|,i ∈ Ig;
|G(i)(xk) +∇G
(i)(xk)
T pk|
|H(i)(xk) +∇H
(i)(xk)
T pk|
}
,i ∈ IG ∩ IH


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The definitions of sk and pk imply that the lower bound given above is of the order O(θk+‖Ck‖). Thus
we can choose a positive constant a2 > 0 such that vector vk(β) satisfies all the active constraints for
all β ≥ a2(θk + ‖Ck‖)/a1.
Next we look at the inactive constraints. By continuity, there are positive constants b1 and b2 such
that for any inactive constraint indexed by i
g(i)(xk) ≥ b1, ∇g
(i)(xk)
T qk ≥ −b2;
G(i)(xk) ≥ b1, ∇G
(i)(xk)
T qk ≥ −b2;
H(i)(xk) ≥ b1, ∇H
(i)(xk)
T qk ≥ −b2.
It follows that
g(i)(xk) +∇g
(i)(xk)
T vk(β)
= g(i)(xk) +∇g
(i)(xk)
T pk + β∇g
(i)(xk)
T qk
≥ b1 − βb2 +∇g
(i)(xk)
T pk,
and that
G(i)(xk) +∇G
(i)(xk)
T vk(β) ≥ b1 − βb2 +∇G
(i)(xk)
T pk,
H(i)(xk) +∇H
(i)(xk)
T vk(β) ≥ b1 − βb2 +∇H
(i)(xk)
T pk
for the inactive constraints. By (38), there is a (smaller) neighborhood N˜ such that
g(i)(xk) +∇g
(i)(xk)
T vk(β) ≥
b1
2
− βb2,
G(i)(xk) +∇G
(i)(xk)
T vk(β) ≥
b1
2
− βb2,
H(i)(xk) +∇H
(i)(xk)
T vk(β) ≥
b1
2
− βb2.
Then, for the inactive constraints
g(i)(xk) +∇g
(i)(xk)
T vk(β) > 0,
G(i)(xk) +∇G
(i)(xk)
T vk(β) > 0,
H(i)(xk) +∇H
(i)(xk)
T vk(β) > 0
if α ≤ b1/(4b2).
To sum up, after possibly shrinking N˜ , vector vk(β) is a feasible solution of (17) if
a2
a1
(θk + ‖Ck‖) ≤ β ≤
b1
4b2
. (42)
⊓⊔
Lemma 4.6 Assume that MPEC-MFCQ is satisfied at a feasible point x˜. Then there exists a neigh-
borhood N˜ of x˜ such that the set {(∇QTk )
† | xk ∈ N˜} is bounded. Hence, the direction set {sk | xk ∈ N˜}
is also bounded.
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Proof For the feasible point x˜, we have that
∇Q(x˜) =∇(G(x˜)TH(x˜))
=∇G(x˜)H(x˜) +∇H(x˜)G(x˜)
=
∑
i∈IG\IH
∇G(i)(x˜)H(i)(x˜) +
∑
i∈IH\IG
∇H(i)(x˜)G(i)(x˜)
∑
i∈IG∩IH
(∇G(i)(x˜)H(i)(x˜) +∇H(i)(x˜)G(i)(x˜))
=
∑
i∈IG\IH
∇G(i)(x˜)H(i)(x˜) +
∑
i∈IH\IG
∇H(i)(x˜)G(i)(x˜).
Since∇G(i)(x˜), i ∈ IG\IH and∇H(i)(x˜), i ∈ IH\IG are linearly independent, we have that∇Q(x˜) 6= 0.
By continuity, there exists a (smaller) neighborhood N˜ of x˜ and a positive constant a3 such that
∇QTk∇Qk ≥ a3 for all xk ∈ N˜ . Having this lower bound in mind, it follows form Assumptions A that
‖(∇QTk )
†‖ = ‖∇Qk(∇Q
T
k∇Qk)
−1‖ ≤
M
a3
for any xk ∈ N˜ . Hence, from the definition of sk, it follows that, for all xk ∈ N˜ ,
‖sk‖ ≤ ‖(∇Q
T
k )
†‖‖Qk‖ ≤ ‖(∇Q
T
k )
†‖‖Gk‖‖Hk‖ ≤
M3
a3
. (43)
⊓⊔
The next lemma gives the limitation of ∇QTk tk as the parameter uk approaches to 0.
Lemma 4.7 Assume that MPEC-MFCQ is satisfied at a feasible point x˜. Let {xk}k∈K be a subse-
quence of {xk} that converges to x˜. Suppose that limk∈K uk = 0. Then limk∈K ‖∇QTk tk‖ = 0.
Proof Let βk =
a2
a1
(θk + ‖Ck‖). Then by (42) in the proof of Lemma 4.5, vector vk = vk(βk) is a
feasible solution for (17). By the optimality of tk, we have
(∇f(xk) + Bksk)
T tk +
1
2
tTkBktk +
1
2uk
‖∇QTk tk‖
2
≤ (∇f(xk) +Bksk)
T vk +
1
2
vTk Bkvk +
1
2uk
‖∇QTk vk‖
2. (44)
First we suppose that {tk} is bounded. Then from (44) we have
‖∇QTk tk‖
2 ≤ 2uk
(
(∇f(xk) +Bksk)
T (tk − vk) +
1
2
vTk Bkvk −
1
2
tTkBktk
)
+ ‖∇QTk vk‖
2.
Using this, boundedness and the fact that limk∈K vk = 0, we have limk∈K ‖∇Q
T
k tk‖ = 0.
Now, we consider the other case where {tk} is unbounded. Without loss of generality, we assume
that limk∈K ‖tk‖ = +∞. Suppose, to arrive at a contraction, that there is an index K′ ⊂ K such that
limk∈K′ ‖∇Q
T
k tk‖ = +∞. Then, from (44), Assumptions A, we have, for k ∈ K
′ large enough,
1
4
ζ‖tk‖
2 ≤
1
4
ζ‖tk‖
2 +
1
2uk
(‖∇QTk tk‖
2 − ‖∇QTk vk‖
2)
≤ (∇f(xk) +Bksk)
T tk +
1
2
tTkBktk +
1
2uk
(‖∇QTk tk‖
2 − ‖∇QTk vk‖
2)
≤ (∇f(xk) +Bksk)
T vk +
1
2
vTk Bkvk.
Taking limits on these inequalities, we get +∞ ≤ 0, which is a contradiction.
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Summarizing all the arguments above, we conclude the proof. ⊓⊔
Let (λk, µk, νk, ξk) be the Lagrangian multipliers for (17) corresponding to the solution tk. Next,
we discuss the boundedness of the entry set {tk, λk, µk, νk, ξk}. We will reveal this fact by proving two
lemmas concerning whether or not the sequence {uk} is bounded away from 0. First, we consider the
easier case where uk is bounded away from 0.
Lemma 4.8 Assume that MPEC-MFCQ holds and that uk ≥ u¯ for some positive constant u¯. Then
the sequence {(tk, λk, µk, νk, ξk)} is bounded.
Proof Assume, without loss of generality, that limk→∞(xk, Bk, uk) = (x˜, B, u¯). Since Bk+
1
uk
∇Qk∇QTk
is positive definite, tk is a solution of (17) if and only if it satisfies the following KKT conditions
∇fk +Bksk +
(
Bk +
1
uk
∇Qk∇Q
T
k
)
tk −∇gkλk
+∇hkµk −∇Gkνk −∇Hkξk = 0, (45)
gk +∇g
T
k (sk + tk) ≥ 0, hk +∇h
T
k (sk + tk) = 0, (46)
Gk +∇G
T
k (sk + tk) ≥ 0, Hk +∇H
T
k (sk + tk) ≥ 0, (47)
λTk (gk +∇g
T
k (sk + tk)) = 0, (48)
νTk (Gk +∇G
T
k (sk + tk)) = 0, (49)
ξTk (Hk +∇H
T
k (sk + tk)) = 0, (50)
λk ≥ 0, νk ≥ 0, ξk ≥ 0. (51)
Assume that the set {‖(tk, λk, µk, νk, ξk)‖} is unbounded. By taking a subsequence, if necessary, we
may assume that ‖(tk, λk, µk, νk, ξk)‖ → +∞. Without loss of generality, we assume that
‖(tk, λk, µk, νk, ξk)‖ 6= 0
for all k and that the sequence of vector
(t¯k, λ¯k, µ¯k, ν¯k, ξ¯k) :=
(tk, λk, µk, νk, ξk)
‖(tk, λk, µk, νk, ξk)‖
converges to some
(t¯, λ¯, µ¯, ν¯, ξ¯) ∈ R×Rn ×Rm ×Rp ×Rq ×Rq
with
‖(t¯, λ¯, µ¯, ν¯, ξ¯)‖ = 1 (52)
and λ¯, ν¯, ξ¯ ≥ 0. Dividing both sides of (45)-(47) by ‖(tk, λk, µk, νk, ξk)‖, dividing both sides of (48)-(50)
by ‖(tk, λk, µk, νk, ξk)‖2, and taking the limits as k→∞, we get that(
B +
1
u¯
∇Q(x˜)∇Q(x˜)T
)
t¯−∇g(x˜)λ¯+∇h(x˜)µ¯−∇G(x˜)ν¯ −∇H(x˜)ξ¯ = 0, (53)
∇g(x˜)T t¯ ≥ 0, ∇h(x˜)T t¯ = 0,
∇G(x˜)T t¯ ≥ 0, ∇H(x˜)T t¯ ≥ 0,
λ¯T∇g(x˜)T t¯ = 0,
ν¯T∇G(x˜)T t¯ = 0,
ξ¯T∇H(x˜)T t¯ = 0.
18 Songqiang Qiu, Zhongwen Chen
This linear system and the nonnegativity of λ¯, ν¯ and ξ¯ indicate that t¯ solves
min
1
2
tT
(
B +
1
u¯
∇Q(x˜)∇Q(x˜)T
)
t,
s.t. ∇g(x˜)T t ≥ 0, ∇h(x˜)T t = 0,
∇G(x˜)T t ≥ 0,
∇H(x˜)T t ≥ 0.
Then we have from the positive definiteness of B + 1
u¯
∇Q∇QT that t¯ = 0. Hence, it follows from (53)
that
−∇g(x˜)λ¯+∇h(x˜)µ¯−∇G(x˜)ν¯ −∇H(x˜)ξ¯ = 0. (54)
Now consider the following linear system
−∇g(x˜)λ¯−
∑
i∈IG∩IH
(ν¯(i)∇G(i)(x˜) + ξ¯(i)∇H(i)(x˜))
+∇h(x˜)µ¯−
∑
i∈IG\IH
ν¯(i)∇G(i) −
∑
i∈IH\IG
ξ¯(i)∇H(i) = 0, (55)
λ¯ ≥ 0, (56)
ν¯(i) ≥ 0, i ∈ IG ∩ IH (57)
ξ¯(i) ≥ 0, i ∈ IG ∩ IH . (58)
m∑
i=1
λ¯(i) +
∑
i∈IG∩IH
(ν¯(i) + ξ¯(i)) 6= 0. (59)
Since, by MPEC-MFCQ, the system (8)-(11) has a solution, it follows from the alternative theorem
that the system (55)-(59) has no solution. Noting that (54) implies (55), and that (56), (57) and (58)
are implied by the nonnegativity of λ¯, ν¯ and ξ¯, there must have
m∑
i=1
λ¯(i) +
∑
i∈IG∩IH
(ν¯(i) + ξ¯(i)) = 0.
Then (53) yields
∇h(x˜)µ¯−
∑
i∈IG\IH
ν¯(i)∇G(i) −
∑
i∈IH\IG
ξ¯(i)∇H(i) = 0.
By linear independency (12), we have that
µ¯ = 0, ν¯(i) = 0, i ∈ IG\IH , ξ¯
(i) = 0, i ∈ IH\IG.
This implies (t¯, λ¯, µ¯, ν¯, ξ¯) = 0, which contradicts with (52). So, the proof is done. ⊓⊔
Lemma 4.9 Assume that MPEC-MFCQ holds and that
lim
k→0
uk = 0.
Then the sequence {(tk, λk, µk, νk, ξk)} is bounded.
Proof Assume, without loss of generality, that limk→∞(xk, Bk, uk) = (x˜, B, 0). Since Bk+
1
uk
∇Qk∇QTk
is positive definite, tk is a solution of (17) if and only if it satisfies the KKT conditions (45)-(51). Let
ηk be a scalar defined by (30). The equation (45) can be reformulated as (32). Assume that the set
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{‖(ηk, tk, λk, µk, νk, ξk)‖} is unbounded. By taking a subsequence, if necessary, we may assume that
‖(ηk, tk, λk, µk, νk, ξk)‖ → +∞. Without loss of generality, we assume that
‖(ηk, tk, λk, µk, νk, ξk)‖ 6= 0
for all k and that the sequence of vector
(η¯k, t¯k, λ¯k, µ¯k, ν¯k, ξ¯k) :=
‖(ηk, tk, λk, µk, νk, ξk)‖
‖(ηk, tk, λk, µk, νk, ξk)‖
converges to some
(η¯, t¯, λ¯, µ¯, ν¯, ξ¯) ∈ R ×Rn ×Rm ×Rp ×Rq ×Rq
with
‖(η¯, t¯, λ¯, µ¯, ν¯, ξ¯)‖ = 1
and λ¯, ν¯, ξ¯ ≥ 0. Dividing both sides of (32),(46) and (47) by ‖(ηk, tk, λk, µk, νk, ξk)‖, dividing both
sides of (48)-(50) by ‖(ηk, tk, λk, µk, νk, ξk)‖2, and taking the limits as k →∞, we get that
Bt¯−∇g(x˜)λ¯+∇h(x˜)µ¯−∇G(x˜)(ν¯ − η¯H(x˜))−∇H(x˜)(ξ¯ − η¯G(x˜)) = 0, (60)
∇g(x˜)T t¯ ≥ 0, ∇h(x˜)T t¯ = 0, (61)
∇G(x˜)T t¯ ≥ 0, ∇H(x˜)T t¯ ≥ 0, (62)
λ¯T∇g(x˜)T t¯ = 0, (63)
ν¯T∇G(x˜)T t¯ = 0, (64)
ξ¯T∇H(x˜)T t¯ = 0. (65)
Now we need to show that
∇G(i)(x˜)T t = 0, i ∈ IG\IH , (66)
∇H(i)(x˜)T t = 0, i ∈ IH\IG. (67)
If this is not true, then at least one of these equalities does not hold. Without loss of generality, let
∇G(i0)(x˜)T t 6= 0, i0 ∈ IG\IH . Then ∇G(i0)(x˜)T t > 0 because
∇G(i)(x˜)T t = lim
k→∞
G(i)(xk) +∇G
(i)(xk)
T tk ≥ 0, for i ∈ IG.
Hence, we have
∇Q(x˜)T t =
∑
i∈IG\IH
H(i)(x˜)∇G(i)(x˜)T t+
∑
i∈IH\IG
G(i)(x˜)∇H(i)(x˜)T t ≥ H(i0)(x˜)∇G(i0)(x˜)T t > 0,
where the facts that ∇H(i)(x˜)T t ≥ 0, i ∈ IH and H(i)(x˜) > 0, i ∈ IG\IH are used. This contradicts
with Lemma 4.7.
Let
νˆ = ν¯ − η¯H(x˜),
ξˆ = ξ¯ − η¯G(x˜).
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Clearly, νˆ(i) = ν¯(i), ξˆ(i) = ξ¯(i) for all i ∈ IG ∩ IH . By (66) and (67), we can reformulating system
(60)-(65) into
Bt¯−∇g(x˜)λ¯+∇h(x˜)µ¯−∇G(x˜)νˆ −∇H(x˜)ξˆ = 0,
∇g(x˜)T t¯ ≥ 0, ∇h(x˜)T t¯ = 0,
∇G(i)(x˜)T t¯ = 0, i ∈ IG\IH ,
∇H(i)(x˜)T t¯ = 0, i ∈ IH\IG,
∇G(i)(x˜)T t¯ = 0, ∇H(i)(x˜)T t¯ = 0, i ∈ IG ∩ IH ,
λ¯T∇g(x˜)T t¯ = 0,
(νˆ(i))∇G(i)(x˜)T t¯ = 0, (ξˆ(i))∇H(i)(x˜)T t¯ = 0, i ∈ IG ∩ IH .
This system and nonnegativeness of νˆ(i), ξˆ(i), i ∈ IG ∩ IH indicate that t¯ solves
min
1
2
tTBt,
s.t. ∇g(x˜)T t ≥ 0, ∇h(x˜)T t = 0,
∇G(i)(x˜)T t = 0, i ∈ IG\IH ,
∇H(i)(x˜)T t = 0, i ∈ IH\IG,
∇G(i)(x˜)T t ≥ 0, ∇H(i)(x˜)T t = 0, i ∈ IG ∩ IH .
By the positive definiteness of B, we have t¯ = 0. Then we get a contradiction after identical discussions
as the proof of the previous lemma. ⊓⊔
Besides showing the boundedness of {tk, λk, µk, νk, ξk}, Lemmas 4.8 and 4.9 imply the bound-
edness of ηk =
1
uk
∇QTk tk. This boundedness result guarantees the existence of uk, with which the
corresponding step tk(uk) satisfies (18). Assume, without loss of generality that
1
uk
|∇QTk tk| ≤M,
Then (18) is satisfied for
uk ≤
δk
M
.
By this inequality, (23), (18) and the choice of parameter that σ2 < σ1, we have the following result.
Lemma 4.10 Assume that x˜ is feasible point at which MPEC-MFCQ holds. Then there exists a
neighborhood N˜ of x˜ such that for all xk ∈ N˜ , the parameter uk satisfies uk > umink .
This lemma ensures that dk = sk+tk near the feasible point. This help us understand the behaviors
of the algorithm near points which is feasible but not S-stationary.
Lemma 4.11 Assume that x˜ is feasible point at which MPEC-MFCQ holds but which is not an S-
stationary point. Then there exists a neighborhood N˜ of x˜ and a positive constant χ¯ such that for all
xk ∈ N˜ , the solution tk to (17) satisfies
−∇fTk tk > χ¯. (68)
Proof Since tk solves (17), we have the KKT system (45)-(51). Taking inner product of (47) and tk,
we have
∇fTk tk + s
T
kBktk + t
T
k
(
Bk +
1
uk
∇Qk∇Q
T
k
)
tk
−λTk∇g
T
k tk + µ
T
k∇h
T
k tk − ν
T
k ∇G
T
k tk − ξ
T
k ∇H
T
k tk = 0
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Using (46)-(49) and Assumption (A3), this equality leads to
−∇fTk tk =t
T
k
(
Bk +
1
uk
∇Qk∇Q
T
k
)
tk + s
T
kBktk + λ
T
k gk + µ
T
k hk + ν
T
k Gk + ξ
T
k Hk
≥ζ‖tk‖
2 + sTkBktk + λ
T
k gk + µ
T
k hk + ν
T
k Gk + ξ
T
k Hk.
(69)
Since x˜ is feasible but not S-stationary, any accumulation point x˜ of {tk} is not 0. Without loss of
generality, we assume that
(tk, xk, λk, µk, νk, ξk)→ (t˜, x˜, λ˜, µ˜, ν˜, ξ˜).
Then λ˜, ν˜, ξ˜ are non-negative vectors because of (51). Using the feasibility of x˜ and continuity, the
inequality (69) indicates that there is a (smaller) neighborhood N˜ such that
−∇fTk tk ≥
1
2
ζ‖t˜‖2
for all xk ∈ N˜ , which concludes the proof with χ¯ = ζ‖t˜‖2 > 0. ⊓⊔
Lemma 4.12 Assume that x˜ is a feasible point at which MPEC-MFCQ hold, and which is not an
S-stationary point. Then there exists a (smaller) neighborhood N˜ of x˜ such that all xk ∈ N˜ satisfy
condition (19), and that the step αdk satisfies condition (25) if α is small enough.
Proof Choose a neighborhood N which is contained by the neighborhoods introduced in Lemma 4.10
and 4.11. By Lemma 4.10, we have dk = sk+tk. Noting that |∇f(xk)T sk| = O(θk), there is a (smaller)
neighborhood N˜ of x˜ such that
−∇f(xk)
T dk = −∇f(xk)
T sk −∇f(xk)
T tk ≥
1
2
χ¯. (70)
Let
0 < α ≤ αf1 :=
(1 − ρ)a23χ¯
4L(M3 +Ma3)2
. (71)
Using the mean value theorem, Lemma 4.11, Lipschitz continuity, (70), (43) and the upper bound of
‖tk‖, we get that
fk − f(xk + αdk)− (−ρ∇f
T
k αdk)
≥ −α(1 − ρ)∇f(xk)
T dk − sup
xτ
k
∈[xk,xk+αdk]
|(∇f(xτk)− α∇f(xk))
T dk|
≥
1
2
α(1− ρ)χ¯− α2L‖dk‖
2
≥
1
2
α(1− ρ)χ¯− α2L(‖sk‖+ ‖tk‖)
2
≥
1− ρ
4
αχ¯,
which yields
f(xk)− f(xk + αdk) ≥ −ρα∇f
T
k dk.
⊓⊔
Lemma 4.13 Suppose that x˜ is a feasible point at which MPEC-MFCQ holds and which is not an
S-stationary point. Then there exists a neighborhood N˜ of x˜, such that for all xk ∈ N˜ , condition (26)
is satisfied if
0 < α ≤ αf2k
∆
= min
{
(1− 5κ1)a23
2L(M3 + a3M)2
θmaxk ,
√
a3θmaxk
2L(M3 + a3M)2
}
(72)
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Proof First, suppose that θk ≥
1+5κ1
2 θ
max
k . By Lemma 34, we have
θ(xk + αdk) ≤ (1− α)θk + 5ακ1θ
max
k + α
2L(‖sk‖+ ‖tk‖)
2
≤ θk − α(θk − 5κ1θ
max
k ) + α
2L(‖sk‖+ ‖tk‖)
2
≤ θk − α
(
1 + 5κ1
2
θmaxk − 5κ1θ
max
k
)
+ α2L(‖sk‖+ ‖tk‖)
2
≤ θk − α
(
1− 5κ1
2
θmaxk
)
+ α2L
(
M3
a3
+M
)2
,
which yields that
θ(xk + αdk) ≤ θk ≤ θ
max
k
whenever
0 < α ≤
(1 − 5κ1)a23
2L(M3 + a3M)2
θmaxk .
Now, consider the other case in which θk <
1+5κ1
2 θ
max
k . By Lemma 34, we have
θ(xk + αdk) ≤ (1− α)θk + 5ακ1θ
max
k + α
2L(‖sk‖+ ‖tk‖)
2
≤ (1− α)
1 + 5κ1
2
θmaxk + 5ακ1θ
max
k + α
2L(‖sk‖+ ‖tk‖)
2
≤
1− α(1− 5κ1)
2
θmaxk + α
2L(‖sk‖+ ‖tk‖)
2
≤
1
2
θmaxk + α
2L
(
M3
a3
+M
)2
.
Hence, condition (26) holds for the step length α satisfying
0 < α ≤
√
a3θmaxk
2L(M3 + a3M)2
.
To sum up, condition (26) is satisfied for all α satisfying (72) ⊓⊔
Lemma 4.14 Suppose that x˜ is a feasible point at which MPEC-MFCQ holds and which is not an
S-stationary point. Then there exists a smaller neighborhood N˜ of x˜, such that for all xk ∈ N˜ , the
corresponding line search will terminate with an acceptable step length, in other words, the algorithm
will not turn to restoration phase.
Proof Firstly, by Lemmas 4.6, 4.8 and 4.9, the direction sets {sk} and {tk} are bounded near the
feasible region. Then the switching condition (28) to feasibility restoration will not be activated when
xk is almost feasible.
Secondly, by Lemma 4.5, the subproblem (17) is consistent near x˜, which ensures not calling
restoration phase because of inconsistence.
Finally, let us show that feasibility restoration phase will not happen during line search at f−iterate
near x˜. Using Lemma 4.12 and 4.13, the line search will find an acceptable step length when 0 < α ≤
min{αf1 , αf2k }. By the expression of α
f1 and αf2k , we obtain that min{α
f1 , αf2k } ≥ O(θk). On the other
hand, the definition of αmink shows α
min
k = O(θ
σ3
k ). Since σ3 > 1, there exists a (smaller) neighborhood
N˜ of x˜ such that for all xk ∈ N˜ , there must be αmink < 0.5min{α
f1 , αf2k }, which implies that the
Amijio line search procedure finished successfully with the step length αk ≥ αmink . This also implies
that the restoration phase is not called. ⊓⊔
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Theorem 4.3 Assume that {xk} is an infinite sequence generated by the algorithm, |Kθ| = ∞ and
MPEC-MFCQ holds at any feasible poins. Then any accumulation point of {xk}k∈Kθ is S-stationary.
Proof We have shown in Theorem 4.1 that limk→ θk = 0. Assume, to arrive at a contradiction, that
there is an accumulation point x˜ which is not S-stationary. Then, by Lemma (4.11), there is an index
set K and a constant χ¯ > 0 such that for sufficiently large k ∈ K, the inequality (68) holds. On the
other hand, from Lemma 4.14, the restoration phase does not happen when k ∈ K is sufficiently large.
Thus, for sufficiently large k ∈ Kθ, it follows the way of updating θ
max
k that
−∇f(xk)
T (sk + tk) ≤ κθθk,
which results in
χ¯ ≤ −∇f(xk)
T tk ≤ κθθk,
where (68) is used. Taking limits on both sides of this inequality, we get that χ¯ ≤ 0, which is a
contradiction. Hence, the proof is done. ⊓⊔
Theorem 4.4 Assume that {xk} is an infinite sequence generated by the algorithm, |Kθ| < ∞ and
MPEC-MFCQ hold at any feasible poins. Then any accumulation point of {xk} is an S-stationary
point.
Proof Assume, for the purpose of deriving a contradiction, that there exists some index set K such
that limk∈K xk = x˜ and x˜ is not an S-stationary point. Then x˜ is a feasible point by Theorem 4.2. It
follows from Lemma 4.5 that
−∇fTk tk ≥ χ¯
for some positive scalar χ¯. Since |Kθ| < +∞, there is an index k1 > 0 such that for all k ≥ k1, the
maximal infeasibility remains unchanged, i.e., hmaxk = h
max
k¯
. If we restrict our attention to k ∈ K, by
Lemma 4.12 and 4.13 and the law of line search, for any k ≥ k1, increase k1 if necessary,
αk ≥ 0.5min{α
f1 , αf2
k¯
}. (73)
It follows, using (71), (72) and (73), from continuity that
fk − fk+1 ≥ −αkρ∇f
T
k dk
= −αkρ(∇f
T
k sk +∇f
T
k tk)
≥
1
2
αkρχ¯
≥
1
4
ρmin{αf1 , αf2
k¯
}χ¯
Note that the right-hand side of the last inequality is a constant in this case. It follows that
∞∑
k=0
(fk − fk+1) ≥
∑
k∈K and k≥k1
(fk − fk+1)
≥
∑
k∈K and k≥k1
1
4
min{αf1 , αf2
k¯
}χ¯,
which is a contradiction because the series in the left-hand side of the first inequality is convergent
while that in the right-hand side of the second inequality is diverge. ⊓⊔
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5 Final remark
In this paper, we propose a new SQP-based framework for solving MPECs. The key point is to view
MPEC as combination of two problems which are easier to solve. This idea can be considered as
a generalization of the Byrd-Omojokun’s trust region strategy. A trust-funnel-like strategy is used
to balance the improvements on feasibility and optimality. The presented algorithm is shown to be
globally convergent to S-stationary points under MPEC-MFCQ. The global convergence results are
satisfactory. Further work will focus on providing local convergence analysis and numerical experi-
ments.
On the other hand, we think that some of the ideas of this algorithm may be useful for designing
algorithm for nonlinear programs. For example, we have applied the ideas of computing nonlinear
programming step into trust region methods and interior points methods.
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