ABSTRACT The densification of small cells in heterogeneous networks (HetNets) causes huge energy consumption and severe network interference. To fully exploit the potential of new network architecture, the cell selection (CS) in such HetNets should couple with reducing power consumption and network interference. To this end, we jointly perform cell activation and selection (CAS) to maximize the network energy efficiency (EE) under users' long-term rate constraints. The formulated problem is in a mixed-integer fractional form and hard to tackle. We need to transform it into a parametric subtractive form, by which we reach its solution through a three-layer iterative algorithm. The first layer searches an EE parameter using a bisection method; the second layer alternately optimizes CAS indices; the third layer solves CS and cell activation (CA) problems using dual decomposition and fixed point iteration, respectively. At last, we give some complexity and convergence analyses for the designed algorithm, and investigate the impacts of different network parameters on system performance. The simulation results show that the CA introduced in CS is a good option to reduce energy consumption and network interference.
I. INTRODUCTION
With the increasing popularity of different applications such as smart phones and tablets, the mobile data volume is growing explosively. To meet the future demand of 1000×capacity in bits per second per square kilometer [1] , the network operators need to consider the higher spectral efficiency, more bandwidth utilization and more cells [2] . As revealed in [2] and [3] , the spectral efficiency of a P2P (point-to-point) link is very close to the theoretical limit and more bandwidth utilization is often a very costly solution to improve the network capacity. By deploying more small cells at each macrocell, the distances between mobile devices and base stations (BSs) are shortened and thus a huge capacity gain can be achieved in ultra-dense heterogeneous networks (UD-HetNets) [4] - [8] .
UD-HetNets are the networks deployed with a mix of macrocells and ultra-dense small cells such as picocells, femtocells and relay nodes [9] - [13] . Compared with traditional (sparse) heterogeneous networks (HetNets) [14] - [16] , UD-HetNets have more small cells at each macrocell. Specially, the number of small cells is greater than or equal to the one of users in UD-HetNets. As we know, the cross-tier interference from macrocells is dominant in HetNets. However, the interference from ultra-dense small cells becomes the major source of interference in UD-HetNets, and its strength increases with number of small cells deployed into each macrocell. In order to guarantee the cell-splitting gain, some effective interference management measures (e.g., resource partitioning [17] , [18] , power control [19] and cell activation [20] ) are essential.
In addition, UD-HetNets may consume more energy compared with HetNets since a great many of small cells run, and the consumed energy increases with density of small cells. It means that wireless network operators have to spend a lot of money for electricity. In fact, the cost can be reduced through some cell activation (CA) mechanisms. According to the report in [21] , the traffic load fluctuates over time: when the traffic is less than 10% of peak during day, the time proportions are about 30% and 45% in weekdays and weekends respectively. Thus, it is highly possible to save a large amount of energy by turning off some under-utilized base stations (BSs) during off-peak hours [22] .
To fully exploit the potential of novel network framework and achieve the goal of green communications, the cell selection (CS) in UD-HetNets needs to integrate with reducing energy consumption and network interference. Significantly, CS is also named as user association (UA) or BS assignment. To this end, joint cell activation and selection (CAS) may be a good option. However, in comparison to the design of some CS schemes in HetNets, it is more challenging in UD-HetNets. Next, we will focus on some schemes for joint CAS.
A. RELATED WORK
To meet the demand of green communications, there are many different types of CA (switching on/off) mechanisms advocated in wireless network, and often coupled with CS. According to the different activation patterns, the existing works on joint CAS can be roughly classified into two types.
In the first type, the resource (frequency/time/space) fractions of BSs are turned on/off. This method can be called as fraction activation. There exist two types of explanations for this activation. Intuitively, it turns on/off BSs in some fraction. In addition, it may also turn on/off BSs in some probability, where the activation fraction is often greater than 0 and less than 1, and thus it can be regarded as the activation probability. Ye et al. [23] jointly perform CS and CA for load balancing in HetNets, and design a scheme to maximize network-wide utility that is a logarithmic function of long-term rates. Such a scheme just turn off macrocells in some time/frequency resource block (RB). Singh et al. [24] propose to maximize sum utility that is a α-fairness utility function of long-term rates, which jointly optimizes CS and CA fractions for heterogeneous wireless networks. In such a scheme, the activation fraction can be regarded as an activation probability of some BS. In order to estimate the transmit power of BSs, the activation fraction of each BS is assumed to be a Bernoulli random variable.
In the second type, the BSs are turned on/off during activation. This kind of activation doesn't need any assumption to estimate the transmit power of BSs. Specially, the transmit power of BSs are fixed/given when they are turned on, zero otherwise. Son et al. [25] minimize the total cost to achieve a flexible tradeoff between energy consumption and flowlevel performance for cellular networks, and then present a distributed algorithm with provable convergence for a CS problem and design simple greedy-on and greedy-off algorithms for the BS operation problem. Kim et al. [26] jointly perform BS operation and CS to minimize a total cost for HetNets consisting of cellular networks and WLANs (Wireless local area networks), and finally balance the revenue of cellular networks and energy consumption of overall network. Unlike the effort in the literature [25] , Kim et al. [26] assume that access points (APs) of WLANs adopt non-overlapping channels and WLANs utilize unlicensed band. Thus, there are no intra-cell interference among APs of WLANs and inter-cell interference between APs of WLANs and BSs of cellular networks. In addition, it is easy to find that these schemes in [25] and [26] have a similar optimization objective, i.e., total cost minimization with a tradeoff between energy consumption and flow-level performance.
Instead of joint energy consumption and network revenue optimization, some designers try to optimize the one of them. Oh et al. [27] perform BS operation to minimize the overall energy consumption under best power association. Similar to the efforts in the literatures [25] and [26] , Oh et al. [27] just develop some heuristic algorithms for the formulated problems. Zhuang et al. [28] jointly consider the CS, CA and spectrum allocation to minimize the power cost of picocells under delay and resource constraints for HetNets. Kuang and Utschick [29] investigate the CS, CA and interference coordination to minimize overall energy consumption that is a function of weighted power consumption. It is noteworthy that there exists different weight between picocell and macrocell. Kuang et al. [30] study the joint CS, BS operation and resource allocation to maximize the weighted network-wide utility that is a function of long-term rates. Kuang and Utschick [29] and Kuang et al. [30] take account of multi-pattern resource allocation. Although this consideration can greatly improve the system performance, it may be difficult to be implemented in a practical system, especially for a large-scale system.
As mentioned earlier, most schemes in the first type adopt some heuristic algorithms, which may not have theoretical guarantees. Some schemes in the second type need to carefully adjust the weight to achieve a tradeoff between different performance indices, and the computation complexities of others are so high that they may not be well implemented in a practical system. Evidently, the joint CAS is also well worth a further study, especially for UD-HetNets.
B. CONTRIBUTIONS AND ORGANIZATION
In this paper, we mainly focus on the second type of activation patterns, which is more frequently used. Unlike the mentioned-above schemes, we design a joint CAS scheme for energy efficiency (EE) in UD-HetNets, and formulate it as a whole EE maximization problem under users' long-term rate constraints. Such a problem is in a fractional non-convex form and hard to tackle. To solve it, we first transform the original problem into an equivalent one, i.e., a parametric subtractive form. Then, we can develop a three-layer iterative algorithm to obtain its solution. Specially, we find an EE parameter using bisection method in the first layer, alternately optimize CAS indices in the second layer, and solve CS and CA problems using dual decomposition method and fixed point iteration respectively in the third layer. At last, we give some complexity and convergence analyses for the designed algorithms.
The remainder of this paper is organized as follows. In Section II, we present the system model, i.e., UD-HetNets. In Section III, we design an energy-efficient scheme with joint CAS, then develop a three-layer iterative algorithm for this scheme, and finally give some convergence and complexity analyses for the designed algorithm. In Section IV, we give the simulation results and analyses. In Section V, some conclusions are drawn. VOLUME 6, 2018 II. SYSTEM MODEL Without loss of generality, we just take account of twotier HetNets with ultra-dense picocells. In such networks, the macrocells (macro BSs, MBSs) deployed in the first tier obey the regular cellular structure, but the picocells (pico BSs, PBSs) deployed in the second tier are scattered into each macrocell in a random manner. Similarly, some users are also deployed into each macrocell in a relatively random manner. It is worthwhile to note that the number of picocells is greater than or equal to the one of users in UD-HetNets. The detailed deployment of UD-HetNets can be found in Fig. 1 . In order to achieve some tractable expressions, many designers take account of an irregular deployment with modeling the networks according to a random spatial point process, e.g., poisson point process (PPP). This deployment can give designers some meaning insights for the performance analyses, and thus it is often utilized in this field. However, in the CS, the manner of network deployment has not any impact on the essence of designed schemes. In other words, the performance trends between the proposed scheme and other schemes are always consistent for regular and irregular deployments.
Assume that the set of MBSs is S macro with size S macro = |S macro |, the set of PBSs is S pico with size S pico = S pico , the set of BSs including MBSs and PBSs is S with size S = |S|, and the set of users is M with size M = |M|. Then, the signal-to-interference-plus-noise ratio (SINR) received by user m from BS s can be written as
where p s is the transmit power of BS s; h sm is the channel gain between user m and BS s; σ 2 s represents the noise power of BS s; y s is the activation indicator, i.e., y s = 1 when BS s is turned on, 0 otherwise. To guarantee the basic coverage, we consider that all MBSs are always turned on, i.e., y s = 1 for any MBS s. Then, the achievable rate received by user m from BS s is
where κ = 1/ln 2 .
To proceed, we give the following definitions.
Definition 1:
The effective load of some BS is denoted as the number of its associated users. Mathematically, the load of BS s is written as z s = m∈M x sm , where x sm represents the association indicator, i.e., x sm = 1 when user m selects BS s, 0 otherwise.
Definition 2: Under the equal resource allocation, the effective (long-term) rate of user m associated with BS s is given by R sm = r sm / m∈M x sm = r sm /z s .
Definition 3: The whole EE is denoted as the ratio of sum rate to sum power. Mathematically, it is given by
where
and x = {x sm , s ∈ S, m ∈ M}; y = {y s , s ∈ S}; ϕ s is the overall power consumption of BS s; q s represents baseline power; α s denotes the power coefficient of feeders and power amplifier of BS s; under a recent hardware improvement [31] , the power consumption of deactivated BS s can be reduced to βq s (0 ≤ β ≤ 1) by turning off some electronic components such as cooling, etc.
It is easy to find that the definition of EE is closely related to the long-term rates of associated users and the energy consumption of BSs. Furthermore, the long-term rate of any user has a tightly relation with its achievable rate and the load of selected BS. As we know, most users may select highpower BSs (MBSs) when the achievable rates are involved in an EE optimization. Such an unbalanced load distribution will result in an inadequate utilization of system resources. Evidently, the performance index given in Definition 3 may be more reasonable for HetNets, which can relatively balance the loads distributed different types of BSs.
III. ENERGY-EFFICIENT ASSOCIATION ALGORITHM
To reduce the energy consumption and guarantee the system performance, we take the whole EE mentioned in Definition 3 as an optimization objective for a joint CAS problem. Meanwhile, in order to satisfy the QoS (quality-of-service) requirements of associated users, we introduce some longterm rate constraints in the scheme design. At last, we jointly perform CAS to maximize the whole EE under users' long-term rate constraints. Mathematically, this scheme is formulated as
x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M,
where the first constraint reveals that one user can select (be associated with) only one BS; the second constraint gives some long-term rate constraints of associated users; the fifth constraint shows that all MBSs are always turned on. Through direct observation, we can easily find that the proposed problem has a non-linear and mixed-integer form, and the optimization variables are also coupling. Evidently, these facts result in a non-convex optimization problem, and thus it is difficult for designers to achieve its optimal solution directly. By employing some special cases of CA, we can easily draw the following results.
where r max
represents the maximal achievable rate without any interference; s m = arg max s∈S r max sm for any m, which means any user will select some BS with maximal r max sm . It is easy to find that E 1 achieves its lower bound when all BSs are deactivated (turned off), or no users are connected to BSs.
Since the formulated problem (6) is in a classic fractional form, there exists a common approach to solve it. Specially, the original fractional programming problem can be converted into a linear equivalent form by employing a non-linear variable transformation [32] , [33] . According to the relation between parametric and fractional programming problems, we can rewrite the problem (6) as the following univariate equation
Where D represents the feasible domain of problem (6) . As shown in [34] , F (η) should be a continuous, strictly decrease and convex function. Meanwhile, it also has the following property given by Proposition 1. Proposition 1: The equation F (η) = 0 has a unique solution.
Proof: According to the inequalities (7) and (8), we can easily deduce that F (η) ≤ m∈M r max s m m − ηβ s∈S q s and F (η) ≥ −η s∈S (ϑ s + βq s ). Based on these two deductions, it is easy to find that lim η→+∞ F (η) = −∞ and lim η→−∞ F (η) = +∞. In view of the fact that F (η) is a continuous and strictly decreasing function, we can definitely conclude that the equation F (η) = 0 has a unique solution. Now, we know that F (η) is a continuous, strictly decreasing and convex function with respect to η, and F (η) = 0 is an equation with unique solvability. Based on these facts, the equivalence between problems (6) and (9) can be stated in the following proposition, i.e., Proposition 2.
Proposition 2: The optimal EE parameter η * = E (x * , y * ) = E 1 (x * , y * )/E 2 (x * , y * ) is achieved if and only if
where x * and y * are the optimal CAS indices respectively.
Proof: By adopting a similar method in [35] , we can prove the Proposition 2 through the following two steps. Specially, we first need to prove the sufficient condition of Proposition 2. Assume that the maximal EE satisfying the constraints of (6) represents as η * = E (x * , y * ) = E 1 (x * , y * )/E 2 (x * , y * ) . Evidently, the optimal EE parameter η * holds:
According to the inequality (8), it is easy to observe that E 2 (x, y) > 0 for all x and y in the feasible domain D. Thus, we have
Based on these results, we can easily conclude that F (η * ) = max x,y∈D {E 1 (x, y) − η * E 2 (x, y)} = 0 and its maximal value can be achieved at {x * , y * }. Up to now, the sufficient condition of Proposition 2 is proved.
Next, we need to prove the necessary condition of Proposition 2. Assume that {x * , y * } are the optimal solutions of (9). Then, we can achieve the following result for all x and y in the feasible domain D, which is given by
Then, we have
Through direct observation from the formula (14), we can easily conclude that max x,y∈D E 1 (x,y) E 2 (x,y) = η * and its maximal value can be achieved at {x * , y * }. At last, the necessary condition of Proposition 2 is proved.
Evidently, the Proposition 2 shows that univariate equation F (η) = 0 should be essentially equivalent to the nonlinear fractional programming problem (6) . In other words, if we can find a parameter η satisfying F (η) = 0, then the optimal solutions {x * , y * } of (9) is also the ones of (6). Combining with the inequalities (7) and (8), we can directly deduce that 0 ≤ η ≤ m∈M r max s m k / s∈S βq s . According to the properties of Propositions 1 and 2, we know that optimal parameter η * of (6) can be sequentially searched. To find the solution of univariate equation F (η) = 0, bisection method [36] (one dimension search) is a good option.
When the optimal EE parameter η * is achieved, the problem (6) can be simplified into max x,y s∈S m∈M
x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M, VOLUME 6, 2018 y s ∈ {0, 1}, ∀s ∈ S pico ,
Evidently, it can be rewritten as max x,y s∈S m∈M
x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M, y s ∈ {0, 1}, ∀s ∈ S pico , y s = 1, ∀s ∈ S macro .
It is easy to observe that the problem (16) is in a mixedinteger and fractional form, and meanwhile the optimization variables are also coupling. Thus, it may be very challenging for designers to find its global optimal solutions. A common method to solve this problem is the alternate optimization. Specially, the variables x and y will be alternately optimized in the following sections.
A. CELL SELECTION
When the activation indices y are given, the problem (16) x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M.
Meanwhile, the problem (17) can be further converted into
where a m = M τ m . Evidently, such a transformation is equivalent between the second constraint of (17) and the one of (18) . It is easy to find that the problem (18) is also in a mixedinteger and non-linear form. To design a highly effective algorithm, we can take account of an approximation operation for the objective function of (18) − 1) , ∀s, ∀m, x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M.
Considering that the second and third constraints of (20) are coupling, we need to perform some decoupling operations. To this end, we introduce dual variables λ = {λ s , s ∈ S} and µ = {µ sm , s ∈ S, m ∈ M}. Then, a Lagrange function with respect to the second and third constraints is given by
Then, the dual function can be given by
and the dual problem of (20) is given by
In view of the fact that dual problem (25) is not coupling with respect to x and z, it can be decomposed into the following two sub-problems by following the rule of dual decomposition.
x sm ∈ {0, 1}, ∀s ∈ S, ∀m ∈ M, (26)
Although the problem (26) is in a mixed-integer form, we can easily solve it using its equivalent form: (28) which means any user m selects some BS s * with maximal utility {log r s * m − λ s * − a m µ s * m }.
As for the problem (26), we can easily know that it is in a convex form. To solve it, the first-order optimality condition of function L 2 (z, λ, µ) with respect to z can be utilized. Specially, the optimal load z s of any BS s is given by
where t represents the iteration index; e c is an exponential function with respect to c. When the optimal loads and association indices at t-th iteration are given, the multiplier λ s associated with some BS s can be updated by
and the multiplier µ sm for any BS s and user m can be updated by
where ξ = {ξ 1 , ξ 2 } are sufficiently small fixed stepsizes;
[c] + = max {c, 0}. Based on the aforementioned deductions, we can easily give a detailed description for the CS process, which is given in Algorithm 1. In this algorithm, N 1 denotes the maximal number of iterations.
Algorithm 1 Cell Selection (CS)
1: Initialization: t = 0 and ξ 1 = ξ 2 = 10 −2 . 2: Repeat: 3: Initialize CS indices: x = 0. 4: Perform CS by following the rule (28). 5: Calculate the loads z t using (29). 6: Update the multipliers λ t using (30). 7: Update the multipliers µ t using (31). 8: Update the iteration index t: t = t + 1. 9:Until x converges or t = N 1 .
Next, we will perform the convergence analysis for Algorithm CS.
Proposition 3: Algorithm CS converges to the optimum of dual problem (25) .
Proof: The partial derivative of function G (λ, µ) with respect to λ s for any BS s can be calculated by
and the one with respect to µ sm for any BS s and user m can be calculated by
Evidently, m∈M x sm (λ s , µ sm ) should be bounded since the number of users distributed at each macrocell is limited. From the fact z s = m∈M x sm ≤ M , we can draw the inference that z s λ s , µ n: should be also bounded. Based on these facts, we can conclude that the subgradients of dual objective function G (λ, µ) are bounded.
It is easy to see that the problem (25) meets the necessary conditions of convergence of subgradient method in [37] , and thus we can prove the Proposition 3.
B. CELL ACTIVATION
When the association indices are given, the problem (16) 
Through some transformations (e.g., log (1 + sm ) ≈ log sm ) and relaxations of activation indices from integer domain {0, 1} to decimal domain [0, 1], the problem (36) 
For ease of algorithm design, we seth sm = 0 when m∈M x sm = 0. In other words, some BS doesn't provide any throughput when no users are served.
As far as we know, the problem (37) is in a non-convex form. To solve it, some necessary transformations should be made to achieve its convex form. Similar to the effort in [38] , we make a change of variable, i.e.,ȳ s = log y s for any BS s. 
where g sm = log e d sm − 1 and Then, a partial Lagrange function involves the second constraint can be written as
We let ∂L/∂ȳ s = 0 for any PBS s, then have
Sinceȳ 0, we introduce the following lemma (Lemma 1) to show that the KKT conditions of (37) are equivalent to projecting (41) to [−∞, 0] for any s. Lemma 1 (Box-Constrained Projection [38] ): There exists an optimization problem min l y u f (y). Then, its KKT conditions are equivalent to the condition P [l,u] ∂f /∂y = 0, where P [l,u] c is a projection of c onto some box [l, u] defined by (P [l,u] 
Applying Lemma 1 to the problem (37) in theȳ domain (let l = −∞, u = 0) and then converting it back to the y domain [0, 1], the cell activation indices y can be given by
where δ should be 0, but we let it be a sufficiently small constant to meet the demand of algorithm design, e.g., δ = 10 −6 ;
Since we consider a rounding operation for the obtained activation indices during CA, such an operation for δ should have not any impact on the switching state of some BS. That is to say, some BS s should be turned off when its activation index y s equals to 0 or 10 −6 . In other words, some BS s keeps the same switching state (i.e., turning off) for y s = 0 and y s = 10 −6 . Then, the multiplier ν sm for any user m and BS s can be updated by
where ξ 3 is a sufficiently small fixed stepsize. (
Based on the deductions mentioned above, we can easily give a detailed description for the activation process, which is given in Algorithm 2. In this algorithm, N 2 represents the maximal number of iterations, Step 4 lets the achieved activation indices be less than 1, and Step 6 lets Lagrange function (40) be bounded. Similar to many efforts on tackling a 0-1 integer programming, we perform a rounding operation for the achieved activation indices, which can provide a nearoptimal solution of original problem.
Next, we will give the convergence analysis for Algorithm CA. To this end, we first need to introduce the following definition [39] , [40] .
T is two-sided scalable (2.s.s.) with respect to y = {y s , ∀s ∈ S} if for any c > 1 and anyȳ = {ȳ s , ∀s ∈ S} satisfying (1/c) y ȳ cy, we have
where ( Now, we can prove the convergence of Algorithm CA through a 2.s.s. function approach. For this purpose, we need to recall some convergence results of any algorithm that utilizes a bounded 2.s.s. function to update the optimization variables, which are definitely described in the following lemma [39] , [40] .
Lemma 2: Assume that ψ (y) is a 2.s.s. function, whose element ψ s (y) is bounded by l s and u s , i.e., l s ≤ ψ s (y) ≤ u s . We update y s for any s using the rule y t+1 s = ψ s y t , where t is the iteration index. Then, we have the following results:
(a) The optimal solution y * is a unique fixed point satisfying y * = ψ (y * ); (b) The algorithm updates y using ψ (y), and then converges to a unique fixed point y * from arbitrary initial value y 0 .
Proof: By following a similar approach in [39] and [40] , Lemma 2 can be easily proved.
Up to now, we can give one important result for Algorithm CA, which is given by the following proposition. 
Similarly, we can easily prove the following result:
In addition, we easily know that the result (50) is also true for any MBS. Thus, the function ψ (y) is 2.s.s. with respect to y. According to the statements in Lemma 2, we can easily deduce that Algorithm CA converges to a unique fixed point.
Combining with algorithms CS and CA, we can give the whole algorithm for joint CAS problem. The detailed statements are given in Algorithm CAS, where t 1 and t 2 represent the iteration indices of inner and outer loops respectively; N 3 and N 4 denote the maximal numbers of iterations of them respectively; ε is a tolerance. In Algorithm CAS, the outer loop tries to find an optimal EE parameter via bisection method, and the inner loop alternately optimizes CAS indices.
C. COMPLEXITY ANALYSIS
In Algorithm CA, each BS updates its CA index using (43). Since ϒ mk y t can be calculated before updating CA index, each PBS should have a complexity of O (SM ). Generally, Algorithm CA has a complexity of O SS pico M . In Algorithm CS, each user selects some BS with maximal utility from all ones, which achieves a complexity of O (SM ).
In general, Algorithm CAS should have a complexity (N 1 N 3 N 4 SM ) . In addition, according to numerical results, it is easy to find that N 1 , N 2 , N 3 and N 4 often take some relatively small numbers. Thus, Algorithm CAS can be well implemented in a practical system.
IV. PERFORMANCE EVALUATION
In this paper, we take account of a regular macro-cellular network overlaid with ultra-dense picocells. We assume that the inter-site distance between any two MBSs is 1000 m, the number of users scattered into each macrocell is 30, the system bandwidth is 10 MHz, the transmit power p s of any MBS s is 46 dBm, the circuit power q s are 51 dBm and 47 dBm for any MBS s and any PBS s respectively [22] , the coefficient α s are 4.7 and 2.6 for any MBS s and any PBS s respectively [22] , β is 0.1 if PBSs are turned off, and the noise power spectral density is −174 dBm/Hz. In such UD-HetNets, the pathloss model of MBSs is 128.1 + 37.6 log 10 ( sm ) and the one of PBSs is 140.7 + 36.7 log 10 ( sm ), where sm represents the distance between user m and BS s in kilometers [41] . Moreover, another large-scale fading employs the log-normal shadowing with standard deviation 8 dB.
Since the BSs in UD-HetNets have disparate transmit power, the designers have to consider the load balancing problem that plays a pivotal role in the network performance. To reveal the load balancing level, we introduce Jain's fairness index (load balancing index): Under different numbers of PBSs (NPs), Fig. 2 shows the impacts of maximal transmit power (MTP) of PBSs on load balancing level, where NP represents the number of PBSs deployed at each macrocell. As shown in Fig. 2 , the load balancing level increases with MTP of PBSs since the gap between the transmit power of MBSs and the one of PBSs are narrowed. In addition, more users will select PBSs since more PBSs often means the shorter distances between users and PBSs, which implies the load balancing level increases with NP. In fact, most users select (are associated with) MBSs in the CS because of their high transmit power. When the transmit power of PBSs increases or/and the distances between users and PBSs are shortened, some users will be offloaded from MBSs to PBSs. Under different NPs, Fig. 3 shows the impacts of MTP of PBSs on supported ratio that represents the ratio of users satisfying long-term rate constraints to all users. As illustrated in Fig. 3 , the supported ratio initially increases with MTP of PBSs, but then may slowly increase and even decrease with it. That's because the initially increasing MTP enhances the signal strength received by pico users and meanwhile lets more users select PBSs, where the latter tries to achieve a higher load balancing gain. However, the stronger and stronger interference may eliminate these gains if the MTP of PBSs continually increases. Seen from Fig. 3 , the supported ratio initially increases with NP since the shortened distances between users and PBSs enhance the received signals, but it may be not the case in the high-power domain since the high MTP of PBSs often means the strong interference for some users in other cells.
Under different NPs, Fig. 4 shows the impacts of MTP of PBSs on network throughput. As shown in Fig. 4 , the network throughput may linearly increase with MTP of PBSs in the low-power domain since the signal strength is enhanced by relatively increasing the MTP of PBSs. In addition, the network throughput increases with NP since the shortened distances between users and BSs greatly improve the performance of some users.
Under different NPs, Fig. 5 shows the impacts of MTP of PBSs on (whole) EE. As illustrated in Fig. 5 , EE initially increases with MTP of PBSs, but then decreases with it. As we know, the increasing MTP in the low-power domain may improve EE because of increasing throughput, whereas the one in the high-power domain often results in the decreasing EE due to the slowly increasing (or even degrading) throughput and the increasing energy consumption. In general, EE may increase with NP since the shortened distances between users and BSs enhance the received signals. Fig. 6 illustrates the convergence of proposed algorithms, where Fig. 6 (a) shows the convergence of Algorithm CS; Fig. 6 (b) shows the convergence of Algorithm CA; Fig. 6 (c) shows the convergence of Algorithm CAS (outer loop of Algorithm 3). As revealed in Fig. 6 , all algorithms can converge in a relatively fast rate. Evidently, Algorithm CAS can be well implemented in a practical system. Perform CS using Algorithm UA. 7:
Perform CA using Algorithm CA. 8:
Update iteration index t 2 : t 2 = t 2 + 1. 9: Until x and y converge or t 2 = N 3 . 10: If F (η) ≤ 0, let η max = η. Otherwise, let η min = η. 11: Update iteration index t 1 : t 1 = t 1 + 1. 14:Until η max − η min ≤ ε or t 1 = N 4 .
V. CONCLUSION
In this paper, we design a joint CAS scheme for EE in UD-HetNets, and formulate it as an overall (whole) EE maximization problem. That's a nonlinear mixed-integer programming problem and hard to tackle. To reach its solution, we develop a three-layer iterative algorithm and then give the corresponding complexity and convergence analyses. After that we investigate the impacts of different network parameters (e.g., density and transmit power of PBSs) on system performance. The simulation results show that CA is a good option to reduce energy consumption and mitigate network interference in CS for UD-HetNets.
