A multi-level spline technique known as partial shape preserving splines (PSPS) [12] has recently been developed for the design of piecewise polynomial freeform geometric surfaces, where the basis functions of the PSPS can be directly built from an arbitrary set of polygons that partitions a giving parametric domain. This paper addresses a special type of PSPS, the triangular PSPS (Tri-PSPS), where all spline basis functions are constructed from a set of triangles. Compared with other triangular spline techniques, Tri-PSPS have several distinctive features. Firstly, for each given triangle, the corresponding spline basis function for any required degree of smoothness can be expressed in closed-form and directly written out in full explicitly as piecewise bivariate polynomials. Secondly, Tri-PSPS are an additive triangular spline technique, where the spline function built from a given triangle can be replaced with a set of refined spline functions built on a set of smaller triangles that partition the initial given triangle. In addition, Tri-PSPS are a multilevel spline technique, Tri-PSPS surfaces can be designed to have a continuously varying levels of detail, achieved simply by specifying a proper value for the smoothing parameter introduced in the spline functions. In terms of practical implementation, Tri-PSPS are a parallel computing friendly spline scheme, which can be easily implemented on modern programmable GPUs or on high performance computer clusters, since each of the basis functions of Tri-PSPS can be directly computed independent of each other in parallel.
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Introduction
Generalizing univariate splines to 2D are often achieved using the tensorproduct of univariate splines. Building bivariate smooth non-tensor-product based multivariate spline basis functions is very difficult in general. This is true even for constructing C 1 −smooth bivariate spline functions [1] . One difficulty in developing bivariate splines is in the infinite variety of the shape of the local support that a bivariate spline function may have. In one dimension, the only support of a univariate spline function can have is only an interval, for which the concepts of convex set and connected set mean the same thing. However, the two concepts differ completely when they are extended to 2D plane or higher dimensions. When the 2D counterpart of an interval is interpreted as a convex set, an interval can correspond to a convex polygon like triangle, rectangle and pentagon, or a convex region with a smooth boundary such as the area enclosed by an ellipse. When an interval is interpreted as a connected set, it can correspond to any simple polygon (a polygon with no edge crossing or no vertex shared by more than two edges), or any connected region with a smooth boundary.
One of the most popular bivariate spline techniques has been the triangular splines, where the spline basis functions are built from a set of triangles, due to the fact that triangle is the simplest type of polygon in 2D. In practical applications, triangular splines have been widely used as effective tools in approximation theory, computer-aided geometric design, image analysis, and numerical analysis [8] . So far, various efforts have been made to construct bivariate triangular splines. One of the well studied triangular spline techniques has been the Box splines. Box splines were introduced by de Boor and De Vore [4] and their detailed study can be found in book [5] . Bivariate box splines are piecewise polynomial functions built from a given set of directions. Despite their elegant theory and properties, the process of computing highly smooth box splines is in general very expensive [2] . The applications of box splines are also limited by its requirement that the underlying triangulation has to be regular due to the nature of its definition. A more general scheme to build a set of bivariate spline functions over any triangulation is the one developed by Dahmen et al. (sometimes referred to as DMS-splines) [3, 6] . DMS-splines are constructed based on a set of knot sequence inserted into the triangulated domain. However, as with box splines, the process of constructing DMS-splines with high degrees of smoothness, such as C 2 -smoothness, is also very computationally intensive. In addition to their expensive computational cost, a more fundamental problem with DMS-splines is that there lacks a clear geometric meaning for the auxiliary knot sequences inserted into the triangulated domain during the process of constructing the DMSsplines. It is therefore not clear in what a way the inserted knots will affect the constructed spline functions, and subsequently the spline surfaces built upon these splines. Another way of constructing bivariate B-spline functions over a set of triangles is proposed in [13, 14] based on Delaunay configurations. This scheme allows to construct the spline functions in the form of polynomials in an elegant and simple way. It is similar to DMS-splines, but compared to DMS-splines, its knot selection procedure is more geometrically meaningful. A rational form of DMS-splines (RDMS) has also been introduced in a similar way as how NURBS are defined using B-splines [20] . As with DMS-splines, RDMS has similar issues with DMS-splines even though they are more effective in geometric modelling and shape deformation. Unlike the tensor-product based bivariate splines, triangular splines are even more expensive to refine locally in general. Developing locally refinable spline techniques has recently attracted increasing interest in computer aided geometric design, mainly due to their importance to isogeometric analysis. Some hierarchical spline techniques have been proposed to deal with the problem, but they are limited to either relatively regular space partitions, such as rectangular grid [22] and T-grid [16, 17, 15] , or regular triangular grid [7] .
A more flexible and convenient spline technique, called partial shape preserving splines (PSPS) [12] , has recently been developed to built B-spline-like functions over arbitrary polygons. For a given set of polygons, whether they are convex or concave, or a mixture of polygons of different types, a bivariate function with any required degree of smoothness can be directly built based on each of the given polygons. If all these polygons form a partition of the domain, all the bivariate spline functions built with PSPS are non-negative piecewise polynomials and satisfy the law of partition of unity. PSPS are a kind of multilevel spline technique. With PSPS, a parameter can be associated to each control point to specify at what level one would want to approximate the fitted data or the control hull. In addition, PSPS can be locally refined. This feature of PSPS refers to an important property of PSPS spline functions, called additivity. With this property, any spline function built from a polygon can be expressed as the sum of a set of refined spline functions built from a set of smaller polygons that subdivide the initial polygon. This is an essential feature of multilevel splines, where the input control hulls are having a hierarchical structure, with different levels of control points corresponding to different levels of detail of required surface.
In this paper, we consider a special type of PSPS, the triangular partial shape preserving splines (Tri-PSPS), where the underlying polygons are only triangles. Unlike DMS-splines, Tri-PSPS have a clear geometric meaning. Tri-PSPS basis functions are obtained directly from a process of convolution over a triangulated domain, very similar to the construction of the univariate uniform B-spline basis functions. We have managed to provide a closedform solution for the convolutions, so the basis functions of Tri-PSPS can be directly expressed as piecewise bivariate polynomials explicitly. Because of this, the implementation of Tri-PSPS is straightforward.
The meaning of the term "partial shape preserving" is that when the spline basis functions are used as blending functions, the geometric primitives involved in a blending operation can be preserved. Thus, the term"shape preserving" used in this paper is having a slightly different meaning from its conventional use.
Let the set of triangles
That is, for any pair of triangles i , j ∈ T, i = j, either i j = ∅ or they only intersect at a vertex or at an edge. As having been discussed previously, there exits a variety of ways to construct triangular spline functions [21] . In this paper, we aim to construct from T a set of C n -smooth piecewise polynomial bivariate functions S (n) (T):
which satisfies the following properties:
(1) Locality. For each triangle ∈ T, B (x, y) has a local support around triangle . 
As with other types of triangular splines, Tri-PSPS can be applied directly to solve various real world problems, varying from developing robust localized numerical integration to approximation, shape design and finite element methods, isogeometric analysis. However, to make our attention more focused on the practical construction of Tri-PSPS functions, we will leave the full exploration to their relevant applications to interested readers.
Bivariate triangular spline functions as a process of convolution
Let T be a triangular partition of a 2D domain D ⊆ R 2 . We will detail in this section the process to directly construct a set of triangular spline functions which meet the requirements described above. For each ∈ T, we first define B (0) (x, y) as the characteristic function of the triangle :
Let be the square [−δ, δ] × [−δ, δ] centred at the coordinate origin with δ > 0. Starting from B (0) (x, y), we define a sequence of bivariate functions in the following way
where
∆,δ (x, y) is called the order n triangular PSPS basis function. As can be observed from the definition, the order n bivariate function B (n) (x, y) built upon a triangle ∈ T will be non-negative piecewise polynomials with C n−1 −smoothness. From the definition of B (0) (x, y), it is also easy to show that the set of functions {B (n) ∆,δ (x, y) : ∈ T} built from above process satisfies the law of partition of unity. In fact, for any n > 0, if all the order n − 1 spline basis functions {B
∈ T} have the property of partition of unity, then we have
Since ∈T B (0) (x, y) = 1 when (x, y) / ∈ ∂ , we see that the sequence of bivariate functions B (k) (x, y) must have the property of partition of unity for k = n.
This idea of constructing the spline functions is not new and it will have little practical applications if the convolutions cannot be solved efficiently. Fortunately, a closed form solution can be obtained to the sequence of bivariate functions defined in (1) [11] .
As has been shown in [11] that the sequence of convolutions defined in (1) can be be expressed as a linear combination of the convolutions defined on the three special types of half-open angles shown in Figure 1 ( note that all these open angles can be regarded as degenerated triangles with their third edges being at the infinity).
Note that the bivariate functions B
∆,δ (x, y) defined in (1) is only concerned with the relationship between triangle and the square [−δ, δ] 2 , they are invariant under the translation transformation. In fact, Let T ( ) be the triangle obtained by translating the triangle along vector T = (t x , t y ), then it can be seen that B angle shown in Figure 1 with top edge slope m. Then, it can also be shown directly that B (n)
. Therefore, to find the closed form solution for the convolutions defined in (1) with the base triangle being an open angle (a degenerated triangle with its third edge at the infinity) shown in Figure 1 , we need only to consider the convolutions for the left two types of open angles shown in the figure.
In the following discussion, we will consider separately the two cases regarding whether an angle is acute angle ( Figure 2 
Closed form Solution to B (n)
∠(α,β),δ (x, y) Consider the following recursively defined sequence of convolutions with both α > 0 and β > 0:
and
It has been shown in [11] that a closed form solution can be found for the sequence of convolutions defined in (3). More specifically, the bivariate function A (n) ∠(α,β) (x, y) can be explicitly expressed in closed-form in piecewise polynomials as follows:
From its definition, it can be seen directly that A (n) ∠(α,β) (x, y) is a nonnegative and C n−1 continuous piecewise polynomial function for any integer n > 0. Now, let be the square [−δ, δ] 2 for any δ > 0, and let
can be represented using χ (x, y) defined in (5) in the following form: (7) can thus be expressed as a linear combination of the convolutions of the form A (n) ∠(α,β) (x, y), for which a closed form solution has been found. In fact, for a given number δ > 0, it has been shown that the convolution B 
n−1 continuous piecewise polynomial, and only takes value from interval [0, 1].
The bivariate function B (n)
is the building block of the triangular spline basis function B (n) (x, y). As can be seen later, any triangular spline basis function B (n) (x, y) can always be expressed as a linear combination of no more than six bivariate functions of the form B (n) ∠(α,β),δ (x, y). Since C 1 and C 2 smooth triangular splines are most frequently used in practice, we describe here more specifically how to construct B 
From (6), we have
According to (8), we can see that the C 0 -smooth B ∠(α,β) (x, y) to the following four locations:
The relationship between A ∠(α,β) (x, y) evaluated at four corner locations. Using the notations shown in the mask, equation (10) can be rewritten in a more compact form as followings:
To directly write out
0, elsewhere. 
From (8), we can directly write out B
∠(α,β) (x, y) in the following way based on the mask shown in Figure 4 .:
Case 3: n = 3
Similarly, the C 2 -continuous B
∠(α,β),δ (x, y) can be expressed in terms of A 
∠(α,β) (x, y).
, where
0, elsewhere; (12) In practical applications, we often need to find the partial derivatives of triangular spline basis function B (n) (x, y). Because the explicit form of the function B 
can be found directly from (6) . For instance, we can directly find the partial derivatives with respect to x for A (3) ∠(α,β) (x, y) up to the second order. More specifically, we have, 
However, B
¬,δ (x, y) can be expressed in a more compact form as the tensor-product of univariate smooth step functions [12] . As the calculation of smooth step functions is much less computationally intensive, in terms of simplicity and computational cost, it is more preferable to express B (n) ¬,δ (x, y) as the tensor-product of smooth step functions. Below, we give an introduction to smooth step functions, especially about their constructions and properties.
In practice, different types of smooth step functions [10] can be constructed using several different methods. It is found that the piecewise polynomial smooth step functions introduced in [9] is closely related to B (n) ¬,δ (x, y). This type of smooth step functions can be defined either as an iterative process or directly in explicit form using the standard Heaviside unit step function. The iterative definition can be expressed in the following way:
The recursively defined smooth step function H n (x) shown in (19) can also be written out directly in closed-form in terms of the Heaviside unit step function in the following way:
H n (x) can be considered as a generalization of the Heaviside unit step function and can be referred to as the order n smooth unit step function, or simply smooth step functions. Smooth step function H n (x) has the following properties:
(1) H n (x) is C n−1 -continuous for n > 0; (2) H n (x) is a piecewise-polynomial function of degree n; (3) H n (x) is monotonically increasing and takes value 1 when x ≥ n, and 0 when x ≤ −n;
Following the definition of H n (t) given in equation (19) , the functions H 1 (x), H 2 (x), and H 3 (x) can be written out explicitly. Note that H n (x) = 1 − H n (−x), we need only to write out these functions for x ≤ 0.
From (20), the generalized smooth step functions of degree 1, 2 and 3 can also be expressed in the following form: Figure 6 presents a plot of the smooth step functions of degree 1 to degree 4.
As can be observed directly, the degree n smooth step function H n (x) is strictly monotone increasing over the interval [−n, n]. We call this interval the rising range of a smooth step function. The smooth step function with any specified rising range can be defined easily by introducing a nonnegative number δ > 0 as follows: . Piecewise polynomial smooth step function H 3,δ (x) with different rising ranges specified using δ.
Obviously, H n,δ (x) = 1 when x ≥ δ, and H n,δ (x) = 0 when x < −δ. Figure 6 (b) shows some C 2 -continuous cubic smooth step functions H 3,δ (x) with different values of rising range parameter δ.
The derivatives of smooth step functions can be found easily for n > 1. From (20) , it can be seen that the derivatives of H n (x) can be directly expressed explicitly using the Heaviside unit step function. When n > 1,
In general, for i < n, the i th order derivative of degree n smooth step function H n (x) can be expressed explicitly as
With (29), the relevant derivatives for H 2 (x) and H 3 (x) can immediately be obtained as
Let ¬ be the half-open right angle shown in Figure 2 (b) . Consider the bivariate functions defined in the following way:
where χ (x, y) is the characteristic function of the square
It can be shown that B (n) ¬,δ (x, y) can be expressed as the tensor-product of smooth step functions in the following way:
Triangular spline functions
Let ∠ * (α, β) be an open angles shown in Figure 2 with their non-vertical edge parallel to a vector e(α, β), α 2 +β 2 > 0, α ≥ 0. Note that the calculation of the convolution corresponding to an open angle with a negative slope can be turned into a problem of calculating the convolution defined on an open angle with a positive slope. More specifically, suppose the slope edge of the open angle shown in Figure 7 parallel to a vector e(α, −β), α > 0, β > 0. Then we have
From the results shown in previous section, the solution to the sequence of convolutions defined in (1) built upon the open angle ∠ * (α, β) can be expressed in closed-form explicitly as 
For any given triangle , we now show that the sequence of bivariate functions B (n) (x, y) built upon triangle according to (1) (v 0 , v 1 ) .
For any given triangle, three bivariate functions can be obtained in this way based on the three edges of the given triangle. According to the way we construct the spline functions, it can be seen directly that B (n) ,δ (x, y) is simply a signed sum of the three bivariate functions built upon the three edges of a triangle, where a positive sign is associated with a function built upon an upper edge, and a negative sign is associated with a lower edge. More specifically, let the vertices v 0 (x 0 , y 0 ), v 1 (x 1 , y 1 ), v 2 (x 2 , y 2 ) of a triangle be specified in counterclockwise order, and let α 0 = x 0 − x 1 , α 1 = x 1 − x 2 , and α 2 = x 2 − x 0 . Then these αs are the y-components of the triangle's edge normal pointing outwards. Thus,
Since α = 0, B
(α,β),δ ((x, y) = 0 for a vertical edge. Thus, we can ignore the vertical edge of a triangle when constructing B (n) ,δ (x, y). This means, With the properties of integration it can be shown that B
∆,δ (x, y) has the following properties:
,δ (x, y) has a finite support for any finite triangle .
B (n)
,δ (x, y) is additive. That is, if two triangles 1 and 2 do not intersect or they only intersect at their edges, then
As have been discussed in [11] , the construction of a spline function based on a given polygon is simply a process of constructing a set of bivariate functions associated to the vertices of the polygon. Since the explicit representation is known for each of these vertex based functions, the calculation of the 
,0.2 (x, y); (b). C 2 -continuous B
,0.2 (x, y); (c).
,0.2 (x, y).
spline basis function is straightforward. Note also that the construction of different order spline basis functions only differs in the computational cost required for computing the function A (n) ∠(α,β) (x, y) defined in (6) , there is no extra effort required in terms of the implementation of constructing a higher order smooth spline basis function.
Figures 9 to 10 show the triangular spline functions constructed with different degrees of smoothness and different values of the smooth range parameter δ.
As Tri-PSPS functions can be directly written out as piecewise polynomials in closed form, it is straightforward to construct a set of spline basis functions from any given triangular partition of a 2D domain. Figure 11 shows three sets of Tri-PSPS constructed with different values of smoothing parameter δ. Note that if the orientation of an edge of a triangle is described by a unit vector v(α, β), B
(n) (x, y) = 0 when αy − βx > n(α + β)δ. Because of this, the calculation of a triangular spline function B (n) (v) (x, y) needs only to be performed locally around its base triangle.
Surface design using Tri-PSPS
, be the sequence of Tri-PSPS functions built upon these triangles. Tri-PSPS surfaces take the following form
where P i (x, y) is the i th control geometric primitive associated to triangle
Traditionally, the control geometric primitives used are mainly a set of control points. With the shape-preserving feature of Tri-PSPS, we can easily turn the design of a complex surface as a task of designing a set of simple surfaces. In Figure 12 , the left figure shows a control point-based Tri-PSPS surface and the right one is a Tri-PSPS surface obtained by blending a set of planar control primitives.
As have been pointed out, Tri-PSPS are a kind of multilevel spline technique. The levels of detail can be easily incorporated into the parameter δ. In Figure 13 , a noisy point set is used to show how levels of detail in surface design can be easily implemented using different δ values.
Surface design with levels of detail can also be achieved by using the additivity property of Tri-PSPS. The idea is to first organise the control data points or primitives in a hierarchical structure, with different control points at different levels corresponding to different levels of detail of a required surface. The additivity of Tri-PSPS makes Tri-PSPS an ideal spline technique for editing surface's level of detail. This is because, with the feature of additivity, the spline function built from one big triangle can be replaced with a set of refined Tri-PSPS functions built on a set of smaller subdivision triangles of the original triangle (see Figure 14) . Obviously, high levels of detail of a surface can be achieved by partitioning the domain using much smaller triangles, as it is shown in Figure 15 .
Tri-PSPS can be used in various ways for solving real world problems. To demonstrate the potential applications of Tri-PSPS, a few more examples 2 -smooth Tri-PSPS surface built directly from original point data using C 2 -smooth Tri-PSPS with δ = 0.15. Right: C 2 -smooth Tri-PSPS surface built from planar primitive for each control hull face using C 2 -smooth Tri-PSPS with δ = 0.2. In general, any required approximation accuracy to the control points can be achieved as long as δ is small enough or each local geometric approximation patch is sufficiently accurate. are provided in Figure 16 .
Further Discussions

From Tri-PSPS to Spline Functions on Arbitrary Polygons
In [11] , it is shown that for any polygon, whether it be a simple polygon or a polygon with holes, a spline basis function can be directly created from the polygon. As any polygon can be triangulated as a set of triangles, we can also directly construct a spline function with local support around an arbitrary polygon, thanks to the property of additivity of Tri-PSPS. The idea is to subdivide a given polygon as a set of triangles 0 , 1 , · · ·, K , and to build a spline function as the sum:
The function built in this way for an arbitrary polygon is independent of the ways that the given polygon is triangulated. In general, a polygon can be divided into different sets of triangles, but the additivity property of Tri-PSPS will guarantee that the total sum of the refined Tri-PSPS functions will be the same, which is independent of the ways a triangle is subdivided.
Tri-PSPS constructed from transformed triangles
Tri-PSPS is translation and scaling invariant, in the sense that a Tri-PSPS basis function constructed from a transformed triangle can be obtained by transforming the Tri-PSPS basis function built on the initial triangle. This means, when we construct the Tri-PSPS basis functions based on a set of translated or scaled triangles, we can first build the spline basis functions based on their original positions, orientations and sizes of a set of triangles and then transform these functions to obtain the Tri-PSPS functions corresponding to the transformed triangles.
However, Tri-PSPS basis functions are not rotational transformation independent as can be directly observed from the definition of Tri-PSPS basis functions. Once the orientation of a triangle is changed, the corresponding Tri-PSPS basis function needs to be recalculated. 
Tri-PSPS are parallel computing friendly
Unlike traditional spline technique, Tri-PSPS is particularly suitable to be implemented in parallel processing systems. This is because each spline function is defined locally independent of each other. This is a big difference between Tri-PSPS and traditional spline functions, whose construction often involve the use of a sequence of neighbour triangles.
Degree-elevation free
In traditional spline techniques like NURBS, interpolating a control point or a portion of line segment is achieved by using lower degrees of spline basis functions. Tri-PSPS use the smoothing parameter introduced in the spline scheme to achieve control point interpolation or control polygon edge interpolation. This indicates that no degree-elevation process is required when perform, for instance, isogeometric analysis. In practice, Tri-PSPS technique is also much easier to implement, as local editing of a Tri-PSPS surface can be done directly through triangle subdivision, without having to handle knots insertion which in general is not a trivial process. Tri-PSPS can be used to construct analysis-suitable parameterization in a similar way as NURBS for isogeometric analysis [16, 17, 15, 18, 19] , which will be investigated in a separate paper.
Summary
In this paper, we present a new type of triangular spline technique, the Tri-PSPS. Compared with other similar triangular spline techniques, Tri-PSPS have several distinctive features. The most important feature of Tri-PSPS is that the spline basis functions of different degrees can be directly written out in closed form, which is a great advantage over other triangular spline techniques in terms of computational efficiency. The second important property of Tri-PSPS is that it is additive. This means Tri-PSPS are a refinable spline scheme, as each of its spline basis functions can be replaced with a set of refined basis functions built on subdivided triangles. Thirdly, Tri-PSPS are a multilevel spline technique, the required surface details can be controlled either through the specification of a proper value for the smoothing parameter or by using hierarchical control points or control polygons. In terms of practical implementation, Tri-PSPS are a parallel computing friendly spline scheme, which can be easily implemented on modern programmable GPUs or on high performance computer clusters. This is based on the fact that the basis functions of Tri-PSPS can be directly computed independent of its neighboring triangles. Lastly but not least, the implementation of Tri-PSPS is straightforward as the exact form of each triangle spline function can be written out in closed-form explicitly.
