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Abstract
For each p > n we use local oscillations to give intrinsic characterizations of the trace of
the Sobolev space W 1p (Ω) to the boundary of an arbitrary domain Ω ⊂ R
n.
1. Introduction
1.1. The trace problem for the Sobolev space W 1p (Ω).
Let Ω be a domain in Rn. We recall that, for each p ∈ [1,∞], the Sobolev space W 1p (Ω) consists
of all (equivalence classes of) real valued functions f ∈ Lp(Ω) whose first order distributional
partial derivatives on Ω belong to Lp(Ω). W
1
p (Ω) is normed by
‖f‖W 1p (Ω) := ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).
By L1p(Ω) we denote the corresponding homogeneous Sobolev space, defined by the finiteness
of the seminorm
‖f‖L1p(Ω) := ‖∇f‖Lp(Ω).
In this paper we study the following trace problem.
Problem 1.1 Given p ∈ [1,∞] and an arbitrary function f : ∂Ω → R, find a necessary and
sufficient condition for f to be the trace to ∂Ω of a function F ∈ W 1p (Ω).
This problem is of great interest, mainly due to its important applications to boundary-value
problems in partial differential equations where it is essential to be able to characterize the
functions defined on ∂Ω, which appear as traces to ∂Ω of Sobolev functions.
There is an extensive literature devoted to the theory of boundary traces in Sobolev spaces.
Among the multitude of results we mention the monographs of Grisvard [14], Lions and Magenes
[21], Maz’ya and Poborchi [22, 26], and the papers by Gagliardo [12], Nikol’skii [28], Besov [3],
Aronszajn and Szeptycki [2], Yakovlev [34, 35], Jonsson and Wallin [17, 18, 19], Maz’ya and
Poborchi [23, 24, 25, 29], Maz’ya, Poborchi and Netrusov [27], Vasil’chik [33]; we refer the reader
to these works and references therein for numerous results and techniques concerning this topic.
In these monographs and papers Problem 1.1 is investigated and solved for various families of
Math Subject Classification 46E35
Key Words and Phrases Sobolev spaces, domain, trace to the boundary, extension operator, subhyperbolic metric.
1
smooth, Lipschitz and non-Lipschitz domains in Rn with different types of singularities on the
boundary.
In this paper we characterize the traces to the boundary of Sobolev W 1p (Ω)-functions whenever
p > n and Ω is an arbitrary domain in Rn.
The first challenge that we face in the study of Problem 1.1 for an arbitrary domain Ω ⊂ Rn is
the need to find a “natural” definition of the trace of a Sobolev W 1p (Ω)-function to the boundary
of the domain which is compatible with the structure of Sobolev functions on the domain Ω. More
specifically, we want to choose this definition in such a way that every f ∈ W 1p (Ω) possesses a
well-defined “trace” to ∂Ω which in a certain sense characterizes the behavior of the function f
near the boundary.
We recall that, when p > n, it follows from the Sobolev embedding theorem that every function
f ∈ L1p(Ω) coincides almost everywhere with a function satisfying the local Ho¨lder condition of
order α := 1− n
p
. I.e., after possibly modifying f on a set of Lebesgue measure zero, we have, for
every cube Q ⊂ Ω, that
|f(x)− f(y)| ≤ C(n, p)‖f‖L1p(Ω)‖x− y‖
1−n
p for every x, y ∈ Q. (1.1)
This fact enables us to identify each element of L1p(Ω) with its unique continuous representative.
Thus we are able to restrict our attention to the case of continuous Sobolev functions defined on
Ω.
Since we deal only with continuous Sobolev functions defined on Ω, given f ∈ L1p(Ω) it would
at first seem quite natural to try to define the “boundary values” of f on ∂Ω to be the continuous
extension of f from Ω to ∂Ω. In other words, we could try to extend the domain of definition of
f to the closure of Ω, the set Ω, by letting
f¯(y) := lim
x→y,x∈Ω
f(x), for each y ∈ Ω. (1.2)
This indeed is the natural definition to use for certain classes of domains inRn such as Lipschitz
domains or (ε, δ)-domains, see Jones [16]. But in general it does not work. For an obvious example
showing this, consider the planar domain which is a “slit square” Ω = (−1, 1)2\J , where J is
the line segment [(−1/2, 0), (1/2, 0)]. The reader can easily construct a C∞-function f ∈ W 1p (Ω)
which equals zero on the upper “semi-square” {x = (x1, x2) ∈ [−1/4, 1/4]
2 : x2 > 0} and takes the
value 1 on the lower “semi-square” {x = (x1, x2) ∈ [−1/4, 1/4]
2 : x2 < 0}. Clearly, (1.2) cannot
provide a well defined function f¯ on the segment [(−1/4, 0), (1/4, 0)]. The obvious reason for the
existence of such kinds of counterexamples is the fact that the continuity of a W 1p (Ω)-function
does not imply its uniform continuity on Ω.
In order to define a notion of “trace to the boundary” which will work for all domains Ω we
have to adopt a somewhat different approach. Its point of departure is an important property of
Sobolev functions which will be recalled in more detail below (see definition (1.6) and inequality
(1.7)), namely that every f ∈ W 1p (Ω), p > n, is uniformly continuous with respect to a certain
intrinsic metric ρα,Ω defined on Ω.
This property motivates us to define the completion of Ω with respect to this intrinsic metric.
We can then define the “trace to the boundary” of each function f ∈ W 1p (Ω) by first extending f
by continuity (with respect to ρα,Ω) to a continuous function f˜ defined on this completion, and
then taking the restriction of f˜ to the appropriately defined boundary of this completion.
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As is of course to be expected, in all cases where the definition (1.2) is applicable, these new
notions of boundary and trace coincide with the “classical” ones.
We begin our formal development of this approach in the next subsection.
1.2. Subhyperbolic metrics in Ω and their Cauchy completions. Following the termi-
nology of Buckley and Stanoyevitch [8], given α ∈ [0, 1] and a rectifiable curve γ ⊂ Ω, we define
the subhyperbolic length of γ by the line integral
lenα,Ω(γ) :=
∫
γ
dist(z, ∂Ω)α−1 ds(z). (1.3)
(Here dist(z, ∂Ω) denotes the usual Euclidean distance from the point z to the boundary of Ω,
and ds denotes usual arc length.)
Then we let dα,Ω denote the corresponding subhyperbolic metric on Ω given, for each x, y ∈ Ω,
by
dα,Ω(x, y) := inf
γ
lenα,Ω(γ) (1.4)
where the infimum is taken over all rectifiable curves γ ⊂ Ω joining x to y.
The metric dα,Ω was introduced and studied by Gehring and Martio in [13]. See also [1, 20, 6]
for various further results using this metric. Note also that len0,Ω and d0,Ω are the well-known
quasihyperbolic length and quasihyperbolic distance, and d1,Ω is the inner (or geodesic) metric on
Ω.
The subhyperbolic metric dα,Ω with α = (p−n)/(p−1) arises naturally in the study of Sobolev
W 1p (Ω)-functions for p > n. In particular, Buckley and Stanoyevitch [7] proved that the local
Ho¨lder condition (1.1) is equivalent to the following Ho¨lder-type condition: for every x, y ∈ Ω
|f(x)− f(y)| ≤ C(n, p)‖f‖L1p(Ω){dα,Ω(x, y)
1− 1
p + ‖x− y‖1−
n
p } (1.5)
provided f ∈ L1p(Ω) and α = (p− n)/(p− 1).
In view of this result it is convenient for us to introduce a new metric ρα,Ω on Ω for each
α ∈ (0, 1], by simply putting
ρα,Ω(x, y) := dα,Ω(x, y) + ‖x− y‖
α, (1.6)
for each x, y ∈ Ω. Then (1.5) can be rewritten in the following form:
|f(x)− f(y)| ≤ C(n, p)‖f‖L1p(Ω) ρα,Ω(x, y)
1− 1
p , x, y ∈ Ω, (1.7)
where α = (p − n)/(p − 1). Thus every function f ∈ L1p(Ω) is uniformly continuous with respect
to the metric ρα,Ω.
This observation immediately implies the following important fact for each p > n and α =
(p− n)/(p− 1):
Every Sobolev function f ∈ L1p(Ω) admits a unique continuous extension from the metric space
(Ω, ρα,Ω) to its Cauchy completion.
Let us now recall several standard facts concerning Cauchy completions and fix the notation
that we will use here for the particular case of the Cauchy completion of (Ω, ρα,Ω).
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Throughout this paper we will use the notation (xi) for a sequence {xi ∈ Ω : i = 1, 2, ... } of
points in Ω. Let C[Ω, ρα,Ω] be the family of all Cauchy sequences in Ω with respect to the metric
ρα,Ω:
C[Ω, ρα,Ω] := {(xi) : xi ∈ Ω, lim
i,j→∞
ρα,Ω(xi, xj) = 0}. (1.8)
Observe that, by definition (1.6), the set C[Ω, ρα,Ω] consists of sequences (xi) ⊂ Ω which converge
in Ω (in the Euclidean norm) and are fundamental with respect to the metric dα,Ω.
By “
α
∼ ” we denote the standard equivalence relation on C[Ω, ρα,Ω],
(xi)
α
∼ (yi) ⇔ lim
i→∞
ρα,Ω(xi, yi) = 0. (1.9)
For each sequence (xi) ∈ C[Ω, ρα,Ω], we use the notation
[(xi)]α is the equivalence class of (xi) with respect to “
α
∼ ”. (1.10)
Let
Ω∗, α := {[(xi)]α : (xi) ∈ C[Ω, ρα,Ω]} (1.11)
be the set of all equivalence classes with respect to
α
∼. We let ρα,Ω denote the standard metric on
Ω∗, α defined by the formula
ρα,Ω([(xi)]α, [(yi)]α) := lim
i→∞
ρα,Ω(xi, yi), [(xi)]α, [(yi)]α ∈ Ω
∗, α. (1.12)
As usual we identify every point x ∈ Ω with the equivalence class xˆ = [(x, x, ...)]α of the
constant sequence. This identification enables us to consider the domain Ω as a subset of Ω∗, α.
Observe that
ρα,Ω |Ω×Ω= ρα,Ω ,
i.e., the mapping Ω ∋ x 7→ xˆ ∈ Ω∗, α is an isometry.
Remark 1.2 Since
‖x− y‖α ≤ ρα,Ω(x, y) = dα,Ω(x, y) + ‖x− y‖
α, x, y ∈ Ω,
every Cauchy sequence (xi) ∈ C[Ω, ρα,Ω] is also a Cauchy sequence with respect to the Euclidean
distance. Consequently it converges to a point in Ω. Moreover, all sequences from any given
equivalence class ω = [(xi)]α ∈ Ω
∗, α converge (in ‖ · ‖) to the same point. We denote the common
(Euclidean) limit point of all these sequences by ℓ(ω); thus
yi
‖·‖
−→ ℓ(ω) as i→∞ for every sequence (yi) ∈ ω.
Now (1.6) and (1.12) imply the following formula: for every ω1 = [(xi)]α, ω2 = [(yi)]α ∈ Ω
∗, α
we have
ρα,Ω(ω1, ω2) = lim
i→∞
dα,Ω(xi, yi) + ‖ℓ(ω1)− ℓ(ω2)‖
α. (1.13)
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Remark 1.3 As we shall see below, ρα,Ω(u, v) ∼ ‖u− v‖
α provided u, v belong to a sufficiently
small neighborhood of a point x ∈ Ω. This shows that the metric ρα,Ω and the Euclidean metric
determine the same local topology on Ω. In particular, this implies that Ω is an open subset of
Ω∗, α (in the ρα,Ω -topology).
We are now ready to define a kind of “boundary” of Ω, which is the appropriate replacement
of the usual boundary for our purposes here, and will be one of the main objects to be studied in
this paper.
Definition 1.4 Let α ∈ (0, 1] and let Ω be a domain in Rn. We let (∂Ω)α denote the boundary
of Ω (as an open subset of Ω∗, α) in the topology of the metric space (Ω∗, α, ρα,Ω). We call (∂Ω)α
the α-boundary of the domain Ω.
We observe that, by Remark 1.3,
(∂Ω)α = Ω
∗, α \ Ω. (1.14)
Thus (∂Ω)α consists of the new elements which appear as a result of taking the completion of Ω
with respect to the metric ρα,Ω.
By Remark 1.2,
ℓ(ω) ∈ ∂Ω for each ω ∈ (∂Ω)α.
This means that every element of the α-boundary can be identified with a point x ∈ ∂Ω and an
equivalence class [(xi)]α of Cauchy sequences (with respect to the metric ρα,Ω) which converge to
x in the Euclidean norm.
However, as of course is to be expected from the preceding discussion, in general the set (∂Ω)α
will not be in one to one correspondence with ∂Ω because there may be points x ∈ ∂Ω which
“split” into a family of elements ω ∈ (∂Ω)α all of which satisfy ℓ(ω) = x. Such families may even
be infinite. Every ω in such a family can be thought of as a certain “approach” to the point x
by elements of Ω whose ρα,Ω-distance to x tends to 0. For example, in Fig. 1 below the point z1
splits into 6 different elements of (∂Ω)α, while the points z2, z3 and z4 split, respectively, into 4, 3
and 2 such elements.
Figure 1: A domain Ω with agglutinated parts of the boundary.
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We will use the terminology agglutinated point for points (like zi, i = 1, 2, 3, in Fig. 1) which
“split” into multiple elements of the α-boundary. Formally, a point z ∈ ∂Ω will be called an α-
agglutinated point of ∂Ω if there exist at least two different equivalence classes ω1, ω2 ∈ Ω
∗, α, ω1 6=
ω2, such that z = ℓ(ω1) = ℓ(ω2). We refer to the set of all α-agglutinated points as the α-
agglutinated part of the boundary.
The reader may care to think of the α-boundary of Ω as a kind of “bundle” of the regular
boundary ∂Ω under cutting of ∂Ω along its “agglutinated” parts, see Fig. 2.
Figure 2: Cutting the domain Ω along the agglutinated parts of the boundary
Remark 1.5 In general, when we associate elements of (∂Ω)α to elements of ∂Ω in the way
described above, we can also lose a part of ∂Ω. I.e., there may exist points in ∂Ω which do not
arise as ℓ(ω) for any ω ∈ (∂Ω)α. We refer to the set of all such points as the α-inaccessible part
of ∂Ω. More formally, we set
Iα(Ω) = {x ∈ ∂Ω : ∄ ω ∈ Ω∗, α such that x = ℓ(ω)}.
Thus Iα(Ω) is the set of all points x ∈ ∂Ω such that every sequence (xi) in Ω which converges
to x in ‖ · ‖-norm, is not a Cauchy sequence with respect to the metric ρα,Ω. Roughly speaking
Iα(Ω) consists of all points x ∈ ∂Ω for which ρα,Ω(x,Ω) = +∞.
We call the set ∂Ω \ Iα(Ω) the α-accessible part of ∂Ω.
It may be helpful to give an explicit example of a domain Ω which has a non-empty inaccessible
part. Figure 3 shows such a domain, which contains an infinite sequence of rectangular portions
with slits. We shall choose α = 1 so that we are dealing with the geodesic metric. In this picture
the line segment [A,B] is a part of the boundary of Ω. Clearly, for every x ∈ [A,B], y ∈ Ω, and
every sequence (xi) in Ω such that ‖xi−x‖ → 0, the intrinsic distance d1,Ω(xi, y)→∞ as i→∞.
(Of course, every such a sequence (xi) in Ω is not a Cauchy sequence with respect to the geodesic
distance in Ω.) Thus [A,B] is the 1-inaccessible part of ∂Ω.
The need to deal (or not deal) appropriately with parts of the boundary of some domain Ω
which are not accessible with respect to an intrinsic metric on Ω arises naturally in the study of
boundary values of Sobolev functions.
For instance, consider the space L1∞(Ω) which coincides with the space Lip(Ω, d1,Ω) of functions
on Ω satisfying a Lipschitz condition with respect to the geodesic metric d1,Ω. This metric can be
extended “by continuity” to the boundary of Ω. We denote this extension of d1,Ω by d1,Ω. In this
case the inaccessible part of ∂Ω, the set I1(Ω), consists of points x ∈ ∂Ω such that the geodesic
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Figure 3: A domain Ω with non-empty set of 1-inaccessible points of ∂Ω.
distance from x to Ω, i.e., d1,Ω(x,Ω), equals +∞. Since d1,Ω(I1(Ω),Ω) = +∞, there are no points
in Ω which are close to I1(Ω). Consequently, the notion of the trace of a Sobolev L
1
∞(Ω)-function
to I1(Ω) is meaningless. Conversely, for the same reason, for every function f : ∂Ω→ R its values
on I1(Ω) do not have any influence on whether f can be extended to a Sobolev L
1
∞(Ω)-function
on all of the domain Ω. (Note that the trace of the space L1∞(Ω) to the accessible part of the
boundary coincides with the space Lip(∂Ω \ I1(Ω), d1,Ω).)
These observations motivate our approach to the notion of the boundary values of Sobolev
functions on Ω as the restriction to the accessible part of ∂Ω rather than the restriction to all of
the boundary of Ω.
1.3. The trace to the Sobolev boundary of a domain. We are now in a position to
define the trace of L1p(Ω) to the α-boundary of Ω whenever α = (p− n)/(p− 1).
As already mentioned above, by inequality (1.7), every function f ∈ L1p(Ω) is uniformly con-
tinuous with respect to ρα,Ω. Since Ω is a dense subset of Ω
∗, α (in ρα,Ω-metric), there exists a
(unique) continuous extension f¯α of f from Ω to Ω
∗, α.
From here onwards we will find it convenient to refer to the set (∂Ω)α introduced in Definition
1.4, when α = (p− n)/(p− 1), as the Sobolev W 1p -boundary of Ω in R
n.
We let tr(∂Ω)αf denote the restriction of f¯α to (∂Ω)α, i.e.,
tr(∂Ω)αf := f¯α|(∂Ω)α . (1.15)
We refer to the function tr(∂Ω)αf as the trace of f to the Sobolev W
1
p -boundary of Ω.
More specifically, tr(∂Ω)αf is a function on (∂Ω)α defined as follows: Let ω ∈ Ω
∗, α be an
equivalence class and let (yi) ∈ ω be an arbitrary sequence. Then
tr(∂Ω)αf(ω) := lim
i→∞
f(yi). (1.16)
Since f ∈ L1p(Ω) is uniformly continuous with respect to ρα,Ω, the trace tr(∂Ω)αf is well defined
and does not depend on the choice of the sequence (yi) ∈ ω in (1.16).
An equivalent definition of the trace tr(∂Ω)αf is given by the formula:
tr(∂Ω)αf(ω) := lim{f(x) : ρα,Ω(x, ω)→ 0, x ∈ Ω}. (1.17)
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For every domain Ω and for each p > n, we can define the Banach space tr(∂Ω)α(W
1
p (Ω)) of all
traces to the Sobolev boundary of Ω:
tr(∂Ω)α(W
1
p (Ω)) = {f : ∃ a continuous F ∈ W
1
p (Ω) such that tr(∂Ω)αF = f}.
We equip the space tr(∂Ω)α(W
1
p (Ω)) with the norm
‖f‖tr(∂Ω)α(W 1p (Ω)) = inf{‖F‖W 1p (Ω) : F ∈ W
1
p (Ω) and continuous, tr(∂Ω)αF = f}.
We define the space tr(∂Ω)α(L
1
p(Ω)) in an analogous way.
We now turn to a formulation of the main results of the paper. At this stage, for simplicity, we
will present these results for a domain Ω in Rn whose boundary does not contain “agglutinated”
parts. In other words, we assume for the moment that ∂Ω does not “split” under Cauchy com-
pletion of Ω with respect to ρα,Ω. This simplification will allow us to interpret the trace to the
boundary as a function defined on (the accessible part of) ∂Ω rather than a function defined on
a certain set of equivalence classes.
Definition 1.6 We say that a domain Ω ⊂ Rn satisfies the condition (Aα) if for every “accessible”
point x ∈ ∂Ω, i.e., for every x ∈ ∂Ω \ Iα(Ω), (see Remark 1.5), there exists a unique equivalence
class ω ∈ Ω∗, α such that ℓ(ω) = x.
Thus for a domain Ω satisfying the condition (Aα) we may identify the set (∂Ω)α with ∂Ω\Iα(Ω).
Also we may simplify several main definitions and notions introduced above. In particular, we
can introduce a metric on the set Ω \ Iα(Ω) of all accessible points by letting
dα,Ω (x, y) := lim inf{lenα,Ω(x˜, y˜) : x˜
‖·‖
−→ x, y˜
‖·‖
−→ y, x˜, y˜ ∈ Ω}, (1.18)
see (1.3). Here x, y ∈ Ω \ Iα(Ω). Clearly, dα,Ω = dα,Ω on Ω. Moreover, it can be easily seen that
dα,Ω coincides with the metric of the Cauchy completion of the metric space (Ω, dα,Ω), and that,
for every x, y ∈ Ω \ Iα(Ω),
ρα,Ω(x, y) := dα,Ω (x, y) + ‖x− y‖
α,
cf. (1.6).
In this setting the set Iα(Ω) of inaccessible points, see Remark 1.5, coincides with the set
Iα(Ω) = {x ∈ ∂Ω : dα,Ω (x,Ω) =∞}.
In turn, the trace to (∂Ω)α, cf. (1.15), can be defined as
tr(∂Ω)αf(x) = lim{f(y) : dα,Ω (y, x)→ 0, y ∈ Ω}, x ∈ (∂Ω)α,
provided f ∈ L1p(Ω), p > n, and α = (p− n)/(p− 1).
Recall that every function f ∈ L1p(Ω) satisfies inequality (1.5). In Section 5 we show that this
inequality implies the following property of the trace f˜ = tr(∂Ω)αf : for every x, y ∈ (∂Ω)α
|f˜(x)− f˜(y)| ≤ C(n, p)‖f‖L1p(Ω) dα,Ω (x, y)
1− 1
p .
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In particular, for every function f ∈ L1p(Ω), p > n, its trace tr(∂Ω)αf to the Sobolev W
1
p -
boundary (∂Ω)α is a continuous (with respect to the metric dα,Ω ) function on (∂Ω)α.
1.4. Main results: a variational criterion of the trace and a characterization via
sharp maximal functions.
In [30] we studied the problem of characterizing the trace spaces L1p(R
n)|S and W
1
p (R
n)|S to an
arbitrary closed set S ⊂ Rn whenever p > n. We gave various intrinsic characterizations of these
trace spaces in terms of local oscillations and doubling measures supported on S. The approach
introduced and used in [30] was based on an important property of the classical Whitney extension
operator, namely that this operator provides an almost optimal extension of each function on S
which is the restriction to S of a function in W 1p (R
n).
Our approach here to Problem 1.1 is an adaptation of the main ideas and methods of [30]. In
particular, we show that the Whitney extension operator has a similar property to the one just
mentioned: it provides an almost optimal extension of every function defined on ∂Ω to a function
from W 1p (Ω) whenever p > n.
This enables us to characterize the boundary values of Sobolev L1p-functions and then of W
1
p -
functions in ways similar to those presented in [30]. In particular, our first main result, Theorem
1.8, is an analog of a trace criterion for the space L1p(R
n) given in [30].
Before we recall that result, we will need to specify some more notation: Throughout this paper,
the terminology “cube” will mean a closed cube in Rn whose sides are parallel to the coordinate
axes. We let Q(x, r) denote the cube in Rn centered at x with side length 2r. Given λ > 0 and
a cube Q we let λQ denote the dilation of Q with respect to its center by a factor of λ. (Thus
λQ(x, r) = Q(x, λr).) The Lebesgue measure of a measurable set A ⊂ Rn will be denoted by |A|.
We proved in [30] that f ∈ L1p(R
n)|S for n < p < ∞, if and only if there exists a constant
λ > 0 such that for every finite family {Qi : i = 1, ..., m} of pairwise disjoint cubes in R
n and
every choice of points xi, yi ∈ (ηQi) ∩ S the inequality
m∑
i=1
|f(xi)− f(yi)|
p
(diamQi)p−n
≤ λ (1.19)
holds. Here η is an absolute constant satisfying η ≤ 11. The special case of this result where
S = Rn and η = 1 was treated earlier by Yu. Brudnyi [4].
We call the criterion expressed by (1.19) the variational or discrete characterization of the trace
space L1p(R
n)|S.
Theorem 1.8, which we will formulate in a moment, provides a “variational” intrinsic character-
ization of the trace space tr(∂Ω)α(L
1
p(Ω)). This result can be thought of as a slight modification of
the variational criterion of (1.19), where the requirement xi, yi ∈ (ηQi)∩S for the points xi and yi
is augmented by a certain additional geometrical requirement, which we shall call “Qi-visibility”.
Definition 1.7 Given a point x ∈ Ω and a cube Q ⊂ Ω, we say that x is Q-visible in Ω if for
each y ∈ Q the semi-open line segment (x, y] lies in Ω.
In other words, a point x ∈ Ω is Q-visible in Ω if
Conv(Q ∪ {x}) \ {x} ⊂ Ω.
Here Conv denotes the convex hull of a set. See Fig. 4.
9
Figure 4: Q-visibility: The points x and y are Q-visible in Ω while u and v are not.
Theorem 1.8 Let Ω be a domain in Rn satisfying condition (Aα). Let p ∈ (n,∞) and let
α = (p− n)/(p− 1). Let η be a constant satisfying η ≥ 41.
A function f : (∂Ω)α → R is the trace to (∂Ω)α of a (continuous) function F ∈ L
1
p(Ω) if and
only if f is continuous (with respect to dα,Ω ) and there exists a constant λ > 0 such that for
every finite family {Qi : i = 1, ..., m} of pairwise disjoint cubes in Ω and every choice of Qi-visible
points
xi, yi ∈ (ηQi) ∩ (∂Ω)α,
the inequality
m∑
i=1
|f(xi)− f(yi)|
p
(diamQi)p−n
≤ λ (1.20)
holds. Moreover,
‖f‖tr(∂Ω)α(L1p(Ω)) ∼ inf λ
1
p
with constants of equivalence depending only on n, p and η.
Figure 5: A variational criterion for the trace space tr(∂Ω)α(L
1
p(Ω)).
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We prove Theorem 1.8 in Section 5 as a corollary of Theorem 5.1 which provides a variational
trace criterion for an arbitrary domain Ω ⊂ Rn. As we shall see, the more general criterion which
appears in Theorem 5.1 is a natural modification of the criterion in Theorem 1.8, where the notion
of Q-visibility is adapted to the case of a domain whose boundary admits “agglutinated” points.
We now turn to the second main result of the paper, Theorem 1.9, which describes the traces of
W 1p (Ω)-functions to the boundary of Ω. Here again, we first need some more terminology. Given
ε > 0 we let
Oε(∂Ω) := {x ∈ Ω : dist(x, ∂Ω) < ε} (1.21)
denote the ε-neighborhood of ∂Ω in Ω.
Let θ > 1 and let Q = {Q} be a covering of Ω by non-overlapping cubes satisfying the following
condition:
1
θ
diam(Q) ≤ dist(Q, ∂Ω) ≤ θ diam(Q). (1.22)
Let Q be a cube in Ω and let aQ be a point in ∂Ω which is nearest to Q (in the Euclidean
metric). Let TQ : Ω→ ∂Ω be a mapping defined by the formula
TQ|Q := aQ, Q ∈ Q. (1.23)
Since Q is a family of non-overlapping cubes, the mapping TQ is well defined a.e. on Ω.
Theorem 1.9 Let Ω be a domain in Rn satisfying condition (Aα) and let p ∈ (n,∞). Fix
constants ε > 0, θ > 1, η ≥ 22θ2, and an arbitrary covering Q of Ω consisting of non-overlapping
cubes Q ⊂ Ω each satisfying inequality (1.22).
A function f : (∂Ω)α → R is an element of tr(∂Ω)α(W
1
p (Ω)) if and only if f is continuous (with
respect to dα,Ω ), f ◦ TQ ∈ Lp(Oε(∂Ω)) and there exists a constant λ > 0 such that the inequality
(1.20) holds for every finite family {Qi : i = 1, ..., m} of pairwise disjoint cubes contained in
Oε(∂Ω), and every choice of Qi-visible points xi, yi ∈ (η Qi) ∩ (∂Ω)α.
Moreover,
‖f‖tr(∂Ω)α(W 1p (Ω)) ∼ ‖f ◦ TQ‖Lp(Oε(∂Ω)) + inf λ
1
p
with constants of equivalence depending only on n, p, ε, θ and η.
A general version of this result, Theorem 5.3, which characterizes the trace space tr(∂Ω)α(W
1
p (Ω))
for an arbitrary domain Ω ⊂ Rn, is proven in Section 5.
Remark 1.10 LetWΩ be a fixed Whitney decomposition of Ω, i.e., a covering of Ω by non-over-
lapping cubes such that diamQ ∼ dist(Q, ∂Ω), Q ∈ WΩ. Then the main statements of Theorems
1.8 and 1.9 remain true if we only consider cubes {Qi} which belong to WΩ. In fact, the only
modification is that in this case the corresponding constants in the formulations of these theorems
will also depend on parameters of the Whitney decomposition WΩ.
Our next result provides a different kind of description of trace spaces. It is expressed in terms
of a certain kind of maximal function with respect to the metric dα,Ω. This maximal function is
a variant of f ♯p, the familiar fractional sharp maximal function in Lp:
f ♯p(x) := sup
r>0
1
r
 1
|Q(x, r)|
∫
Q(x,r)
|f(y)− fQ(x,r)|
p dy

1
p
.
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Here fQ := |Q|
−1
∫
Q
f dx denotes the average of f on the cube Q. For p = ∞ the corresponding
definition is
f ♯∞(x) := ess sup{|f(y)− f(z)|/r : r > 0, y, z ∈ Q(x, r)}.
In [9] Caldero´n proved that, for 1 < p ≤ ∞, a function f is in W 1p (R
n) if and only if f and f ♯1
are both in Lp(R
n). See also [10]. We observe that inequality (1.1) allows us to replace f ♯1 in this
statement with the (bigger) fractional sharp maximal function f ♯∞ so that for p > n and for every
f ∈ W 1p (R
n), we have
‖f‖W 1p (Rn) ∼ ‖f‖Lp(Rn) + ‖f
♯
∞‖Lp(Rn).
In [30] we introduced a variant of the fractional sharp maximal function f ♯∞ defined with respect
to an arbitrary closed set S ⊂ Rn. For a function f : S → R and x ∈ Rn it is given by
f ♯∞,S(x) := ess sup{|f(y)− f(z)|/r : r > 0, y, z ∈ Q(x, r) ∩ S}.
We proved that ‖f‖L1p(Rn)|S ∼ ‖f
♯
∞,S‖Lp(Rn) for every f defined on S, provided that p > n.
Theorem 1.11 formulated below presents an analog of this result for the space tr(∂Ω)α(L
1
p(Ω))
whenever α = (p− n)/(p− 1) and p > n.
Let us introduce yet another variant of the fractional sharp maximal function, this time defined
for functions on a domain Ω ⊂ Rn. Fix q, n < q < p, and put β := (q−n)/(q−1). For simplicity,
we will assume that Ω satisfies the conditions (Aα) and (Aβ), see Definition 1.6. Thus we can
identify the α-boundary and the β-boundary of Ω with (possibly different) subsets of ∂Ω. In
Section 2 we show that ρα,Ω ≤ Cρβ,Ω for some constant C = C(β, n), see Corollary 2.9, so that
(∂Ω)β ⊂ (∂Ω)α ⊂ ∂Ω.
We recall that the metric dβ,Ω on Ω is defined by formula (1.18). We introduce a quasi-metric
δβ,Ω on Ω by setting
δβ,Ω (x, y) := d
1
β
β,Ω
(x, y), x, y ∈ Ω.
Given x ∈ Ω and r > 0, we let B(x, r : δβ,Ω ) denote the closed ball in the quasi-metric space
(Ω, δβ,Ω ) with center x and radius r:
B(x, r : δβ,Ω ) := {y ∈ Ω : δβ,Ω (x, y) ≤ r}.
Our new fractional sharp maximal function f ♯∞,β,Ω is defined for each f : (∂Ω)α → R by
f ♯∞,β,Ω(x) := ess sup
{
|f(y)− f(z)|
r
: r > 0, y, z ∈ B(x, r : δβ,Ω ) ∩ (∂Ω)β
}
, x ∈ Ω.
Theorem 1.11 Let n < q < p and let β = (q − n)/(q − 1), α = (p − n)/(p − 1). Let Ω be a
domain in Rn satisfying the conditions (Aα) and (Aβ).
(i). A function f ∈ tr(∂Ω)α(L
1
p(Ω)) if and only if f is continuous on (∂Ω)α (with respect to dα,Ω )
and also f ♯∞,β,Ω ∈ Lp(Ω). Moreover,
‖f‖tr(∂Ω)α(L1p(Ω)) ∼ ‖f
♯
∞,β,Ω‖Lp(Ω). (1.24)
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(ii). Fix ε > 0, θ > 1 and a covering Q of Ω consisting of non-overlapping cubes Q ⊂ Ω
satisfying inequality (1.22). Let TQ be the mapping defined by (1.23).
A function f : (∂Ω)α → R is an element of tr(∂Ω)α(W
1
p (Ω)) if and only if f is continuous on
(∂Ω)α (with respect to dα,Ω ), and f ◦ TQ and f
♯
∞,β,Ω are both in Lp(Oε(∂Ω)). Furthermore,
‖f‖tr(∂Ω)α(W 1p (Ω)) ∼ ‖f ◦ TQ‖Lp(Oε(∂Ω)) + ‖f
♯
∞,β,Ω‖Lp(Oε(∂Ω)). (1.25)
The constants of equivalence in (1.24) depend only on n, p and q, and in (1.25) they only depend
on n, p, q, ε and θ.
This theorem is a particular case of a corresponding result for an arbitrary domain, Theorem
6.1, which we prove in Section 6.
As already mentioned above, the classical Whitney extension operator provides an almost
optimal extension of a function f defined on (∂Ω)α to a function F in W
1
p (Ω), whenever p > n
and α = (p− n)/(p− 1). Since this extension operator is linear, we obtain the following
Theorem 1.12 Let α = (p−n)/(p− 1). For every domain Ω ⊂ Rn and every p > n there exists
a continuous linear operator E : tr(∂Ω)α(W
1
p (Ω)) → W
1
p (Ω) such that tr(∂Ω)α(Ef) = f for each
f ∈ tr(∂Ω)α(W
1
p (Ω)). Its operator norm is bounded by a constant depending only on n and p.
A similar result holds for the space L1p(Ω).
2. Subhyperbolic metrics on a domain and chains of cubes
Throughout the paper C,C1, C2, ... will be generic positive constants which depend only on pa-
rameters determining sets (say, n, α, θ, etc.) or function spaces (p, q, etc). These constants can
change even in a single string of estimates. The dependence of a constant on certain parameters
is expressed, for example, by the notation C = C(n, p). We write X ∼ Y if there is a constant
C ≥ 1 such that X/C ≤ Y ≤ CX .
Recall that by |A| we denote the Lebesgue measure of a measurable set A ⊂ Rn.
It will be convenient for us to measure distances in Rn in the uniform norm
‖x‖ := max{|xi| : i = 1, ..., n}, x = (x1, ..., xi) ∈ R
n.
Thus every cube
Q = Q(x, r) := {y ∈ Rn : ‖y − x‖ ≤ r}
is a “ball” in ‖ · ‖-norm of “radius” r centered at x. Given subsets A,B ⊂ Rn, we put
diamA := sup{‖a− a′‖ : a, a′ ∈ A}
and
dist(A,B) := inf{‖a− b‖ : a ∈ A, b ∈ B}.
For x ∈ Rn we also set dist(x,A) := dist({x}, A). By A we denote the closure of A, and by A◦
its interior.
Let Q = {Q} be a family of cubes in Rn. By M(Q) we denote its covering multiplicity, i.e.,
the minimal positive integer M such that every point x ∈ Rn is covered by at most M cubes
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from Q. Finally, given a cube Q ⊂ Ω, by aQ we denote a point in ∂Ω which is nearest to Q in
the Euclidean metric.
In this section we present a series of results related to the proof of the necessity part of the
main theorems. We begin with geometrical characterizations of the intrinsic metrics dα,Ω and
ρα,Ω introduced in subsection 1.2, see (1.3), (1.4) and (1.6).
In the next two lemmas we estimate the subhyperbolic length of a line segment in a domain.
Lemma 2.1 Let Ω be a domain in Rn and let x, y ∈ Ω. Assume that
‖x− y‖ ≤ max{dist(x, ∂Ω), dist(y, ∂Ω)}. (2.1)
Then for every α ∈ (0, 1] we have∫
[x,y]
dist(z, ∂Ω)α−1 ds(z) ≤ 1
α
‖x− y‖α. (2.2)
Proof. Suppose that ‖x− y‖ ≤ dist(x, ∂Ω) so that Q(x, ‖x− y‖) ⊂ Ω.
Let z ∈ [x, y]. Then ‖x−y‖ = ‖x−z‖+‖z−y‖ so that for every u ∈ Ω such that ‖u−z‖ ≤ ‖y−z‖
we have
‖x− u‖ ≤ ‖x− z‖ + ‖z − u‖ ≤ ‖x− z‖+ ‖z − y‖ = ‖x− y‖.
We obtain u ∈ Q(x, ‖x−y‖) ⊂ Ω so thatQ(z, ‖y−z‖) ⊂ Ω. This proves that dist(z, ∂Ω) ≥ ‖y−z‖.
Hence ∫
[x,y]
dist(z, ∂Ω)α−1 ds(z) ≤
∫
[x,y]
‖y − z‖α−1 ds(z) = 1
α
‖x− y‖α. 
Lemma 2.2 Let Ω be a domain in Rn and let Q = Q(a, r) be a cube in Ω. Let x ∈ Ω be a
Q-visible point, see Definition 1.7, and let β ∈ (0, 1]. Then:
(i). For every b1, b2 ∈ (x, a] we have∫
[b1,b2]
dist(z, ∂Ω)β−1 ds(z) ≤ C(β)
(
‖a− x‖
diamQ
)1−β
‖b1 − b2‖
β; (2.3)
(ii). Every sequence (xi) ⊂ (x, a] which tends to x (in ‖ · ‖-norm) is fundamental with respect
to the metric ρβ,Ω. Moreover, every two sequences (xi), (yi) ∈ (x, a] tending to x in the Euclidean
norm are equivalent with respect to ρβ,Ω, i.e.,
lim
i→∞
ρβ,Ω(xi, yi) = 0.
Proof. Prove (i). Since x is Q-visible, Conv(x,Q)\{x} ⊂ Ω so that tx+(1− t)Q ⊂ Ω for every
t ∈ [0, 1). Therefore for every z ∈ [a, x) we have
Q(z, rz) ⊂ Ω where rz :=
‖z − x‖
‖a− x‖
r
so that
dist(z, ∂Ω) ≥ rz =
‖z − x‖
‖a− x‖
r, z ∈ [a, x).
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Suppose that ‖b1 − x‖ ≤ ‖b2 − x‖. We have
I =
∫
[b1,b2]
dist(z, ∂Ω)β−1 ds(z) ≤
∫
[b1,b2]
(
‖z − x‖r
‖a− x‖
)β−1
ds(z)
=
(
‖a− x‖
r
)1−β ∫
[b1,b2]
‖z − x‖β−1 ds(z) =
(
‖a− x‖
r
)1−β ‖b2−x‖∫
‖b1−x‖
sβ−1 ds.
Hence
I ≤
1
β
(
‖a− x‖
r
)1−β
(‖b2 − x‖
β − ‖b1 − x‖
β) ≤
21−β
β
(
‖a− x‖
diamQ
)1−β
‖b1 − b2‖
β
proving (2.3).
Prove (ii). By (2.3), for every u, v ⊂ (x, a] we have
dβ,Ω(u, v) ≤
∫
[u,v]
dist(z, ∂Ω)β−1 ds(z) ≤ C(β)
(
‖a− x‖
diamQ
)1−β
‖u− v‖β
so that
ρβ,Ω(u, v) = dβ,Ω(u, v) + ‖u− v‖
β ≤ A ‖u− v‖β (2.4)
where
A = 1 + C(β)
(
‖a− x‖
diamQ
)1−β
.
Now let (xi) ⊂ (x, a] and let xi
‖·‖
−→ x. Then, by (2.4),
ρβ,Ω(xi, xj) ≤ A ‖xi − xj‖
β → 0 as i, j →∞,
proving that (xi) is fundamental with respect to ρβ,Ω.
Let (xi), (yi) ∈ (x, a] and (xi), (yi) tend to x (in ‖ · ‖-norm). Applying (2.4) with u = xi and
v = yi we obtain
ρβ,Ω(xi, yi) ≤ A ‖xi − yi‖
β → 0 as i→∞.
The lemma is proved. 
Lemma 2.3 Let Q = Q(x, r), Q′ = Q(x′, r′) be cubes in a domain Ω such that Q ∩ Q′ 6= ∅.
Assume that either diamQ′ ≤ dist(Q, ∂Ω) or Q′ ⊂ Q.
Let aQ be a point on ∂Ω nearest to Q (in the Euclidean norm). Then aQ is Q
′-visible in Ω and
for each y ∈ (aQ, x] there exists a point y
′ ∈ (aQ, x
′] such that
‖y − y′‖ ≤ C‖y − aQ‖, (2.5)
and
dα,Ω(y, y
′) ≤ C‖y − aQ‖
α, α ∈ (0, 1],
see Fig. 6. Here C is a constant depending only on x, x′, r, r′, aQ, and α.
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Figure 6: Lemma 2.3: the case Q ∩Q′ 6= ∅ and diamQ′ ≤ dist(Q, ∂Ω).
Proof. Put λ = ‖aQ − y‖/‖aQ − x‖ and y
′ = aQ + λ(x
′ − aQ). Since y ∈ (aQ, x], we have
0 < λ ≤ 1 so that y′ ∈ (aQ, x
′]. In addition, y = aQ + λ(x− aQ). Hence
‖y − y′‖ = λ‖x− x′‖ = ‖aQ − y‖ ‖x− x
′‖/‖aQ − x‖,
proving (2.5).
Let z ∈ [y, y′] and let Q˜ := Q(x, dist(x, ∂Ω)). Then aQ ∈ ∂Q˜ and Q˜
◦ ⊂ Ω.
If diamQ′ ≤ dist(Q, ∂Ω), then Q′ ⊂ Q˜◦. Clearly, the same is true whenever Q′ ⊂ Q. The open
cube Q˜◦ is a convex set and the point aQ lies on its boundary so that aQ is Q
′-visible in Ω, see
Definition 1.7.
Moreover, by dilation with respect to aQ, we obtain
Q1 := Q(y, λr), Q2 := Q(y
′, λr′) ⊂ Q˜◦ ⊂ Ω.
Since Q˜◦ is a convex set, the convex hull Conv(Q1, Q2) ⊂ Q˜
◦ ⊂ Ω. In particular, if θ ∈ [0, 1] and
z = θy + (1− θ)y′, then
θQ1 + (1− θ)Q2 ⊂ Ω.
Let r′′ = min{r, r′}. Then
Q(z, λr′′) ⊂ θQ1 + (1− θ)Q2 ⊂ Ω,
so that dist(z, ∂Ω) ≥ λr′′. Hence
dα,Ω(y, y
′) ≤
∫
[y,y′]
dist(z, ∂Ω)α−1 ds(z) ≤ (λr′′)α−1
∫
[y,y′]
1 ds(z)
so that
dα,Ω(y, y
′) ≤ (λr′′)α−1‖y − y′‖ = (λr′′)α−1(λ‖x− x′‖)
= λα(r′′)α−1‖x− x′‖ = (‖aQ − y‖/‖aQ − x‖)
α(r′′)α−1‖x− x′‖.
The lemma is proved. 
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Definition 2.4 Let Ω be a domain in Rn and let x, y ∈ Ω. A finite family of cubes {Qi ⊂ Ω : i =
1, ..., m} is said to be a chain of cubes joining x to y in Ω if x ∈ Q1, y ∈ Qm and Qi ∩ Qi+1 6= ∅
for every i = 1, ..., m− 1.
Lemma 2.5 Let x, y ∈ Ω and let α ∈ (0, 1]. Then for every chain of cubes {Qi : i = 1, ..., m}
joining x to y in Ω the following inequality
ρα,Ω(x, y) ≤ (1 + 2/α)
m∑
i=1
(diamQi)
α
holds.
Proof. Let Qi = Q(xi, ri), i = 1, ..., m, and let zi ∈ Qi ∩Qi+1, i = 1, ..., m− 1. Put z0 := x and
zm := y. Then
‖x− y‖α = ‖z0 − zm‖
α ≤
(
m−1∑
i=0
‖zi − zi+1‖
)α
≤
m−1∑
i=0
‖zi − zi+1‖
α ≤
m∑
i=1
(diamQi)
α.
Let γ be a broken line with nodes {z0, x1, z1, x2, z2, ..., xm−1, zm−1, xm, zm}. Then
dα,Ω(x, y) ≤
∫
γ
dist(z, ∂Ω)α−1 ds(z)
=
m−1∑
i=0

∫
[zi,xi+1]
dist(z, ∂Ω)α−1 ds(z) +
∫
[xi+1,zi+1]
dist(z, ∂Ω)α−1 ds(z)
 .
Since zi ∈ Qi+1 = Q(xi+1, ri+1) ⊂ Ω,
‖zi − xi+1‖ ≤ ri+1 ≤ dist(xi+1, ∂Ω)
so that, by Lemma 2.1,∫
[zi,xi+1]
dist(z, ∂Ω)α−1 ds(z) ≤ 1
α
‖zi − xi+1‖
α ≤ 1
α
(diamQi+1)
α .
In a similar way we prove that∫
[xi+1,zi+1]
dist(z, ∂Ω)α−1 ds(z) ≤ 1
α
(diamQi+1)
α .
Hence
dα,Ω(x, y) ≤ (2/α)
m−1∑
i=0
(diamQi+1)
α .
Finally,
ρα,Ω(x, y) = ‖x− y‖
α + dα,Ω(x, y) ≤ (1 + 2/α)
m∑
i=1
(diamQi)
α
proving the lemma. 
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Lemma 2.6 ([31]) Let x, y ∈ Ω and let γ ⊂ Ω be a continuous curve joining x to y. There exists
a chain of cubes Q = {Qi = Q(zi, ri) : i = 1, ..., m} joining x to y in Ω such that:
(i). zi ∈ γ and ri =
1
8
dist(zi, ∂Ω) for every i = 1, ..., m;
(ii). 2Qi ⊂ Ω, i = 1, ..., m;
(iii). The covering multiplicity M(Q) of the family of cubes Q is bounded by a constant C =
C(n).
Lemma 2.7 For every x, y ∈ Ω and every α ∈ (0, 1] there exists a chain of cubes
Chα,Ω(x, y) = {Qi ⊂ Ω : i = 1, ..., m, }
joining x to y in Ω with covering multiplicity M(Chα,Ω(x, y)) ≤ C(n) such that the following
inequality
m∑
i=1
(diamQi)
α ≤ C(α, n)ρα,Ω(x, y)
holds.
Proof. By (1.3) and (1.4), there exists a rectifiable curve γ ⊂ Ω joining x to y such that∫
γ
dist(z, ∂Ω)α−1 ds(z) ≤ 2dα,Ω(x, y). (2.6)
Let Q = {Qi = Q(zi, ri) : i = 1, ..., m, } be a chain of cubes joining x to y in Ω and satisfying
conditions (i)-(iii) of Lemma 2.6.
Let us consider two cases. First suppose that x, y ∈ Qk = Q(zk, rk) ⊂ Ω for some k ∈ {1, ..., m}.
Put a := (x+ y)/2 and Q˜ := Q(a, ‖x− y‖/2). Clearly, x, y ∈ Q˜. Since ‖x− y‖ ≤ 2rk and a ∈ Qk,
we have Q˜ ⊂ Q(a, rk) ⊂ 2Qk. But, by property (ii) of Lemma 2.6, 2Qk ⊂ Ω so that Q˜ ⊂ Ω.
Moreover,
(diam Q˜)α = ‖x− y‖α ≤ ρα,Ω(x, y) = ‖x− y‖
α + dα,Ω(x, y),
so that in this case one can put Chα,Ω(x, y) := {Q˜}.
Now suppose that that for every Q = Q(z, r) ∈ Q either x /∈ Q or y /∈ Q. This implies the
existence of a point u ∈ ∂Q ∩ γ such that γzu ⊂ Q. Here γzu denotes the arc of γ joining z to u.
On the other hand, by property (i) of Lemma of 2.6, 8r = dist(z, ∂Ω) so that for every v ∈ Q
we have
dist(v, ∂Ω) ≤ dist(z, ∂Ω) + ‖v − z‖ ≤ 8r + r = 9r.
Hence, ∫
γ∩Q
dist(v, ∂Ω)α−1 ds(v) ≥
∫
γzu
dist(v, ∂Ω)α−1 ds(v)
≥ (9r)α−1
∫
γzu
1 ds(v) = (9r)α−1 length(γzu).
Since u ∈ ∂Q, we obtain
length(γzu) ≥ ‖z − u‖ = r
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so that ∫
γ∩Q
dist(v, ∂Ω)α−1 ds(v) ≥ (9r)α−1r = 9α−1rα = 9α−1(diamQ/2)α.
Thus for every cube Qi ∈ Q, i = 1, ..., m, we have
(diamQi)
α ≤ C(α)
∫
γ∩Qi
dist(v, ∂Ω)α−1 ds(v)
so that
m∑
i=1
(diamQi)
α ≤ C(α)
m∑
i=1
∫
γ∩Qi
dist(v, ∂Ω)α−1 ds(v) ≤ C(α)M(Q)
∫
γ
dist(v, ∂Ω)α−1 ds(v).
Recall that M(Q) denotes the covering multiplicity of the family of cubes Q.
By property (iii) of Lemma 2.6, M(Q) ≤ C(n) so that
m∑
i=1
(diamQi)
α ≤ C(α, n)
∫
γ
dist(v, ∂Ω)α−1 ds(v).
Combining this inequality with (2.6), we obtain
m∑
i=1
(diamQi)
α ≤ C(α, n)dα,Ω(x, y)
proving the lemma. 
Lemma 2.5 and Lemma 2.7 imply the following
Proposition 2.8 For every x, y ∈ Ω and every α ∈ (0, 1]
ρα,Ω(x, y) ∼ inf
Ch
m∑
i=1
(diamQi)
α
where the infimum is taken over all chains of cubes Ch = {Qi : i = 1, ..., m} joining x to y in Ω.
Moreover, the same equivalence holds whenever Ch runs over all chains of cubes joining x to y
in Ω with the covering multiplicity M(Ch) ≤ C where C = C(n) is a constant depending only on
n.
In both cases the constants of equivalence depend only on n and α.
This proposition implies the following
Corollary 2.9 For every 0 < β < α ≤ 1 and every x, y ∈ Ω the following inequality
ρα,Ω(x, y) ≤ C(β, n) ρβ,Ω(x, y)
holds.
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Lemma 2.10 For every x, y ∈ Ω and every α ∈ (0, 1]
ρα,Ω(x, y) ∼

dα,Ω(x, y), ‖x− y‖ ≥ min{dist(x, ∂Ω), dist(y, ∂Ω)},
‖x− y‖α, ‖x− y‖ < min{dist(x, ∂Ω), dist(y, ∂Ω)},
with constants of equivalence depend only on α.
Proof. Assume that dist(x, ∂Ω) ≥ dist(y, ∂Ω). Let us consider the case
‖x− y‖ ≥ min{dist(x, ∂Ω), dist(y, ∂Ω)} = dist(y, ∂Ω). (2.7)
Prove that in this case
‖x− y‖α ≤ 21−αdα,Ω(x, y). (2.8)
In fact, for every z ∈ [x, y] we have
dist(z, ∂Ω) ≤ dist(y, ∂Ω) + ‖z − y‖ ≤ dist(y, ∂Ω) + ‖x− y‖.
Hence, for every rectifiable curve γ ⊂ Ω joining x to y we obtain∫
γ
dist(z, ∂Ω)α−1 ds(z) ≥
∫
γ
(dist(y, ∂Ω) + ‖x− y‖)α−1 ds(z)
= (dist(y, ∂Ω) + ‖x− y‖)α−1 length(γ)
≥ (2‖x− y‖)α−1‖x− y‖ = 2α−1‖x− y‖α.
Taking in this inequality the infimum over all such γ we obtain inequality (2.8).
Thus
dα,Ω(x, y) ≤ ρα,Ω(x, y) = dα,Ω(x, y) + ‖x− y‖
α ≤ (1 + 2α−1)dα,Ω(x, y)
provided inequality (2.7) is satisfied. Let us consider the case
‖x− y‖ ≤ min{dist(x, ∂Ω), dist(y, ∂Ω)}.
In this case inequality (2.1) is satisfied so that, by Lemma 2.1,
dα,Ω(x, y) ≤
∫
[x,y]
dist(z, ∂Ω)α−1 ds(z) ≤ 1
α
‖x− y‖α.
Hence,
‖x− y‖α ≤ ρα,Ω(x, y) = dα,Ω(x, y) + ‖x− y‖
α ≤ (1 + 1
α
)‖x− y‖α
proving the lemma. 
20
3. Sobolev-Poincare´ type inequalities on a domain.
The following proposition presents the classical Sobolev imbedding inequality for the case p > n,
see, e.g. [22], p. 61, or [26], p. 55. This inequality is also known in the literature as Sobolev-
Poincare´ inequality (for p > n).
Proposition 3.1 Let F ∈ L1p(Ω) be a continuous function defined on a domain Ω ⊂ R
n and let
n < q ≤ p <∞. Then for every cube Q ⊂ Ω and every x, y ∈ Q the following inequality
|F (x)− F (y)| ≤ C(n, q) (diamQ)
 1
|Q|
∫
Q
‖∇F (z)‖q dz

1
q
(3.1)
holds.
Clearly, inequality (3.1) (for p = q) implies the local Ho¨lder inequality (1.1).
In this section we present several global versions of inequality (3.1) related to the case of
arbitrary points x, y ∈ Ω. These variants of the Sobolev-Poincare´ inequality on a domain are a
slight generalization of the global Ho¨lder-type inequality (1.5) proved by Buckley and Stanoyevitch
[8].
Fix q ∈ (n, p] and put
β =
q − n
q − 1
.
Lemma 3.2 Let F ∈ L1p(Ω) be a continuous function and let x, y ∈ Ω. Let Ch = {Q1, ..., Qm}
be a chain of cubes joining x to y in Ω with the covering multiplicity M =M(Ch) <∞. Then
|F (x)− F (y)| ≤ C(n, q)M
1
q
(
m∑
i=1
(diamQi)
β
)1− 1
q
 ∫
U
‖∇F (z)‖q dz

1
q
.
where U := ∪mi=1Qi.
Proof. Let zi ∈ Qi ∩Qi+1, i = 1, ..., m− 1. Put z0 := x, zm = y. Then for every i = 0, ..., m− 1,
we have zi, zi+1 ∈ Qi+1 ⊂ Ω so that by the Sobolev-Poincare´ inequality (3.1)
|F (zi)− F (zi+1)| ≤ C(diamQi+1)
 1
|Qi+1|
∫
Qi+1
‖∇F (z)‖q dz

1
q
.
Hence
|F (zi)− F (zi+1)| ≤ C(diamQi+1)
1−n
q
 ∫
Qi+1
‖∇F (z)‖q dz

1
q
. (3.2)
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Now, by the Ho¨lder inequality,
|F (x)− F (y)| ≤
m−1∑
i=0
|F (zi)− F (zi+1)|
(diamQi+1)
1−n
q
(diamQi+1)
1−n
q
≤
(
m−1∑
i=0
(
|F (zi)− F (zi+1)|
(diamQi+1)
1−n
q
)q) 1
q
(
m−1∑
i=0
(
(diamQi+1)
1−n
q
) q
q−1
)1− 1
q
=
(
m−1∑
i=0
|F (zi)− F (zi+1)|
q
(diamQi+1)q−n
) 1
q
(
m−1∑
i=0
(diamQi+1)
q−n
q−1
)1− 1
q
.
Recall that β = (q − n)/(q − 1). Combining the latter inequality with (3.2), we obtain
|F (x)− F (y)| ≤ C
(
m−1∑
i=0
(diamQi+1)
β
)1− 1
q
m−1∑
i=0
∫
Qi+1
‖∇F (z)‖q dz

1
q
≤ C
(
m∑
i=1
(diamQi)
β
)1− 1
q
M ∫
U
‖∇F (z)‖q dz

1
q
.
The lemma is proved.
Proposition 3.3 Let F ∈ L1p(Ω) be a continuous function and let q ∈ (n, p], β = (q−n)/(q−1).
There exist constants λ = λ(n, q) and C = C(n, q) such that for every x, y ∈ Ω
|F (x)− F (y)| ≤ Cρβ,Ω(x, y)
1− 1
q
∫
B
‖∇F (z)‖q dz

1
q
where
B = {z ∈ Ω : ρβ,Ω(x, z) ≤ λρβ,Ω(x, y)}.
Proof. By Lemma 2.7 there exists a chain of cubes Chα,Ω(x, y) = {Q1, ..., Qm} joining x to y
in Ω with covering multiplicity M(Chβ,Ω(x, y)) ≤ C(n) such that
m∑
i=1
(diamQi)
β ≤ C(β, n)ρβ,Ω(x, y). (3.3)
Then by Lemma 3.2
|F (x)− F (y)| ≤ CM
1
q
(
m∑
i=1
(diamQi)
β
)1− 1
q
 ∫
U
‖∇F (z)‖q dz

1
q
where U = ∪mi=1Qi. Hence
|F (x)− F (y)| ≤ C ρβ,Ω(x, y)
1− 1
q
∫
U
‖∇F (z)‖q dz

1
q
.
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Let z ∈ U so that z ∈ Qk for some k ∈ {1, ..., m}. Then {Q1, ..., Qk} is a chain of cubes joining
x to z in Ω. By Lemma 2.5
ρβ,Ω(x, z) ≤ (1 + 2/β)
k∑
i=1
(diamQi)
β.
Hence, by (3.3),
ρβ,Ω(x, z) ≤ (1 + 2/β)
m∑
i=1
(diamQi)
β ≤ λρβ,Ω(x, y)
with λ = λ(n, q). Finally we obtain
U =
m⋃
i=1
Qi ⊂ B = {z ∈ Ω : ρβ,Ω(x, z) ≤ λρβ,Ω(x, y)}
proving the proposition. 
Proposition 3.4 Let F ∈ L1p(Ω) be a continuous function and let x, y ∈ Ω. Let q ∈ (n, p] and
let β = (q − n)/(q − 1). There exist constants λ1 = λ1(n, q) ≥ 1 and C = C(n, q) such that for
every R ≥ λ1ρβ,Ω(x, y)
1
β the following inequality
|F (x)− F (y)| ≤ C R
 1
|Q(x,R)|
∫
Q(x,R)∩Ω
‖∇F (z)‖q dz

1
q
holds.
Proof. Let λ = λ(n, q) be the constant from Proposition 3.3 and let
B = {z ∈ Ω : ρβ,Ω(x, z) ≤ λρβ,Ω(x, y)}.
Then for every z ∈ B we have
‖x− z‖β ≤ ρβ,Ω(x, z) = ‖x− z‖
β + dβ,Ω(x, z) ≤ λρβ,Ω(x, y)
so that B ⊂ Q(x, r) with r = λ
1
β ρβ,Ω(x, y)
1
β .
Hence, by Proposition 3.3,
|F (x)− F (y)| ≤ Cρβ,Ω(x, y)
1− 1
q
∫
B
‖∇F (z)‖q dz

1
q
≤ C(rβ)1−
1
q
 ∫
Q(x,r)∩Ω
‖∇F (z)‖q dz

1
q
= C r1−
n
q
 ∫
Q(x,r)∩Ω
‖∇F (z)‖q dz

1
q
.
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Now, for every R ≥ r = λ1ρβ,Ω(x, y)
1
β we have
|F (x)− F (y)| ≤ C R1−
n
q
 ∫
Q(x,R)∩Ω
‖∇F (z)‖q dz

1
q
≤ C R
 1
|Q(x,R)|
∫
Q(x,R)∩Ω
‖∇F (z)‖q dz

1
q
proving the proposition. 
Lemma 3.5 Let Q = Q(a, r) be a cube in Ω and let t ≥ 1. Assume that x ∈ (tQ)∩Ω and x is a
Q-visible point of Ω, see Definition 1.7. Let F ∈ L1p(Ω) be a continuous function. Then for every
q ∈ (n, p] we have (
|F (x)− F (a)|
diamQ
)q
≤ C
1
|Q|
∫
(γQ)∩Ω
‖∇F (z)‖q dz
where γ = γ(n, q, t) and C = C(n, q, t).
Proof. Let β = (q − n)/(q − 1). By Lemma 2.2 (with b1 = x ∈ Ω, b2 = a),
dβ,Ω(x, a) ≤
∫
[x,a]
dist(z, ∂Ω)β−1 ds(z) ≤ C(β)
(
‖a− x‖
diamQ
)1−β
‖x− a‖β .
Since x ∈ tQ, we have ‖a− x‖ ≤ tr = 1
2
t diamQ so that
dβ,Ω(x, a) ≤ C(β)t
1−β‖x− a‖β.
Hence
ρβ,Ω(x, a) = ‖x− a‖
β + dβ,Ω(x, a) ≤ C(β)t
1−β‖x− a‖β ≤ C(β)t1−β(tr)β = C(β)trβ.
Let λ1 = λ1(n, q) be the constant from Proposition 3.4. Then
λ1ρβ,Ω(x, a)
1
β ≤ λ1(C(β)t)
1
β r = γr
with γ := λ1(C(β)t)
1
β .
Put R := γr = 1
2
γ diamQ. Since R ≥ λ1ρβ,Ω(x, a)
1
β , by Proposition 3.4,
|F (x)− F (a)| ≤ C R
 1
|Q(a, R)|
∫
Q(a,R)∩Ω
‖∇F (z)‖q dz

1
q
so that (
|F (x)− F (a)|
diamQ
)q
≤ C 2−qγq−n
1
|Q|
∫
Q(a,R)∩Ω
‖∇F (z)‖q dz.
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The lemma is proved. 
As usual, given a function G ∈ L1,loc(R
n) by M[G] we denote the Hardy-Littlewood maximal
function
M[G](x) := sup
t>0
1
|Q(x, t)|
∫
Q(x,t)
|G(y)|dy, x ∈ Rn. (3.4)
The last auxiliary result of the section is the following
Lemma 3.6 Let G ∈ L1,loc(R
n) and let γ ≥ 1, θ > 0. Then for every cube Q ⊂ Rn we have 1
|Q|
∫
γQ
|G(x)| dx
θ ≤ C(n, γ) 1
|Q|
∫
Q
M[G]θ(x) dx.
Proof. Let z ∈ Q and let K := Q(z, diam(γQ)). Then K ⊃ γQ and |K| ∼ |Q| so that
1
|Q|
∫
γQ
|G(x)| dx ≤
1
|Q|
∫
K
|G(x)| dx ≤ C
1
|K|
∫
K
|G(x)| dx ≤ CM[G](z).
where C = C(n, γ). Hence 1
|Q|
∫
γQ
|G(x)| dx
θ ≤ CM[G]θ(z), z ∈ Q.
Integrating this inequality over cube Q we obtain the required inequality
|Q|
 1
|Q|
∫
γQ
|G(x)| dx
θ ≤ C ∫
Q
M[G]θ(x) dx. 
4. Local oscillation properties of the Whitney extension operator.
In this section we study local oscillation properties of the classical Whitney operator which extends
every function defined on the Sobolev boundary of a domain to a function defined on all of the
domain. We present several auxiliary results which we will use later in the proofs of the sufficiency
part of the main theorems, see Sections 5 and 6.
Since Ω is an open subset of Rn, it admits a Whitney covering W(Ω). In the next lemma we
recall the main properties of this covering, see, e.g. [32], or [15].
Theorem 4.1 W(Ω) = {Qk} is a countable family of cubes such that
(i). Ω = ∪{Q : Q ∈W(Ω)};
(ii). For every cube Q ∈W(Ω)
diamQ ≤ dist(Q, ∂Ω) ≤ 4 diamQ; (4.1)
(iii). The covering multiplicity M(W(Ω)) of the family W(Ω) is bounded by a constant N =
N(n). Thus every point of Ω is covered by at most N cubes from W(Ω).
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We are also needed certain additional properties of Whitney’s cubes which we present in the
next lemma. Let Q be a cube in Ω and let Q∗ := 9
8
Q.
Lemma 4.2 (1). If Q,K ∈W(Ω) and Q∗ ∩K∗ 6= ∅, then
1
4
diamQ ≤ diamK ≤ 4 diamQ. (4.2)
(2). For every cube K ∈ W(Ω) there are at most N = N(n) cubes from the family W∗(Ω) :=
{Q∗ : Q ∈W(Ω)} which intersect K∗.
(3). Let Q,K ∈W(Ω). Then Q∗ ∩K∗ 6= ∅ if and only if Q ∩K 6= ∅.
We turn to the construction of the Whitney extension operator. Fix α ∈ (0, 1]. As usual, given
a cube Q ⊂ Ω, by aQ we denote a point of ∂Ω nearest to Q in the Euclidean norm.
We recall that the standard Whitney’s extension algorithm assigns every function f : ∂Ω→ R
a piecewise constant function F which on every cube Q ∈W(Ω) takes the value f(aQ). Then we
smooth F using a certain smooth partition of unity subordinated to the Whitney decomposition
W(Ω).
Let now f : (∂Ω)α → R be a function defined on the α-boundary of Ω, see Definition 1.4.
Observe that the same extension procedure works well whenever the α-boundary of Ω can be
identified with a subset of ∂Ω. A domain satisfying the (Aα)-condition, see Definition 1.6, pro-
vides an example of such a domain; in fact, in this case the boundary ∂Ω does not contains
“agglutinated” parts and does not split under the Cauchy completion with respect to the metric
ρα,Ω.
However, in general, the point aQ may split into a finite or infinite number of elements of the
α-boundary. In this case we have to assign the pair (aQ, Q) an appropriate equivalence class
ωQ,α ∈ (∂Ω)α and then to proceed the Whitney algorithm using the value f(ωQ,α) rather than
f(aQ).
We will do this as follows. Clearly, if a cube Q = Q(xQ, rQ) ⊂ Ω then
Q◦(xQ, dist(xQ, ∂Ω)) ⊂ Ω
so that the point
aQ is Q-visible in Ω,
see Definition 1.7. In particular, [xQ, aQ) ⊂ Ω. We define a sequence of points xi ∈ [xQ, aQ) by
letting
xi := aQ +
1
i
(xQ − aQ), i = 1, 2, ... (4.3)
Clearly, xi
‖·‖
−→ aQ as i→∞ so that, by Lemma 2.2, (xi) is fundamental with respect to the metric
ρα,Ω.
Thus (xi) ∈ C[Ω, ρα,Ω], see (1.8), so that the equivalence class of (xi), the set
ωQ,α = [(xi)]α, (4.4)
is an element of Ω∗, α, see (1.11).
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Moreover, since xi
‖·‖
−→ aQ, the point aQ is the common limit (in ‖ · ‖-norm) of all sequences
(yi) ∈ ωQ,α, i.e.,
ℓ(ωQ,α) = aQ, (4.5)
see Remark 1.2. On the other hand, since aQ ∈ ∂Ω, by Definition 1.4, the class ωQ,α ∈ (∂Ω)α. In
other words, ωQ,α is an element of the α-boundary of the domain Ω:
ωQ,α ∈ (∂Ω)α = Ω
∗, α \ Ω,
see (1.14).
We will be needed the following property of the element ωQ,α.
Lemma 4.3 For every cube Q ∈W(Ω) and every y ∈ Q the following inequality
ρα,Ω(y, ωQ,α) ≤ C(α) dist(y, ∂Ω)
α (4.6)
holds.
Proof. By (1.13), (4.3) and (4.5),
ρα,Ω(xQ, ωQ,α) = lim
i→∞
dα,Ω(xQ, xi) + ‖xQ − aQ‖.
Since aQ is a nearest point to Q on ∂Ω,
‖xQ − aQ‖ ≤ rQ + dist(Q, aQ) = rQ + dist(Q, ∂Ω),
so that, by (4.1),
‖xQ − aQ‖ ≤ rQ + 4diamQ ≤ 5 diamQ. (4.7)
Let us estimate dα,Ω(xQ, xi). Since aQ is Q-visible and xi ∈ [xQ, aQ), by Lemma 2.2, (i),
dα,Ω(xQ, xi) ≤
∫
[xi,xQ]
dist(z, ∂Ω)α−1 ds(z) ≤ C
(
‖aQ − xQ‖
diamQ
)1−α
‖xi − xQ‖
α,
so that
lim
i→∞
dα,Ω(xQ, xi) ≤ C
(
‖aQ − xQ‖
diamQ
)1−α
‖aQ − xQ‖
α.
Combining this inequality with (4.7), we obtain
lim
i→∞
dα,Ω(xQ, xi) ≤ C(diamQ)
α.
From this and (4.7) it follows
ρα,Ω(xQ, ωQ,α) ≤ C(diamQ)
α.
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Let us estimate ρα,Ω(xQ, y). We have ‖xQ − y‖ ≤ rQ so that
ρα,Ω(xQ, y) = dα,Ω(xQ, y) + ‖xQ − y‖
α ≤ dα,Ω(xQ, y) + (diamQ)
α. (4.8)
But, by (4.1),
dist(y, ∂Ω) ≥ dist(Q, ∂Ω) ≥ diamQ (4.9)
proving that
‖xQ − y‖ ≤ diamQ ≤ max{dist(xQ, ∂Ω), dist(y, ∂Ω)}.
Hence, by (2.2),
dα,Ω(xQ, y) ≤
∫
[xQ,y]
dist(z, ∂Ω)α−1 ds(z) ≤ 1
α
‖xQ − y‖
α ≤ C(diamQ)α,
so that, by (4.8), ρα,Ω(xQ, y) ≤ C(diamQ)
α. We obtain
ρα,Ω(y, ωQ,α) ≤ ρα,Ω(xQ, ωQ,α) + ρα,Ω(xQ, y) ≤ C(diamQ)
α.
This inequality and (4.9) imply the required inequality (4.6). 
Let σ > 0, c¯ ∈ R, and let f : (∂Ω)α → R be a function defined on the α-boundary of Ω. We
put
cQ :=
{
f(ωQ,α), diamQ ≤ σ,
c¯, diamQ > σ.
(4.10)
We define an extension operator f˜ = Ext[f ; σ, c¯, α,Ω] by letting f˜(ω) := f(ω), ω ∈ (∂Ω)α, and
f˜(x) :=
∑
Q∈W(Ω)
cQϕQ(x), x ∈ Ω. (4.11)
Here {ϕQ : Q ∈W(Ω)} is a smooth partition of unity subordinated to the Whitney decompo-
sition W(Ω), see, e.g. [32]. Recall the main properties of this partition.
Lemma 4.4 The partition of unity {ϕQ : Q ∈W(Ω)} has the following properties:
(a). ϕQ ∈ C
∞(Rn) and 0 ≤ ϕQ ≤ 1 for every Q ∈W(Ω);
(b). suppϕQ ⊂ Q
∗(:= 9
8
Q), Q ∈W(Ω);
(c).
∑
{ϕQ(x) : Q ∈W(Ω)} = 1 for every x ∈ Ω;
(d). ‖∇ϕQ(x)‖ ≤ C(n)/ diamQ for every Q ∈W(Ω) and every x ∈ Ω.
Lemma 4.5 For every cube K ∈ W(Ω) with diamK ≤ σ/4 and every x ∈ K the following
inequality
|f˜(x)− f(ωK,α)| ≤ C(n)max{|f(ωQ,α)− f(ωK,α)| : Q ∈W(Ω), Q ∩K 6= ∅}
holds.
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Proof. By (4.11) and Lemma 4.4, (c), we have
|f˜(x)− f(ωK,α)| = |
∑
Q∈W(Ω)
cQϕQ(x)− f(ωK,α)| = |
∑
Q∈W(Ω)
(cQ − f(ωK,α))ϕQ(x)|
≤
∑
Q∈W(Ω)
|cQ − f(ωK,α)|ϕQ(x).
Hence, by Lemma 4.4, (b), we obtain
|f˜(x)− f(ωK,α)| ≤
∑
{|cQ − f(ωK,α)|ϕQ(x) : Q ∈W(Ω), Q∗ ∋ x}
≤
∑
{|cQ − f(ωK,α)|ϕQ(x) : Q ∈W(Ω), Q∗ ∩K∗ 6= ∅}.
But 0 ≤ ϕQ ≤ 1, and, by Lemma 4.2, (3), Q
∗ ∩K∗ 6= ∅ iff Q ∩K 6= ∅, so that
|f˜(x)− f(ωK,α)| ≤
∑
{|cQ − f(ωK,α)| : Q ∈W(Ω), Q ∩K 6= ∅}.
By Lemma 4.2, (2), there are at most N(n) cubes Q ∈W(Ω) such that Q ∩K 6= ∅ so that
|f˜(x)− f(ωK,α)| ≤ C max{|cQ − f(ωK,α)| : Q ∈W(Ω), Q ∩K 6= ∅}.
Moreover, for every Q ∈W(Ω), Q ∩K 6= ∅, by Lemma 4.2, (1),
diamQ ≤ 4 diamK ≤ 4(σ/4) = σ,
so that, by (4.10), cQ = f(ωQ,α). The lemma is proved. 
Observe that f˜ |Ω ∈ C
∞(Ω). The next lemma provides an estimate of the norm of gradient of
f˜ on every Whitney cube K ∈W(Ω).
Lemma 4.6 Let K ∈W(Ω) be a Whitney cube. Then
sup
K
‖∇f˜‖ ≤ C(n) (diamK)−1
∑
{|cQ − cK | : Q ∈W(Ω), Q ∩K 6= ∅}.
Proof. For every x ∈ K we have
‖∇f˜(x)‖ = ‖∇
 ∑
Q∈W(Ω)
(cQ − cK)ϕQ(x)
 ‖ = ‖ ∑
Q∈W(Ω)
(cQ − cK)∇ϕQ(x)‖.
Since suppϕQ ⊂ Q
∗, Q ∈W(Ω), and x ∈ K, in the latter sum one can consider only those cubes
Q ∈W(Ω) for which Q∗ ∩K 6= ∅. Hence
‖∇f˜(x)‖ ≤
∑
{|cQ − cK |‖∇ϕQ(x)‖ : Q ∈W(Ω), Q∗ ∩K 6= ∅}
so that, by Lemma 4.4, (d),
‖∇f˜(x)‖ ≤ C(n)
∑
{|cQ − cK |(diamQ)
−1 : Q ∈W(Ω), Q∗ ∩K 6= ∅}.
By Lemma 4.2, (3), Q ∩K 6= ∅ provided Q∗ ∩K 6= ∅. Moreover, by (4.2), diamQ ∼ diamK for
every cube Q ∈W(Ω) such that Q∗ ∩K 6= ∅. Hence
‖∇f˜(x)‖ ≤ C(n) (diamK)−1
∑
{|cQ − cK | : Q ∈W(Ω), Q ∩K 6= ∅}, x ∈ K,
proving the lemma. 
Let us estimate the Lp-norm of ∇f˜ .
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Lemma 4.7
‖∇f˜‖p
Lp(Ω)
≤ C(n)
∑{ |cQ − cQ′|p
(diamQ + diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅
}
.
Proof. We have ∫
Ω
‖∇f˜‖p dx ≤
∑
K∈W(Ω)
∫
K
‖∇f˜‖p dx ≤
∑
K∈W(Ω)
|K| sup
K
‖∇f˜‖p
so that, by Lemma 4.6,∫
Ω
‖∇f˜‖p dx ≤ C
∑
K∈W(Ω)
|K|(diamK)−p
∑
{|cQ − cK |
p : Q ∈W(Ω), Q ∩K 6= ∅}
= C
∑
K∈W(Ω)
∑{ |cQ − cK |p
(diamK)p−n
: Q ∈W(Ω), Q ∩K 6= ∅
}
.
By (4.2), diamK ∼ diamQ for every K,Q ∈W(Ω), Q ∩K 6= ∅, so that∫
Ω
‖∇f˜‖p dx ≤ C
∑
K∈W(Ω)
∑{ |cQ − cK |p
(diamK + diamQ)p−n
: Q ∈W(Ω), Q ∩K 6= ∅
}
= 2C
∑{ |cQ − cQ′|p
(diamQ+ diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅
}
.
The lemma is proved. 
Lemma 4.8 Let c¯ := 0, see formula (4.10). Then the following inequality
‖f˜‖p
W 1p (Ω)
≤ C
(∑{ |f(ωQ,α)− f(ωQ′,α)|p
(diamQ + diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, Q,Q′ ⊂ O5σ(∂Ω)
}
+
∑
{|f(ωQ,α)|
p|Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)}
)
holds. Here C = C(n, σ) is a constant depending only on n and σ.
Proof. Recall that the set Oε(∂Ω) is defined by (1.21). By Lemma 4.7,
‖∇f˜‖p
Lp(Ω)
≤ C(I1 + I2)
where
I1 :=
∑
{|cQ − cQ′|
p(diamQ + diamQ′)n−p :
Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, max{diamQ, diamQ′} ≤ σ}
and
I2 :=
∑
{|cQ − cQ′|
p(diamQ+ diamQ′)n−p :
Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, max{diamQ, diamQ′} > σ}.
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Let us estimate I1. Let Q ∈ W(Ω) and let diamQ ≤ σ. Then, by (4.1), for every x ∈ Q we
have
dist(x, ∂Ω) ≤ diamQ+ dist(Q, ∂Ω) ≤ diamQ+ 4diamQ ≤ 5σ
so that Q ⊂ O5σ(∂Ω). By (4.10),
|cQ − cQ′| = |f(ωQ,α)− f(ωQ′,α)|
provided diamQ ≤ σ and diamQ′ ≤ σ so that
I1 ≤
∑{ |f(ωQ,α)− f(ωQ′,α)|p
(diamQ + diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, Q,Q′ ⊂ O5σ(∂Ω)
}
.
Let us estimate I2. Let Q ∈W(Ω) and let Q * O10σ(∂Ω) so that there exists x ∈ Q such that
dist(x, ∂Ω) > 10σ. Then for every Q′ ∈W(Ω), Q′ ∩Q 6= ∅, we have
10σ < dist(x, ∂Ω) ≤ diamQ + diamQ′ + dist(Q′, ∂Ω)
so that, by (4.1) and (4.2),
10σ < 4 diamQ′ + diamQ′ + 4diamQ′ = 9diamQ′.
Thus σ < diamQ′ for every Q′ ∈W(Ω), Q′ ∩Q 6= ∅, so that, by (4.10),
cQ′ = 0, Q
′ ∈W(Ω), Q′ ∩Q 6= ∅, (4.12)
provided Q * O10σ(∂Ω). Hence
I2 :=
∑
{|cQ − cQ′|
p(diamQ + diamQ′)n−p :
Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, max{diamQ, diamQ′} > σ,Q,Q′ ⊂ O10σ(∂Ω)}.
Observe that for each Q ⊂ O10σ(∂Ω), by (4.1), we have
diamQ ≤ dist(Q, ∂Ω) ≤ 10σ.
Let us consider cubes Q,Q′ ∈ W(Ω) satisfying the following conditions: Q,Q′ ⊂ O10σ(∂Ω),
Q ∩Q′ 6= ∅ and max{diamQ, diamQ′} > σ. Assume that diamQ > σ. Then, by (4.2),
diamQ′ ≥ 1
4
diamQ ≥ σ/4
so that
σ/4 < diamQ′ ≤ diamQ ≤ 10σ.
Since in (4.10) we put c¯ := 0,
|cQ − cQ′| ≤ |cQ|+ |cQ′| ≤ |f(ωQ,α)|+ |f(ωQ′,α)|,
so that
I2 ≤ C
∑
{(|f(ωQ,α)|
p + |f(ωQ′,α)|
p) (diamQ+ diamQ′)n−p : Q,Q′ ∈W(Ω),
Q ∩Q′ 6= ∅, Q,Q′ ⊂ O10σ(∂Ω), σ/4 < diamQ
′, diamQ ≤ 10σ}.
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Hence
I2 ≤ C(n, σ)
∑
{|f(ωQ,α)|
p |Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)}.
We obtain
‖∇f˜‖p
Lp(Ω)
≤ C(I1 + I2)
≤ C
(∑{ |f(ωQ,α)− f(ωQ′,α)|p
(diamQ + diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, Q,Q′ ⊂ O5σ(∂Ω)
}
+
∑
{|f(ωQ,α)|
p |Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)}
)
with C = C(n, σ).
Let us estimate ‖f˜‖Lp(Ω). By (4.12), cQ = 0 provided Q * O10σ(∂Ω). Also, since c¯ = 0, by
(4.10), |cQ| ≤ |f(ωQ,α)| for every Q ∈W(Ω). Hence
‖f˜‖p
Lp(Ω)
≤
∑
Q∈W(Ω)
|cQ|
p |Q| ≤
∑
{|cQ|
p |Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)}
≤
∑
{|f(ωQ,α)|
p |Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)}.
The lemma is completely proved. 
Let us extend the notion of Q-visibility (Definition 1.7) to the case of an arbitrary domain
Ω ⊂ Rn.
Definition 4.9 Let ω ∈ (∂Ω)α, α ∈ (0, 1], and let Q ⊂ Ω be a cube. We say that ω is (α,Q)-
visible in Ω if the following conditions are satisfied:
(i). The point ℓ(ω) ∈ ∂Ω is Q-visible in Ω (see Remark (1.2) and Definition 1.7);
(ii). There exists a sequence yi ∈ (ℓ(ω), xQ], i = 1, 2, ... , such that the equivalence class of (yi)
with respect to “
α
∼ ”, see (1.9) and (1.10), coincides with ω:
[(yi)]α = ω.
Observe that part (ii) of this definition can be replaced with one the following equivalent
statement:
(a). There exists a sequence (yi) ∈ ω such that yi ∈ (ℓ(ω), xQ].
(b). Every sequence yi ∈ (ℓ(ω), xQ] such that yi
‖·‖
−→ ℓ(ω) as i → ∞, belongs to ω, see Lemma
2.2.
Also note that for each cube Q ⊂ Ω the element ωQ,α ∈ (∂Ω)α defined by (4.4) possesses the
following property:
ωQ,α is (α,Q)-visible in Ω. (4.13)
Lemma 4.10 Let Q1, Q2 be cubes in Ω. Suppose that Q2 ∈ W(Ω), Q1 ∩ Q2 6= ∅, and for some
τ ≥ 1
diamQ1 ≤ diamQ2 ≤ τ diamQ1.
Then ωQ2,α is (α,Q1)-visible in Ω. In addition, ℓ(ωQ2,α) ∈ (10τ + 1)Q1.
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Proof. Prove that ωQ2,α is (α,Q1)-visible in Ω. Observe that ωQ2,α is (α,Q2)-visible in Ω and
aQ2 = ℓ(ωQ2,α), see (4.13). (Recall that aQ2 denotes a point on ∂Ω nearest to the cube Q2.) Thus
ωQ2,α = [(yi)]α where (yi) is an arbitrary sequence of points such that yi ∈ (aQ2, xQ2], i = 1, 2, ... ,
and
‖yi − aQ2‖ → 0 as i→∞. (4.14)
Let us fix such a sequence (yi) and construct a sequence (zi) such that zi ∈ (aQ2 , xQ1] for every
i = 1, 2, ... , and (zi)
α
∼ (yi). Since Q2 ∈W(Ω), Q1 ∩Q2 6= ∅ and
diamQ1 ≤ diamQ2 ≤ dist(Q2, ∂Ω),
by Lemma 2.3, aQ2 is Q1-visible in Ω and for every i = 1, 2, ... , there exists a point zi ∈ (aQ2, xQ1 ]
such that ‖yi − zi‖ ≤ C‖yi − aQ2‖, and
dα,Ω(yi, zi) ≤ C‖yi − aQ2‖
α
where C is a constant independent of i. Hence,
ρα,Ω(yi, zi) = ‖yi − zi‖
α + dα,Ω(yi, zi) ≤ C‖yi − aQ2‖
α
so that, by (4.14), ρα,Ω(yi, zi)→ 0 as i→∞.
This proves that (yi)
α
∼ (zi), see (1.9). Since ωQ2,α is the equivalence class of (yi), and (yi)
α
∼ (zi),
we conclude that ωQ2,α = [zi]α as well.
Thus the point ℓ(ωQ2,α) = aQ2 is Q1-visible, (zi) ∈ ωQ2,α, and zi ∈ (ℓ(ω), xQ1], so that, by
Definition 4.9, ωQ2,α is (α,Q1)-visible.
Prove that aQ2 ∈ (10τ + 1)Q1. Let Q1 = Q(xQ1 , r1). Since Q1 ∩Q2 6= ∅,
‖aQ2 − x1‖ ≤ dist(aQ2 , Q2) + diamQ2 + r1 = dist(Q2, ∂Ω) + diamQ2 + r1
so that, by (4.1),
‖aQ2 − x1‖ ≤ 4 diamQ2 + diamQ2 + r1.
But diamQ2 ≤ τ diamQ1 = 2τr1 so that ‖aQ2 − x1‖ ≤ (10τ + 1)r1 proving the required property
ℓ(ωQ2,α) = aQ2 ∈ (10τ + 1)Q1. 
This lemma and the property (4.2) of Whitney’s cubes imply the following
Lemma 4.11 Let Q1, Q2 ∈ W(Ω), Q1 ∩ Q2 6= ∅, and let diamQ2 ≥ diamQ1. Then ωQ1,α and
ωQ2,α are (α,Q1)-visible. In addition, ℓ(ωQ1,α), ℓ(ωQ2,α) ∈ 41Q1.
The last auxiliary result of the section is the following
Lemma 4.12 Let cubes Q,Q′ ⊂ Ω and let Q′ ⊂ Q. Then ωQ,α is an (α,Q
′)-visible in Ω.
The proof of this result relies on Lemma 2.3 and is very similar to the proof of Lemma 4.10.
We leave the details to the interested reader.
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5. Boundary values of Sobolev functions: restrictions and extensions.
In subsection 1.4 we have formulated Theorem 1.8 and Theorem 1.9 which provide constructive
descriptions of the trace spaces L1p(Ω)|∂Ω and W
1
p (Ω)|∂Ω whenever Ω is a domain in R
n satisfy-
ing the condition Aα with α = (p − n)/(p − 1), see Definition 1.6. In this section we present
generalizations of these theorems to the case of an arbitrary domain Ω ⊂ Rn.
We will be needed several addition definitions and notation. First of them is a definition of the
metric dα,Ω introduced earlier only for the domains satisfying the condition Aα, see (1.18). Given
α ∈ (0, 1] and ω1, ω2 ∈ Ω
∗, α we put
dα,Ω (ω1, ω2) := lim
i→∞
dα,Ω(xi, yi) (5.1)
where (xi) ∈ ω1, (yi) ∈ ω2 are arbitrary sequences. Recall that Ω
∗, α is the family of all equivalence
classes of Cauchy sequences with respect to the metric ρα,Ω, see (1.11). Since dα,Ω ≤ ρα,Ω, see
(1.6), dα,Ω is well defined on Ω
∗, α.
Clearly, dα,Ω = dα,Ω on Ω. Moreover, the reader can easily see that dα,Ω coincides with the
metric of the Cauchy completion of the metric space (Ω, dα,Ω). Now equality (1.13) can be written
in the following form: for every ω1, ω2 ∈ Ω
∗, α
ρα,Ω(ω1, ω2) = dα,Ω (ω1, ω2) + ‖ℓ(ω1)− ℓ(ω2)‖
α. (5.2)
In turn, this equality and (1.5) yield: Let f ∈ tr(∂Ω)α(L
1
p(Ω)) and let ω1, ω2 ∈ (∂Ω)α, see
Definition 1.4 and (1.14). Then
|f(ω1)− f(ω2)| ≤ C‖f‖tr(∂Ω)α(L1p(Ω)){dα,Ω (ω1, ω2)
1− 1
p + ‖ℓ(ω1)− ℓ(ω2)‖
1−n
p } (5.3)
where α = (p − n)/(p − 1) and C = C(n, p). Observe that this inequality is equivalent to the
following one:
|f(ω1)− f(ω2)| ≤ C‖f‖tr(∂Ω)α(L1p(Ω)) ρα,Ω(ω1, ω2)
1− 1
p , ω1, ω2 ∈ Ω
∗, α. (5.4)
By Lemma 2.10, ρα,Ω(x, y) ∼ dα,Ω(x, y) provided x, y ∈ Ω and
‖x− y‖ ≥ min{dist(x, ∂Ω), dist(y, ∂Ω)}.
This implies the following inequality:
ρα,Ω(ω1, ω2) ∼ dα,Ω (ω1, ω2), ω1 ∈ (∂Ω)α, ω2 ∈ Ω
∗, α. (5.5)
In particular,
ρα,Ω(ω1, ω2) ∼ dα,Ω (ω1, ω2) for every ω1, ω2 ∈ (∂Ω)α, (5.6)
and
ρα,Ω(ω, x) ∼ dα,Ω (ω, x) for every ω ∈ (∂Ω)α, x ∈ Ω.
Combining equivalence (5.6) with inequality (5.4), we obtain
|f(ω1)− f(ω2)| ≤ C‖f‖tr(∂Ω)α(L1p(Ω)) dα,Ω (ω1, ω2)
1− 1
p , ω1, ω2 ∈ (∂Ω)α.
34
Thus every function f ∈ tr(∂Ω)α(L
1
p(Ω)) is continuous with respect to the metric dα,Ω .
Observe also that (5.5) and (1.17) provide the following definition of the trace to (∂Ω)α: Let
F ∈ W 1p (Ω) and let f = tr(∂Ω)αF . Then for every ω ∈ (∂Ω)α we have
f(ω) = lim{F (x) : dα,Ω (x, ω)→ 0, x ∈ Ω}. (5.7)
Theorem 5.1 Let Ω be a domain in Rn. Let p ∈ (n,∞) and let α = (p− n)/(p− 1). Let η be a
constant satisfying η ≥ 41.
A function f : (∂Ω)α → R is the trace to (∂Ω)α of a (continuous) function F ∈ L
1
p(Ω) if and
only if f is continuous with respect to dα,Ω and there exists a constant λ > 0 such that for every
finite family {Qi : i = 1, ..., m} of pairwise disjoint cubes in Ω and every choice of (α,Qi)-visible
elements ω
(1)
i , ω
(2)
i ∈ (∂Ω)α such that
ℓ(ω
(1)
i ), ℓ(ω
(2)
i ) ∈ (ηQi) ∩ ∂Ω, (5.8)
the following inequality
m∑
i=1
|f(ω
(1)
i )− f(ω
(2)
i )|
p
(diamQi)p−n
≤ λ (5.9)
holds. Moreover,
‖f‖tr(∂Ω)α(L1p(Ω)) ∼ inf λ
1
p
with constants of equivalence depending only on n, p and η.
Proof. (Necessity). Let F ∈ L1p(Ω). Prove that the function f := tr(∂Ω)αF satisfies the
theorem’s conditions. As we have seen above, f is a continuous function on (∂Ω)α with respect
to the metric dα,Ω . Prove that f satisfies inequality (5.9).
We will be needed an auxiliary lemma. Given a function g defined on Ω we let guprise denote its
extension by zero to all of Rn. Thus guprise(x) := g(x), x ∈ Ω, and guprise(x) := 0, x /∈ Ω. Also, given
q > 0 we put
G(x) := (‖∇F‖q)uprise(x), x ∈ Rn. (5.10)
Lemma 5.2 Let q ∈ (n, p] and let η > 1. Let Q = Q(xQ, rQ) be a cube in Ω and let ω ∈ (∂Ω)α.
Suppose that ℓ(ω) ∈ (ηQ) ∩ ∂Ω and ω is (α,Q)-visible. Then
|f(ω)− F (xQ)|
p
(diamQ)p−n
≤ C
∫
Q
M[G]
p
q (z) dz (5.11)
where C = C(n, q, η).
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Proof. Since ω is (α,Q)-visible,
Conv{ℓ(ω), Q} \ {ℓ(ω)} ⊂ Ω,
see Definition 1.7 and Definition 4.9. Let y ∈ (ℓ(ω), xQ]. Clearly, y is also Q-visible point of Ω
and y ∈ (ηQ) ∩ ∂Ω. Then, by Lemma 3.5 with t = η,(
|F (y)− F (xQ)|
diamQ
)q
≤ C
1
|Q|
∫
γQ∩Ω
‖∇F (z)‖q dz
where C = C(n, q, η) and γ = γ(n, q, η).
Applying Lemma 3.6 with θ = p/q, we obtain 1
|Q|
∫
γQ∩Ω
‖∇F (z)‖q dz

p
q
=
 1
|Q|
∫
γQ∩Ω
G(z) dz

p
q
≤ C
1
|Q|
∫
Q
M[G]
p
q (z) dz.
Hence (
|F (y)− F (xQ)|
diamQ
)p
≤ C
1
|Q|
∫
Q
M[G]
p
q (z) dz
so that
|F (y)− F (xQ)|
p
(diamQ)p−n
≤ C
∫
Q
M[G]
p
q (z) dz. (5.12)
Now let yi ∈ (ℓ(ω), xQ] and let (yi) tends to ℓ(ω) in the Euclidean norm. Then, by Lemma 2.2,
(ii), the sequence (yi) ∈ ω. Therefore, by (1.16),
f(ω) = (tr(∂Ω)αF )(ω) = lim
i→∞
F (yi).
But, by (5.12),
|F (yi)− F (xQ)|
p
(diamQ)p−n
≤ C
∫
Q
M[G]
p
q (z) dz,
so that, letting i tend to ∞, we obtain (5.11). 
Using this lemma, we prove the necessity as follows. Put q := (n + p)/2. Now, let ω(1), ω(2) ∈
(∂Ω)α be (α,Q)-visible elements such that
ℓ(ω(1)), ℓ(ω(2)) ∈ (ηQ) ∩ ∂Ω.
Then, by (5.11),
|f(ω(1))− f(ω(2))|p
(diamQ)p−n
≤ 2p
(
|f(ω(1))− F (xQ)|
p
(diamQ)p−n
+
|f(ω(2))− F (xQ)|
p
(diamQ)p−n
)
≤ C
∫
Q
M[G]
p
q (z) dz.
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Finally, let ω
(1)
i , ω
(2)
i ∈ (∂Ω)α, i = 1, ..., m, and let {Qi : i = 1, ..., m} be a family of pairwise
disjoint cubes in Ω such that ω
(1)
i , ω
(2)
i are (α,Qi)-visible and
ℓ(ω
(1)
i ), ℓ(ω
(2)
i ) ∈ (ηQi) ∩ ∂Ω
for every i = 1, ..., m. Then
I :=
m∑
i=1
|f(ω
(1)
i )− f(ω
(2)
i )|
p
(diamQi)p−n
≤ C
m∑
i=1
∫
Qi
M[G]
p
q (z) dz = C
∫
U
M[G]
p
q (z) dz
where U := ∪mi=1Qi. Hence
I ≤ C
∫
Rn
M[G]
p
q (z) dz. (5.13)
Since p/q > 1, by the Hardy-Littlewood maximal theorem,∫
Rn
M[G]
p
q (z) dz ≤ C
∫
Rn
|G|
p
q (z) dz = C
∫
Rn
((‖∇F‖q)uprise)
p
q (z) dz = C
∫
Ω
(‖∇F‖q)
p
q (z) dz
so that ∫
Rn
M[G]
p
q (z) dz ≤ C ‖∇F‖p
Lp(Ω)
. (5.14)
Hence I ≤ C ‖∇F‖p
Lp(Ω)
. Taking in this inequality the infimum over all functions F ∈ L1p(Ω) such
that f = tr(∂Ω)αF we obtain the required inequality I
1
p ≤ C ‖f‖tr(∂Ω)α(L1p(Ω)).
The proof of the necessity is finished.
(Sufficiency.) Let f : (∂Ω)α → R be a continuous function with respect to the metric dα,Ω ,
see (5.1). Let λ be a positive constant such that for every finite family {Qi : i = 1, ..., m} of
pairwise disjoint cubes in Ω and every (α,Qi)-visible elements ω
(1)
i , ω
(2)
i ∈ (∂Ω)α satisfying (5.8)
the inequality (5.9) holds.
We put σ = +∞ in formula (4.10); thus cQ = f(ωQ,α) for every Q ∈ W(Ω). Then we define a
function f˜ : Ω→ R by formula (4.11). Thus
f˜(x) :=
∑
Q∈W(Ω)
f(ωQ,α)ϕQ(x), x ∈ Ω. (5.15)
Prove that f˜ ∈ L1p(Ω) and ‖f˜‖L1p(Ω) ≤ Cλ
1
p . Since cQ = f(ωQ,α) for every Q ∈ W(Ω), by
Lemma 4.7,
‖∇f˜‖p
Lp(Ω)
≤ C Vp(f ; Ω)
where
Vp(f ; Ω) :=
∑{ |f(ωQ,α)− f(ωQ′,α)|p
(diamQ + diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅
}
. (5.16)
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Hence
Vp(f ; Ω) ≤
∑
Q∈W(Ω)
∑
Q′∈AQ
|f(ωQ,α)− f(ωQ′,α)|
p
(diamQ)p−n
.
where
AQ := {Q
′ ∈W(Ω) : Q′ ∩Q 6= ∅, diamQ′ ≥ diamQ}.
Let KQ ∈ AQ be a cube such that
max
Q′∈AQ
|f(ωQ,α)− f(ωQ′,α)| = |f(ωQ,α)− f(ωKQ,α)|.
Since the family AQ consists of at most N(n) cubes, see Lemma 4.2, (2), we have
Vp(f ; Ω) ≤ C
∑
Q∈W(Ω)
|f(ωQ,α)− f(ωKQ,α)|
p
(diamQ)p−n
.
By Theorem 4.1, (iii), the familyW(Ω) has the covering multiplicityM(W(Ω)) ≤ N(n). Therefore
this family can be partitioned into at most N1 = N1(n) families {πj : j = 1, ..., N1} of pairwise
disjoint cubes. See [5, 11].
Observe that for each Q ∈ W(Ω) the cube KQ ∈ W(Ω), KQ ∩Q 6= ∅ and diamQ ≤ diamKQ,
so that, by Lemma 4.11, ωQ,α and ωKQ,α are (α,Q)-visible and
ℓ(ωQ,α), ℓ(ωKQ,α) ∈ 41Q.
Hence, by (5.9), for every j = 1, ..., N1, we have∑
Q∈πj
|f(ωQ,α)− f(ωKQ,α)|
p
(diamQ)p−n
≤ λ,
so that
Vp(f ; Ω) ≤ C
N1∑
j=1
∑
Q∈πj
|f(ωQ,α)− f(ωKQ,α)|
p
(diamQ)p−n
≤ C λ. (5.17)
Hence ‖∇f˜‖p
Lp(Ω)
≤ C λ proving that f˜ ∈ L1p(Ω). This also proves that the trace tr(∂Ω)α f˜ is
well-defined.
Prove that tr(∂Ω)α f˜ = f . Let ω ∈ (∂Ω)α and let a sequence (yi) ∈ ω. Thus
lim
i→∞
ρα,Ω(yi, ω) = 0.
By (5.2),
ρα,Ω(yi, ω) = dα,Ω (yi, ω) + ‖yi − ℓ(ω)‖
α,
so that dα,Ω (yi, ω)→ 0 and ‖yi − ℓ(ω)‖ → 0 as i→∞. Recall that, by (1.16),
tr(∂Ω)α f˜(ω) := lim
i→∞
f˜(yi). (5.18)
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We let Ki ∈W(Ω) denote a Whitney’s cube such that Ki ∋ yi, i = 1, 2, ... . By Lemma 4.3,
ρα,Ω(yi, ωKi,α) ≤ C dist(yi, ∂Ω)
α.
Recall that the element ωKi,α ∈ (∂Ω)α is defined as an equivalence class ωKi,α = [(xi)]α where
xi := aKi +
1
i
(xKi − aKi), i = 1, 2, ... ,
see (4.3) and (4.4). Since ℓ(ω) ∈ ∂Ω, we obtain
dist(yi, ∂Ω) ≤ ‖yi − ℓ(ω)‖ → 0 as i→∞, (5.19)
so that
dα,Ω (yi, ωKi,α) ≤ ρα,Ω(yi, ωKi,α) ≤ C dist(yi, ∂Ω)
α → 0 as i→∞.
Hence
dα,Ω (ωKi,α, ω) ≤ dα,Ω (ωKi,α, yi) + dα,Ω (yi, ω)→ 0 as i→∞. (5.20)
Let us prove that
lim
i→∞
|f(ωKi,α)− f˜(yi)| = 0. (5.21)
Put
I(Ki) := {Q ∈W(Ω) : Q ∩Ki 6= ∅}.
By Lemma 4.5,
|f˜(yi)− f(ωKi,α)| ≤ C max
Q∈I(Ki)
|f(ωQ,α)− f(ωKi,α)|. (5.22)
On the other hand, by Lemma 4.11, for every cube Q ∈ I(Ki) with diamQ ≥ diamKi the
elements ωQ,α and ωKi,α are (α,Ki)-visible. In addition, ℓ(ωQ,α), ℓ(ωKi,α) ∈ 41Ki.
Put ω
(1)
1 := ωQ,α, ω
(2)
1 := ωKi,α and Q1 := Ki. Then the triple ω
(1)
1 , ω
(2)
1 , {Q1} satisfies the
conditions of Theorem 5.1 (with m = 1) so that, by the assumption, the inequality (5.9) holds
for this triple. By this inequality,
|f(ω
(1)
1 )− f(ω
(2)
1 )|
p
(diamQ1)p−n
≤ λ,
so that
|f(ωQ,α)− f(ωKi,α)| ≤ λ
1
p (diamKi)
1−n
p
provided Q ∈ I(Ki) and diamQ ≥ diamKi.
If Q ∈ I(Ki) and diamQ < diamKi, in the same way we prove that
|f(ωQ,α)− f(ωKi,α)| ≤ λ
1
p (diamQ)1−
n
p .
But diamQ ≤ 4 diamKi for every Q ∈ I(Ki), see (4.2), so that
|f(ωQ,α)− f(ωKi,α)| ≤ C λ
1
p (diamKi)
1−n
p for every Q ∈ I(Ki).
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Hence, by (5.22),
|f˜(yi)− f(ωKi,α)| ≤ C λ
1
p (diamKi)
1−n
p .
Since Ki ∈W(Ω) and yi ∈ Ki, by (4.1),
diamKi ≤ dist(Ki, ∂Ω) ≤ dist(yi, ∂Ω)
so that
|f˜(yi)− f(ωKi,α)| ≤ C λ
1
p dist(yi, ∂Ω)
1−n
p .
But, by (5.19), dist(yi, ∂Ω)→ 0 as i→∞, proving (5.21).
It remains to note that the function f : (∂Ω)α → R is continuous with respect to the metric
dα,Ω so that, by (5.20),
lim
i→∞
f(ωKi,α) = f(ω).
Combining this equality with (5.21), we conclude that
lim
i→∞
f˜(yi) = f(ω)
so that, by (5.18), tr(∂Ω)α f˜(ω) = f(ω).
Theorem 5.1 is completely proved. 
Our next result, Theorem 5.3, extends the trace criterion for the Sobolev space given in Theorem
1.9 to the case of an arbitrary domain in Rn.
Let θ > 1 and let Q = {Q} be a covering of Ω by non-overlapping cubes such that
1
θ
diamQ ≤ dist(Q, ∂Ω) ≤ θ diamQ. (5.23)
By TQ : Ω→ (∂Ω)α we denote a mapping defined by the following formula:
TQ|Q := ωQ,α, Q ∈ Q. (5.24)
Recall that the element ωQ,α is defined by equalities (4.3) and (4.4).
Theorem 5.3 Let Ω be a domain in Rn and let p ∈ (n,∞). Fix constants ε > 0, θ > 1,
η ≤ 22θ2, and an arbitrary covering Q of Ω consisting of non-overlapping cubes Q ⊂ Ω each
satisfying inequality (5.23).
A function f : (∂Ω)α → R is an element of tr(∂Ω)α(W
1
p (Ω)) if and only if f is continuous with
respect to the metric dα,Ω , the function f ◦ TQ ∈ Lp(Oε(∂Ω)), and there exists a constant λ > 0
such that for every finite family {Qi : i = 1, ..., m} of pairwise disjoint cubes contained in Oε(∂Ω)
and every choice of (α,Qi)-visible elements ω
(1)
i , ω
(2)
i ∈ (∂Ω)α such that
ℓ(ω
(1)
i ), ℓ(ω
(2)
i ) ∈ (ηQi) ∩ ∂Ω, (5.25)
the following inequality
m∑
i=1
|f(ω
(1)
i )− f(ω
(2)
i )|
p
(diamQi)p−n
≤ λ (5.26)
holds. Moreover,
‖f‖tr(∂Ω)α(W 1p (Ω)) ∼ ‖f ◦ TQ‖Lp(Oε(∂Ω)) + inf λ
1
p (5.27)
with constants of equivalence depending only on n, p, ε, θ and η.
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Proof. (Necessity). Let F ∈ W 1p (Ω) and let f = tr(∂Ω)αF . Since F ∈ L
1
p(Ω), the function f is
continuous with respect to the metric dα,Ω . In turn, we obtain inequality (5.26) by repeating the
proof of the necessity part of Theorem 5.1.
Thus it remains to show that f ◦ TQ ∈ Lp(Oε(∂Ω)) and
‖f ◦ TQ‖Lp(Oε(∂Ω)) ≤ C‖F‖W 1p (Ω).
We put
Q˜ := {Q ∈ Q : diamQ ≤ θε}.
Let Q ∈ Q be a cube such that Q ∩ Oε(∂Ω) 6= ∅. Then dist(Q, ∂Ω) ≤ ε so that
diamQ ≤ θ dist(Q, ∂Ω) ≤ θε
proving that
Oε(∂Ω) ⊂ ∪{Q : Q ∈ Q˜}.
Hence
‖f ◦ TQ‖
p
Lp(Oε(∂Ω))
≤
∑
Q∈Q˜
∫
Q
(f ◦ TQ)
p(x) dx =
∑
Q∈Q˜
|Q| |f(ωQ,α)|
p.
We let FQ := |Q|
−1
∫
Q
F dx denote the average of F over cube Q. Then
‖f ◦ TQ‖
p
Lp(Oε(∂Ω))
≤ C
∑
Q∈Q˜
|Q| |f(ωQ,α)− F (xQ)|
p
+
∑
Q∈Q˜
|Q| |F (xQ)− FQ|
p +
∑
Q∈Q˜
|Q| |FQ|
p
 = C (I + J +K).
Let us consider the element ωQ,α ∈ (∂Ω)α defined by formulas (4.3) and (4.4). We recall that
ωQ,α is an (α,Q)-visible element, see (4.13), and ℓ(ωQ,α) = aQ, i.e., ℓ(ωQ,α) is a point nearest to
Q on ∂Ω in the Euclidean norm. Hence,
‖ℓ(ωQ,α)− xQ‖ = ‖aQ − xQ‖ ≤ dist(aQ, Q) + rQ = dist(Q, ∂Ω) + rQ,
so that, by (5.23),
‖ℓ(ωQ,α)− xQ‖ ≤ θ diamQ+ rQ = (2θ + 1)rQ ≤ η rQ.
(Recall that η ≥ 22θ2 and θ ≥ 1.) Thus ℓ(ωQ,α) = aQ ∈ (ηQ) ∩ ∂Ω.
We put q := (n+ p)/2 and apply Lemma 5.2 to the cube Q and the element ωQ,α. We obtain
|f(ωQ,α)− F (xQ)|
p
(diamQ)p−n
≤ C
∫
Q
M[G]
p
q (z) dz, Q ∈ Q˜.
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Recall that G is a function defined by (5.10). Since diamQ ≤ θε for every Q ∈ Q˜, we have
I :=
∑
Q∈Q˜
|Q| |f(ωQ,α)− F (xQ)|
p ≤ C
∑
Q∈Q˜
(diamQ)p
∫
Q
M[G]
p
q (z) dz
≤ C (θε)p
∑
Q∈Q˜
∫
Q
M[G]
p
q (z) dz ≤ C
∫
Ω
M[G]
p
q (z) dz = C
∫
Rn
M[G]
p
q (z) dz.
Thus we have obtained the same estimate of I as in inequality (5.13). Hence
I ≤ C ‖∇F‖p
Lp(Ω)
,
see (5.14). Let us estimate the quantity
J :=
∑
Q∈Q˜
|Q| |F (xQ)− FQ|
p.
By the Sobolev-Poincare´ inequality (3.1),
|F (xQ)− FQ|
p |Q| ≤ |Q| sup
x,y∈Q
|F (x)− F (y)|p
≤ C (diamQ)p
∫
Q
‖∇F (z)‖p dz ≤ C
∫
Q
‖∇F (z)‖p dz,
so that
J ≤ C
∑
Q∈Q˜
∫
Q
‖∇F (z)‖p dz.
Since every two cubes of the family Q are pairwise disjoint and Q˜ ⊂ Q, we obtain
J ≤ C
∫
Ω
‖∇F (z)‖p dz = C ‖∇F‖p
Lp(Ω)
.
It remains to estimate the quantity K :=
∑
{|FQ|
p |Q| : Q ∈ Q˜}. We have
K ≤
∑
Q∈Q˜
|Q|
 1
|Q|
∫
Q
|F | dz
p ≤∑
Q∈Q˜
∫
Q
|F |p dz
so that
K ≤
∫
Ω
|F |p dz = ‖F‖p
Lp(Ω)
.
Summarizing the estimates for I, J and K, we finally obtain
‖f ◦ TQ‖
p
Lp(Oε(∂Ω))
≤ C (I + J +K) ≤ C (‖∇F‖p
Lp(Ω)
+ ‖F‖p
Lp(Ω)
) ≤ C‖F‖p
W 1p (Ω)
.
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The necessity part of the theorem is proved.
(Sufficiency.) Let f : (∂Ω)α → R be a continuous function with respect to the metric dα,Ω
and let f ◦ TQ ∈ Lp(Oε(∂Ω)). Also assume that there exists λ > 0 such that for every finite
family {Qi : i = 1, ..., m} of pairwise disjoint cubes contained in Oε(∂Ω) and every (α,Qi)-visible
elements ω
(1)
i , ω
(2)
i ∈ (∂Ω)α satisfying (5.25) the inequality (5.26) holds.
We put
σ := σ(ε, θ) = ε/(80θ), (5.28)
and c¯ := 0 in formula (4.10); thus cQ := f(ωQ,α) if Q ∈ W(Ω) and diamQ ≤ σ and cQ := 0 if
diamQ > σ. Then we define a function F˜ : Ω→ R by formula (4.11):
F˜ (x) :=
∑
Q∈W(Ω)
cQϕQ(x) =
∑
Q∈W(Ω), diamQ≤σ
f(ωQ,α)ϕQ(x), x ∈ Ω.
It can be easily seen that the extension f˜ defined by formula (5.15) and the extension F˜ coincide
in a σ/2-neighborhood of ∂Ω. In fact, assume that dist(x, ∂Ω) < σ/2. By Lemma 4.4, (b), if
ϕQ(x) 6= 0 then Q
∗ = (9/8)Q ∋ x so that
dist(Q, ∂Ω) ≤ dist(x,Q) + dist(x, ∂Ω) ≤ diamQ/8 + σ/2.
But, by (4.1), diamQ ≤ dist(Q, ∂Ω) so that
diamQ ≤ diamQ/8 + σ/2,
proving that diamQ < σ.
Recall that in the sufficiency part of the proof of Theorem 5.1 we have shown that f = tr(∂Ω)α f˜ .
The proof of this equality relies only on inequality (5.9) which we apply to cubes {Qi} contained
in a small neighborhood of ∂Ω. For such cubes corresponding inequality of Theorem 5.3, i.e.,
inequality (5.26), holds as well. Since F˜ coincides with f˜ in a neighborhood of ∂Ω and f =
tr(∂Ω)α f˜ , we conclude that f = tr(∂Ω)αF˜ .
Let us estimate the W 1p (Ω)-norm of F˜ . By Lemma 4.8,
‖F˜‖p
W 1p (Ω)
≤ C (I1 + I2)
where
I1 :=
∑{ |f(ωQ,α)− f(ωQ′,α)|p
(diamQ+ diamQ′)p−n
: Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, Q,Q′ ⊂ O5σ(∂Ω)
}
,
and
I2 :=
∑
{|f(ωQ,α)|
p|Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)} . (5.29)
Since 5σ < ε, we obtain I1 ≤ Vp(f ;Oε(∂Ω)) where
Vp(f ;Oε(∂Ω)) :=
∑
{|f(ωQ,α)− f(ωQ′,α)|
p (diamQ+ diamQ′)n−p :
Q,Q′ ∈W(Ω), Q ∩Q′ 6= ∅, Q,Q′ ∈ Oε(∂Ω)}.
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Observe that the definition of Vp(f ;Oε(∂Ω)) is similar to that of the quantity Vp(f ; Ω) where
the cubes Q,Q′ run over all cubes from W(Ω) such that Q ∩ Q′ 6= ∅, see (5.16). In turn, the
definition of Vp(f ;Oε(∂Ω)) involves the same family of cubes with the additional requirement
Q,Q′ ∈ Oε(∂Ω).
This allows us to repeat the proof presented in the sufficiency part of Theorem 5.1 and to show
that an analog of inequality (5.17) holds for the quantity Vp(f ;Oε(∂Ω)) as well. In other words,
Vp(f ;Oε(∂Ω)) ≤ C λ proving that I1 ≤ C λ where C = C(n, p).
It remains to estimate the quantity I2 defined by (5.29). Let Q ∈W(Ω) and let Q ⊂ O10σ(∂Ω).
Since Q is a covering of Ω, there exists a cube KQ ∈ Q such that KQ ∩Q 6= ∅.
We let SQ denote a cube of diameter
diamSQ := min(diamQ,KQ) (5.30)
such that
SQ ⊂ KQ and SQ ∩Q 6= ∅. (5.31)
Let us compare diameters of KQ and Q. Let y ∈ KQ ∩Q. Then
diamQ ≤ dist(Q, ∂Ω) ≤ dist(y, ∂Ω) ≤ diamKQ + dist(KQ, ∂Ω)
so that, by (5.23),
diamQ ≤ (1 + θ) diamKQ. (5.32)
On the other hand,
dist(KQ, ∂Ω) ≤ dist(y, ∂Ω) ≤ diamQ+ dist(Q, ∂Ω) (5.33)
so that, by (4.1),
dist(KQ, ∂Ω) ≤ 5 diamQ. (5.34)
Note that (5.33) and (4.1) also imply the following:
dist(KQ, ∂Ω) ≤ diamQ+ dist(Q, ∂Ω) ≤ 2 dist(Q, ∂Ω). (5.35)
Now, by (5.34) and (5.23),
diamKQ ≤ θ dist(KQ, ∂Ω) ≤ 5θ diamQ
proving that
1
1 + θ
diamQ ≤ diamKQ ≤ 5θ diamQ. (5.36)
Recall that diamSQ = diamQ provided diamQ ≤ diamKQ so that in this case
diamKQ ≤ 5θ diamQ = 5θ diamSQ. (5.37)
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If diamKQ ≤ diamQ, then diamSQ = diamKQ, so that (5.37) holds as well.
Let us estimate the distance from SQ to the points aQ and aKQ. By (5.23) and (5.37),
‖xSQ − aKQ‖ ≤ diamKQ + dist(KQ, ∂Ω) ≤ diamKQ + θ diamKQ
≤ (1 + θ)(5θ diamSQ) = 10θ(1 + θ)rSQ
proving that aKQ ∈ γ1SQ where γ1 := 10θ(1 + θ).
Recall that Q ∩ SQ 6= ∅ and diamSQ = min{diamQ, diamKQ}. Hence, by (5.32),
diamSQ ≤ diamQ ≤ (1 + θ) diamSQ. (5.38)
By Lemma 4.10, ωQ,α is (α, SQ)-visible in Ω. Moreover,
aQ = ℓ(ωQ,α) ∈ (10τ + 1)SQ where τ = (1 + θ).
Observe that the element ωKQ,α is (α,KQ)-visible, see (4.13). Since SQ ⊂ KQ, by Lemma 4.12,
ωKQ,α is (α, SQ)-visible.
Summarizing the properties of the elements ωQ,α and ωKQ,α, we conclude that ωQ,α and ωKQ,α
are (α, SQ)-visible and ℓ(ωQ,α), ℓ(ωKQ,α) ∈ ηSQ. (Recall that η ≥ 22 θ
2.)
We also note that Q ⊂ O10σ(∂Ω). Since diamSQ ≤ diamQ, we have SQ ⊂ O20σ(∂Ω). Since
20σ < ε, see (5.28), we obtain SQ ⊂ Oε(∂Ω), Q ∈W(Ω).
Now can we estimate the quantity I2, see (5.29), as follows. Let Q ∈ W(Ω) and let Q ⊂
O10σ(∂Ω). We have
|f(ωQ,α)|
p|Q| ≤ C(|f(ωQ,α)− f(ωKQ,α)|
p|Q|+ |f(ωKQ,α)|
p|Q|).
Since diamQ ≤ dist(Q, ∂Ω) ≤ 10σ, by (5.38),
diamSQ ≤ diamQ ≤ 10σ.
Hence
|f(ωQ,α)− f(ωKQ,α)|
p|Q| =
|f(ωQ,α)− f(ωKQ,α)|
p
(diamSQ)p−n
(diamSQ)
p−n|Q|
≤ C(σ)
|f(ωQ,α)− f(ωKQ,α)|
p
(diamSQ)p−n
.
On the other hand, by (5.36),
|f(ωKQ,α)|
p|Q| ≤ (1 + θ)n |f(ωKQ,α)|
p |KQ|.
Hence,
I2 :=
∑
{|f(ωQ,α)|
p|Q| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)} ≤ C(J1 + J2)
where
J1 :=
∑{ |f(ωQ,α)− f(ωKQ,α)|p
(diamSQ)p−n
: Q ∈W(Ω), Q ⊂ O10σ(∂Ω)
}
,
and
J2 :=
∑{
|f(ωKQ,α)|
p |KQ| : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)
}
. (5.39)
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Recall that Q→ SQ is a mapping defined on the family of cubes
W(Ω)10σ := {Q ∈W(Ω) : Q ⊂ O10σ(∂Ω)}
and satisfying conditions (5.30) and (5.31). Without loss of generality we may assume that this
mapping Q → SQ is one-to-one so that the converse mapping S → QS is well defined on the
family of cubes
S := {S : ∃Q ∈W(Ω)10σ such that S = SQ}.
Put ω
(1)
S := ωQS ,α and ω
(2)
S := ωKQS ,α. Then
J1 =
∑
S∈S
|f(ω
(1)
S )− f(ω
(2)
S )|
p
(diamS)p−n
. (5.40)
Since the family Q is Whitney’s type decomposition of Ω, it has finite covering multiplicity
M(Q) ≤ N(n, θ). But SQ ⊂ KQ ∈ Q so that
M(S) ≤M(Q) ≤ N(n, θ).
Consequently, the family S can be partitioned into at most N1(n, θ) families of pairwise disjoint
cubes, see [5, 11]. This allows us to assume that the family S itself consists of pairwise disjoint
cubes.
Since the cubes S ∈ S and the elements ω
(1)
S , ω
(2)
S from (5.40) satisfy the conditions of Theorem
5.3, we can apply inequality (5.26) of this theorem to the quantity J1. We obtain J1 ≤ C λ.
It remains to estimate the quantity J2 defined by (5.39). We let K denote a family of cubes
K := {KQ ∈ Q : Q ∈W(Ω), Q ⊂ O10σ(∂Ω)} .
Given K ∈ K we put
GK := {Q ∈W(Ω) : Q ⊂ O10σ(∂Ω), KQ = K} .
Since diamKQ ∼ diamQ, see (5.36), the family GK consists of at most N(n, θ) cubes. Hence
J2 =
∑
K∈K
∑
Q∈GK
|f(ωK,α)|
p |K| ≤ C N(n, θ)
∑
K∈K
|f(ωK,α)|
p |K|.
On the other hand, by definition (5.24) of the mapping TQ : Ω→ (∂Ω)α,
|f(ωK,α)|
p |K| =
∫
K
|f ◦ TQ|
p(x) dx
so that
J2 ≤ C
∑
K∈K
∫
K
|f ◦ TQ|
p(x) dx = C
∫
U
|f ◦ TQ|
p(x) dx
where U := ∪{K : K ∈ K}.
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Prove that U ⊂ Oε(∂Ω). Recall that for every K ∈ K there exists a cube Q ∈W(Ω) such that
K = KQ. Thus Q ⊂ O10σ(∂Ω), K ∩Q 6= ∅,
dist(K, ∂Ω) ≤ 2 dist(Q, ∂Ω) and diamK ≤ 5θ diamQ,
see (5.35) and (5.36). Hence, for each y ∈ K we have
dist(y, ∂Ω) ≤ dist(K, ∂Ω) + diamK ≤ 2 dist(Q, ∂Ω) + 5θ diamQ
≤ 2 dist(Q, ∂Ω) + 5θ dist(Q, ∂Ω) = (5θ + 2) dist(Q, ∂Ω).
But Q ⊂ O10σ(∂Ω) so that dist(Q, ∂Ω) ≤ 10σ. Hence, dist(y, ∂Ω) ≤ (5θ + 2)10σ proving that
K ⊂ Oξ(∂Ω) with ξ := 10(5θ + 2)σ.
Since θ ≥ 1, we have ξ ≤ 70θσ so that ξ < ε, see (5.28). Consequently, K ⊂ Oε(∂Ω) for every
K ∈ K proving that U := ∪{K : K ∈ K} ⊂ Oε(∂Ω).
Hence,
J2 ≤ C
∫
Oε(∂Ω)
|f ◦ TQ|
p(x) dx = C ‖f ◦ TQ‖
p
Lp(Oε(∂Ω))
.
Finally, summarizing the estimates for the quantities I1, J1 and J2, we obtain
‖F˜‖p
W 1p (Ω)
≤ C (I1 + I2) ≤ C (I1 + J1 + J2) ≤ C
(
λ+ λ+ ‖f ◦ TQ‖
p
Lp(Oε(∂Ω))
)
.
Theorem 5.3 is completely proved. 
6. Sharp maximal functions on the Sobolev boundary of a domain.
We turn to the last result of the paper, Theorem 6.1, which is a generalization of Theorem 1.11
formulated in Section 1.
Fix q ∈ (n, p) and put β := (q − n)/(q − 1) and α := (p − n)/(p − 1). By δβ,Ω we denote a
quasi-metric on Ω∗, β = Ω ∪ (∂Ω)β , see (1.14), defined by the formula
δβ,Ω (ω1, ω2) := d
1
β
β,Ω
(ω1, ω2), ω1, ω2 ∈ Ω
∗, β.
Given x ∈ Ω and r > 0 by B(x, r : δβ,Ω ) we denote the closed ball in the quasi-metric space
(Ω∗, β , δβ,Ω ) with center x and radius r:
B(x, r : δβ,Ω ) := {ω ∈ Ω
∗, β : δβ,Ω (x, ω) ≤ r}. (6.1)
Let ω = [(xi)]β ∈ Ω
∗, β. Since 0 < β < α, by Corollary 2.9,
ρα,Ω(x, y) ≤ Cρβ,Ω(x, y), x, y,∈ Ω.
Consequently, every Cauchy sequence (xi) with respect to ρβ,Ω is a Cauchy sequence with respect
to ρα,Ω. Moreover, by definition (1.9),
(xi)
β
∼ (yi) =⇒ (xi)
α
∼ (yi).
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Thus for every (xi), (yi) ∈ ω we have [(xi)]α = [(yi)]α so that all sequences of the equivalence
class ω (with respect to “
β
∼ ”) belong to the same equivalence class with respect to “
α
∼ ”. We
denote this equivalence class by ω[α]; thus
ω[α] := [(xi)]α ∈ Ω
∗, α, (xi) ∈ ω. (6.2)
Moreover, if ω ∈ (∂Ω)β , then ω
[α] ∈ (∂Ω)α which shows that it is defined a mapping
(∂Ω)β ∋ ω → ω
[α] ∈ (∂Ω)α.
(Observe that in general ω  ω[α] (as families of sequences) while ℓ(ω) = ℓ(ω[α]).)
This enables us given a function f : (∂Ω)α → R to define its fractional sharp maximal function
f ♯∞,β,Ω on Ω as follows: for every x ∈ Ω we put
f ♯∞,β,Ω(x) := sup
{
|f(ω
[α]
1 )− f(ω
[α]
2 )|
r
: r > 0, ω1, ω2 ∈ B(x, r : δβ,Ω ) ∩ (∂Ω)β
}
. (6.3)
Theorem 6.1 Let Ω be a domain in Rn and let n < q < p, β = (q − n)/(q − 1) and α =
(p− n)/(p− 1).
(i). A function f ∈ tr(∂Ω)α(L
1
p(Ω)) if and only if f is continuous on (∂Ω)α (with respect to dα,Ω )
and f ♯∞,β,Ω ∈ Lp(Ω). Moreover,
‖f‖tr(∂Ω)α(L1p(Ω)) ∼ ‖f
♯
∞,β,Ω‖Lp(Ω). (6.4)
(ii). Fix ε > 0, θ > 1 and a covering Q of Ω consisting of non-overlapping cubes Q ⊂ Ω
satisfying inequality (5.23). Let TQ be the mapping defined by (5.24).
A function f : (∂Ω)α → R is an element of tr(∂Ω)α(W
1
p (Ω)) if and only if f is continuous on
(∂Ω)α (with respect to dα,Ω ), and
f ◦ TQ and f
♯
∞,β,Ω are both in Lp(Oε(∂Ω)).
Furthermore,
‖f‖tr(∂Ω)α(W 1p (Ω)) ∼ ‖f ◦ TQ‖Lp(Oε(∂Ω)) + ‖f
♯
∞,β,Ω‖Lp(Oε(∂Ω)). (6.5)
The constants of equivalence in (6.4) depend only on n, p and q, and in (6.5) they only depend
on n, p, q, ε and θ.
Proof. (Necessity). (i). Let F ∈ L1p(Ω) and let f = tr(∂Ω)αF.
Recall that, by (5.7), for every ω ∈ (∂Ω)α
f(ω) = lim{F (x) : dα,Ω (x, ω)→ 0, x ∈ Ω}. (6.6)
Let
G(x) := (‖∇F‖q)uprise(x), x ∈ Rn.
48
Prove that
f ♯∞,β,Ω(x) ≤ C(n, q) (M[G])
1
q (x), x ∈ Ω. (6.7)
(Recall that M stands for the Hardy-Littlewood maximal operator, see (3.4).)
Let ω1, ω2 ∈ (∂Ω)β , ω1 6= ω2, and let ω1, ω2 ∈ B(x, r : δβ,Ω ). Hence
dβ,Ω (x, ω1), dβ,Ω (x, ω2) ≤ r
β. (6.8)
Since ω1, ω2 ∈ (∂Ω)β , there exist sequences (xi) ∈ ω1, (yi) ∈ ω2 such that
ρβ,Ω(xi, ω1)→ 0 and ρβ,Ω(yi, ω2)→ 0 as i→∞. (6.9)
Recall that ω
[α]
1 = [(xi)]α and ω
[α]
2 = [(yi)]α so that ρα,Ω(xi, ω
[α]
1 ) and ρα,Ω(yi, ω
[α]
2 ) tend to 0 as
i→∞. Consequently, by (6.6),
f(ω
[α]
1 ) = lim
i→∞
F (xi) and f(ω
[α]
2 ) = lim
i→∞
F (yi). (6.10)
By (6.9),
ρβ,Ω(xi, yi) = ρβ,Ω(xi, yi)→ ρβ,Ω(ω1, ω2) as i→∞,
so that there exists N0 ∈ N such that
ρβ,Ω(xi, yi) ≤ 2ρβ,Ω(ω1, ω2), i ≥ N0.
Combining this inequality with (5.6), we obtain
ρβ,Ω(xi, yi) ≤ C dβ,Ω (ω1, ω2), i ≥ N0,
so that, by (6.8),
ρβ,Ω(xi, yi) ≤ C (dβ,Ω (ω1, x) + dβ,Ω (x, ω2)) ≤ C (r
β + rβ) ≤ C rβ, i ≥ N0.
Let λ1 = λ1(n, q) be the constant from Proposition 3.4. Then
λ1 ρβ,Ω(xi, yi)
1
β ≤ λ1C
1
β r, i ≥ N0.
By this proposition,
|F (xi)− F (yi)| ≤ C R
 1
|Q(xi, R)|
∫
Q(xi,R)
G(z) dz

1
q
, i ≥ N0, (6.11)
provided R := λ1C
1
β r. On the other hand,
‖xi − x‖
β ≤ ρβ,Ω(xi, x) ≤ ρβ,Ω(xi, ω1) + ρβ,Ω(x, ω1)
so that, by (6.9), there exists N1 ∈ N such that
‖xi − x‖
β ≤ 2 ρβ,Ω(x, ω1), i ≥ N1.
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Combining this inequality with (5.5) and (6.8), we obtain
‖xi − x‖
β ≤ C dβ,Ω (x, ω1) ≤ Cr
β, i ≥ N1,
proving that
‖xi − x‖ ≤ Cr ≤ γR, i ≥ N1,
with γ = γ(n, q, β). By this inequality,
Q(xi, R) ⊂ Q˜ := Q(x, (γ + 1)R)
provided i ≥ N1. In addition, |Q(xi, R)| ∼ |Q˜|, so that, by (6.11),
|F (xi)− F (yi)| ≤ C R
 1
|Q˜|
∫
Q˜
G(z) dz

1
q
, i ≥ N2 := max{N0, N1}.
Now, letting i tend to ∞, by (6.10), we have
|f(ω
[α]
1 )− f(ω
[α]
2 )| ≤ C R
 1
|Q˜|
∫
Q˜
G(z) dz

1
q
≤ C R (M[G](x))
1
q ≤ C r (M[G](x))
1
q
so that
|f(ω
[α]
1 )− f(ω
[α]
2 )|/r ≤ C (M[G](x))
1
q .
Taking the supremum in the left-hand side of this inequality over all ω1, ω2 ∈ (∂Ω)β satisfying
(6.8), we obtain inequality (6.7).
By this inequality,
‖f ♯∞,β,Ω‖Lp(Ω) ≤ C ‖(M[G])
1
q ‖Lp(Ω) ≤ C ‖(M[G])
1
q ‖Lp(Rn).
But, by (5.14),
‖(M[G])
1
q ‖Lp(Rn) ≤ C ‖∇F‖Lp(Ω)
so that ‖f ♯∞,β,Ω‖Lp(Ω) ≤ C ‖∇F‖Lp(Ω). Taking the infimum over all functions F ∈ L
1
p(Ω) such that
tr(∂Ω)αF = f , we obtain the required inequality
‖f ♯∞,β,Ω‖Lp(Ω) ≤ C ‖f‖tr(∂Ω)α(L1p(Ω)).
(ii). The latter inequality yields
‖f ♯∞,β,Ω‖Lp(Oε(∂Ω)) ≤ ‖f
♯
∞,β,Ω‖Lp(Ω) ≤ C ‖f‖tr(∂Ω)α(L1p(Ω)) ≤ C ‖f‖tr(∂Ω)α(W 1p (Ω)).
In turn, by Theorem 5.3,
‖f ◦ TQ‖Lp(Oε(∂Ω)) ≤ C ‖f‖tr(∂Ω)α(W 1p (Ω)),
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see (5.27). These two inequalities show that the right-hand side of equivalence (6.5) is bounded
by C ‖f‖tr(∂Ω)α(W 1p (Ω)).
The necessity part of the statements (i) and (ii) is proved.
(Sufficiency).
(i). Fix a constant τ ≥ 1. Let Q ⊂ Ω be a cube and let ω ∈ (∂Ω)α be an (α,Q)-visible element
such that ℓ(ω) ∈ (τQ) ∩ ∂Ω.
Let (yi) be a sequence of points in Ω such that yi ∈ (ℓ(ω), xQ], i = 1, 2, ... , and ω = [(yi)]α,
see Definition 4.9. Recall that ℓ(ω) is a Q-visible point, the line segment (ℓ(ω), xQ] ⊂ Ω, see
Definition 1.7, and limi→∞ yi = ℓ(ω).
By Lemma 2.2, (yi) is a Cauchy sequence with respect to the metric ρβ,Ω. We put
ω˜ = [(yi)]β.
Observe that, by Lemma 2.2, ω˜ is well defined and does not depend on the choice of the sequence
(yi) ∈ ω such that yi ∈ (ℓ(ω), xQ], i = 1, 2, ... . Also note that ω˜ ∈ (∂Ω)β . Since ω = [(yi)]α, by
(6.2), ω = ω˜[α].
Let us estimate the distance dβ,Ω (ω˜, xQ). By Lemma 2.2, (i),
dβ,Ω(yi, xQ) ≤
∫
[yi,xQ]
dist(z, ∂Ω)β−1 ds(z) ≤ C(β)
(
‖ℓ(ω)− xQ‖
diamQ
)1−β
‖yi − xQ‖
β.
Recall that ℓ(ω) ∈ τQ. Since yi ∈ (ℓ(ω), xQ], the point yi ∈ τQ as well so that
‖ℓ(ω)− xQ‖ ≤ τrQ = τ diamQ/2,
and
‖yi − xQ‖ ≤ τrQ = τ diamQ/2, i = 1, 2, ... .
Hence
dβ,Ω(yi, xQ) ≤ C(diamQ)
β,
where C = C(β, τ). Since ω˜ = [(yi)]β, we have
dβ,Ω (ω˜, xQ) = lim
i→∞
dβ,Ω(yi, xQ) ≤ C(diamQ)
β.
Now, let y be an arbitrary point in Q. Then
‖xQ − y‖ ≤ rQ ≤ dist(xQ, ∂Ω) ≤ max{dist(xQ, ∂Ω) dist(y, ∂Ω)},
so that, by Lemma 2.1,
dβ,Ω(xQ, y) ≤
∫
[xQ,y]
dist(z, ∂Ω)β−1 ds(z) ≤ 1
β
‖xQ − y‖
β ≤ 1
β
(diamQ/2)β.
Hence
dβ,Ω (ω˜, y) ≤ dβ,Ω (ω˜, xQ) + dβ,Ω(xQ, y) ≤ C (diamQ)
β,
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proving that
δβ,Ω (ω˜, y) := dβ,Ω
1
β (ω˜, y) ≤ R := C
1
β diamQ.
Thus
ω˜ ∈ B(y, R : δβ,Ω ) where R = C
1
β diamQ, (6.12)
see (6.1).
Let ω1, ω2 ∈ (∂Ω)α be two (α,Q)-visible elements such that
ℓ(ω1), ℓ(ω2) ∈ (τQ) ∩ (∂Ω).
Prove that
I :=
|f(ω1)− f(ω2)|
p
(diamQ)p−n
≤ C |Q| (f ♯∞,β,Ω)
p(y). (6.13)
In fact, ω1 = ω˜
[α]
1 , ω2 = ω˜
[α]
2 , and, by (6.12),
ω˜1, ω˜2 ∈ B(y, R : δβ,Ω ) with R = C
1
β diamQ. (6.14)
Hence
I :=
|f(ω1)− f(ω2)|
p
(diamQ)p−n
=
|f(ω˜[α]1 )− f(ω˜
[α]
2 )|
p
(diamQ)p−n
≤ C |Q|
(
|f(ω˜
[α]
1 )− f(ω˜
[α]
2 )|
diamQ
)p
≤ C |Q|
(
|f(ω˜
[α]
1 )− f(ω˜
[α]
2 )|
R
)p
.
By (6.14) and (6.3),
|f(ω˜
[α]
1 )− f(ω˜
[α]
2 )|/R ≤ f
♯
∞,β,Ω(y),
and inequality (6.13) follows.
Integrating this inequality over cube Q, we obtain
I :=
|f(ω1)− f(ω2)|
p
(diamQ)p−n
≤ C
∫
Q
(f ♯∞,β,Ω)
p(y) dy (6.15)
where C = C(n, p, β, τ).
Let A = {Qi : i = 1, ..., m} be a finite family of pairwise disjoint cubes in Ω. Let ω
(1)
i , ω
(2)
i ∈
(∂Ω)α be (α,Qi)-visible elements such that
ℓ(ω
(1)
i ), ℓ(ω
(2)
i ) ∈ (τQ) ∩ ∂Ω, i = 1, ..., m,
where τ = 41. Then, by (6.15),
J(f ;A) :=
m∑
i=1
|f(ω
(1)
i )− f(ω
(2)
i )|
p
(diamQi)p−n
≤ C
m∑
i=1
∫
Qi
(f ♯∞,β,Ω)
p(y) dy.
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Since the cubes of the family A are pairwise disjoint, we have
J(f ;A) ≤ C ‖f ♯∞,β,Ω‖
p
Lp(U)
(6.16)
where U := ∪{Qi : i = 1, ..., m} and C = C(n, p, β). Hence J(f ;A) ≤ λ provided λ :=
C ‖f ♯∞,β,Ω‖
p
Lp(Ω)
.
Now, let f : (∂Ω)α → R be a continuous function (with respect to the metric dα,Ω ) and let
f ♯∞,β,Ω ∈ Lp(Ω). Then, by Theorem 5.1, f ∈ tr(∂Ω)α(L
1
p(Ω)) and the following inequality
‖f‖tr(∂Ω)α(L1p(Ω)) ≤ C λ
1
p ≤ C ‖f ♯∞,β,Ω‖Lp(Ω)
holds.
The sufficiency part of the statement (i) of Theorem 6.1 is proved.
(ii). By inequality (6.16) with τ = 22θ2, we have
J(f ;A) ≤ C ‖f ♯∞,β,Ω‖
p
Lp(Oε(∂Ω))
provided A = {Qi : i = 1, ..., m} is a finite family of pairwise disjoint cubes contained in Oε(∂Ω).
Hence J(f ;A) ≤ λ where λ := C ‖f ♯∞,β,Ω‖
p
Lp(Oε(∂Ω))
.
Consequently, if f : (∂Ω)α → R is a continuous function (with respect to the metric dα,Ω ),
and the functions f ◦ TQ and f
♯
∞,β,Ω are both in Lp(Oε(∂Ω)), then, by Theorem 5.3, the function
f ∈ tr(∂Ω)α(W
1
p (Ω)). Moreover,
‖f‖tr(∂Ω)α(W 1p (Ω)) ≤ C(‖f ◦ TQ‖Lp(Oε(∂Ω)) + λ
1
p ) ≤ C(‖f ◦ TQ‖Lp(Oε(∂Ω)) + ‖f
♯
∞,β,Ω‖Lp(Oε(∂Ω))).
Theorem 6.1 is completely proved. 
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