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[要旨]:
このノートは，[8] への追加である。正方分割表
　　　　　の対角和　　　　を一致数という。与
えられた周辺度数分布を持つ正方分割表のうち，
一致数　　　　　　となる確率　　　 を求める
ための計算方法を述べる。これは　　　型多項超
幾何多項式を用いて簡明に表せる。また， 
型分割表の場合，一致数からカイ二乗統計量を計
算出来る。したがって，　 　 型分割表に対する
　　　の正確確率法と同じ　 値を求めることが
できる。
１　はじめに
1.1　比較言語学からの問題提起
　比較言語学はいくつかの言語の比較によっ
て，言語の系統や関係を明らかにする言語学
の一分野である。歴史言語学と呼ばれること
もある。いくつかの方法があるが，ここでは
基礎語彙(数詞，基礎 100 語，200 語) による
比較を考える。
　例えば，上古日本語・中期朝鮮語・アイヌ
語幌別方言の基礎 200 語の一部は次で与え
られている。一部発音記号は省略した。
　このような語彙表をいくつかの言語につい
て作成しておく。
　比較の手続をまとめると次のようになる。
(1) ふたつの言語の基礎語彙表について，語
頭音の一致数　　を数える。
(2) 偶然による一致数　　を求める。
(3) 　以上の一致率が偶然得られる確率（　　
値）を求める。
(4) この確率が 0.05 より小さければ，5　水
準で有意と判断する。
　著者は，安本美典氏が使ったこのような方
法に強い興味を持った。ポリアの「いかにし
て問題を解くか 2」にヨーロッパの数詞を比
較する例題が載っており，また子供の頃から
比較言語学には関心があった。しかし安本は
もっぱらオズワルトのシフト法を主に使って
いた。
　40 年近い昔のことで，そこには私の専門の
　｢群論」(ぐんろん，代数学の一分野) の雰囲
気が強く感じられた。実際，群論を用いて，
偶然による一致数の平均値と分散の公式(後
意味 日本語 朝鮮語 アイヌ語
表1.1 日本語・朝鮮語・アイヌ語の基礎語彙
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1.2　現代統計学の発展述平均値公式) が得られた。
　現代の統計学からは，シフト法はリサンプ
リング法のひとつであり，フィッシャーの並
べ替え検定の流れをくむ。また，安本とオズ
ワルトの私信には，ブートストラップ法(エ
フロン 1981) のアイデアが述べられていた。
　このような群論と統計学の関係について
は殆ど意識されてこなかったようである。し
かし今世紀になって，分割表のランダム生
成に関する代数的方法(グレブナー基底を使
う) が発表され，それにより分割表の独立性
上側確率はいくらでも正確に求められるこ
とになった。そのため，群論の統計学への応
用について今一度考えてみる価値があると考
えた。
　
　偶然による一致数を求める。オズワルトの
シフト法では，片方の言語の単語をひとつず
つずらしながら語頭子音を比較する。使う群
は巡回群である。
　現代の統計学の発展はめざましい。その原
動力として様々なものが考えられる。
　(i) 計算機とネットワークの大幅かつ急速
な性能向上。
　(ii) 統計学の基礎の発展。
(iii) 統計関係のソフトの性能向上。
　それによって統計学の方法は一新され，多
方面への応用範囲が広がった。一方，大量の
計算が必要なため，かっては実用的でないと
されていた方法が復活している(　　　 の並
べ替え検定，正確確率法など)。ブートスト
ラップ法など，現代の計算機の能力なしには
使い物にならない。
　とくに 1990 年代に「　　　　革命」とでも
いうべき大変革が起こった。ここで
とはマルコフ連鎖モンテカルロ (
　　　　　　　　　) 法の略である。原型は
1950 年代にすでに物理の分野(多重積分の数
値計算) にあった。もともと汎用性のある方
法だったので，統計と結び付くのは自然なこ
とであった。その余波としてベイズ統計学の
復興があった。現在主流になりつつあるベイ
ズ統計も，30 年ほど前には，日本であまり研
究されていなかったし評価も低かった。最近
の書店の統計の棚を見るとベイズ統計が相当
幅をきかせている。
　統計学への応用として，次のような代数の
分野が目に付く。
(1) 　　　　法による分割表の大量生成方式
へのグレブナー基底の応用。多項式環や代数
幾何の応用。　　　　 [4], 日比[1] 参照。
(2) 有限群上のランダムウォークへの表現
論の応用。これについては　 　　　[5] と
　　　　　　　　　　 [6] がよい。
　実は (1) と (2) は密接に関係している。
(1) の問題点は，収束性の議論が貧弱に感じ
られることである。また (2) は統計学という
項目 意味 日本語 朝鮮語
表1.2　シフト法。片方の単語をずらしなが
　　　 ら比較する。
─ 47 ─
分割表の一致率検定とFisher の正確確率法
より確率過程 (ランダムウォーク) の分野に
属する。
　ところで，周辺分布を固定した分割表の集
合は，対称群のヤング部分群による両側剰余
類の集合と一対一に対応している。したがっ
て，　　　　法で分割表の大量生成しようと
するなら，対称群の元の大量生成をすれば
よい。互換の集合は対称群の生成元になって
いるので，互換をランダムにとって次々に掛
けていけば，対称群の元，したがって分割表
がいくらでも得られる。しかし不思議なこと
に，(1) と (2) の関係はこれまで知られてい
ないようである。
　代数を使った統計の分野は「代数統計」と
か「計算代数統計」と呼ばれている。代数の
分野では，群論(有限群，線形群，表現)，代
数幾何 (多項式環)，可換環論(対称式，不変
式)，組合せ論(ヤング図形，数え上げ，母関
数，有限幾何，グラフ，結合的概型)，幾何
学(凸多面体，ルート系) といったものが使
えそうである。今この分野は第二期の爆発的
発展の中にあるように感じる(第一期はグレ
ブナー基底の登場)。
1.3　分割表
　以下，　　　　型の(2 元) 分割表と言うと
きは，　　　　型非負整数行列　　　　
を意味する。ここで　　　は質的変数で，そ
れぞれ有限集合　　　に属しているとする。
総度数を　，周辺和を　　　　　とする。
　ここでは，与えられた周辺度数　　　と
　　 を持つ分割表　　の分布は，多項超幾何
分布
にしたがうものと仮定する。
　　　　　であるような分割表を　　型の正
方分割表という。その対角和 (トレース) を
　一致数(　　　　　　　　　　 ) という。
　この論文の主目的は，正方分割表の対角和
の分布と，正確な　値を求めることである。
　本論講においては，有限群論と圏論(カテ
ゴリー論) のごく初歩の概念を使っている。
これについては，代数の教科書を参照して欲
しい。
２　データセットと分割表
2.1　データセットの代数
　　 上のデータセットとは，有限集合の間
の写像　　　　　　　 のことである。単な
る写像と区別するために括弧でくくってあ
る。　　　　 をサイズという。統計学的に
は，　　はサンプルの集合，　は名義尺度，
　は確率変数で，　　は　　　　の属する
カテゴリー(統計的な意味) である。すなわ
ち，　上のデータセットは　　上の有限集合，
すなわちスライスカテゴリー　　　 の対象
である(　　は有限集合と写像のなすカテゴ
リー)。したがって　　上のデータセット同士
の射　　　　　　　　　　　　　　　　 は，
写像　　　　　　で，　　　　　を満たすも
のである。カテゴリー論の術語を使ってデー
タセットについて同型射，全射，単射，等化
などの概念が定義できる。
　スライスカテゴリーにおける直既約な対象
は，　　　　　　　　　　 (ここで　 　　)
の形をしている。したがって　　に対応する
　　　　　準同型は
一致数(　 ) という。
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で与えられる。したがって　　　　　準同型
は写像
を与える。配列　　　　　　　　　　をデー
タセット　　の度数分布表 (　　 ) という。
こう考えると抽象バーンサイド環の理論が使
える。
と置くと，上の写像　　 は，
　　　　　 ここで　　 　　  を与える。
　　    　　　　に対し，
と置く。　　上の対称群　　は　　　　　に，
右から合成によって作用する
　　　　　 　。
補題 2.1 　　はサイズが　 とする。
(1) ２つのデータセット　　　　　　 　，
　　　　　　　 について次の条件は同値で
ある：
(a) スライスカテゴリー　　　　において
　　　　
(b) 全単射　　　　　　があって，　　　　
(c)　　 　　　　　
(2) 
　　　は，全単射
を誘導する。とくに　　　　は　 　軌道に
なっている。
(3)　　　　　　　　　　　 で 
とする。このとき
　　　　　　　　　　　　　　　　　　 (1)
は全単射である。ここで　　は
の自己同形群である。さらに
　　　　　　　　　　　　　　　　     (2)
(4)
注意. (1)　　はヤング部分群である。対応
する　　　　　の分割は　　　　である。
(2) この程度のことにカテゴリー論を持ち出
すこともないのだが，　が順序集合や直積集
合のように構造を持っている場合，一般論を
用意しておくのが便利である。
2.2　2 元データセット
　２元データセットは，(１元) データセッ
トの対　　　　　　　　　　　　　　  (普
通は　　　 のように書く) のことである。
　　     　　によってそのような２元デー
タセットの集合を表す。　　　と
　　　　　　　　を対応させることにより，
２元データセットは１元データセットと１対
１に対応する：
　対称群の直積　　　　　が
に作用する　　　　　　　　　　　　　。他
方１元データセットへの　　の作用を考える
と，　　　　　　　　 　となっているが，こ
れは対角作用である　　　　　　　　　　。
しかも　　　　　　　　　　　　　　が同型
であることと，それらが　　の対角作用によ
り同じ軌道に含まれることは同値である。
2.3　分割表と周辺分布
　　　　　　　　　　　　　　　　　　と書
く。　　　　　　　　　　　　　に対し，
と置く。　　　　　を　 のサイズという。
　　　　　　　　　と
を周辺分布　　　　　　　　　　　 という。
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次の可換図式を得る：
 ここで　　　　　　　　　　　　　　 であ
る。また
はデータセット　　　の分割表(
　　 )である。
　　　　　　　　　　　　　     　に対し
と置く。これは，周辺分布が　　　であるよ
うな分割表の集合である。
補題 2.2　　　　　　　　　　　　　　　で
　　　　とする。
(1)　　　　　　が同じ周辺分布を持つ，す
なわち　　　　　　　　　　　，ための必要
十分条件は，　　　　　で，
を満たすものが存在することである。とくに
　　　　 は　　　 に可移に作用する。
(2)　　　　　　　　　　であるための必要
十分条件は，　　　　で　　　　     　　を
満たすものが存在すること(同じことだが，
　　　　　　において同型なこと) である。
(3)　　　　　　に対し，
系 2.3　　　　　     　　　　に対し
　　　 と　　　　    　　 は次の一対一対
応を引き起こす：
系 2.4  (1) 　　　　 による　　　 　上の
一様分布の像は超幾何分布である：
ここで　　　　　   　など。
(2)　　　　　　　　　 とする。このとき
　　　　　      　　による　　　　　 上
の一様分布の像は同じ超幾何分布である。同
じことだが，
(3)　   　　　　　による　　上の一様分布
の像も同じ超幾何分布である。
　　　   　とする。　　 を　　　　 から
取っておく。例えばこれは観測データか
ら得られたデータセットでよい。対称群
の元　　　　　 をランダムに取ってゆくと
　　　　　　　　　　　  は　　　　　　の
ランダムウォークである。生起確率は超幾何
分布にしたがう。これで分割表のサンプリ
ングが得られる。対称群の元のランダムサン
プリングが問題になるが，　　　　 の方法
では，ランダムに互換　　　　　を取ってそ
れを順に掛けて行く　　　　　　　。ただし
奇置換と偶置換が交互に入れ替わるので，こ
のランダムウォークはいわゆるエルゴード
性を満たしておらず，定常分布を持たない。
幸いなことに　　　　　   　で誘導される
分割表のウォークは，まれな例外(周辺度数
　　　　　がつねに 0 か 1) を除いてエルゴー
ド性を満たし，したがって超幾何分布に収束
するランダムウォークである。
　ランダムな互換　　によって　　　 から
　　　　を作ることは，分割表　　　　 の
レベルでいうと，　　　　に
を加えること (非負成分は４つ) である。し
たがってこの遷移法則は完全に分割表だけで
記述できる。もとのデータセットの取り方に
依らない。
　この行列　　は，　　　　法の有名な行列
(マルコフ基底，基本移動　　　　　　) であ
る。収束は遅い(収束率　　　　　　 は 1
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に近い)。不思議なことに，対称群上の
から誘導される分割表たちの　 　について
書いた文献が見つからない。　　　  など
両方の研究で重要な成果を上げているのにで
ある。しかし考えをさかのぼれば，両者を結
びつける方法はフィッシャーの並べ替え検定
　　　　　　　　  そのものである。フィッ
シャーの時代(1930 年代) は計算機もなく実
用性はほとんどなかった。今では再評価され
ている。このようなリサンプリング法の流れ
の先にブートストラップ法がある。代数的に
解釈するなら，並べ替え検定で対称群を対称
半群に取り替えものである。
3　一致数のモーメント公式
3.1　一致数の平均値公式
　対角データセット　　　　　　　　　　の
等化 　　　　　 を
　　　　　　　　　　　　　　　　　　 (3)
で定義し，一致数をそのサイズとする:
　　　　　　　　　　　　　　　　　　 (4)
一致数は，　　　の分割表の対角和である：
　　　　　　　　　　　　　　　　　　 (5)
　問題は，与えられた周辺分布　　　を持
つデータセット　　　　についての一致数
　　 　 の分布である。まず平均は補題 2.2
により次のように表せる：
　一致数の平均について次の公式がある：
定理 3.1（平均値公式）
　　　　　　　　　　　　　　　　　　 (6)
定理の証明。対称群　　の可移性から，任意
の　　 　　に対し，
に注意しておく。
3.2　モーメント公式
　データセット　　    　　　　　　の周辺
度数分布を
とする。
とおく。
定理 3.2（モーメント公式）
　左辺の和を組合せモーメントという。とく
に　　　の場合が平均値公式である。
　この公式の証明は，ちょっとテクニックを
要する。まず平均値公式を，対称群の代わり
に　　に回移に作用する有限群　　の場合に
拡張する。　の代わりに　　　　点集合　　か
ら　　への単射全体の集合) に平均値公式を
適用する。これによってモーメント公式が得
られる。
系 3.3　分散は次で与えられる：
4　一致数に対する正確な　
4.1　超幾何多項式による表現
　モーメント公式の存在は，　　 の分布が
周辺分布　　　　によって完全に決まること
値
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を意味する。したがって正確な　 値の計算
公式があるはずである。実際モーメント公式
より
 多項式型母関数を取ると
ここで，　　   は　 　型超幾何多項式で
ある。
　　が非負整数のときのみ多項式で，それ
以外の場合は，収束半径 0 の整級数であ
る。
　一致数が 　に等しくなる確率は
は， の展開式
から数列　　　 を求め，最後に求める確率
　　　 を:
で求める。正確な　　値は
で求まる。
　なお，
である。母関数で表すなら，
あるいは，
とも表現できる。高速の多項式計算ができる
数式処理システムがあるなら，多項式のまま
プログラムするのが楽である。
　前稿で述べた日本語・アイヌ語朝鮮語の正
確な一致数はここで述べた公式を使った。そ
こで述べたように，得られた確率は二項確率
より小さい値を取るが，言語によっては二項
確率の方が小さい値を取ることもある。
4.2　三つのデータセットの一致数
　3 元データセット　　　　　　　　　の一
致数はいろいろ考えられる。
　まず，二つのデータセットに対する一致数
　　　　　　から得られる一致数
がある。奇妙なことにこの一致数に対する分
散は
を満たす。正規分布などでよく見る式だが，
なぜこのようなきれいな式があるのかはよ
く分からない。残念ながら，この一致数に対
しては正確な確率を求める良い公式はないよ
うだ。
　またもうひとつの一致数
については　　 型超幾何多項式を使った公
式がある。
4.3　言語学からのさらなる要請
　シフト法の方式は様々なものが考えられる。
言語群の比較。ふたつの語族(あるいは言
語の集合)　　　　　　 と　　　　　　　が
与えられているとする。このとき語族の一致
数を
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で定義する。このときシフト法による平均と
分散は
で与えられる。語族間の距離を測るのに使え
そうだ。ただ方法論的に改良の余地がある。
　そのほか，日本語からアルタイ系の言語の
影響を除いて，そこに南方系の言語の影響が
どの程度あったかを探るのは今後の課題で
ある。
5 　　　　分割表の一致数と独立性
　周辺度数の決まっている　　　分割表は，
　　　成分(下図の　)，または一致数
のどちらか一方を与えるだけで，すべての成
分が決まる。
　上の分割表において
とおく。このとき
である。この分割表のカイ二乗統計量とカッ
パ係数は
で定義されている。簡単な計算で
となり，結局次の定理を得る:
定理 5.1  (1)
等号成立は　　　のときに限る。
(2) 一致数 (したがって　) の正確な 　値が
分かれば， 　の正確な　値も分かる。逆も
言える。
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