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For any formal Laurent series x =∑∞n=v cnz−n with coeﬃcients cn lying in some given ﬁnite
ﬁeld, let x = [a0(x);a1(x),a2(x), . . .] be its continued fraction expansion. It is known that,
with respect to the Haar measure, almost surely, the sum of degrees of partial quotients
dega1(x) + · · · + degan(x) grows linearly. In this note, we quantify the exceptional sets
of points with faster growth orders than linear ones by their Hausdorff dimension, which
covers an earlier result by J. Wu.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be the ﬁnite ﬁeld of q elements and Fq((z−1)) denotes the ﬁeld of all formal Laurent series with coeﬃcients
in Fq . Recall that Fq[z] denotes the ring of polynomials in z with coeﬃcients in Fq .
For each x =∑∞n=v cnz−n ∈ Fq((z−1)), call [x] =∑0n=v cnz−n ∈ Fq[z] the integer part of x and deg x = inf{n ∈ Z: cn = 0}
the degree of x, with the convention that if x = 0, i.e. cn = 0 for all n ∈ Z, put deg0 = −∞. Deﬁne the absolute value on
Fq((z−1)) as
‖x‖ = qdeg x
which is a non-Archimedean absolute value. The ﬁeld Fq((z−1)) is locally compact and complete under the metric ρ(x, y) =
‖x− y‖.
Denote I = {x ∈ Fq((z−1)): ‖x‖ < 1} = {x =∑∞n=1 cnz−n: cn ∈ Fq}, which is the valuation ideal of Fq((z−1)). Let P be the
Haar measure on Fq((z−1)) normalized to 1 on I .
Now we recall the regular continued fraction expansion over the ﬁeld of formal Laurent series introduced by E. Artin [1].
Consider the transformation T : I → I deﬁned by
T x := 1
x
−
[
1
x
]
, T0 := 0.
Then every x ∈ I has the following continued fraction expansion:
x = 1
a1(x) + 1a2(x)+···
:= [0;a1(x),a2(x), . . .],
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for all n 1. Let {Pn(x)/Qn(x), n 0} be the sequence of convergents in the expansion of x, i.e.
Pn(x)
Qn(x)
= 1
a1(x) + 1a2(x)+···+ 1an(x)
:= [0;a1(x),a2(x), . . . ,an(x)].
The metric and ergodic properties of this dynamical system have been studied extensively, see the works [2,6,7,13–17].
In particular, following from the ergodicity of T with respect to the Haar measure P , which was ﬁrst proved by Nieder-
reiter [13], one has
Theorem 1.1. (See [2,13].) For P -almost all x ∈ I ,
lim
n→∞
1
n
n∑
k=1
degak(x) = qq − 1 .
Theorem 1.1 implies that almost surely, the sum of degrees of the partial quotients grows linearly. In [18], J. Wu studied
the cases with polynomial and exponential growth rate, i.e.
B(β,γ ) =
{
x ∈ I: lim
n→∞
1
nβ
n∑
k=1
degak(x) = γ
}
(β > 1, γ > 0),
C(τ ,η) =
{
x ∈ I: lim
n→∞
1
τn
n∑
k=1
degak(x) = η
}
(τ > 1, η > 0)
by showing
Theorem 1.2. (See [18].) For any β > 1, γ > 0, τ > 1 and η > 0,
(i) dimHB(β,γ ) = 1
2
,
(ii) dimHC(τ ,η) = 1
τ + 1 ,
where dimH denotes the Hausdorff dimension.
In this paper, we would like to know what happens when polynomial orders γnβ (β > 1, γ > 0) or exponential orders
ητn (τ > 1, η > 0) are replaced by a general order faster than linear one.
Namely, we consider the size of the set
E(φ) :=
{
x ∈ I: lim
n→∞
dega1(x) + · · · + degan(x)
φ(n)
= 1
}
,
where φ : N → R+ is a function satisfying φ(n)/n → ∞ as n → ∞.
We prove
Theorem 1.3. Let φ : N → R+ satisfy φ(n)/n → ∞ as n → ∞. Then either E(φ) = ∅ or
dimHE(φ) = 1
1+ b , with b = limsupn→∞
φ(n + 1)
φ(n)
.
To end this section, we outline the strategy in proving Theorem 1.3. The lower bound of dimHE(φ) is quite easy, so
the argument on upper bound constitutes the main substance of this note. In fact, we will show that E(φ) is a subset of
Jarnik–Besicovitch set with some extra constraints. More precisely, for each α < b + 1 (see Lemma 2.5)
E(φ) ⊂ E∞ ∩ J (α),
where
E∞ =
{
x ∈ I: lim
n→∞
dega1(x) + · · · + degan(x) = ∞
}
n
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J (α) =
{
x ∈ I:
∥∥∥∥x− PQ
∥∥∥∥< 1‖Q ‖α for inﬁnitely many Q ∈ Fq[z]
}
.
We show
Theorem 1.4. For any α  2,
dimH
(
E∞ ∩ J (α)
)= dimHE∞ · dimH J (α) = 1
α
.
There is an emerging topic on study diophantine approximation supported on fractals (see the works of D. Kleinbock,
E. Lindenstrauss and B. Weiss [9,10], J. Levesley, C. Salp and S.L. Velani [12] or Y. Bugeaud [3]). So, Theorem 1.4 can also be
viewed as an attempt on this topic.
2. Proofs of the results
We ﬁrst collect some basic properties possessed by continued fractions of Laurent series, see H. Niederreiter [13],
V. Berthé and H. Nakada [2] or M. Fuchs [6].
Lemma 2.1. (See [6].) For any x ∈ I , let Pn(x)/Qn(x) denote the n-th convergent of x. Then we have
(1) 1 = ‖Q 0(x)‖ < ‖Q 1(x)‖ < ‖Q 2(x)‖ < · · ·;
(2) ‖Qn(x)‖ =∏nk=1 ‖ak(x)‖ = q∑nk=1 degak(x);
(3) ‖x− Pn(x)/Qn(x)‖ = 1/(‖Qn(x)‖ · ‖Qn+1(x)‖) < 1/‖Qn(x)‖2 .
Lemma 2.2. (See [13].) For any b1,b2, . . . ,bn ∈ Fq[z] with strictly positive degree, call
I(b1,b2, . . . ,bn) =
{
x ∈ I: a1(x) = b1, a2(x) = b2, . . . , an(x) = bn
}
an n-th order cylinder. Then the set I(b1,b2, . . . ,bn) is a closed disc with center Pn/Qn and diameter∣∣I(b1,b2, . . . ,bn)∣∣= q−2∑nk=1 degbk−1.
Before proving Theorem 1.3, we give a remark on φ. For any given positive function φ(n), if E(φ) = ∅, then there exists
an x0 ∈ E(φ), deﬁne φ¯(n) =∑nk=1 degak(x0) for all n  1. Obviously, we have φ(n)/φ¯(n) → 1 as n → ∞, so E(φ) = E(φ¯).
Hence, in what follows, we can always assume that φ : N → N and φ(n + 1) − φ(n) 1 once E(φ) is non-empty.
2.1. Lower bound of dimHE(φ)
The lower bound is obtained by estimating the Hausdorff dimension of a homogeneous Moran subset of E(φ). We recall
the deﬁnition and a basic dimensional result of the homogeneous Moran set at ﬁrst, see [4,5,8] for details.
Let {nk}k1 be a sequence of positive integers and {ck}k1 be a sequence of positive numbers satisfying nk  2, 0 < ck < 1,
n1c1  δ and nkck  1 (k 2), where δ is some positive number.
Let
D =
⋃
k0
Dk, D0 = {∅}, Dk =
{
(i1, . . . , ik): 1 i j  n j, 1 j  k
}
.
If σ = (σ1, . . . , σk) ∈ Dk , τ = (τ1, . . . , τm) ∈ Dm , we deﬁne the concatenation of σ and τ as
σ ∗ τ = (σ1, . . . , σk, τ1, . . . , τm).
Let (X,d) be a metric space. Suppose that J ⊂ X is a closed subset with diameter δ > 0. A collection F= { Jσ : σ ∈ D} of
closed subsets of J is said to have a homogeneous Moran structure if it satisﬁes:
(1) J∅ = J ;
(2) For any k  1 and σ ∈ Dk−1, Jσ∗1, Jσ∗2, . . . , Jσ∗nk are subsets of Jσ and int( Jσ∗i) ∩ int( Jσ∗ j) = ∅ (i = j), where int A
denotes the interior of A;
(3) For any k 1 and σ ∈ Dk−1, 1 j  nk , we have
| Jσ∗ j|
| Jσ | = ck.
If F is such a collection, E :=⋂k1⋃σ∈D Jσ is called a homogeneous Moran set determined by F.k
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dimHE  lim inf
k→∞
logn1n2 · · ·nk
− log c1c2 · · · ck+1nk+1 .
Lemma 2.4. Assume that {sn}∞n=1 is a sequence of positive integers satisfying 1n
∑n
k=1 sk → ∞ as n → ∞. Let E = {x ∈ I:
degan(x) = sn}. Then we have
dimHE  lim inf
n→∞
s1 + s2 + · · · + sn
2(s1 + s2 + · · · + sn) + sn+1 .
Proof. Let
Dn =
{
σ : σ = (a1,a2, . . . ,an) ∈ Fq[z]n, degak = sk, 1 k n
}
.
Put
E0 = I, En =
⋃
(a1,a2,...,an)∈Dn
I(a1,a2, . . . ,an), ∀n 1.
Then
E =
+∞⋂
n=1
En.
Take nk = (q − 1)qsk , ck = q−2sk . From the above structure, it follows that each component I(a1,a2, . . . ,ak−1) in Ek−1
contains nk many elements I(a1,a2, . . . ,ak) in Ek with the same ratio ck . Thus E is a standard homogeneous Moran set. By
Lemma 2.3, we have
dimHE  lim inf
n→∞
n log(q − 1) + (s1 + · · · + sn) logq
− log(q − 1) + (2(s1 + · · · + sn) + sn+1) logq
= lim inf
n→∞
s1 + s2 + · · · + sn
2(s1 + s2 + · · · + sn) + sn+1 . 
Take s1 = φ(1), sn = φ(n) − φ(n − 1) for n 2. It is easy to see that E ⊂ E(φ). Lemma 2.4 gives
dimHE(φ) lim inf
n→∞
φ(n)
φ(n) + φ(n + 1) =
1
1+ b .
So, we get the desired lower bound of the Hausdorff dimension of E(φ).
2.2. Upper bound of dimHE(φ)
The estimation of the upper bound constitutes the main substance of the proof. Since φ is monotonic increasing, we
have b 1.
Lemma 2.5. For any α < b + 1,
E(φ) ⊂ E∞ ∩ J (α).
Proof. It is evident that E(φ) ⊂ E∞ since φ(n)/n → ∞ as n → ∞.
For any x ∈ E(φ), one can see that
limsup
n→∞
dega1(x) + · · · + degan(x) + degan+1(x)
dega1(x) + · · · + degan(x) = limsupn→∞
φ(n + 1)
φ(n)
= b.
Since deg Qn(x) =∑nk=1 degak(x) (see Lemma 2.1(2)), above formula is nothing but
limsup
n→∞
logq ‖Qn+1(x)‖
logq ‖Qn(x)‖
= b.
By Lemma 2.1(3), we know that∥∥∥∥x− Pn(x)
∥∥∥∥= 1 ,Qn(x) ‖Qn(x)Qn+1(x)‖
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∥∥∥∥< 1‖Qn(x)‖α ,
holds for inﬁnitely many n ∈ N. 
Remark 2.6. Note that, when α  2,
J (α) = {x ∈ I: the continued fraction expansion of x is inﬁnite}.
So, Lemma 2.5 still holds if we choose{
α = 2, if b = 1,
2 < α < b + 1, if b > 1.
In view of Lemma 2.5, dimHE∞ ∩ J (α) will give a upper bound for dimHE(φ). Hence, we are led to prove Theorem 1.4.
Proof of Theorem 1.4.
(I) dimH(E∞ ∩ J (α)) 1/α.
We will apply Lemma 2.4 to a subset of E∞ ∩ J (α) to give the lower bound estimation on dimH(E∞ ∩ J (α)).
Deﬁne an integer sequence {sn}n1 recursively as
sn =
{
[(n + 1) 32 ] + 1, when n = k2,
[(α − 2)∑n−1j=1 s j] + 1, when n = k2.
Then take
F = {x ∈ I: degan(x) = sn, for all n 1}.
We claim that F ⊂ E∞ ∩ J (α).
(1) F ⊂ E∞ . Whether α = 2 or not, for any x ∈ F ,
n∑
i=1
degai(x)max{sn−1, sn} n 32 .
(2) F ⊂ J (α). When α = 2, the inclusion is trivial (see Remark 2.6).
When α > 2, for any x ∈ F , by Lemma 2.1(2), for each k 2,
deg Qk2(x) =
k2∑
i=1
degai(x) > (α − 1)
k2−1∑
i=1
degai(x) = (α − 1)deg Qk2−1(x).
As a result, for each k 2,∥∥∥∥x− Pk2−1(x)Qk2−1(x)
∥∥∥∥= 1‖Qk2−1(x)Qk2(x)‖ <
1
‖Qk2−1(x)‖α
.
Then an application of Lemma 2.4 to the set F gives the desired result.
(II) dimH(E∞ ∩ J (α)) 1/α.
We begin with the construction of a family of measures {μt, t > 1}. For any t > 1 and {b1,b2, . . . ,bn} ⊂ Fq[z] with
degb j  1 (1 j  n), set
μt
(
I(b1,b2, . . . ,bn)
)= q−t∑nj=1 degb j−nP (t),
where
P (t) = logq
(
q(q − 1))− logq(qt − q).
It is easy to check that∑
bn+1
μt
(
I(b1,b2, . . . ,bn+1)
)= μt(I(b1,b2, . . . ,bn)),
∑
b1,b2,...,bn
μt
(
I(b1,b2, . . . ,bn)
)= 1,
where the sum is taken over all b j such that degb j  1. So the measure μt is well deﬁned.
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M >
P (t)

. (2.1)
Now we give a cover of the set E∞ ∩ J (α). For any n 1, let
In(M) =
{
(a1, . . . ,an) ∈ Fq[z]n:
n∑
j=1
dega j > nM
}
. (2.2)
Clearly, E∞ ∩ J (α) is contained in{
x ∈ I: (a1(x), . . . ,an(x)) ∈ In(M) and degan+1(x) > (α − 2) n∑
j=1
dega j(x) simultaneously for inﬁnitely many n
}
.
For any (a1, . . . ,an) ∈ In(M), set
J (a1, . . . ,an) =
⋃
an+1: degan+1>(α−2)∑nj=1 dega j
I(a1, . . . ,an,an+1).
Then
E∞ ∩ J (α) ⊂
∞⋂
N=1
∞⋃
n=N
⋃
(a1,...,an)∈In(M)
J (a1, . . . ,an). (2.3)
We will estimate the diameter of J (a1, . . . ,an) for all (a1, . . . ,an) ∈ In(M). We have∣∣ J (a1, . . . ,an)∣∣ ∑
an+1: degan+1>(α−2)∑nj=1 dega j
∣∣I(a1, . . . ,an,an+1)∣∣ ∣∣I(a1, . . . ,an)∣∣ α2 ,
where the implied constant in the Vinogradov symbol () is absolute. Subsequently, for any (a1, . . . ,an) ∈ In(M),∣∣I(a1, . . . ,an)∣∣ t+ε2  q−(t+ε)∑nj=1 dega j  q−t∑nj=1 dega j−nP (t) = μt(I(a1, . . . ,an)),
where the second inequality follows from
∑n
i=1 degai  nM (formula 2.2) and M  P (t)/ (formula 2.1). After these pre-
liminaries, we see that the t+α -dimensional Hausdorff measure
H t+εα (E∞ ∩ J (α))  limsup
n→∞
∑
(a1,...,an)∈In(M)
∣∣ J (a1, . . . ,an)∣∣ t+εα
 limsup
n→∞
∑
(a1,...,an)∈In(M)
[∣∣I(a1, . . . ,an)∣∣ α2 ] t+εα
 limsup
n→∞
∑
(a1,...,an)∈In(M)
μt
(
I(a1, . . . ,an)
) 1.
So, we have
dimH
(
E∞ ∩ J (α)
)
 t + ε
α
.
Letting ε → 0 and t → 1, we obtain
dimH
(
E∞ ∩ J (α)
)
 1
α
.
Thus, combine (I) and (II), we arrive at
dimH
(
E∞ ∩ J (α)
)= 1
α
. (2.4)
Take α = 2. From Remark 2.6, we have E∞ ∩ J (α) = E∞ . So
Corollary 2.7. dimHE∞ = 1/2.
M.-Y. Lü et al. / J. Math. Anal. Appl. 380 (2011) 807–813 813It is well known that dimH J (α) = 2/α (see S. Kristensen [11]), so it follows that
dimH
(
E∞ ∩ J (α)
)= dimHE∞ · dimH J (α).
This complete the proof of Theorem 1.4. 
Proof of Theorem 1.3. Lemma 2.5 together with Theorem 1.4 immediately follows that
dimHE(φ)
1
1+ b ,
as was to be proved. 
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