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Abstract
Modelling the turbulent energy cascade gives valuable insight into the dynamics
of a turbulent flow. In this work, random multiplicative cascade processes are
studied and compared with dissipation time series obtained from various exper-
iments. The emphasis of this comparison is laid on the two-point correlation
function because the unavoidable surrogacy of the dissipation field, i.e. the sub-
stitution of the multi-component expression by a single component of the velocity
signal, corrupts the scaling behaviour of other observables such as integral mo-
ments. Finite-size expressions for the two-point correlation function are derived,
which make it possible to fit data obtained at moderate or low Reynolds numbers
and extract accurate values of scaling exponents. A comprehensive data anal-
ysis attempts to determine the free parameters of the cascade generator. The
statistics are too limited to claim more than that the cascade generator will be
close to having a log-normal distribution. The most basic scaling exponent of
the dissipation field is called intermittency exponent µ and can be used to char-
acterise the data. The investigated data fall into two groups. One set of data
obtained from measurements with air show an increasing intermittency exponent
with an increasing Reynolds number and saturate for high Reynolds numbers to
a value of µ = 0.2. The other set, obtained in a helium jet is best characterised
with a constant intermittency exponent of µ = 0.1. The differences are not fully
understood.
To investigate this issue further, a new construction is suggested, that trans-
lates the Kramers-Moyal coefficients of the velocity field into a dissipation field
in order to calculate the intermittency exponent from different perspective.
Finally, a dynamical generalisation of the cascade process, introduced recently,
is tested. The dynamical model makes predictions for n-point correlation func-
tions. The analytical expressions for three-point correlation functions are com-
pared with their counterparts obtained from experimental data and show remark-
able agreement.
2Zusammenfassung
Durch eine Modellierung der Energiekaskade gewinnt man wertvolle Einsichten
in die Dynamik turbulenter Stro¨mungen. In dieser Arbeit werden multiplikative
Kaskadenprozesse untersucht und mit verschiedenen experimentellen Zeitreihen
der Energiedissipation verglichen. Zur Berechnung der Energiedissipation ist es
unvermeidlich auf eine Hilfskonstruktion zuru¨ckzugreifen, die die nicht gemes-
senen Komponenten des Geschwindigkeitsfeldes ersetzt. Der Schwerpunkt des
Vergleichs zwischen Modell und Experiment liegt auf Zweipunktkorrelationen,
weil andere Observablen, wie z. B. integrale Momente, durch diese Hilfskonstruk-
tion der Dissipation verfa¨lscht werden. Es werden explizite Ausdru¨cke fu¨r die
Zweipunktkorrelationen abgeleitet, die auch Korrekturen, die von einem endli-
chen Skalierungsbereich stammen, beru¨cksichtigen. Mit diesen Ausdru¨cken ist es
mo¨glich, auch Datensa¨tze mit niedrigen oder moderaten Reynoldszahlen zu fitten
und genaue Werte fu¨r die Skalierungsexponenten zu bestimmen. Mit einer um-
fassenden Datenanalyse wird versucht, die freien Parameter des Kaskadengenera-
tors zu bestimmen. Die verfu¨gbare Statistik der Daten ist zu gering, um genauere
Aussagen zu treffen, als dass die Verteilung des Kaskadengenerators a¨hnlich einer
log-normal Verteilung sein wird. Mit dem sogenannten Intermittenzexponenten
µ, der der fundamentalste Skalierungsexponent des Dissipationsfeldes ist, lassen
sich die Daten charakterisieren. Die untersuchten Daten teilen sich in zwei Grup-
pen auf: Die Daten, die aus Luftstro¨mungen gewonnen wurden, weisen einen mit
der Reynoldszahl steigenden Intermittenzexponenten auf, der fu¨r hohe Reynolds-
zahlen gegen den konstanten Wert µ = 0.2 konvergiert. Die Daten aus einem
Helium-Freistrahl andererseits ko¨nnen am besten mit einem konstanten Intermit-
tenzexponenten µ = 0.1 charakterisiert werden. Diese Unterschiede ko¨nnen nicht
vollsta¨ndig erkla¨rt werden.
Um diesen Sachverhalt genauer zu untersuchen wird ein neues Modell vor-
geschlagen, das die Kramers-Moyal-Koeffizienten des Geschwindigkeitsfeldes in
ein Dissipationsfeld u¨bersetzt, um den Intermittenzexponenten aus einer anderen
Perspektive zu berechnen.
Schließlich wird eine dynamische Verallgemeinerung des Kaskadenprozesses,
die ku¨rzlich vorgestellt wurde, getestet. Das dynamische Modell macht Vorher-
sagen fu¨r allgemeine n-Punktkorrelationen. Die analytischen Ausdru¨cke fu¨r Drei-
punktkorrelationen werden mit experimentellen Daten verglichen. Die U¨berein-
stimmung zwischen Modellvorhersage und Experiment ist u¨berzeugend.
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1 Introduction
Turbulent flows are encountered in everyday life and everybody has an idea
about what is meant by turbulence. Nevertheless, there is no precise scientific
definition of turbulence. This may be partially due to the lack of a full under-
standing of turbulent phenomena. Also, the term turbulence is used in other
areas, not related to fluid motion, for example financial markets. Sometimes just
to denote a complex problem with a rapidly changing signal but sometimes be-
cause a mathematical formulation shows some parallels to that of fluid turbulence.
To get started it is adequate to think of a turbulent flow as fluid motion with a
complex, fluctuating and scrambled flow pattern. Most flows occurring in nature
and everyday life are turbulent to some degree; in fact, generating a laminar flow
is much more difficult than generating a turbulent one. Since turbulent flows are
ubiquitous, first observations are easy to make. Even from the observation of
smoke emerging from a chimney valuable insight into the structure of a turbulent
flow can be gained. Regardless of this ease, quantifying the observations and
formulating a theory becomes quickly very complicated.
The aims of studying turbulence are diverse. The research areas can be
grouped according to the range of scales which are of interest. An engineer is
mainly interested in large-scale properties of the flow, e.g. how to design a wing
that has a large lifting force or what is the throughput of a pipe. Hence, in
engineering problems, the focus is on the impact of the boundary conditions on
certain properties of the flow. Calculating the small-scale dynamics would be too
expensive, so that the action of the small-scale dynamics on large scale properties
has to be modelled. On the other hand, it is thought that on smaller scales the
flow forgets the influence of the boundaries and is universal in the sense that
the dynamics are independent on how the flow was generated. To understand
the small scale turbulence dynamics is therefore not only important for a correct
modelling of the large scale dynamics but also very interesting from a physical
point of view. In this region the universal concept of turbulence can be studied.
Although turbulent motion is deterministic the structure of a typical turbu-
lent flow is far too complex to follow the deterministic evolution for every fluid
parcel. This can only be done in numerical simulations, but in spite of the ex-
traordinary progress concerning the speed of modern computers, a simulation of
highly turbulent flows as for example observed in the atmosphere is not in reach.
Therefore an attempt is made to simplify the complexity by understanding the
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flow in a statistical sense. The ultimate goal of a statistical description is to
establish a model that describes the fundamental properties of a turbulent flow
with a few simple concepts and a small number of degrees of freedom. Finding
such a universal model that summarises the statistical description of the turbu-
lent dynamics would be a big step forward in the understanding of turbulent
phenomena. There are two antithetic approaches to establish such a model. Ei-
ther, starting from the fundamental equation of motion, the basic principles of
the system can be extracted by appropriate simplifications. Or, as the second
approach, the model is established as a description of the data, based on obser-
vations together with phenomenological arguments. If a meaningful description
can be found, the model has to be linked to the fundamental equation. In this
work the latter approach is followed. A good candidate for a basic model are
random multiplicative cascade processes, which have already shown their ability
to describe turbulent data well.
The work is organised as follows: After a brief introduction to the princi-
ples of turbulent flows in chapter 2, the random multiplicative cascade processes
are introduced in chapter 3, where the emphasis is put on the model prediction
for two-point correlations. To compare this predictions with experimental data,
chapter 4 is devoted to a comprehensive discussion of the two-point correlator ob-
tained from experimental data and the fit of the model predictions is explained.
A quantitative comparison is given in the following chapter with the purpose to
determine the remaining free parameters in the model. One finding of this com-
parison will be that the data from a helium jet experiment do not comply with
the trend given by the rest of the data. This unexpected behaviour will be investi-
gated in more detail in chapter 6. Chapter 7 will consider a dynamical extension
of the geometrical cascade process. From this extension more predictions like
three-point correlations can be made, which will be compared to experimental
data to push the principal limits of the model further. Motivated by the puzzle
of the helium jet data, chapter 8 offers a new model that attempts to connect
the velocity statistics with the dissipation field to calculate the two-point corre-
lation from a different perspective. The discussion is completed with an outlook
in chapter 9.
2 Small-scale turbulence
2.1 Basic theory of turbulent flows
In hydrodynamic turbulence, there are two possible ways to describe the velocity
signal ~U(~x, t). The mathematical formulas can be expressed either in the lab-
oratory frame of reference or from the viewpoint of an observer moving with a
single particle. Recently, the latter has attracted more attention with the presen-
tation of new experiments, where single particles in the flow are tracked directly
with silicon strip detectors, originally developed for an electron-positron collider
at Cornell [1], or with a sonar by monitoring the Doppler shift of the scattered
sound [2]. Using the particle’s local frame to describe the flow is called the La-
grangian description of turbulence.
The other way, where for the mathematical formulation of the theory the lab-
oratory frame is used, is called the Eulerian description and will be employed
here. In the Eulerian description it has to be considered that the particles, which
are under observation, are moving in and out of the region in space under con-
sideration. It is very convenient to take this into account by introducing a new
time derivative, the material or substantial derivative. With this derivative, all
mathematical formulae look analogous to systems without moving background.
To set up the equations becomes very easy. This material derivative takes the
advection of a fluid parcel into account by adding a spatial derivative
d
dt
=
∂
∂t
+ (~U · ~∇) . (2.1)
Usually, only incompressible flows are considered, which leads to the condition
that the velocity field is solenoidal,
~∇ · ~U(~x, t) = 0 . (2.2)
The equation of motion for fluids is called Navier–Stokes equation and is known
since the first half of the 19th century. It is easily identified as the Newtonian
law of a fluid parcel (of constant density):
∂
∂t
~U + (~U · ~∇)~U = −1
ρ
~∇p + ν ~∇2~U + ~f . (2.3)
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The left-hand side is the acceleration expressed with the substantial derivative
and the three terms on the right-hand side are the forces acting on a fluid parcel:
The first term represents the isotropic force, stemming from the pressure p, the
second term stands for the friction forces, where ν is the kinematic viscosity –
that is the viscosity divided by the density ρ – and, finally, all other external
forces are included in ~f . The external forces are responsible for driving the fluid
motion.
For laminar flows, the higher-order derivatives of the velocity field in equation
(2.3) can be neglected and a solution of the Navier–Stokes equation is easily
found. But the stronger the flow becomes, the more irregular the flow pattern
becomes. Then, a solution cannot be calculated analytically. A more precise
characterisation of the transition between laminar and turbulent flow can be
achieved by the Reynolds number: when all variables are measured in units of
a characteristic length L and a characteristic velocity U and the Navier–Stokes
equation is rewritten with dimensionless quantities. Only in the viscous term
appears a combination of this characteristic scales L and U . The inverse of the
prefactor, in which they appear in the viscous term, is called the Reynolds number
Re
Re =
LU
ν
. (2.4)
Values of the Reynolds number can be assigned, at which the flow changes its
behaviour. Thus, a crude definition of turbulence can be given by saying that a
flow is turbulent, if its Reynolds number is substantially higher than a certain
threshold. The actual numerical value depends on the flow geometry and can-
not be calculated from the Navier–Stokes equation. Generally, the higher the
Reynolds number is the more turbulent is the flow. A very nice example for the
transition from laminar to turbulent flows is a flow behind a cylinder for different
Reynolds numbers, a sketch of this flow is shown in figure 2.1. For a very low
Reynolds number flow, the flow lines, which are representatives of the motion
of a single particle, run around the cylinder without crossing each other. If the
Reynolds number is increased vortices start to form in the wake of the cylinder
which, when the Reynolds number is further increased, peel of from the cylinder
and are carried away with the flow. This flow pattern is called von Ka´rma´n street.
The next step is that the vortices are becoming more and more complex and are
not arranged regularly as in the von Ka´rma´n street. Small parts between the
eddies look still laminar, i.e. the flow lines are irrotational. When the Reynolds
number is so high that it becomes impossible to identify single eddies anymore,
the flow pattern appears to be random and irregular over the whole wake. This
regime is called fully developed turbulence.
The case of an infinite Reynolds number is of special mathematical interest.
An infinite Reynolds number is equivalent to zero viscosity, which would trans-
form the Navier-Stokes equation (2.3) to the Euler equation. However, the limit
of zero viscosity is singular: Solutions to the Euler equation are different to so-
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Figure 2.1: Illustration of the transition from laminar to turbulent flow
in a wake flow behind a cylinder. The Reynolds number increases from
top to bottom. The figure has been taken from “The Feynman lecture of
physics” [3].
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lutions of the Navier-Stokes equation in the limit of vanishing viscosity. For one
thing, even in this limit, the equations require different boundary conditions.
It is instructive to look at the equation for the pressure field to see what
makes the turbulent solution so difficult to be found. Taking the divergence of
the Navier–Stokes equation without the external force term leads, together with
equation (2.2), to a Poisson equation determining the pressure p. Its solution is
given by
p(~x, t) =
ρ
4pi
∫∫∫ (
∂Ui(~x
′)
∂x′j
∂Uj(~x
′)
∂x′i
)
1
|~x− ~x′|d
3x′ . (2.5)
The integration is carried out over the whole space, which demonstrates that
turbulence is a highly nonlocal phenomenon. Not only this non-locality makes a
solution of the problem so difficult to find. As will be explained a little further
below, the ratio of the largest and smallest scale in the problem is proportional
to the Reynolds number to the power of 3/4. For three dimensions, this trans-
lates into a number of degrees of freedom proportional to the Reynolds number
to the power of 9/4. I.e. the number of coupled degrees of freedom in the prob-
lem increases with the Reynolds number and quickly becomes huge. Together,
non-locality and a large number of degrees of freedom, are the reason why the
mathematics of turbulence is so complicated.
However, when the turbulence is fully developed, the Navier–Stokes equation
exhibits various symmetries, which may aid in the quest for a solution. The
most important symmetries, homogeneity and local isotropy, allow to look for a
statistical solution.
In a first step to get closer to a solution of the Navier-Stokes equation, O.
Reynolds derived mean flow equations by decomposing the velocity into its mean
〈U〉 and fluctuations u
U = 〈U〉 + u . (2.6)
This is referred to as the Reynolds decomposition. The angular brackets denote
an ensemble average, although it is usually substituted by a time or space average
when it comes to data analysis. Both the mean and the fluctuations are solenoidal,
i.e. ~∇u = 0 and ~∇〈U〉 = 0. The equation of motion for the mean velocity, which is
called Reynolds equation, can be written in the form of a momentum conservation
equation [4](
∂
∂t
+ 〈~U〉 · ~∇
)
〈Uj〉 = ∂
∂xi
(
ν
(
∂〈Ui〉
∂xj
+
∂〈Uj〉
∂xi
)
− 〈uiuj〉
)
− 1
ρ
∂〈p〉
∂xj
. (2.7)
The three terms on the right hand side represent three different stresses: the
viscous stress, the Reynolds stress tensor 〈uiuj〉 and the isotropic stress from the
pressure.
It is conventional to call−〈uiuj〉 the Reynolds stress although strictly speaking
the stress is given by −ρ〈uiuj〉.
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The Reynolds equation also illustrates the closure problem: To solve the equa-
tion for the mean, second-order moments have to be known as well. In equa-
tions for the calculation of the Reynolds stresses third-order moments enter, and
so forth. At some point additional information has to be introduced to solve
these equations. Empirical closure models close the equations by expressing the
Reynolds stresses −〈uiuj〉 as a function of the mean velocity. However, although
many models have been suggested for various applications, every ansatz has some
weakness. Therefore, it is important to understand the small-scale behaviour of
turbulent flows better.
Since it is so difficult to make rigorous progress in the analysis of turbulence,
a different attempt is put on centre stage: phenomenology.
2.2 Phenomenology – from structure functions to
dissipation correlation functions
In spite of few analytic results much insight into turbulence has been delivered
by phenomenology, which was first worked out by L.F. Richardson [5] and A.N.
Kolmogorov [6, 7] and was developed further by many others [8, 9, 10, 11]. Pre-
dictions are made from turbulence modelling and combining them with empirical
findings instead of dealing with all the difficulties of an analytic solution of the
Navier-Stokes equation.
2.2.1 The energy cascade
The general idea about the basic principle of small scale turbulence is the fol-
lowing: Energy is fed into the system by stirring the flow, which is described by
the external-force term of the Navier–Stokes equation. It is assumed that this
process is mainly restricted to large scales. The energy is taken out of the system
by dissipation, which essentially happens only at small scales. This energy drain
is governed by the dissipation term of the Navier–Stokes equation. The interplay
between the two nonlinear terms, pressure and advection, is then left to describe
the energy transport from the large scales to the small scales. The more turbu-
lent the flow is, the further apart are the two length scales, but the mechanism
stays the same. Between these two scales the energy is transported through the
scales in successive steps, from one scale to the next smaller one. Richardson
[5] described this cascade in terms of eddies. Big whirls break up into smaller
whirls, which themselves break up into even smaller ones and so forth until the
smallest scales are reached. According to this notion a flow can be pictured as a
superposition of many eddies of different scales.
The energy transfer through a scale is essential for a description of the energy
cascade. Moreover, the concept of the cascade is rather abstract, so that the
energy transfer cannot be measured directly. It is also difficult to define a measure
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for the local energy flux at a certain scale. But guidance is given from the Navier-
Stokes equation (2.3). By multiplying the Navier-Stokes equation with ~u and
taking the average, the advection and pressure terms vanish [8] and the energy
balance relation
∂
∂t
〈
1
2
~u2
〉
= 〈~u · ~f〉 − ν
2
〈∑
ij
(
∂ui
∂xj
+
∂uj
∂xi
)2〉
(2.8)
is obtained. Since energy is conserved, this equation balances the energy in-
put 〈~u · ~f〉 and the energy out-take by dissipation. Equation (2.8) defines the
instantaneous dissipation as
ε =
ν
2
∑
ij
(
∂ui
∂xj
+
∂uj
∂xi
)2
, (2.9)
which is easily accessible from the velocity field. Facing experiments, a simpli-
fied definition has to be used, because a measured one-point velocity time series
usually records only one component of the velocity field. Instead the surrogate
energy dissipation is used
εsurr(x) = 15ν
(
∂ux
∂x
)2
. (2.10)
It is defined through one component of the velocity field only. The appearance
of the numerical coefficient of 15 in equation (2.10) guarantees that, for homoge-
neous isotropic turbulence, the mean of the surrogate dissipation is equal to the
mean of the true dissipation (2.9).
2.2.2 Scales of the cascade
In an attempt to quantify the picture of an energy cascade, the various scales
apparent in a turbulent flow need to be identified. Some of those scales can be
derived from the autocorrelation of the velocity fluctuations
R(r, t) =
〈u(x + r, t)u(x, t)〉
〈u2(x, t)〉 . (2.11)
First, an estimate of an upper length scale will be given by the distance r at which
the signal is decorrelated, i.e. when the autocorrelation is zero. Since this zero
crossing is somewhat ambiguous, the integral over the autocorrelation function
L =
∞∫
0
R(r, t) dr (2.12)
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is used instead. It defines a typical large scale and is thus called integral length
scale. L is a few times smaller than the decorrelation length of (2.11). Since the
picture of an energy cascade is of conceptual nature it is not the goal to determine
the starting scale precisely – if there is such a precise starting point – but to offer
an operationally well-defined scale with which different flows can be compared.
A second length scale, the Taylor microscale λ, is defined from the second
derivative of the autocorrelation (2.11),
1
λ2
= − ∂
2
∂r2
R(0, t) .
For homogeneous turbulence, this scale can be expressed in terms of velocity
derivatives
λ =
√
〈u2〉
〈(∂u/∂x)2〉 . (2.13)
The Taylor microscale can be depicted as the intersection of the abscissa and a
parabola that is placed at the origin of equation (2.11) and also agrees with the
first and second derivative of equation (2.11). The Taylor microscale corresponds
to the average zero-crossing length of turbulent velocity fluctuations [12]. It can
be determined unambiguously for every flow. The most frequent use of the Taylor
scale is for the definition of a modified Reynolds number alternative to equation
(2.4). This Taylor scale Reynolds number is defined as
Rλ ≡ u
′λ
ν
(2.14)
where u′ is an abbreviation for the root mean square velocity fluctuation
u′ =
√
〈u2〉 . (2.15)
Since the Taylor scale is defined independently of the flow geometry this definition
serves well in the comparison of different experiments.
2.2.3 Kolmogorov theory
For a complete coordination of the cascade in terms of scales the smallest scale in
the problem needs to be identified. This was achieved by A.N. Kolmogorov, who
postulated a theory in 1941 [6], which not only identified the dissipation scale
but also made a lot of fruitful predictions that have laid ground to many further
investigations. This theory is now known as K41. A.N. Kolmogorov formulated
his theory in three hypotheses: The first hypothesis is that at sufficiently high
Reynolds number flows are locally isotropic. This implies that all information
from large scales are lost. Hence, the flows are independent of the particular
experimental setup. The second hypothesis (first similarity hypothesis) is that
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the dominant processes at scales small compared to L are transport of energy
and viscous dissipation. Hence, the statistics are determined solely by viscosity
and the energy transfer rate. Since in the notion of the cascade the energy is
transported through the scales basically without loss, the energy transfer rate is
equal to the energy dissipation ε (2.9). Therefore only two parameters, ε and ν,
are present at lower scales. The Kolmogorov dissipation scale
η =
(
ν3
〈ε〉
)1/4
(2.16)
is the only length scale that can be built from these two parameters. Speaking
in the language of Richardson there are no eddies smaller than η.
The third hypothesis (second similarity hypothesis) states that – again at
sufficiently high Reynolds numbers – there is a range of scales that are small
compared to the large scales but also large compared to η, which makes them
independent of viscous effects as well. These scales are called inertial range. In
this range, statistics will only be determined by the dissipation ε. Consequently,
a characteristic velocity scale v(r) can be determined by dimensional arguments,
namely
v(r) ∝ (〈ε〉r)1/3 . (2.17)
It is not surprising to obtain a power law, since this reflects a basic concept of
scaling. If a system is far away from any length scales with which it can be
compared, it is invariant under scale transformations (self similar) and power
laws are the only possible functional combinations able to describe this property
of the system.
It is possible to make many more predictions with such dimensional argu-
ments. For example, the ratio of the largest and smallest length scale can be
related to the Reynolds number: Defining, for convenience, the Reynolds number
as ReL ∝ u′L/ν and the integral length as L ∝ u′3/〈ε〉, and putting this together
with the definition of the Kolmogorov length scale (2.16) yields
L/η ∝ Re3/4L . (2.18)
With an analogous calculation the ratio of the integral scale with the Taylor scale
is found to be L/λ ∝ √ReL. This in turn yields that Rλ varies like the square
root of the integral-scale Reynolds number,
Rλ ∝ Re1/2L . (2.19)
A natural choice to test predictions of the Kolmogorov theory with experimen-
tal data are structure functions Sn(r), which are moments of velocity increments.
The Kolmogorov theory K41 predicts
Sn(r) ≡ 〈(u(x + r)− u(x))n〉 ∝ 〈ε〉n/3rζn (2.20)
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with ζn =
n
3
. This scaling relation has widespread applications. The structure
function of second order is the Fourier transform of the power spectrum E(f),
which in turn is defined as the square of the absolute value of the Fourier rep-
resentation of the signal. The Fourier transform will turn the expected power of
2/3 of the structure function into a −5/3 power for the scaling of the spectrum:
E(f) ∝ f−5/3. Usually, the power spectrum is used as a first characterisation
of data. Some spectra of different turbulent velocity measurements are shown in
section 2.3.
Many attempts have been undertaken to establish a connection between the
phenomenology of the energy cascade and the Navier–Stokes equation. Until
today there is only one exact result, which is the Kolmogorov–Ka´rma´n–Howarth
equation
3
r5
r∫
0
s4
∂
∂t
S2(s) ds = 6ν
∂S2(r)
∂r
− S3(r)− 4
5
〈ε〉r (2.21)
relating the second and third order structure function. It can be proven that
for locally isotropic turbulence the term on the left hand side is zero and that
the viscous term is negligible in the inertial range. In this case equation (2.21)
reduces to the famous Kolmogorov four-fifths law
S3(r) = −4
5
〈ε〉r . (2.22)
This law gives good guidance but it is under discussion how strictly it is valid if
applied to experimental data. An example is given in figure 2.2, where the third
order structure function of an atmospheric boundary layer data set with a very
high Reynolds number (Rλ = 9000) is shown. Details of these data are given
later, where this data set is referred to as a1. Even in this very high Reynolds
number flow the strict scaling range spans less than an order of magnitude; see
the inset of figure 2.2, where the local slope is shown. Compared to the ratio of
large and small scale in this flow, which is of the order 104, this seems to be rather
short. This poor scaling is observed for all orders of the structure functions and
in all flow geometries. Despite a vast number of measurements and very carefully
conducted experiments the observed scaling range is always very short and even
for high Reynolds number flows no satisfactory scaling has been found. The
reason for this scaling distortion seems to be the sensitivity of structure functions
to the mean shear that is inevitably present in most natural flows at high Reynolds
numbers. A number of tools have been developed to improve the quality of the
scaling. An SO(3) decomposition of the velocity signal, which can be applied to
data, where at least the longitudinal and transverse velocity component have been
measured, has been developed recently [13, 14, 15]. This decomposition separates
the isotropic part and remove the mean shear in the signal. When the structure
functions are computed in the isotropic part of the signal only the scaling range
is larger, but the results are still not satisfactory and the interpretation of the
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Figure 2.2: Third order structure function of a an atmospheric boundary
layer. A power law with exponent one is indicated by the dashed straight
line. The local slope, which is shown in the inset, shows some scatter at
large scales due to a lack of statistical convergence.
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Figure 2.3: Demonstration of Extended Self Similarity for the data from
an atmospheric boundary layer. In the inset the local slope is shown
together with the best approximation of the scaling exponent ζ6.
different parts of the decomposition is not obvious. Very often a method called
extended self-similarity (ESS) [16] is used to determine numerical values for the
scaling exponents. In this method the structure functions are not plotted against
the scale r but against a structure function of different order, usually the third,
and it is assumed that the deviations from perfect scaling for each order cancel
each other. The theoretical foundation of this effect is not fully understood
and recent observations show that it has some serious limitations. Figure 2.3
demonstrates ESS for the same data set as above and shows the sixth order
structure function plotted against the third order. The scaling range is extended.
However the scaling exponent is smaller than 2, which is the K41 prediction of
ζn = n/3. Many other experiments have confirmed this deviation.
2.2.4 K62 or Refined Similarity Hypothesis (RSH)
A.N. Kolmogorov [7] and A.M. Obukhov [17] revised K41 in 1962 and suggested
that this deviation is attributed to internal intermittency of the energy dissipa-
tion. Nowadays their theory is known as K62 or Refined Similarity Hypothesis
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Figure 2.4: A sample of the surrogate energy dissipation field from an
atmospheric boundary layer.
(RSH). The energy dissipation is a highly fluctuating quantity and the fluctu-
ations are not evenly distributed. Figure 2.4 shows a sample of the surrogate
energy dissipation measured in an atmospheric boundary layer. The characteris-
tic features of the fluctuations are that they can be 100 times larger or smaller
than the mean (a precise quantification depends on the Reynolds number). They
often appear in clusters.
Instead of the constant dissipation used in the scaling relation (2.20) the
energy flux through the scale has to be used. Since the energy flux cannot be
measured directly the averaged dissipation as a representative of the energy flux
is used,
εr(x) =
1
r
x+r/2∫
x−r/2
ε(x′) dx′ . (2.23)
Moments of this averaged dissipation will be r-dependent. If those moments show
scaling behaviour
〈(εr(x))n〉 ∝ r−τn , (2.24)
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Figure 2.5: Second-order integral moment (2.24) based on the surrogate
energy dissipation (2.10). The dashed straight line has a logarithmic
slope µ = 0.2. The inset shows the logarithmic local slope.
then the structure functions would have the modified scaling
Sn(r) = Cn〈εn/3r 〉rn/3 . (2.25)
Cn is denoted as Kolmogorov constant. The scaling exponents of the velocity and
the dissipation field are then related through
ζn =
n
3
− τn/3 . (2.26)
Therefore, the scaling exponents of the velocity field are related to the scaling
exponents of the dissipation field. If this equation holds under all circumstances
the scaling exponents ζn could be determined from measuring the scaling expo-
nents of the energy dissipation field. The scaling exponent of the second order
moment is named intermittency exponent µ ≡ τ2. Figure 2.5 shows 〈ε2r〉 as a func-
tion of the averaging scale r. The logarithmic local slope −d ln〈ε2r〉/d ln r reveals
a scale-independent scaling exponent, which roughly is µ = 0.20. The scaling
range seems to be better than for structure functions, but it is still rather short.
This will be a more serious problem when moderate Reynolds number flows are
investigated. Another peculiarity attracts attention: the logarithmic local slope
in figure 2.5 is constant (or nearly so) only in the upper part of the inertial range
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Figure 2.6: Normalised two-point correlation function of the surrogate
energy dissipation (2.10) obtained via the streamwise velocity component
in the atmosphere. The dashed line has a logarithmic slope µ = 0.2 and
its extent indicates the scaling range. Inset: logarithmic local slope of
the two-point correlation function.
whereas, in the structure function, the constant part of the local slope is in the
lower part of the inertial range.
The coarse-grained amplitude of the dissipation is not the only possibility to
extract scaling exponents. These integral moments are closely related to two-
point correlation functions of the dissipation field. Figure 2.6 shows the nor-
malised two-point correlator 〈εsurr1(x + d)εsurr1(x)〉/〈εsurr1(x)〉2. It reveals a good
scaling ∼ d−µ with constant intermittency exponent, µ = 0.20, over the extended
scaling range 15η ≤ d ≤ 0.3L, covering most of the inertial range. This result
is in full agreement with older findings on turbulent jet and atmospheric bound-
ary layer flows [18, 19], which have also observed a clear and extended scaling
range behaviour for the two-point correlator with about the same value of the
intermittency exponent. This scaling is much better than observed in the struc-
ture function, see again figure 2.2 and the integral moments. For more detailed
discussions, see chapter 4.
All these different methods have been viewed as parallel tools to obtain scaling
exponents, but no rating of the quality or the interplay between the different
approaches has been established. In particular, very few answers have been given
why the scaling is much poorer than expected. One goal of this work is to clarify
the issue of scaling. A theoretical modelling effort goes hand in hand with careful
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data analysis.
2.3 Experiments and description of data
A number of velocity signals where collected for analysis. They are used for
illustration and comparison with theoretical model predictions in different parts
of this work. In later chapters the single data sets are referred to by their names
given in this section. For the correct interpretation of the experimental findings
it is important to understand how the data are obtained.
A large body of information (which is in part unwritten experience) has grown
around the engineering of wind speed measurement tools. Here, only a brief and
simplified description can be given. For a detailed explanation of fluid velocity
measurements the reader is referred, for example, to the book of Hinze [20]. The
scientific term for velocity measurements in fluids is anemometry and the most
commonly used anemometer for turbulent flows is the hot wire anemometer,
which was used for all the data described here.
The detecting element of a hot wire anemometer consists of a very fine short
metal wire, which is electrically heated. The flow cools the wire by convection
which causes the electric resistance to drop. In the simplest mode of operation,
the current is kept constant and the resistance, measured by the voltage across
the wire yields, after proper calibration, the velocity. In another widespread
mode of operation, the temperature is kept constant and the velocity is measured
by the current. Other sources that change the temperature of the wire such
as radiation (usually negligible), the surrounding medium and other forms of
heat conduction have to be taken into account or avoided. Constructing a hot
wire anemometer is not a trivial task. The wire has to be as short as possible
to get a good resolution but on the other hand it has to be long enough to
avoid conduction losses at the ends of the wire, which would corrupt the signal.
Sometimes geometrical constructions of two or more hot wires are used to measure
more than one component of the flow. The hot-wire output is converted to a
computer readable form by an A/D converter, usually with a resolution between
12 and 14 bit. After converting the anemometer output to velocity units, a time
series at one point of the flow is obtained.
This time series is interpreted as a spatial cut through the flow by Taylor’s
frozen flow hypothesis, which states that the measurement can be viewed as the
turbulent profile carried over the probe by the mean flow. If the x-axis is along the
flow direction, the recorded velocity Urec translates into the spatial cut through
the turbulent signal according to
U = Urec(x− 〈U〉t, t). (2.27)
A requirement for the practicality of this hypothesis is that the turbulence inten-
sity u′ is small compared to the mean velocity 〈U〉. In practise, the frozen flow
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approximation is used for ratios up to u′/〈U〉 ≈ 25%. The two most important
limitations of the hot wire anemometry are that the flow is recorded in one di-
mension only and the bounded spatial resolution. The consequences of the first
are discussed in section 4.1. As for the second, it should be mentioned that the
comparison of the resolution length with the Kolmogorov dissipation scale η as
the smallest scale in the flow falls a little short. The dissipation scale is defined
using the mean energy dissipation (see equation (2.16)). Because the energy dis-
sipation is a highly fluctuating quantity, η is only an average of the smallest scale
in the cascade. If the dissipation scale would be defined with a local dissipation
it would also vary significantly. For this reason an even finer resolution might be
needed – at least in those parts of the data, where the dissipation is high.
In this work data from three kinds of experiments were used: atmospheric
boundary layer, wind tunnel and cryogenic helium jet flows, which will be ex-
plained in the following sections. The standard analysis of the data sets provide
an estimate of the quality of the data. At the end of this chapter, table 2.1
summarises the most important features of all data sets investigated.
2.3.1 Atmospheric boundary layer
Two of the data sets are wind recordings in approximately 35m height from a
meteorological tower in Brookhaven, USA. Flows where the turbulence is induced
by a rough surface – like in the atmosphere – are called boundary layer. The
atmospheric boundary layer is the lowest part of the atmosphere and about a few
hundred to a few thousand meter thick, depending on weather conditions and
type of the surface. A comprehensive description of the atmospheric boundary
layer can be found in [21]. Since the conditions of the boundary layer change over
the course of a day, an experiment cannot be performed at any time. Constant
conditions need to be ensured during the execution of measurement. For example,
the anemometer reacts on temperature differences and, therefore, the temperature
change of the daytime should be as small as possible. For a good data set a
period of the measurement, in which the conditions are nominally steady and
nearly neutral have to be sorted out.
In this thesis, two measurements of the turbulence in the atmospheric bound-
ary layer are used. The first data set is the one with the highest Reynolds number
in this collection of data sets and probably also in the literature. The Reynolds
number based on the Taylor microscale is Rλ = 17000. The numerical value of λ
is calculated according to the method described in [22], where it is assumed that
the function
λ(∆x)2 =
〈u2〉
〈(∆u/∆x)2〉 (2.28)
behaves as a polynomial of second order in ∆x. The value (2.13) of λ is then
evaluated as the constant part of the fitting polynomial to equation (2.28). For
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Figure 2.7: Power spectral densities of the velocity fluctuations for the
record a2. The straight line represents a −5/3-rds power. The sharp
peaks are artifacts.
some data sets the first few points of equation (2.28) do not coincide with the
polynomial and they should be excluded from a fit.
For atmospheric data it is difficult to calculate the integral length L because
the data does not converge for very large values of the time lag. Estimates,
like extrapolating smoothly the autocorrelation to zero or extrapolating the ratio
L/η with scaling laws from the other data set ranges up to 60 m. However, it is
questionable to get an integral length scale that is larger than the height of the
tower. Therefore, the integral length is taken as 35 m, which corresponds to the
height of the tower. The Kolmogorov dissipation scale is about 0.45 mm. The
record length of roughly 2 × 107 data points corresponds approximately to 970
times the integral length. The spectrum, which is shown in figure 2.7, follows the
expected five-thirds power law over almost two and a half orders of magnitude
and there is very little noise at the small scales, which will be important later.
For the other atmospheric boundary layer data set, both streamwise and
vertical (parallel to the ground) velocity components were recorded with an X-
24 2 Small-scale turbulence
configuration of the hot wire. The Reynolds number for this flow is Rλ = 9000.
Contrary to the other atmospheric boundary layer data set, the spectrum of this
data set shows some noise towards the small scale end. This noise stems from
the electronic circuitry. It can be removed with an appropriate Wiener filter.
The filter technique is described in appendix A. Although the filtering theoreti-
cally improves the data, the theory of Wiener filter does not provide a rigorous
statement an how close the filtered data is to the true experimental outcome. Of
course, this is mostly due to the loose definition of noise. Therefore, both the
filtered and the unfiltered data set are analysed and the results are compared.
The difference between the filtered and unfiltered results can be taken as a hint
about the size of the error.
2.3.2 Wind tunnel data
The second category of data sets are various wind tunnel measurements such as
pipe flows and wakes behind a plate or a cylinder. Measurements of turbulent
flows in wind tunnels are classic, they have the advantage that the experiment
can be performed under controlled and repeatable conditions.
The majority of the data is acquired in a simple geometry, which consists of
a grid, that “stirs” vigorously on large scales. The geometry is composed of a
perforated plate superimposed over a bi-plane grid of square rods. In order to
span a large Re range, two wind tunnels were used. The first is a blow–down
wind tunnel with a test section of size 35×35 cm2 and 2 m length and the second
is a recirculating wind tunnel with a test section of 2.7 × 1.8 m2 cross section
and length 11 m. For all flows, signals of the streamwise velocity component u
were acquired on the mean shear profile centreline using the constant temperature
anemometry. After conversion to velocity units the signal is stored with a 13-bit
resolution. This data spans a Reynolds number range from Rλ = 200 to about
1000. As a representative the power spectrum of the data set w1 is illustrated
in figure 2.8. Also for this low Reynolds number flow the spectrum follows the
−5/3-rds power in the inertial range.
2.3.3 Gaseous helium jet
As apparent from equation (2.4), in order to achieve high Reynolds number flows
in experiments either the dimensions of the experiment have to be increased
or higher velocities have to be used. Both methods have other difficulties and
are limited by technical constraints. The third way is to perform experiments
in mediums that have a very low viscosity. Cryogenic helium has the lowest
achievable viscosity. It is therefore natural that recent experiments are conducted
in helium. A further advantage of such experiments is that the Reynolds number
is tunable over a wide range by changing the pressure, which changes the viscosity
of the gas. The drawback, of course, is that experiments at low temperature
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Figure 2.8: Power spectral densities of the velocity fluctuations for the
record w1. Again a −5/3-rds power is indicated by a straight line. The
sharp peaks are artifacts.
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Figure 2.9: Power spectral densities of the velocity fluctuations for the
record h7. The filtered power spectral density is also shown as well as
the −5/3-rd slope reference.
are difficult and for the measurement of the velocity the anemometers had to be
improved and new devices had to be invented. A group in Grenoble has conducted
gaseous helium jet experiments. The description of the setup is published in [23].
A specification of the hot-wire used in that measurements is also given in that
reference.
Eleven data sets from that experiment, spanning a range of Reynolds numbers
from Rλ = 100 to Rλ = 1000, are investigated here. The velocity spectrum of an
example data set, shown in figure 2.9, shows an (almost) flat region at the small
scale end. This is noise from fluctuations in the electronic equipment as already
mentioned in the introduction of the atmospheric boundary layer. Again, the
noise can be filtered out by means of a Wiener filter.
In this work the emphasis of the data analysis lies on the dissipation field.
The most successful class of models, that are able to explain and reproduce
the characteristic statistics of turbulent data records are multiplicative cascade
processes, which will be explained in the next section. Thereafter the data are
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data set Rλ L/η Lrecord/L λ/η ∆x/η lw/η
a1 9000 5×104 1000 187 1.29 1.755
a1f 9200 5×104 1000 184 1.28 1.736
a2 17000 7.5×104 970 246 3.64 1.534
w1 208 539 28000 27 2.42 1.052
w2 306 484 102500 35 1.97 1.780
w3 410 697 127700 38 2.67 2.533
w4 493 968 193500 44 2.79 3.382
w5 584 1095 88600 44 2.71 0.890
w6 704 1365 117700 48 2.90 1.079
w7 860 1959 89500 53 2.63 1.580
w8 1045 2564 77500 64 2.97 1.927
h1 85 102 197000 22 1.20 0.040
h1f 123 112 177000 22 1.18 0.039
h2 89 101 175000 22 1.05 0.025
h3 124 165 100000 26 0.98 0.068
h4 208 344 85200 33 1.75 0.088
h5 209 277 59000 23 0.97 0.072
h5f 150 217 70500 24 0.91 0.068
h6 352 606 62400 47 2.25 0.165
h7 463 1011 32100 50 1.93 0.310
h7f 687 1036 27400 50 1.69 0.272
h8 885 1442 40100 47 3.45 0.763
h9 929 2064 29800 48 3.67 0.762
h10 985 2144 37800 48 4.83 0.837
h11 1181 3106 26900 57 4.97 1.097
h11f 1522 2707 26800 72 4.33 0.955
Table 2.1: Taylor microscale based Reynolds number Rλ, the integral
length scale L in units of the Kolmogorov scale η, the record length
Lrecord, the Taylor microscale λ, the resolution scale ∆x (= sampling
time interval × mean velocity) and the length of the hot wire lw for the
two atmospheric boundary layer data (a1,a2) [24], the eight wind tunnel
data (w1–w8) [25] and the eleven sets from gaseous helium jet (h1–h11)
[23] measurements. The filtered records are labelled with an additional f.
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compared with model predictions and the model is further tested.
3 Theory of random
multiplicative cascade
processes (RMCP)
A fundamental property of fully-developed turbulence is the scale-invariance of
the Navier-Stokes equation as stated in Kolmogorov’s second similarity hypothe-
sis. Random multiplicative cascade processes (RMCP) are a class of fundamental
models for scale-invariant phenomena. They intrinsically exhibit self-similarity.
They are able to reproduce many features, like intermittent fluctuations and mul-
tifractality, that often come hand in hand with self-similarity. Besides, for fully
developed turbulence, RMCPs have been successfully applied to describe the data
of a variety of physical phenomena, such as, e.g., formation of cloud and rain fields
in geophysics [26], Internet traffic of communication network engineering [27] and
volatility in finance [28].
In this chapter, RMCP will be introduced taking into account the particular
issues of turbulence. Explicit expressions for two-point correlations and two-point
cumulants are derived, which facilitate the comparison of RMCP with experimen-
tal data at a high level of accuracy. The predictions of the RMCP also allow to
investigate experimental data in more detail.
3.1 Construction of the RMCP
The basic principle of a random multiplicative cascade process is that a scale-
independent cascade generator redistributes recursively the local measure on a
nested hierarchy of scales. For the energy cascade in turbulence this measure is
identified with the energy flux Π and the simplest geometry of a binary hierarchy
of length scales lj = Lcasc/2
j is sufficient to capture all important features of the
data.
The construction works as follows: In the first cascade step the starting inter-
val l0 = Lcasc is split into a left and right daughter interval, both now of length
l1 = l0/2. In subsequent cascade steps, each interval of generation 0 ≤ j ≤ J − 1
is again split into a left and right subinterval of length lj+1 = lj/2. The process
invokes J interval splittings, which therefore result into 2J spatially ordered in-
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tervals of smallest size Lcasc/2
J . This finest scale is usually associated with the
dissipation scale η. It is convenient to label the intervals in the hierarchy with the
binary notation κ(j) = (κ1, κ2, . . . , κj) which refers to the position of an interval
of generation j, where κi = 0 or 1 stands for left or right, respectively. The
notation κ(J) for the intervals on the finest scale are then readily translated into
a spatial coordinate x = 1 +
∑J
j=1 κj2
J−j, which runs over 1 ≤ x ≤ 2J in units of
η.
The binary interval splittings go hand in hand with a probabilistic evolution
of an energy-flux field. An energy-flux Πκ(j) is assigned to every interval, which is
distributed locally from generation j to its daughter intervals at generation j + 1
according to
Πκ(j),0 = qκ(j),0Πκ(j) ,
Πκ(j),1 = qκ(j),1Πκ(j) . (3.1)
The two random multiplicative weights qleft = qκ(j),0 and qright = qκ(j),1 with mean
〈qleft〉 = 〈qright〉 = 1 are drawn from a scale-independent bivariate probability
density function (PDF) p(qleft, qright), which is the core of the cascade generator.
At the beginning j = 0 the iteration (3.1) starts with an initial large-scale energy
flux Π ≡ Π0, which might itself be already a random variable fluctuating around
its normalised mean 〈Π〉 = 1. After the last iteration J − 1 → J , the energy-flux
amplitude is interpreted as the amplitude εκ(J) = Πκ(J) of the energy dissipation
supported at the interval of length η at position κ(J). As a result of equation
(3.1), this amplitude is a multiplicative sum of the random weights:
εκ1,...,κJ = qκ1,...,κJqκ1,...,κJ−1 · · · qκ1Π . (3.2)
Since the conservation of energy is a fundamental physical principle it seems
to be reasonable to assume that the redistribution of the energy flux (3.1) also
conserves energy. But as already pointed out in [29] a factorised form of the cas-
cade generator p(qleft, qright) = p(qleft)p(qright), which is energy conserving only on
average, represents a better approximation than an energy conserving splitting.
The reason behind this simplification is that measured temporal records repre-
sent only a one-dimensional cut through the three-dimensional dynamics. The
turbulent energy cascade takes place in three spatial dimensions, which would
call for a three-dimensional RMCP modelling, in which energy conservation is
respected. An equivalent three-dimensional modelling of one splitting can be pic-
tured by a cube that is divided into eight subcubes and the part of the flow that
is measured with the anemometer is represented by an axis cutting through the
cube – say along a base line of the cube as illustrated in figure 3.1. When the
three-dimensional RMCP of the cube is projected onto a one-dimensional RMCP
describing the dynamics on the cutting axis, the cascade generator appears to be
non-conservative and the two multiplicative weights appear to be almost decorre-
lated and independent from each other. Without loss of generality, the weights are
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Figure 3.1: Illustration of the projection of the three-dimensional dynam-
ics onto a one-dimensional cut through space.
assumed to be symmetric pleft(q) = pright(q) = p(q) and the subscript is omitted
where it is not needed. For completeness, a small left-right correlation 〈qleftqright〉
will be incorporated in the further analysis.
For a fair comparison between model and experiment one has to be aware
of an important difference between the structure of the data generated from the
model and the data obtained in an experiment. An important symmetry of
turbulent data is its homogeneity. Due to the tree-like structure of the cascade,
data modelled by an RMCP is not homogeneous. This symmetry has to be
restored in the model. In other words, the geometry of the laboratory is Euclidean
and so it can be said that two points are also statistically further apart the larger
their Euclidean distance. In a data series generated by an RMCP, on the other
hand, the statistical distance of two points is given by the length of the path in
the cascade tree that the two points have in common. To restore an Euclidean
geometry the RMCP data should be viewed as a chain of many cascade trees, as
shown in figure 3.2, over which an average is performed in the same manner as
in the experimental data.
A variety of further extensions of the RMCP are possible. For example, dissi-
pation effects could be included on the smallest scale by stopping the splitting of
an interval not at a fixed scale but depending on the content of the energy-flux
contained in that particular interval; only if the energy-flux is strong enough,
i.e. above a certain threshold, the breakup process will continue. This has been
tested in [30], but will not be considered here because it leads only to small cor-
rections for small scale statistics, which, as will be discussed in chapter 4, cannot
be compared straightforwardly to experimental data.
Another modification is a variation of the scale ratio up to a quasi-continuous
scale step, which can be understood as an attempt to include translational in-
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Figure 3.2: A chain of hierarchical RMCP domains of equal cascade
length Lcasc is employed to convert the ultrametric two-point statistics
into an Euclidean one.
variance from the beginning. Similarly, this could also be achieved by shifting
the intervals in the cascade construction by a random offset. However these ap-
proaches do not do any better than a simple average over a binary model version.
Furthermore, from a philosophical point of view it is not recommended to
add too many ad hoc assumptions to an existing model but rather include every
important feature from the beginning and keep the construction simple in order to
be able to draw conclusions to the underlying physical process. A generalisation
that incorporates the experience gained from the binary cascade processes in this
sense are dynamical cascade processes, which are discussed in chapter 7.
A typical outcome of the model is shown in figure 3.3 in comparison with
a sample of a time series obtained in an atmospheric boundary layer. For the
multiplicative weight a factorised, simple bimodal distribution has been used.
Judging only by a visual comparison, both samples show similar statistical prop-
erties. Given the simplicity of the model, this similarity is remarkable. The
typical strong fluctuation, often occurring in clusters, are apparent in both pic-
tures. To judge the performance of the model properly the comparison needs to
be formulated quantitatively.
To proceed with the comparison analytic expressions for two-point correla-
tions of the energy dissipation and two-point cumulants of the logarithmic energy
dissipation field are derived in the next two sections.
3.2 Two-point correlations
Expressions for N -point moments 〈ε(x1)n1 · · · ε(xN)nN 〉 are easily found. They
can be either calculated by a straightforward pedestrian approach or, more for-
mally, from an iterative construction of the respective multivariate characteristic
function [31, 32]; a third approach [33], which is definitely the most elegant one,
employs the full analytic solution of the multivariate characteristic function for
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Figure 3.3: A sample of the normalised instantaneous dissipation of a
time series from an atmospheric boundary layer (top) in comparison with
a typical realisation of RMCP (bottom). The units ∆x of the x-axis are
the resolution length of the data set and the length of the smallest bin
in the cascade, respectively. The cascade realisation was generated with
a cascade length of J = 10 steps and the factorised bimodal weight
distribution p(q) = 0.65
0.95
δ(q − (1− 0.3)) + 0.3
0.95
δ(q − (1 + 0.65)).
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logarithmic cascade-field amplitudes [34, 35]. The results up to two-point corre-
lations are:
〈ε(x1)n1〉 = 〈qn1〉J 〈Πn1〉 , (3.3)
〈ε(x1)n1ε(x2)n2〉 =
〈
qn1+n2
〉J−D 〈
qn1leftq
n2
right
〉
×(〈qn1〉 〈qn2〉)D−1 〈Πn1+n2〉 . (3.4)
The result illustrates the multiplicative structure of equation (3.2) as a path
through the cascade tree: Two bins x1 ≡ (κ1, . . . , κJ−D, κJ−D+1, . . . , κJ) and
x2 ≡ (κ1, . . . , κJ−D, κ′J−D+1, . . . , κ′J) are assigned an ultrametric distance D once
the first J−D κ’s are identical and κJ−D+1 6= κ′J−D+1. In other words, after J−D
common branches along the binary tree (represented by the term 〈qn1+n2〉J−D) the
two bins branch out (〈qn1leftqn2right〉) and then follow different branches (〈qn1〉〈qn2〉)D−1.
For the extraction of scaling exponents
τn = log2〈qn〉 , (3.5)
the two-point correlator (3.4) is already sufficient. In normalised form, they are
found to scale perfectly as
rn1,n2(D) =
〈ε(x1)n1ε(x2)n2〉
〈ε(x1)n1〉 〈ε(x2)n2〉
=
〈Πn1+n2〉
〈Πn1〉〈Πn2〉
〈qn1leftqn2right〉
〈qn1〉〈qn2〉
( 〈qn1+n2〉
〈qn1〉 〈qn2〉
)J−D
=
〈Πn1+n2〉
〈Πn1〉〈Πn2〉
〈qn1leftqn2right〉
〈qn1〉〈qn2〉
(
Lcasc
2lD
)τn1,n2
, (3.6)
where lD = 2
D−1η represents the characteristic two-bin distance corresponding to
the ultrametric distance D > 0 and
τn1,n2 = τn1+n2 − τn1 − τn2 . (3.7)
From an experimentalist’s point of view, the expression (3.6) is not observable.
Different pairs of bins, all having an identical Euclidean distance η≤d<Lcasc, do
not have an unequivocal ultrametric distance. Depending on their position within
the binary ultrametric cascade tree, the two bins might share a long (small D)
or short (large D) common cascade history. Consequently, as an experimentalist
analyses the two-point statistics in terms of d, the ultrametric expression (3.6)
has to be averaged over all D contributing to the same d. In order to perform
this conversion from an ultrametric to an Euclidean distance and, by this means,
to restore spatial homogeneity, the discrete conditional probability distribution
p(D|d) =

0 (1≤D<A=dlog2 de)
1− d2−D (D=A)
d2−D (A<D≤J)
0 (J<D<∞)
d2−J (D=∞)
(3.8)
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of finding the ultrametric distance D for a given Euclidean distance d in units of
η [36] is introduced. This expression has been derived upon employing the chain
picture of independent cascade configurations; consult figure 3.2. It roughly goes
as p(D|d) ∼ 2log2 d−D. The sum ∑JD=0 p(D|d) = 1 − d2−J does not add up to
one, since p(∞|d) = d2−J represents the probability that the two bins belong to
different Lcasc-domains.
Because the one-point statistics, for example, 〈ε(x)n〉 = 〈ε(x + d)n〉 does
not depend on the spatial index x, the ultrametric-Euclidean conversion of the
normalised two-point density (3.6) leads to
rn1,n2(d6=0)
=
J∑
D=1
p(D|d)rn1,n2(D) + p(∞|d)
= gn1,n2
[
1− d
2A
(1 + sn1,n2)
]( 〈qn1+n2〉
〈qn1〉〈qn2〉
)J−A
+ [1− gn1,n2sn1,n2]
d
2J
,
(3.9)
where
gn1,n2 =
〈Πn1+n2〉
〈Πn1〉〈Πn2〉 ·
〈qn1leftqn2right〉
〈qn1〉〈qn2〉 (3.10)
and
sn1,n2 =
(
2
〈qn1+n2〉
〈qn1〉〈qn2〉 − 1
)
−1
. (3.11)
This expression holds for every η≤d≤Lcasc. For d=0 and d>Lcasc, the normalised
two-point density simply becomes
rn1,n2(d=0) =
〈Πn1+n2〉〈qn1+n2〉J
〈Πn1〉〈qn1〉J〈Πn2〉〈qn2〉J (3.12)
and
rn1,n2(d>Lcasc) = 1 , (3.13)
respectively. The two-point density (3.9) does not reveal perfect scaling anymore.
Usually the second term, scaling as d/Lcasc, is small, when compared to the first
term, except for d≈Lcasc. The modulations, observed for the first term, are an
artifact of the discrete scale invariance [37] of the binary random multiplicative
cascade model implementation. In the following these modulations will be dis-
carded by first considering only dyadic distances dm = Lcasc/2
m with integer
0≤m<J and then switching again to continuous d by interpolating between the
discrete dm. The expression (3.9) then simplifies to
rn1,n2(d) = an1,n2
(
Lcasc
d
)τn1,n2
fn1,n2(d/Lcasc) (3.14)
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Figure 3.4: Comparison of the expressions (3.9) and (3.14) for the order
n1 = n2 = 1, showing that the log-oscillations inherent to (3.9) remain
small. Parameters have been set as follows: Lcasc/η = 2
10, τ2 = 0.20 and
Π = 1.
with
an1,n2 =
〈Πn1+n2〉
〈Πn1〉〈Πn2〉 ·
〈qn1leftqn2right〉
2〈qn1+n2〉 − 〈qn1〉〈qn2〉 (3.15)
and the finite-size scaling function
fn1,n2(d/Lcasc) = 1 +
(
a−1n1,n2 − 1
)( d
Lcasc
)1+τn1,n2
. (3.16)
Figure 3.4 compares the expressions (3.9) and (3.14) for the order n1 = n2 = 1.
The finite-size scaling function has the property fn1,n2(dLcasc) = 1 as long
as 1 + τn1,n2 ≥ 0 or, equivalently, 〈qn1+n2〉/(〈qn1〉〈qn2〉) > 1/2 is fulfilled. For
all positive combinations n1 ≥ 0, n2 ≥ 0, this is always the case. However,
combinations with negative orders exist, where this is not the case. For these
cases, the second term on the right-hand side of equation (3.16) then dominates
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over the first term in the limit d/Lcasc → 0. This implies that the normalised two-
point density (3.14) asymptotically scales as rn1,n2(d) ∼ (Lcasc/d)−1, giving rise
to the effective scaling exponents τ effn1,n2 = sup{−1, τn1,n2}. This scaling transition
is again a pure consequence of the ultrametric-Euclidean conversion. For further
discussion on this subject, cf. [38, 39, 40].
A closer look at expressions (3.15) and (3.16) reveals that two effects, ultra-
metric-Euclidean conversion and large-scale fluctuations, contribute to the finite-
size scaling function. They have a tendency to cancel each other. Once
〈Πn1+n2〉
〈Πn1〉〈Πn2〉〈q
n1
leftq
n2
right〉 = 2〈qn1+n2〉 − 〈qn1〉〈qn2〉 (3.17)
is fulfilled, the respective finite-size scaling function becomes fn1,n2(d/Lcasc) = 1,
showing no d-dependence.
Another interesting mathematical observation follows from the specific expres-
sions (3.14)-(3.16). Since the scaling function (3.16) reveals the simple scaling
behaviour
[fn1,n2(d/Lcasc)− 1]
(
Lcasc
d
)τn1,n2
∼
(
d
Lcasc
)ϑ
(3.18)
with ϑ = 1, subtracting the normalised two-point density with a rescaled two-
point distance from itself yields:
rn1,n2(d)−
1
ξϑ
rn1,n2(ξd) = an1,n2
(
1− 1
ξϑ+τn1,n2
)(
Lcasc
d
)τn1,n2
. (3.19)
This quantity exhibits a perfect power-law behaviour in the two-point distance
d, the latter being independent from the chosen rescaling parameter ξ and being
absolutely free of large-scale effects. It should be pointed out that for the extrac-
tion of scaling exponents a fit of experimental data to this expression will not
have an increased accuracy compared to a fit of expression (3.14).
3.3 Two-point cumulants
Upon facing data analysis with limited statistics, the two-point correlation den-
sities (3.14) will be restricted to lowest orders 1 ≤ n1 + n2 ≤ 3 or 4. This
limits the indirect information on the cascade generator to the scaling exponents
τ1, τ2, τ3 and maybe τ4 of equation (3.5). In order to do better, additional and
complementary information has to be accumulated. In fact, as proposed already
in reference [36] this can be achieved by first switching to the logarithmic ampli-
tude ε(x) → ln ε(x) and then from two-point correlation densities to two-point
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cumulants,
C1,1(x2−x1) = 〈ln ε(x1) ln ε(x2)〉 − 〈ln ε(x)〉2 ,
C2,1(x2−x1) =
〈
ln2 ε(x1) ln ε(x2)
〉− 2 〈ln ε(x1) ln ε(x2)〉 〈ln ε(x)〉
− 〈ln2 ε(x)〉 〈ln ε(x)〉+ 2 〈ln ε(x)〉3 , . . . ,
Cn1,n2(x2−x1) =
∂n1+n2
∂λn1∂λn2
ln
〈
ε(x1)
λ1ε(x2)
λ2
〉∣∣∣∣
λ1=λ2=0
. (3.20)
Explicit RMCP expressions have already been derived in [36] within the ultra-
metric view as well as the converted ultrametric-Euclidean view. Summarised,
the lowest-order results for the latter case, which hold for η ≤ d ≤ Lcasc, are:
Cn−1,1(d) = G1(J, d)cn + G0(J, d)cn−1,1〈Πn〉c
C2,2(d) = G1(J, d)
(
c4 + 4c2c1,1〈Π2〉c
)
+ G0(J, d)(c2,2〈Π4〉c + 2c21,1〈Π2〉2c)
−2 [G1(J, d)c2 + G0(J, d)c1,1〈Π2〉c]2 + 2G2(J, d)c22 . (3.21)
The geometric functions Gn(J, d) = (1/2
J)
∑J
D=1(J − D)np(D|d) are related to
moments of the conditional probability distribution (3.8) and are fingerprints of
the hierarchical RMCP tree structure. They are given by the expressions
G0(J, d) = 1− d
Lcasc
,
G1(J, d) = (J − A)− 2d
η
(
2−A − 2−J)
≈ log2
(
Lcasc
d
)
− 2 + 2 d
Lcasc
, (3.22)
the last step neglecting small log-oscillations. The same-lineage cumulants
cn = 〈lnn q〉c =
∂nQ(λ)
∂λn
∣∣∣∣
λ=0
(3.23)
are generated by the logarithm of the Mellin transform of the cascade generator,
i.e. by
Q(λ) = ln
(∫
p(q)qλdq
)
. (3.24)
The small correlation between the left and right splitting weight is accounted for
in the splitting cumulants
cm,n =
〈
(ln qleft)
m(ln qright)
n
〉
c
. (3.25)
The cumulants 〈Πn〉c of the initial large-scale fluctuation are defined analogous
to 〈lnn q〉c.
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3.4 Multifractal sum rules
Even more information can be obtained by connecting the information from two-
point correlations and cumulants. The same-lineage cumulants cn of equation
(3.23) and the scaling exponents τn of equation (3.5) are not independent of each
other. Putting equations (3.5), (3.23) and (3.24) together yields
Q(n) = ln 2 τn =
∞∑
k=1
ck
nk
k!
. (3.26)
In lowest order, this translates to
ln 2 τ1 = 0 = c1 +
c2
2
+
c3
6
+ . . . , (3.27)
ln 2 τ2 = 2c1 + 2c2 +
4c3
3
+ . . . , (3.28)
ln 2 τ3 = 3c1 +
9c2
2
+
9c3
2
+ . . . . (3.29)
These multifractal sum rules can be used, for example, to estimate the value of
c1, which cannot be extracted directly from the two-point statistics.
Another approach to estimate the value of c1 is given by the well-known replica
trick:
c1 = 〈ln q〉 = ∂Q(λ)
∂λ
∣∣∣∣
λ=0
=
∂
〈
qλ
〉
∂λ
∣∣∣∣∣
λ=0
= lim
λ→0
〈qλ〉 − 1
λ
= lim
λ→0
2τλ − 1
λ
. (3.30)
Another form of sum rules follows from equation (3.26) and states that
ln 2
∂τλ
∂λ
∣∣∣∣
λ=n
=
∞∑
k=0
ck+1
nk
k!
= c1 + nc2 +
n2
2
c3 + . . . . (3.31)
This can be viewed as a generalisation of equation (3.30).
With all these expressions at hand a comparison of the model predictions
with experimental findings has become a promising task. The central point of
a comparison of the RMCP predictions with experimental data is the two-point
correlation function, which will be discussed in the next chapter in detail. The
findings of that comparison will naturally map out the further proceeding.
4 A comprehensive discussion of
two point correlations of the
energy dissipation
In this chapter it will be demonstrated that RMCPs are able to explain (al-
most) all features of the two-point correlation function of the energy dissipa-
tion [41]. For this purpose it is sufficient to confine the attention to first order
(n1, n2 = 1, 1). The analysis of higher orders are equivalent and will be performed
separately in chapter 5.
4.1 Impact of surrogacy on small scale statistics
When equation (3.14) is compared with a plot of a measured two-point correla-
tion, as shown for example in the introduction (figure 2.6), a qualitative difference
in the small scale behaviour attracts attention. As the two-point distance ap-
proaches η, the two-point correlation of the experimental data increases stronger
than is suggested by the extrapolation of the previous scaling behaviour. The
energy cascade picture predicts a contrary behaviour since the onset of dissipa-
tion is expected to smooth out the fine structure, rather than increasing it. For
this deviation a tentative explanation is offered in this section, which invokes
the subtle issue of the surrogacy of the energy dissipation field. Only thereafter
expression (3.14) is fitted to the correlation function. The two-point correlator
shown in figure 2.6 is based on the surrogate energy dissipation field (2.10) con-
structed from the longitudinal velocity component. The data set a1, which is
chosen here, is a recording of the longitudinal and transverse components ux and
uy of the velocity, along the streamwise direction x and the normal direction y,
respectively. Both are functions of time (or, interpreted according to Taylor’s
hypothesis, functions of x). With such data, other constructions such as
εsurr2(x) =
15
2
ν(∂xuy(x))
2 , (4.1)
εsurr3(x) =
15
4
ν
[
2(∂xux(x))
2 + (∂xuy(x))
2
]
, (4.2)
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Figure 4.1: Normalised two-point correlation function of the surrogate
energy dissipation fields (2.10) (black line), (4.1) (blue, dotted line with
circles), and (4.2) (red, dash-dotted line). The dashed straight line has
a logarithmic slope µ = 0.2. The inset magnifies the behaviour for short
separation distances.
are also possible. The former is based on the transverse velocity component alone,
whereas the latter combines longitudinal and transverse components. On average
and assuming isotropy, both constructions are equal in their mean value to the
true energy dissipation field (2.9).
Figure 4.1 compares the two-point correlator obtained from the surrogate
quantities (2.10), (4.1) and (4.2). All three variants reveal a rigorous power-
law scaling behaviour within the extended inertial range 15η ≤ d ≤ 0.3L and
the corresponding scaling exponents are within µ = 0.20 ± 0.01, showing little
differences. Only for small two-point distances d → η the two-point correlators
begin to differ. Whereas the variants based on (2.10) and (4.1) practically remain
identical, the two-point correlations based on (4.2) are weaker for d ≤ 10η; see
inset of figure 4.1.
When compared to the true energy dissipation (2.9), the surrogate (4.2) ap-
pears to be closer to expression (2.9) than the other two variants (2.10) and (4.1).
The amplitude of the surrogate field might be modeled in terms of the amplitude
of the true field by the relationship
εsurr(x) = ε(x) (1 + f(x)) , (4.3)
where f(x) behaves as a noise with zero mean. Taking the defining equations
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Figure 4.2: Two-point correlation function for a shear flow from a direct
numerical simulation with a Taylor Reynolds number of Rλ = 99.
(2.10), (4.1) and (4.2) together, yields
εsurr3 = (εsurr1 + εsurr2)/2 = ε[1 + (f1 + f2)/2] , (4.4)
so that, in comparison with f1 and f2, the noise fluctuation f3 = (f1 + f2)/2
is reduced. Hence, this allows the speculation that if more terms from the full
list of equation (2.9) are added, the extra-strong two-point correlations at small
separation distances d ≤ 15η will reduce further – perhaps even vanish once the
surrogate field has converged to the true field.
In numerical simulations the full three-dimensional velocity field is accessible.
Therefore such simplifications are particularly suitable for studying the differ-
ence between the true and surrogate dissipation field. Nonetheless, irrevocable
statements about the scaling behaviour of the two–point correlator cannot be
expected, because in numerical data the Reynolds number is limited. Hence, the
inertial range will not be very large and the scaling ambiguous. For the analysis
here, only a small data set from a shear turbulence simulation [42] has been avail-
able; although statistical convergence may not have been reached fully due to the
shortness of the record the result is convincing enough to stress the surrogacy
issue. Figure 4.2 compares the two-point correlation of the dissipation obtained
from the full field with the one obtained from the surrogate field (2.10). Although
the Taylor scale Reynolds number is only Rλ = 99, a power law scaling range
can be identified, and both the surrogate and true dissipation are identical in
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this range. Only for very small distances the two curves differ, where the correla-
tor calculated from the surrogate field shows the same extra-strong correlations
as in experimental data. The strong increase of the correlation functions of the
numerical data for the largest distances is an artefact of the periodic boundary
conditions that were used in the simulation. Therefore they are of no concern.
While a more detailed investigation of numerical data is desirable, this finding
indicates the importance of the subtle surrogacy issue when interpreting data.
It clearly appears that the surrogacy of the energy dissipation field alters the
small-scale behaviour of the two-point correlation. Fortunately, this leaves the
rigorous scaling over the major part of the inertial range untouched.
Considering the behaviour of the surrogate correlators for small separation
distances in terms of the modelling relation (4.3), the noise field amplitudes can-
not be expected to be uncorrelated, i.e.
〈f(x1)f(x2)〉 6= 〈f 2〉δ(x1 − x2) ,
but should show correlations up to some separation distance. Empirically, this
seems to occur within the range |x1−x2| ≈ 15η. For shorter distances, the extra-
strong correlation sets in for the two-point correlators based on the surrogate
fields. A quantity related to the noise correlations is the two-point correlation
of the velocity gradient field. Figure 4.3 shows 〈(∂xvi(x + d))(∂xvi(x))〉 for the
measured longitudinal (vi = vx) and transverse (vi = vy) velocity components.
The two-point correlations of both components show correlations up to d ≈ 30η
and become zero for larger distances. This behaviour confirms the assumption
that for scales larger than 15η the surrogacy does not have any effect on the
two-point correlations. Perhaps it is helpful to introduce a surrogacy cutoff scale
Λ∗, which is defined as the distance at which the correlator leaves the power law
scaling. Since the correlations of the velocity derivatives seem to give a good
measure for the noise field, a suitable definition of Λ∗ could also be the distance
at which 〈(∂xvi(x + d))(∂xvi(x))〉 first crosses zero. This scale will be discussed
in more detail later in section 6.3.
4.2 Consequences for the scaling of integral
moments
Having identified the small scale behaviour of the two-point correlation as an
artifact of the surrogacy the – in comparison with two-point correlations – poor
scaling of the integral moments appears in a new light. The second-order integral
moment can be expressed as a box integral over the two-point correlation function,
〈
ε2r
〉
=
1
r2
∫
r
dx1
∫
r
dx2 〈εsurr(x1)εsurr(x2)〉 . (4.5)
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In order to investigate under which circumstances the integral moment exhibits
a power law with the same scaling exponent as the two-point correlator, and in
what range of scales, the simplified functional form
〈εsurr(x + d)εsurr(x)〉 =

c (d < η′)
a(η′/d)µ (η′ ≤ d ≤ L′)
1 (d ≥ L′)
(4.6)
for the correlator is assumed. For simplicity, the mean value of the dissipation is
set to one, 〈εsurr〉 = 1. a(η′/L′)µ = 1 guarantees continuity at the decorrelation
length d = L′. The parameter c is left free for later purposes and η ′ and L′
represent the small and large length scale, respectively. Figure 4.4 shows a sketch
of this simplified model. Inserting equation (4.6) into (4.5) yields
〈
ε2r
〉
=
2a
(1− µ)(2− µ)
(
η′
r
)µ
+2
(
c− a
1− µ
)(
η′
r
)
+
(
a
1− µ/2 − c
)(
η′
r
)2
, (4.7)
valid for η′ ≤ r ≤ L′. The first term is the targeted scaling term. The last
two terms represent corrections to the scaling. For increasing r  η ′ they fall
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Figure 4.4: Sketch of the model (4.6) for the two-point correlator.
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off faster than the scaling term. If, by chance, c = a/(1 − µ) the leading-order
correction would be zero. Given that µ = 0.20, the correction to the leading
order term would still be very small. A closer look at figure 2.6 reveals that a
constant c = a/(1− µ) is too small to approximate the small-scale behaviour of
the two-point correlation. Consequently, the correction terms are pronounced for
small r and extend far into the inertial range before becoming negligible. This
qualitatively explains the observed scale-dependence of the second-order integral
moment. Only in the upper part of the inertial range the scaling term with
exponent µ dominates. Whereas for the lower part strong deviations set in, due
to the behaviour of the two-point correlation function for very small scales.
Looking back at the different ways of defining the surrogate dissipation field,
the constant c in the simplified description (4.6) is smaller for the two-point
correlator based on (4.2) than those based on (2.10) and (4.1). As a consequence
the leading order corrections in the expression (4.7) for the integral moment also
become smaller, so that the scaling term should begin to dominate already at
smaller length scales r. Figure 4.5 confirms this view: the local slope of the
integral moment based on the surrogate field (4.2) becomes constant at smaller
scales than for (2.10); the upper limit on the scaling range is the same for the
two cases.
A similar picture of the surrogacy effect appears for the spectrum of the energy
dissipation E(f) = |ε(f)|2, which is sometimes used to determine the intermit-
tency exponent. The spectrum can be expressed as the Fourier transform of the
two-point correlation function; actually some people define it in this way. There-
fore the same arguments made for the moments of the coarse-grained amplitude
apply and the extraction of µ from the spectrum will also be corrupted by the
surrogacy.
As a conclusion of the small scale comparison it should be noted that the sur-
rogacy of the energy dissipation modifies the two-point correlations for distances
below d ≈ 15η, but the scaling of the correlation function is the same if calculated
from a surrogate energy dissipation or the true field.
4.3 Comparison of the RMCP prediction with
experimental data
In this section a quantitative comparison of expression (3.14) with two-point
correlators obtained from experimental data will be performed. Since, due to
surrogacy, no information can be gained from the small scale end of the correlation
function, the theoretical investigation of the functional behaviour is restricted to
intermediate and large length scales. For convenience, the lowest order two-point
correlator is recapitulated here from expression (3.14) and (3.16):
〈ε(x + d)ε(x)〉
〈ε(x)〉2 = a
(
Lcasc
d
)µ
+ (1− a) d
Lcasc
. (4.8)
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Figure 4.5: Second-order integral moment (2.24) based on the surrogate
energy dissipation fields (2.10) (full line), and (4.2) (dotted line). The
dashed straight line has a logarithmic slope µ = 0.2. The inset shows the
logarithmic local slope.
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Equation (4.8) has three open parameters, Lcasc, µ ≡ τ1,1 and a ≡ a1,1, but the
structure of equation (4.8) restricts the range of values in which they can vary.
The cascade length Lcasc is determined by the distance d at which two points of
the dissipation field decorrelate and the normalised correlation function becomes
unity. The scaling exponent µ will deviate only slightly from the value obtained
by a power law fit in the scaling range. Within these constraints the parameters
of equation (4.8) are fitted to the experimental data by a least square algorithm.
To demonstrate the quality of the fit, figure 4.6 shows the two-point correlators
for the three different flow geometries. As representatives of each flow geometry
the data sets a1f, w4 and h7f were chosen. Except for very small two-point
distances η ≤ d ≤ 20−30η, where, as just explained, the surrogacy effect of the
energy dissipation corrupts the experimental two-point statistics, the agreement
between the experimental two-point correlators and the best-fit expressions (4.8)
is remarkable.
4.3.1 Large-scale behaviour of atmospheric boundary layer
The quality of the fit is comparable for three different flow geometries but two
interesting differences occur in details of the atmospheric and helium data, show-
ing an individual, slightly distinct large scale behaviour. The insets of figure 4.6
magnify the large scale part of the correlator. A closer look at figure 4.6(a) re-
veals that the atmospheric data set does not reach its asymptotic value of unity
for d → Lcasc. This is somehow similar to the large scale behaviour of the auto-
correlation of the velocity fluctuations and should be attributed to the fact that
the correlation functions do not converge for large time lags due to the limited
statistics. Beyond a simple lack of statistics this behaviour can also be attributed
to wind gusts or changes of the turbulent strength over time. As pointed out
in [43] changing mean wind and wind gusts can alter the large scale statistics of
turbulent velocity signals. In the framework of RMCP, changes of the mean wind
can be modelled by modifying the picture of a chain of cascade realisations as
shown in figure 3.2 to allow cascade realisations of different length, representing
times of wind blow with varying strength. A correlator obtained from such a
modified chain of cascade realisations would look as shown in figure 4.7, where
three expressions for the two point correlation with different parameter Lcasc were
averaged to simulate the outcome of such a chain. The other two parameters were
kept fixed for the three correlators. The averaged two point correlator looks very
similar to that obtained from the atmospheric boundary layer.
4.3.2 Traces of the initial large-scale energy flux
The second interesting detail concerns the gaseous helium jet record. As revealed
by a closer inspection of the asymptotic behaviour as d → Lcasc, shown in the
inset of figure 4.6(c), the two-point correlation first swings a little below unity
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Figure 4.6: Best fits of expression (4.8) to two-point correlators extracted
from data sets. The inset figures illustrate the local slope, where for the
data sets a1f and h7f only the large scale region is shown in order to
magnify details. For guidance, the dashed line represents a power law
with the same exponent as obtained from the fit.
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Figure 4.7: Illustration of the impact of a cascade street with varying
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before approaching the asymptotic value, whereas the curves for the atmospheric
boundary layer and wind tunnel records approach their asymptotic value of unity
from above. The expression (4.8) is flexible enough to reproduce even this be-
haviour. The derivation of equation (4.8) within the theory of binary random
multiplicative cascade processes also specified the parameter
a =
〈Π2〉〈qleftqright〉
2〈q2〉 − 1 (4.9)
in terms of cascade quantities. Normalised to 〈Π〉 = 1, Π represents the initial
energy flux density, which is fed into the cascade at the initial length scale Lcasc.
〈qleftqright〉 quantifies the correlation of the left and right random multiplicative
weight and log2〈q2〉 = µ is equal to the intermittency exponent. Figure 4.8 shows
various graphs of the two-point correlation (4.8) with the expression (4.9), where
parameters µ and Lcasc have been kept fixed, but a has been varied in the range
0 < a < 1. For large a the two-point correlation approaches its asymptotic
value from above, whereas for small a it swings below one before it reaches the
asymptotic value from below. To calculate the transition between these two
behaviours it is easiest to switch to logarithmic coordinates in equation (4.8) and
to inspect it for a = 1−  close to one. This leads to
ln r1,1 ≈ µ ln
(
Lcasc
d
)
−  + 
1− 
(
Lcasc
d
)
−1−µ
≡ 0 .
Since the transition is expected to be for d close Lcasc, one can consider Lcasc/d
close to unity, which simplifies the expression to
ln r1,1 ≈ ln
(
Lcasc
d
)
(µ− (1 + µ)) ≡ 0 .
Therefore the transition occurs at  = µ
1+µ
, which yields
a ≈ 1
1 + µ
(4.10)
as the transition point. For the numerator of equation (4.9) this translates to
〈Π2〉〈qleftqright〉 = 2
1+µ − 1
1 + µ
, (4.11)
which is 1.08 for µ = 0.2 and 1.04 for µ = 0.1. Hence, the tentative conclusion at
this point is that for the air data the fluctuation of the initial energy flux density
fed into the inertial-range cascade at the upper length scale is larger than for the
helium jet data. This appears to be plausible and is one difference between air
and helium data. This is also an indication that 〈qleftqright〉 < 1, which is fulfilled
if the left and right multiplicative weight are anticorrelated to some extent. As
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has already been discussed in a different context [29], this anticorrelation is a clear
signature that the three-dimensional turbulent energy cascade conserves energy.
Summarising, the finite-size expression derived from a binary random multi-
plicative cascade process is able to fully describe the two point correlation function
of the energy dissipation, and even explains details in the large scale behaviour
of different flow geometries.
5 Quantitative comparison of the
RMCP generator with real
flows
Because the predictions of the RMCP describe the correlation functions ob-
tained from experiments with high accuracy it has become promising to undertake
the attempt to determine the missing information of the cascade generator from
data.
At some time, the breakup coefficients, sometimes called multipliers, have
been thought to represent a direct approach to derive the RMCP cascade gener-
ator from data [44, 45, 46, 47, 48]. In fact, generator-like scale-invariant distri-
butions of breakup coefficients have been observed, but conditional distributions
have been found to exhibit scale correlations. In a series of papers [49, 29, 50]
these findings have been fully explained within ultrametric hierarchical RMCPs,
once they are analysed from an experimentalist’s perspective, including unavoid-
able small-scale resummation and restoration of spatial homogeneity through the
ultrametric-Euclidean conversion. This work has demonstrated that cascade gen-
erators and distributions of breakup coefficients are not directly related.
If the scaling exponents of the correlator are known for all orders, the bi-
nary RMCP generator can be reconstructed by the inverse transform of equation
(3.24) but the limited statistics will restrict the reliable values to lowest orders.
Therefore, the goal is to extract reliable values for the scaling exponents τn and
gather supplementary information from the same-lineage cumulants cn from var-
ious turbulent records. On the basis of these values the cascade generator can
be narrowed down. Five sample data sets are chosen for this analysis. From the
wind tunnel data the records w2, w4 and w8 are picked and from the gaseous
helium jet and atmospheric boundary layer the data sets h7f and a1f are chosen,
respectively. With this choice a range of Reynolds numbers is covered and every
flow geometry is represented. A fit of the other data yields similar results, the
five chosen data sets are a good representative of their respective flow geometry.
56 5 Quantitative comparison of the RMCP generator with real flows
100 102 104
1
3
5
d/η
r 1
,1
(d)
(w4: n1, n2 = 1,1)
100 101 102 103 104
−0.2
−0.1
0
0.1
lo
ca
l s
lo
pe
100 102 104
100
101
d/η
r 2
,1
(d)
(w4: n1, n2 = 2,1)
100 101 102 103 104
−0.4
−0.3
−0.2
−0.1
0
0.1
lo
ca
l s
lo
pe
100 102 104
100
101
d/η
r 3
,1
(d)
(w4: n1, n2 =3,1)
100 101 102 103 104
−1
−0.5
0
0.5
lo
ca
l s
lo
pe
100 102 104
100
101
102
d/η
r 2
,2
(d)
(w4: n1, n2 = 2,2)
100 101 102 103 104
−1
−0.5
0
0.5
lo
ca
l s
lo
pe
Figure 5.1: Best fits of expression (3.14) to two-point correlators ex-
tracted from data set w4. Correlation orders are n1, n2 = 1, 1; 2, 1; 3, 1
and 2, 2. The inset figures illustrate the local slope. The dashed line
follows a power law with the same exponent as obtained from the fit.
5.1 Scaling exponents of the two-point correlator
The two-point correlation function of lowest order has been discussed in the
last chapter. For higher order moments the same statements apply, except that
because of the limited statistics the numerical values of the higher order scaling
exponents will have larger uncertainties. Figure 5.1 shows, as an example, the
two-point correlator of the data set w4 for the orders from n1, n2 = 1, 1 to 2, 2
together with the finite size fit (3.14). The result of the fitting procedure carried
out for the five sample data records is reported in table 5.1, where according to
equation (3.7) the scaling exponents have been converted to τn = τn1,n2 +τn1 +τn2 .
The exponent τ4 can be obtained from the the correlator r3,1(d) and r2,2(d) and
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data set τ2 Lcasc(τ1,1)/η τ3 Lcasc(τ2,1)/η
w2 0.15 1944 0.46 1636
w4 0.15 3247 0.42 2737
w8 0.18 6989 0.52 6347
a1f 0.21 429200 0.58 291900
h7f 0.13 7690 0.38 5776
τ4(τ3,1) Lcasc(τ3,1)/η τ4(τ2,2) Lcasc(τ2,2)/η
w2 0.97 1160 0.85 1414
w4 0.79 2032 0.77 3368
w8 0.98 10269 1.00 8562
a1f (1.01) (742400) – –
h7f 0.73 3042 0.73 2698
Table 5.1: Parameter values resulting from least square fits with expres-
sions (3.14).
is therefore reported twice in table 5.1. For the atmospheric boundary layer
the correlators of order n1 + n2 = 4 are not reported because the statistical
fluctuations are too strong to extract a reliable value. For the data sets w4,
w8 and h7f the two values of τ4 are consistent with each other, suggesting that
statistical convergence has been reached for these records, but they should be
interpreted with care.
For the results reported in table 5.1 the fits have been performed indepen-
dently from each other, in particular for the parameter Lcasc. As a result, the
parameter Lcasc shows some scatter within each data set and some of this scatter
appears to be rather strong on a linear length scale. However, on a logarithmic
length scale, which is the RMCP viewpoint, this scatter is confined to a narrow
range. Still the parameter Lcasc is, in principle, independent of the order n1, n2,
and a fit should respect this independence. Even more, it is also independent of
the kind of statistic, i.e. if the correlator or the cumulant is used. Therefore this
point will be rediscussed below after the cumulants have been evaluated.
5.2 Same-lineage cumulants
The fit of two-point cumulants with expression (3.21) works analogously to the
case of the correlators. There are also three free parameters, where the same-
lineage cumulants cn have to be close to an estimate of the slope of the curve
in a lin-log plot. The parameter Lcasc can be restricted by the same arguments
as for the correlator. Figure 5.2 demonstrates the quality of the fit for the same
data set w4 in the four lowest orders. The extracted values for the same-lineage
cumulants cn together with the best fitted value for the cascade length are listed
in table 5.2. The formula for fitting the cumulants targets two-point distances
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Figure 5.2: Best fits of expressions (3.21) to two-point cumulants ex-
tracted from data set w4. Correlation orders are again n1, n2 = 1, 1; 2, 1;
3, 1 and 2, 2.
data set c2 Lcasc/η(c2) c3 Lcasc/η(c3)
w2 0.100 2240 0.042 1821
w4 0.095 3587 0.050 1146
w8 0.099 9931 0.066 3217
a1f 0.148 226600 0.015 248000
h7f 0.112 4706 -0.057 6392
Table 5.2: Parameter values resulting from least square fits with expres-
sions (3.21).
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data set Lcasc/η τ2 τ3 τ4 c2 c3 c1(3.27) c1(3.30)
w2 1873 0.15 0.46 – 0.100 0.042 -0.057 -0.057
w4 3069 0.15 0.42 0.78 0.095 0.045 -0.055 -0.053
w8 7117 0.18 0.52 0.98 0.099 0.060 -0.059 -0.063
a1f 322500 0.21 0.58 – 0.149 0.015 -0.077 -0.079
h7f 6772 0.13 0.38 0.72 0.113 -0.058 -0.047 -0.048
Table 5.3: Parameter values resulting from least-square fits with expres-
sions (3.14) and (3.21). Lcasc has been fixed for each data set. The
last two columns represent the estimates from the multifractal sum rules
(3.27) and (3.30) for the cumulant c1.
η  d ≤ L, so that the observed deviations from small two-point distances are
not a cause to worry about. They are also a consequence of the surrogacy issue.
The quality of the fit for fourth order cumulants seems to be satisfactory, but
the same-lineage cumulant c4 cannot be determined consistently from the orders
(3, 1) and (2, 2) for any data set. For the fit of C2,2(d) most of the parameters
are fixed by the fits of lower orders. In particular, if the fit is performed with
the value for c4 obtained from the order (3, 1), a fit of C2,2(d) with the remaining
parameters is not possible. Also, as is the case for the two point correlators, the
error bounds of the same-lineage cumulants disregard the values for n1 + n2 ≥ 4
and therefore table 5.2 reports only the values for c2 and c3.
In this context another comment is appropriate. The filtering of the data,
where necessary, strongly affects the appearance of the cumulants, whereas the
correlator is altered only slightly. For example, the intermittency exponent for
the data set a1 changes from τ2 = 0.216 in the unfiltered record to τ2 = 0.210 in
the filtered record, whereas the same–lineage cumulants change from unfiltered
c2 = 0.047 and c3 = 0.049 to filtered c2 = 0.148 and c3 = 0.015. The different
impact of the filtering on the statistics of ε and ln ε can also be seen in the change
of shape of the probability distribution function, which is much more drastic for
ln ε, see figure A.1 in appendix A.
In table 5.2 independent values for Lcasc are reported, but as already pointed
out in the discussion of the correlators, the cascade length should reach the same
value for all orders. Furthermore, Lcasc does not depend on the choice of the two-
point statistics, i.e., whether the correlator or the cumulant is used. Therefore, a
second fit, where the parameter Lcasc is kept fixed, is performed to determine the
final values of cn and τn. These values are then used to estimate the probability
distribution of the multiplicative weights in the cascade generator. This fixed
value of Lcasc has been chosen as an average over the independently fitted Lcasc
values where the values from lower order statistics have entered with a higher
weight, because their statistical convergence is better. The results of this fit are
summarised in table 5.3. As expected the values do not change drastically.
The cumulant c1 cannot be extracted directly from two-point cumulants. How-
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ever, an indirect extraction is possible through the relations (3.27) and (3.30).
Using the numerical values of c2 and c3 determined from the fit where the param-
eter Lcasc has been kept fixed, the truncated multifractal sum rule (3.27) leads to
the c1 values listed in the second-last column of table 5.3. Input for the replica-
trick formula are the scaling exponents τ1, τ2 and τ3 determined also from the
fit with Lcasc kept fixed. A linear spline extrapolation for (3.30) results in the
last column of table 5.3. If a cubic spline is used instead, the resulting c1 values
would decrease roughly by 15%. So, for an order-of-magnitude estimate it is safe
to say that c1 ≈ −0.06 for the records w2, w4, w8, c1 ≈ −0.05 for the record h7f
and c1 ≈ −0.08 for the record a1f.
5.3 Parametric estimation of the RMCP generator
If values for the scaling exponents τn or the same-lineage cumulants cn exist and
would be known for all orders 1 ≤ n < ∞, then in principle the binary RMCP
generator could be reconstructed through the inverse transform of equation (3.24).
Unfortunately, as came out from the discussion in the previous sections reliable
information is limited to the lowest orders. Hence, the best that can be done is
to use sophisticated parametric estimates. The first subsection lists some of the
most popular parametrisations and compares their performance, when confronted
to the results that are extracted from data and listed in table 5.3. The second
subsection introduces the log-normal inverse Gaussian distributions [51], which
represent a broader and more flexible parametrisation class to find a suitable
approximation to the true cascade generator.
5.3.1 Dictionary of prototype cascade generators
Binary random multiplicative cascade processes have been studied for some time.
A number of popular generators p(q) will now be listed. All of these have ex-
pectation 〈q〉 = 1. For all parametrisations, it is straightforward to determine
analytic expressions for the scaling exponents and same-lineage coefficients using
equations (3.23)–(3.26).
• The log-normal distribution
plognormal(q) =
1√
2piσq
exp
[
− 1
2σ2
(
ln q +
σ2
2
)2]
(5.1)
is classic [7, 17]. Its moments
〈qn〉 = exp
(
σ2
2
n(n− 1)
)
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are obtained by straightforward integration. Since the cumulant generating
function Q[λ] = 1
2
σ2λ(λ− 1) is a polynomial, the cumulants are simply
〈ln q〉c = −σ
2
2
,
〈(ln q)2〉c = σ2 ,
〈(ln q)n〉c = 0 (for n ≥ 3) .
The log-stable generalisation of equation (5.1) has also been considered [52,
53], but does not qualify for this comparison, since same-lineage cumulants
do not exist.
• For comparison, the rescaled Gamma-distribution [29]
pgamma(q) =
γγ
Γ(γ)
qγ−1e−γq (5.2)
is also employed, whose moments and cumulants read
〈qn〉 = Γ(γ + n)
γnΓ(γ)
,
〈(ln q)n〉c = −δn,1 ln γ + Ψ(n−1)(γ) ,
where Ψ(n)(γ) ≡ d
n+1
dγn+1
ln Γ(γ) is the polygamma function [54].
• The asymmetric beta distribution [29]
pbeta(q) =
Γ(α + β)
Γ(β)Γ(α)
81−α−βqβ−1(8− q)α−1 ,
is simplified by the requirement 〈q〉 = 1, which fixes α = 7β. Thus, the
distribution function becomes
pbeta(q) =
Γ(8β)
Γ(β)Γ(7β)
81−8βqβ−1(8− q)7β−1 . (5.3)
The moments of q are
〈qn〉 = 8nΓ(β + n)Γ(8β)
Γ(β)Γ(8β + n)
.
Derivations of the cumulant characteristic function ln Z[w] = 3w ln 2 +
ln Γ(β +w)− ln Γ(8β +w)+ ln Γ(8β)− ln Γ(β) yield the cumulant moments
〈(ln q)n〉c = 3(ln 8)δn,1 + Ψ(n−1)(β)− Ψ(n−1)(8β) ,
where Ψ(n) denotes again the polygamma function.
62 5 Quantitative comparison of the RMCP generator with real flows
• The bimodal distribution
palpha(q) =
α2
α1 + α2
δ (q − (1− α1)) + α1
α1 + α2
δ (q − (1 + α2)) , (5.4)
although discrete, has also been used extensively [55, 56]. Its moments are
〈qn〉 = α2
α1 + α2
(1− α1)n + α1
α1 + α2
(1 + α2)
n .
Its cumulants have to be calculated by tedious subsequent derivations of
the characteristic function
Q[λ] = ln
(
α2
α1 + α2
eλ ln(1−α1) +
α1
α1 + α2
eλ ln(1+α2)
)
,
which yields, in lowest two orders,
〈ln q〉c = α2
α1 + α2
ln(1− α1) + α1
α1 + α2
ln(1− α2) ,
〈(ln q)2〉c = α2α1
α1 + α2
ln2
(
1− α1
1 + α2
)
.
• Another popular discrete representative is the log-Poisson distribution
plogPoisson(q) =
∞∑
k=0
2−ν1(ν1 ln 2)
k
k!
δ
(
q − 2ν1(1−ν2)νk2
)
. (5.5)
Originally it has been derived with ν1 = 2 and ν2 = 2/3 from some plausible
reasoning on the structure of the most singular objects in fully developed
turbulent flows [57, 58, 59]. For undetermined parameters its moments and
cumulants are
〈qn〉 = 2−ν1(1+n(1−ν2)+(ν2)n)
and
〈(ln q)n〉c = ν1 ln 2(ln ν2)n .
By the relation τn = log2〈qn〉, the free parameters of the distributions are
fixed to reproduce the observed intermittency exponents listed in table 5.3. For
the one-parametric distributions (5.1) – (5.3) only the intermittency exponent τ2
is necessary, whereas the two-parametric distributions (5.4) and (5.5) also need
the observed τ3. After this fixation no freedom is left for the scaling exponents
of higher order and same-lineage coefficients of all orders. Table 5.4 summarises
their predicted values.
It is difficult to rate the prototype cascade generators because of ambiguity
inherent in the data. The helium data seems to fall in a different category than
the air data. The scaling exponents of the two-point correlator are smaller than
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log-normal distribution (5.1)
data set σ τ3 τ4 c1 c2 c3
w2 0.33 0.46 0.93 -0.054 0.107 0.000
w4 0.32 0.44 0.87 -0.050 0.101 0.000
w8 0.34 0.51 1.03 -0.059 0.119 0.000
a1f 0.38 0.63 1.26 -0.073 0.145 0.000
h7f 0.30 0.40 0.79 -0.046 0.091 0.000
gamma distribution (5.2)
data set γ τ3 τ4 c1 c2 c3
w2 8.84 0.45 0.87 -0.058 0.120 -0.014
w4 9.41 0.42 0.82 -0.054 0.112 -0.013
w8 7.94 0.50 0.96 -0.064 0.134 -0.018
a1f 6.39 0.60 1.16 -0.080 0.169 -0.029
h7f 10.46 0.38 0.75 -0.049 0.100 -0.010
beta distribution (5.3)
data set β τ3 τ4 c1 c2 c3
w2 7.61 0.44 0.85 -0.059 0.124 -0.019
w4 8.11 0.42 0.81 -0.055 0.116 -0.017
w8 6.82 0.49 0.94 -0.066 0.139 -0.025
a1f 5.47 0.60 1.13 -0.083 0.178 -0.040
h7f 9.03 0.38 0.74 -0.049 0.103 -0.014
bimodal distribution (5.4)
data set α1 α2 τ4 c1 c2 c3
w2 0.22 0.52 0.88 -0.049 0.092 0.025
w4 0.24 0.44 0.80 -0.049 0.094 0.018
w8 0.21 0.61 1.00 -0.052 0.094 0.033
a1f 0.31 0.50 1.06 -0.075 0.144 0.026
h7f 0.25 0.38 0.71 -0.046 0.090 0.011
log-Poisson distribution (5.5) with ν1 = 2, ν2 = 2/3
τ2 τ3 τ4 c1 c2 c3
0.22 0.59 1.06 -0.10 0.228 -0.092
log-Poisson distribution (5.5)
data set ν1 ν2 τ4 c1 c2 c3
w2 109.84 0.96 0.90 -0.055 0.111 -0.004
w4 13.75 0.90 0.82 -0.054 0.112 -0.012
w8 1548.7 1.01 1.03 -0.059 0.117 0.001
a1f 4.61 0.79 1.09 -0.085 0.184 -0.044
h7f 7.29 0.86 0.72 -0.050 0.105 -0.015
Table 5.4: Fitted parameters of the prototype cascade generators and
their predicted values for the remaining scaling exponents τn and same-
lineage cumulants cn.
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for the other data and, most strikingly, the same-lineage cumulant c3 has the
opposite sign. The beta (5.3) and the log-Poisson distributions (5.5) are the best
match for the helium data set, although they underestimate the absolute value of
the same-lineage cumulant c3 by a factor of four. For the air data the situation
is more complex. Within the one-parametric distributions (5.1)-(5.3) the log-
normal distribution performs best: for all the records, the predicted values for c1
and c2 are close to the observed cumulants. However, the log-normal distribution
without skewness is unable to reproduce the observed positive values for c3. For
the record w4 it also overestimates the scaling exponent τ4. Furthermore, the dif-
ficulties of the log-normal distribution for high-order moments is now well known
[8]. Compared to the log-normal distribution, the rescaled gamma distribution
and the asymmetric beta distribution have the tendency to overestimate the first
two cumulants. Furthermore, c3 is predicted with an opposite sign. Rather sur-
prisingly, the simple two-parametric bimodal distribution (5.4) shows the closest
agreement for the air data records. The scaling exponent τ4, if observed, as well as
the cumulants c1 and c2 almost match their observed counterparts. Moreover, c3
has the correct sign, although it is about a factor 2 too low for the records w2, w4,
w8 and roughly a factor 2 too large for the atmospheric boundary layer record.
Like the distributions (5.2) and (5.3) the two-parametric log-Poisson distribution
overestimates the second cumulant c2 and, except for record w8, predicts c3 with
the wrong sign. It is interesting to note that the log-Poisson distribution [57] with
with fixed parameters ν1 = 2 and ν2 = 2/3 matches well the scaling exponents
τ3 and τ4 of record a1f with the largest Reynolds number, but disagrees with all
cumulants.
5.3.2 Log-normal inverse Gaussian distribution
A broader and more flexible parametrisation class is given by the normal inverse
Gaussian distributions [51, 60]
pNIG(x; α, β, µ, δ) = a(α, β, µ, δ) s
(
x− µ
δ
)
−1
K1
{
δα s
(
x− µ
δ
)}
eβx , (5.6)
with
s(x) =
√
(1 + x2) , (5.7)
a(α, β, µ, δ) = pi−1α exp(δ
√
α2 − β2 − βµ) (5.8)
and −∞<x<∞. K1 is the modified Bessel function of the third kind and index
1. The domain of variation of the four parameters is given by µ ∈ R, δ ∈ R+
and 0 ≤ |β| < α. The distribution is denoted by pNIG(α, β, µ, δ). Its cumulant
generating function Q(λ; α, β, µ, δ) = ln〈eλx〉 has the simple form
Q(λ; α, β, µ, δ) = δ
(√
α2 − β2 −
√
α2 − (β + λ)2
)
+ µλ . (5.9)
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From this, it follows that, if x1, . . . , xm are independent normal inverse Gaussian
random variables with common parameters α and β but individual location-scale
parameters µi and δi (i = 1, . . . , m), then x+ = x1 + . . .+ xm is again distributed
according to a normal inverse Gaussian law with parameters α, β, µ+ and δ+.
Furthermore, the NIG distribution (5.6) has semiheavy tails,
p(x; α, β, µ, δ) ∼ |x|−3/2 exp (−α |x|+ βx) (5.10)
as x → ±∞, which follows from the asymptotic relation Kν(x→∞) ∼
√
pi/2 ×
x−1/2e−x.
The random multiplicative weight of the RMCP is assumed to be distributed
according to
ln q ∼ NIG(α, β, δ, µ) , (5.11)
which turns a normal inverse Gaussian statistics into a log-normal inverse Gaus-
sian statistics. With equations (3.23), (3.26) and (5.9), the scaling exponents and
same-lineage cumulants result to be
τn ln 2 = Q(n; α, β, µ, δ) (5.12)
and
c1 = µ +
δρ√
1− ρ2 , c2 =
δ
α(1− ρ2)3/2 , c3 =
3δρ
α2(1− ρ2)5/2 , . . . , (5.13)
where ρ = β/α.
For each of the records w2, w4, w8, a1f and h7f, the four NIG parameters α, β,
δ and µ are determined in a way such that they reproduce τ1 = 0 and the observed
values for τ2, τ3 and c2 stated in table 5.3. Since the respective expressions (5.12)
and (5.13) are nonlinear, real solutions for the parameters are not guaranteed. In
case of complex-valued solutions in first place, which occurred for w4, w8 and a1f,
the observed values for c2, τ3 and τ2 are relaxed in this ordering to some small
extent, until real-valued parameter solutions are obtained in the second place.
The outcome is listed in table 5.5. It is very similar to the best match of the
previous section stated in table 5.4, i.e. the log-normal distribution for the data
sets w2, w4, w8 and a1f and the beta distribution for the data set h7f. The log-
normal inverse Gaussian distribution has the tendency to overestimate the fourth-
order scaling exponent τ4. The magnitude of the third same-lineage cumulant c3 is
strongly underestimated, so that its predicted sign only shows a random scatter.
Figure 5.3 compares the log-normal inverse Gaussian distributions of table 5.5
with the extracted best-match distributions (log-normal for the data sets w2, w4,
w8 and a1f and beta for the data set h7f) of table 5.4. For all five records they
are very similar.
For a more precise determination of the cascade generator the statistics is not
sufficient. One may ask if it is important to capture details of the statistics of
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log-normal inverse Gaussian distribution (5.11)
data set α β δ µ τ2 τ3 τ4 c1 c2 c3
w2 10.98 0.94 1.09 -0.14 0.15 0.46 0.95 -0.051 0.100 0.002
w4 17.28 -5.46 1.56 0.47 0.15 0.43 0.85 -0.052 0.106 -0.006
w8 27.26 17.80 1.17 -1.06 0.16 0.52 1.11 -0.052 0.099 0.012
a1f 6.99 -2.44 0.92 0.27 0.20 0.60 1.19 -0.076 0.160 -0.027
h7f 4.657 -2.036 0.382 0.135 0.13 0.38 0.76 -0.051 0.113 0.039
Table 5.5: Fitted parameters of the log-normal inverse Gaussian cascade
generator and their predicted values for the scaling exponents τn and
same-lineage cumulants cn.
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Figure 5.3: Comparison of the extracted log-normal inverse Gaussian
distribution (5.11) (solid) and log-normal distribution (5.1) (dashed) for
the records w2, w4, w8 and a1f and asymmetric beta distribution (5.3)
(dashed) for the record h7f respectively. The parameter values have been
taken from tables 5.4 and 5.5.
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turbulent flows which are so rare that even very large records do not reveal them
or if these minor details are not necessary for an understanding of turbulence.
But clearly a distinction between different classes of cascade generators would be
worth to identify. However, another fundamental question is raised already from
the lowest order, namely about the assumed universality of the intermittency
exponent µ. This question will be discussed in the next chapter.
6 On the universality of the
intermittency exponent
Among the many scaling exponents existing in the analysis of turbulent flows
the second order exponent from dissipation quantities is of major interest for
modelling the energy cascade and the understanding of intermittency effects, thus
bearing the name intermittency exponent. From the discussions in the previous
chapters it is evident that the examination of the two-point correlation function
〈ε(x+d)ε(x)〉 of the energy dissipation is best suited to obtain the intermittency
exponent, because other methods are corrupted by the unavoidable surrogacy of
the observed energy dissipation. The parametrisation of finite size effects (3.14),
which was derived within the theory of (binary) random multiplicative cascade
processes, allows an unambiguous extraction of µ even for flows at moderate
Taylor-microscale Reynolds numbers Rλ. In the previous chapter the few records
analysed were found to be in accordance with this finite-size parametrisation but
seemed to exhibit different values for the intermittency exponent, suggesting a
weak dependence of µ on Rλ and/or the flow geometry. To put this Reynolds
number dependence on firmer footing, the two point correlation is now investi-
gated for all available data records.
6.1 A collection of intermittency exponents
The two point correlator in lowest order (n1, n2) = (1, 1) is sufficient for the
extraction of the intermittency exponent. A plot that demonstrates the quality
of the fit (4.8) has already been presented earlier for all three flow geometries,
cf. figure 4.6. The agreement between model prediction (4.8) and experiment
is of similar quality for all the other records. For all other data records the
intermittency exponent µ is obtained in the same way by fitting equation (4.8) to
the data using a least-square-fit algorithm. These values are reported in table 6.1.
The upturn at small separation distances d < Λ∗ has been explained in chapter 4
as the effect of the surrogacy of the energy dissipation. Hence, Λ∗ could be called
the surrogacy cutoff length; its values for every inspected data record are also
reported in table 6.1. The cascade length Lcasc, where the two-point correlation
indicates decorrelation of two points of the dissipation field, is substantially larger
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than the integral length scale. The exact ratio is also listed in table 6.1, together
with its values in units of η.
The intermittency exponents for all data records are plotted in figure 6.1
over the Reynolds number to investigate the possible dependence on it. For the
atmospheric boundary layer, the analysis of two data sets yields a value of about
0.2 for the intermittency exponent µ.
The wind-tunnel data w1-w8 exhibit a lower intermittency exponent and seem
to suggest a Reynolds number dependence of the intermittency exponent for Rλ
of up to about 1000. The value µ = 0.2 of the atmospheric boundary layer
is reached only for higher Rλ. Unfortunately there is no laboratory data for
Reynolds numbers larger than Rλ = 1000 so that there is a gap between the wind
tunnel data and the atmospheric boundary layer data. Nevertheless, all the air
data taken together appear to be consistent with a trend that increases with the
Taylor-microscale Reynolds number up to an Rλ of about 1000, and saturates
thereafter.
This trend is also supported by results quoted in the literature [18, 19, 61,
62, 63, 64, 65], although the finite-size form (4.8) has not been employed for the
extraction of the intermittency exponent. The literature values, shown in figure
6.1, also fill the gap between the present wind tunnel and atmospheric data.
In contrast to the air data, the gaseous helium records h1-h11 show a different
behaviour (figure 6.1). It appears that, unlike the air data which show a gradual
trend with Rλ, leading to a saturation for Rλ > 1000, the helium data yield an
intermittency exponent that is flat with Rλ at a lower value of 0.1.
6.2 Discussion on the conflicting behaviour of the
helium data
It remains an open question why the helium data does not follow the same trend
as the other data. It would be important to settle this puzzle and clarify if
this special behaviour has other consequences for the helium jet data. In this
section, some points are discussed, that have been addressed in the literature but
ultimately, no reason for the behaviour of the helium data can be given [66].
To come closer to an explanation, it is useful to look again at the standard
analysis. The spectra of all data show the typical characteristics for turbulent
flows, especially an approximate minus five-third power over the inertial range. In
contrast to the wind tunnel data the data of the helium jet are affected by instru-
mental noise, as evidenced by the flattening of the energy spectrum for high wave
numbers. The atmospheric data fall somewhere in-between, one data set being
affected by some noise and the other being noise-free. Perhaps this instrumental
noise affects the accuracy of the calculation of the energy dissipation. To account
for such effects, a Wiener filter is applied to the data resulting in a removal of
the flat part of the spectrum, as shown in figure 2.9. When re-computing the
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data set µ Lcasc/η Lcasc/L Λ
∗/η
a1 0.216 322743 6.5 3.9
a1f 0.21 430078 8.6 5.1
a2 0.202 509354 6.8 9.1
w1 0.143 1164 2.2 24
w2 0.155 1939 4.0 26
w3 0.151 2707 3.9 27
w4 0.145 3228 3.3 31
w5 0.172 4062 3.7 27
w6 0.173 4343 3.2 29
w7 0.176 5513 2.8 26
w8 0.171 7469 2.9 27
h1 0.12 934 9.2 10.8
h1f 0.123 982 8.7 10.7
h2 0.128 472 4.7 10.5
h3 0.102 738 4.5 17.7
h4 0.154 1258 3.7 14.0
h5 0.083 1559 5.6 10.7
h5f 0.107 1163 5.3 13.7
h6 0.13 2254 3.7 22.5
h7 0.092 10438 10.3 25.1
h7f 0.132 7690 7.4 22.1
h8 0.089 18954 13.1 10.3
h9 0.079 8434 4.1 18.3
h10 0.105 23659 11.0 14.5
h11 0.061 14921 4.8 19.9
h11f 0.093 20266 7.5 25.5
Table 6.1: The intermittency exponent µ, the cascade length Lcasc and
the surrogacy cutoff length Λ∗ for the two atmospheric boundary layer
data (a1,a2) [24], the eight wind tunnel data (w1–w8) [25] and the eleven
sets from gaseous helium jet (h1–h11) [23] measurements.
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Figure 6.1: The intermittency exponent, µ, extracted from a best fit of
expression (4.8) to the two-point correlator of the various data records, as
a function of the Taylor microscale based Reynolds number. Also shown
are some values quoted in the literature. For some of the helium data,
the lines show the shift resulting from the application of the Wiener filter
to remove high-frequency noise.
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Figure 6.2: Comparison of the quality of the fit for unfiltered (left) and
filtered data (right).
two-point correlation for the filtered data the quality of the agreement with the
finite-size parametrisation improved even further (see figure 6.2, where the two
cases are compared) but the numerical value for the intermittency exponent al-
tered, see figure 6.1. The most extreme change of the numerical value was found
for h7, where the intermittency exponent changed from µ = 0.09 in the unfiltered
case to µ = 0.13 in the filtered case. The difference between the two values can
perhaps be taken as the error bounds of the intermittency exponent. Given this
uncertainty, no trend can be attributed with respect to the Reynolds number for
the helium data, and an average constant value of µ ≈ 0.1 seems to be a good
estimate for all helium data.
Further questions relate to the spatial and temporal resolutions of the hot
wire. The temporal resolution in the helium case is comparable to that in the
air data (see table 2.1). Moreover, the ratio of the wire length to the smallest
flow scale, namely lw/η, is better for helium experiments. However, an important
difference between the air data and the helium data concerns the length to the
diameter of the hot wire. For air measurements, the ratio is usually of the order
of a hundred (about 140 for a1 and a2 and about 200 for w1 to w7), while it
is about 1/3 for h1-h11. In general, this is some cause for concern because the
conduction losses from the sensitive element to the sides will be governed partly
by this ratio, but the precise effect depends on the conductivity of the material
with which the hot wires are made. For hot wires used in air measurements,
the material is a platinum-rhodium alloy, while for those used in helium, the
wire is made of Au-Ge sputtered on a fiber glass. This issue has been discussed
at some length for similarly constructed hot wires of Emsellem et al. [67]. The
conclusion there has not been definitive, but the helium data discussed in [67]
show another unusual behaviour: unlike the air data collected in [9], the flatness
of the velocity derivative F = 〈(∂u/∂x)4〉/〈(∂u/∂x)2〉2 shows a non-monotonic
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behaviour with Rλ. See also figure 4 of reference [68]. The present helium data
does not show this irregularity. The flatness – although showing some scatter –
follows the trend of the air data collected in [9] as shown in figure 6.3, where the
data collection of [9] is reproduced. However the present helium data does not
match the Reynolds number dependence of the skewness of the velocity derivative
S = 〈(∂u/∂x)3〉/〈(∂u/∂x)2〉3/2, which was also collected in [9]. The behaviour of
the skewness of the present helium data is shown in figure 6.3 together with the
expectation from the air data collection. Whether the two unusual behaviours
of the helium data are related, and whether they are in fact due to end losses,
remains unclear and cannot be confirmed without further study.
Another analysis, which is connected with the Fokker-Planck description of
the energy cascade, is discussed in chapter 8 and could shed some light on this
matter. There, the intermittency exponent is determined from inertial range
quantities only.
Although irregularities in the measurement of the helium data cannot be ruled
out, the results are not conclusive and it seems unlikely that the dissipation is
corrupted by unphysical side effect of the measurement procedure. Therefore the
conclusion for the present would be that the transport process as described by the
energy cascade picture is robust but the strength of this transport, represented
by the intermittency exponent is not. However a more detailed analysis of this
issue, that explains the different behaviour observed, is needed before drawing
final conclusions.
6.3 The scales Λ∗ and Lcasc
The surrogacy cutoff length Λ∗ is defined as the scale at which the curve of the two
point correlator leaves the extrapolated power law behaviour of the theoretical fit
expression. The data on Λ∗ as reported in table 6.1 does not show a clear Reynolds
number dependence. It appears that Λ∗ is not directly related to either λ or η.
However, definitive statements cannot be made because of the practical difficulty
of locating Λ∗ precisely. The first zero-crossing of the two point correlation of
the velocity derivatives could serve as a more precise definition for Λ∗ but these
values differ only slightly from the values in table 6.1.
Figure 6.4 illustrates the findings on the cascade length ratio Lcasc/η. The
ratio increases with the large-scale Reynolds number R = u′Lcasc/ν, described by
a power law with exponent 0.75, exactly as anticipated if Lcasc were similar to
the integral scale differing from it by some multiple; see again equation (2.18).
The ratio Lcasc/L is not exactly constant for all data (as can be seen from table
6.1), but given the uncertainty in determining L and the absence of any system-
atic trend suggests that the supposition is reasonable. This is further reinforced
by the variation of Lcasc/η with respect to Rλ as shown in the inset of figure
6.4, which also follows the expected behaviour, see again equation (2.19). It is
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Figure 6.3: Skewness S and flatness F of velocity derivative for the he-
lium jet data in comparison with the air data collected in [9]. The grey
symbols represent the skewness and flatness of different experiments and
give an account of the expected trend with the Reynolds number; they are
reproduced from [9]. The values for the present helium data are shown
by asterisks connected by straight lines.
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worthwhile noting that it is difficult to single out the helium data in this respect.
This remarkable agreement with the scaling expectation confirms again that Lcasc
deserves more attention as an upper length scale in the phenomenological descrip-
tion of turbulence.
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Figure 6.4: Reynolds number dependence of the cascade length Lcasc. The
a-, w- and h-records are represented by diamonds, circles and triangles, re-
spectively. The straight line indicates a power-law scaling with exponent
3/4. In the main graph the Reynolds number is defined as R = u′Lcasc/ν
and the inset shows the same data over Rλ with the straight line indi-
cating the expected power-law scaling of 1.5. The prefactor for the main
graph is A = 1.3, for the inset A = 0.41.
7 Three-point correlations
From the analysis of two-point statistics of the RMCP it is evident that the
restoration of translational invariance is of major importance. Therefore, it is
desirable to extend the cascade process in such a way that the constructed dissi-
pation field is homogeneous from the beginning, such that it does not have to be
imposed artificially afterwards.
Such a generalisation of RMCP has been developed recently by J. Schmiegel
[69, 70]. This generalisation is a dynamical formulation of a RMCP in 1+1 space-
time dimensions. The construction of the dissipation field respects causality and
homogeneity. Because the constructed field is homogeneous from the beginning,
n-point correlation functions can be calculated easily and can be compared di-
rectly to experimental data. In the binary version of RMCP a calculation of
three-point correlation functions would be very cumbersome because a condi-
tional probability analogous to equation (3.8) has to be found that translates the
ultrametric distance to Euclidean distance. With the comparison of three-point
correlations the physical significance of cascade processes can be tested further.
After introducing the dynamical generalisation of the RMCP, it is first shown
how this model yields multifractal scaling for arbitrary n-point correlation func-
tions. Thereafter the equal-time two- and three-point correlation functions are
compared to their counterparts obtained from wind-tunnel turbulent shear flow
data.
7.1 A spatio-temporal model for the energy
dissipation
The dynamical random multiplicative cascade model is constructed by analogy
to the geometrical case, in which the amplitude of the positive-valued energy-
dissipation field, resolved at the dissipation scale η, is defined as the product of
independently and identically distributed random weights q(lj),
ε(η) =
J∏
j=1
q(lj) = exp
(
J∑
j=1
ln q(lj)
)
. (7.1)
Here lj is an element of a nested hierarchy of scales η = lJ ≤ lj = L/λj ≤ l0 = L
with the “cascade generation” 0≤j≤J and the discrete scale step λ>1. The
80 7 Three-point correlations
integral length L and the dissipation length η represent the largest and smallest
length scale of the process, respectively. Furthermore, the geometrical RMCP
requires 〈q〉 = 1 because of conservation of energy flux.
To include a time dimension and introduce translational invariance from the
beginning, equation (7.1) is generalised by assuming that ε again is the multiplica-
tive product of a stochastic field, but that this field is now defined on continuous
1+1 spacetime:
ε(x, t) = exp

∞∫
−∞
dt′
∞∫
−∞
dx′ f(x− x′, t− t′) γ(x′, t′)
 , (7.2)
where f is the “index function” described below. By assumption γ(x, t) ∼
Sα((dxdt)
α−1−1σ,−1, µ) is a Le´vy-stable white-noise field with index 0≤α≤2,
where the symbol ∼ stands here for ’is distributed according to’. For α=2, a
Le´vy distribution corresponds to a non-centred Gaussian white-noise field with
mean µ and variance 2σ2. The mathematical theory of Le´vy-stable random pro-
cesses is described in [71], but for the construction of the model it is enough
to note the fundamental property of random processes, namely that the in-
tegration over a given independent and identically distributed random process
γ(x, t) ∼ Sα((dxdt)α−1−1σ, β, µ) is∫
dt
∫
dx γ(x, t) ∼
(∫
dt
∫
dx
)1/α
γ0 + µ
∫
dt
∫
dx , (7.3)
with γ0 being a centred random process, i.e. γ0 ∼ Sα(σ, β, 0). For the case of γ
following a Gaussian distribution (α = 2) this property simply states that the
sum of n Gaussian random variables again is a Gaussian random variable with
its variance being n1/2 times the variance of the single variables and its mean
being n times the mean of the single variables. From its characteristic function,
〈exp{nγ}〉 = exp{−(σαnα)/(cos(piα/2))+µn} with α 6=1, the parameter µ is fixed
to
µ = σα/ cos(piα/2) (7.4)
in order to satisfy the requirement 〈exp{γ}〉 = 1.
Causality, i.e. the requirement that ε(x, t) depends on the past but not on the
future, dictates that the index function f(x−x′, t− t′) must be zero for t− t′ < 0.
Demanding also spatial symmetry around x leads to the form
f(x− x′, t− t′) =
{
1 0≤t− t′≤T, −g(t− t′)≤x− x′≤g(t− t′) ,
0 otherwise .
(7.5)
As illustrated in figure 7.1, the causality cone g(t− t′) incorporates a correlation
time T and a correlation length L with g(T ) = L/2. The exponent of the ansatz
(7.2) can be thought of as a moving average over the stable white-noise field.
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Figure 7.1: Causal spacetime “cone” for the positive-valued multifractal
field ε(x, t). All field amplitudes γ(x′, t′) inside the “cone” bordered by
the index function (7.5) contribute multiplicatively to ε.
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According to equation (7.5), the time integration in equation (7.2) runs over
0≤t−t′≤T . Since for any given time tj there corresponds a length scale lj=2g(tj),
there is a joint hierarchy of length and time scales, such that equation (7.2)
factorises into integrals over the separate slices shown in figure 7.1,
q(lj) = exp

t−tj∫
t−tj−1
dt′
x+g(t−t′)∫
x−g(t−t′)
dx′ γ(x′, t′)
 . (7.6)
In order to interpret q(lj) as a random multiplicative weight, its probability den-
sity needs to be independent of scale. Since the γ(x′, t′) are independently and
identically distributed, according to the property (7.3) the integration domain of
equation (7.6) must be independent of the scale index j, i.e. ,∫ t−tj
t−tj−1
2g(t− t′)dt′ = const . (7.7)
This leads to
x
∂g−1(x)
∂x
= 4x
∂g−1(2x)
∂(2x)
, (7.8)
where x = L/2j+1 and g−1(x) is the inverse function of g, whose solution ∂g
−1(x)
∂x
∝
x−2 determines the functional form of the causality cone to
g(t− t′) = g0
g1 + (t− t′) . (7.9)
The constants g0 and g1 are determined by the boundary conditions g(T −
∆TL)=L/2 and g(∆Tη)=η/2 to
g0 =
Lη
2
· T −∆TL −∆Tη
η − L , (7.10)
g1 =
η∆Tη − L(T −∆TL)
L− η , (7.11)
which fixes the causality cone to
g(t− t′) = (L/2)
1 +
(L− η)
η
(T −∆TL − (t− t′))
(T −∆TL −∆Tη)
(7.12)
for times ∆Tη≤t − t′≤T − ∆TL. To complete the picture, g(t − t′) needs to be
specified for 0 ≤ t − t′ ≤ ∆Tη and T − ∆TL ≤ t − t′ ≤ T . Since, on physical
grounds, it is to be expected that ∆TηT , the simplest choice is ∆Tη = 0. For
the remaining parameter ∆TL, ∆TL  T is assumed; it will further be specified
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Figure 7.2: Spatio-temporal overlap volumes (shaded) producing the cor-
relation for the (a) equal-time and (b) temporal two-point correlator, as
well as (c) for the equal-time three-point correlator. To simplify visuali-
sation, parameters have been set to ∆Tη = ∆TL = 0.
below after the expression for the two-point correlation of the dissipation field
has been derived.
The construction proposed in equations (7.2)-(7.12) guarantees that the one-
point statistics of the dynamical RMCP is identical to its geometrical counterpart.
In order to qualify for a complete dynamical generalisation, not only the one-
point statistics but, in general, the n-point statistics should match as well. As
shown in figure 7.2(a), the correlation between two points a distance η ≤ ∆x ≤
L apart stems from the overlap region of the two index functions f(x′ − x1, t)
and f(x2 − x′, t). Since the contributions from the non-overlapping regions are
statistically independent and hence factorise when averaged the equal-time two-
point correlator with t1=t2=t and ∆x = x2−x1 > 0,
Rn1,n2(∆x) =
〈εn1(x1, t) εn2(x2, t)〉
〈εn1(x1, t)〉 〈εn2(x2, t)〉 =
〈D(∆x)n1+n2〉
〈D(∆x)n1〉 〈D(∆x)n2〉 , (7.13)
can be written solely in terms of integrals D over the overlap region,
D(∆x) = exp
 t−g
(−1)(∆x/2)∫
t−T
dt′
x1+g(t−t′)∫
x2−g(t−t′)
dx′ γ(x′, t′)
 . (7.14)
84 7 Three-point correlations
Introducing the spatio-temporal overlap volume
V (∆x) =
t−g(−1)(∆x/2)∫
t−T
dt′
x1+g(t−t′)∫
x2−g(t−t′)
dx′
=
ηLTcone
(L− η) ln
(
L
∆x
)
−
(
ηTcone
(L− η) −∆TL
)
(L−∆x) , (7.15)
where Tcone = T − ∆TL − ∆Tη, using the basic property of stable distributions
(7.3) and inserting µ from equation (7.4), the n-th power of D is found to be
〈D(∆x)n〉 = exp
 σα
cos
piα
2
V (∆x)(n− nα)
 . (7.16)
Defining the multifractal scaling exponents
τ(n) = τ(2)(n−nα)/(2−2α) , (7.17)
with
τ(2) = (σα/ cos
piα
2
)(2−2α)ηL(T−∆TL−∆Tη)/(L−η) , (7.18)
as well as
τ [n1, n2] = τ(n1 + n2)− τ(n1)− τ(n2) , (7.19)
substitution of equation (7.16) into (7.13) leads to the final expression for the
equal-time two-point correlator as
Rn1,n2(∆x) =
(
L
∆x
)τ [n1,n2]
exp
[
−τ [n1, n2]
(
1− (L− η)∆TL
ηTcone
)(
1− ∆x
L
)]
.
(7.20)
Hence, equal-time two-point correlators of the dynamical RMCP in 1+1 dimen-
sions show multiscaling behaviour for η<∆xL, in complete analogy to the
findings of the corresponding geometrical RMCP [72]. Also note that setting
∆TL = (T − ∆Tη)η/L eliminates the second factor in equation (7.20) leaving
Rn1,n2(∆x) = (L/∆x)
τ [n1,n2] to scale rigorously.
Turning to temporal two-point correlations, the calculation follows the same
recipe as for the above. Correlations in this case arise from the overlap volume
illustrated in figure 7.2(b). An analogous, straightforward calculation leads to
Rn1,n2(∆t) =
〈εn1(x, t1)εn2(x, t2)〉
〈εn1(x, t1)〉 〈εn2(x, t2)〉
=
(
∆t−∆TL
T −∆TL +
η
L
(
1− ∆t−∆TL
T −∆TL
))
−τ [n1,n2]
≈
(
T
∆t
)τ [n1,n2]
, (7.21)
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with ∆t = t2 − t1 and x1=x2=x. For simplicity, the parameter ∆Tη has been set
to zero. The last step of equation (7.21), valid for ∆TL∆t<T and ηL only,
shows that the temporal two-point correlator has scaling exponents identical to
those of the equal-time counterpart.
Although respective spatio-temporal overlap volumes are more complicated,
two-point spacetime correlations with both ∆x 6= 0 and ∆t 6= 0 can also be
derived; see reference [69] for a complete analysis. Here, instead, the focus is put
on the equal-time three-point correlations; their generalisation to equal-time n-
point correlations is straightforward and explicit expressions can again be found
in reference [69]. The corresponding overlap volumes, illustrated in figure 7.2(c),
represent the starting point for a calculation analogous to equations (7.14)-(7.16),
which leads to
Rn1,n2,n3(x1, x2, x3)
=
〈εn1(x1, t)εn2(x2, t)εn3(x3, t)〉
〈εn1(x1, t)〉 〈εn2(x2, t)〉 〈εn3(x3, t)〉
=
(
L
x3 − x1
)τ [n1+n2,n3]−τ [n2,n3]( L
x2 − x1
)τ [n1,n2]( L
x3 − x2
)τ [n2,n3]
exp
{
−
(
1− (L− η)∆TL
η(T −∆TL −∆Tη)
)[
(τ [n1+n2,n3]−τ [n2,n3])
(
1−x3−x1
L
)
+τ [n1,n2]
(
1−x2−x1
L
)
+ τ [n2,n3]
(
1−x3−x2
L
)]}
(7.22)
with x1 < x2 < x3 and η ≤ xi − xj ≤ L for all i > j = 1,2,3. In the case of
n1 = n2 = n3 = 1 and small separations |xi − xj|  L, or for all separations if
the parameter ∆TL is fine-tuned, this simplifies to
R1,1,1(x2−x1=const, x3=x)
∼

(
L
x−x1
)τ(2) (
L
x2−x
)τ(2)
(x1 < x < x2)(
L
x−x1
)τ(3)−2τ(2) (
L
x−x2
)τ(2)
(x1 < x2 < x) .
(7.23)
The comparative ease with which the three-point expressions (7.22) and (7.23)
were derived can be traced back to the fact that the present model incorporates
spatio-temporal homogeneity from the very beginning. This is to be contrasted
with the geometrical RMCPs of chapter 3 which, due to their hierarchical struc-
ture, are not translationally invariant in space. This non-invariance feeds through
to all n-point observables and has to be removed at considerable cost through suc-
cessive spatial sampling [36] before the latter can be compared to experimental
counterparts.
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7.2 Comparison with experiment
Now it is time to demonstrate the quality of the extended model through compar-
ison with fully developed turbulence data. For this comparison the wind-tunnel
shear flow data set w7 and the helium jet data set h7f are chosen. The agreement
between fit and data for other data sets is equally well and these two data sets
suffice to demonstrate the quality. For the data set w7, the sampled two-point
correlations of order n1 = n2 = 1 and n1 = 2, n2 = 1 are plotted in figure 7.3.
Within the inertial range η  |x2−x1|  L, the data reveals rigorous power-law
scaling with exponents τ [1, 1] = 0.184 and τ [2, 1] = 0.34. This fixes the intermit-
tency exponent τ(2) = 0.184 and the stable index α = 1.80, which are the relevant
model parameters for multifractal scaling. Once these have been fixed, no fur-
ther room is left for adjustment for the theoretical three-point correlation (7.23),
which is compared to its experimental counterpart in figure 7.4. Independent
of the various combinations for the two-point distances η  |xi − xj|  L, the
agreement between the model and data is remarkable. The three-point correla-
tion function for the data set h7f together with the prediction of expression (7.23)
is shown in figure 7.5. The free model parameters are again fixed by the scaling
exponents τ [1, 1] = 0.13 and τ [2, 1] = 0.25, cf. table 5.3. The stable index for this
data set is α = 0.187. Again, for all combinations for the two-point distances
η  |xi−xj|  L, the quality of the agreement between model and data is excel-
lent. This demonstrates that the proposed stochastic process, whose parameters
have been fixed from lowest-order two-point correlations, is capable of describing
the equal-time multivariate statistics of the turbulent energy dissipation beyond
two-point order. It shows also that the turbulent energy cascade can be thought
of as a consistent multifractal process.
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Figure 7.3: Two-point correlators 〈εn1(x1, t)εn2(x2, t)〉/(〈εn1(x1, t)〉
〈εn2(x2, t)〉) of order (a) n1=n2=1 and (b) n1=2, n2=1 for the experi-
mental shear-flow dataset w7 with Taylor Reynolds number Rλ = 860,
as a function of the distance |x2 − x1| in units of the dissipation length
η. The insets represent the compensated plots, where the two-point cor-
relators have been divided by (|x2 − x1|/η)−τ [n1,n2] with τ [1, 1] = 0.184
and τ [2, 1] = 0.34, respectively. The dashed lines represent a power-law
scaling with the latter exponents.
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Figure 7.4: Comparison between expression (7.23) and the experimentally
extracted three-point correlator 〈ε(x1, t)ε(x2, t)ε(x3, t)〉/〈ε(x, t)〉3 for the
data set w7. The top figure shows the three-point correlator for the
fixed two-point distance x3−x1 = 336η. The two insets represent the
comparison with (7.23) for the two regimes η < x2−x1 < x3−x1 and
x2−x1 > x3−x1. The figure in the middle focuses on the regime η <
x2−x1 < x3−x1 with fixed (x3−x1)/η = 336, 672 and 1344, respectively.
The bottom figure focuses on the regime x3−x1 > x2−x1 with fixed
(x2−x1)/η = 84, 168 and 336, respectively. Here, for clarity, the curves
have been shifted by 0, 0.4 and 0.8 along the y-axis.
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Figure 7.5: Comparison between expression (7.23) and the experimentally
extracted three-point correlator for the data set h7f. The layout of the
graphs is the same as for figure 7.4. Top figure: three-point correlator for
the fixed two-point distance x3−x1 = 217η with the two insets showing
the comparison with (7.23) for the two regimes η < x2−x1 < x3−x1 and
x2−x1 > x3−x1. Middle figure: focus on the regime η < x2−x1 < x3−x1
with fixed (x3−x1)/η = 217, 433 and 867, respectively. Bottom figure:
focus on the regime x3−x1 > x2−x1 with fixed (x2−x1)/η = 54, 108 and
217, respectively. The curves of the bottom figure have been shifted by
0, 0.4 and 0.8 along the y-axis.
8 On the Fokker-Planck
description of the turbulent
cascade
In the investigation of the Reynolds number dependence of the intermittency
exponent no conclusive answer could be offered for the deviating behaviour of the
helium jet data. A possible conjecture concerned the accuracy of the measure-
ments on small scales, which would affect the calculation of the derivative and
hence of dissipation. To investigate this issue further, in this chapter the energy
cascade is analysed from a different perspective. It is attempted to determine the
intermittency exponent not from the dissipation calculated at small scales as a
derivative of the velocity but from inertial range scale quantities. This will be
achieved by a Fokker-Planck description of the velocity increment field, for which
an extension to construct a dissipation field is proposed.
A translation of velocity field statistics into dissipation field statistics is also
interesting from another point of view. Most attempts of constructing a simple
model for the velocity field fail to reproduce the correct statistics of the dissipation
field. More successful are models that connect the two fields the other way round
and construct a velocity field from a multiplicative process that resembles the
dissipation field [73]. However, a drawback of these models is that they involve
some ad hoc assumptions. This shows that the interplay between the velocity
and the energy transport in a turbulent flow is not well understood and deserves
more investigations. Common to all models that try to connect the two fields
is the input of the Refined Similarity Hypothesis (RSH), which relates structure
functions and moments of the dissipation field in the inertial range.
Through the RSH, it is in principle also possible to determine the intermit-
tency exponent directly from inertial range quantities, namely the scaling ex-
ponents of the structure functions. This will be discussed briefly in the next
section as an introductory investigation. Then, after summarising the results
that have been presented on the Fokker-Planck analysis of the velocity field, the
construction of the dissipation field is explained and some results are presented. A
discussion of the weaknesses of the proposed construction concludes the chapter.
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Figure 8.1: Structure function S6 for the data sets h7f and w8. The
local slope is shown in the insets. The small fluctuations visible in the
local slope are an indication that the structure functions have not fully
converged.
8.1 Preliminary investigation: The Refined
Similarity Hypothesis (RSH)
The assumption of a self-similar random energy flux connects the scaling expo-
nents of the dissipation field with the scaling exponents of the structure functions,
see equation (2.26). Therefore, it should be possible to determine the intermit-
tency exponent µ through the Refined Similarity Hypothesis directly from the
scaling exponent of the sixth order structure function according to
µ = 2− ζ6 . (8.1)
To demonstrate the quality of this estimate of µ, the structure functions of
sixth order for two data sets are shown in figure 8.1. The first data set (h7f) is cho-
sen as a representative of the gaseous helium jet experiments, whose anomalous
behaviour of their intermittency exponents needs to be explained. For compari-
son a data set (w8) from the wind tunnel shear flow is picked. An advantage of
this data set is its large statistics, which lessens at least one source of inaccuracy
in the determination of structure function scaling exponents. The values for the
scaling exponent ζ6, which were obtained from an average over the local slope,
are reported in table 8.1 at the end of the section. Table 8.1 also contains a
collection of scaling exponents for other data sets. Whereas for the wind tun-
nel shear flow, for which the estimate (8.1) yields an intermittency exponent of
µ = 0.18, the finding is consistent with the dissipation two-point correlator, the
structure function of the gaseous helium jet has a scaling exponent of ζ6 ≈ 2.
This is in contradiction with all values reported in the literature and also the
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Figure 8.2: Structure functions S2 of second order for the two data sets
h7f (left) and w8 (right). The insets show again the local slope.
intermittency exponent calculated by (8.1) would be zero and in strong conflict
with the findings of the two-point correlation of the energy dissipation.
The scaling exponents of sixth order already have large error bars due to
limited statistics, whose impact is pronounced because of the algebraic decay of
the distribution functions. It might be helpful to switch to lower order structure
functions, but to do so an additional assumption is necessary. If the coarse
grained dissipation εr is log-normal distributed, the scaling exponents τn of the
dissipation field can be expressed by the scaling exponent τ2 ≡ µ of second order.
This assumption leads to the relation
ζn =
n
3
− n(n− 3)
18
µ (8.2)
between the scaling exponents of the structure functions and the intermittency
exponent. For n = 2, this relation is sometimes used to give an estimate of the
intermittency exponent [74] as
µ = 9 ζ2 − 6 . (8.3)
Although the assumption of a log-normal distribution has some limitations, see
e.g. [75], equation (8.3) can serve as an approximate determination of µ.
Figure 8.2 presents the second order structure functions for the two data sets
w8 and h7f. Indeed, the smooth local slopes, which are shown in the inset,
suggest that the convergence is better. However, equation (8.3) overestimates
the intermittency exponent heavily. Although the statistical convergence might
be sufficient, figure 8.2 again demonstrates that the scaling range of structure
functions is very short, which renders the determination of the scaling exponents
ambiguous. An inference to the intermittency exponent with an uncertain value
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Figure 8.3: Demonstration of the method of Extended Self Similarity for
the data sets h7f and w8. The sixth order structure function S6 is plotted
against the third order S3 and the scale r is treated as a parameter. The
local slopes are shown in the insets.
of the second order structure function scaling exponent could easily lead to wrong
conclusions because the uncertainty of ζ2 multiplies to nine times the uncertainty
of µ.
Extended Self Similarity (ESS) [16] tries to circumvent the difficulty of the
short scaling range and is applied very often although no justification for this
method has been given so far. But often, especially for low Reynolds number
flows, it is the only way to get tangible values for the scaling exponents. ESS is
employed here because it is used very often [8] but the scaling exponents, that are
obtained with ESS, are not reliable. In ESS the structure function is not plotted
against the scale r but against a structure function of different order, usually the
third, because it is assumed to scale with a scaling exponent of ζ3 = 1. It follows
that, if Sn ∝ rζn and S3 ∝ rζ3
Sn ∝ Sζn/ζ33 .
For the two data sets h7f and w8 figure 8.3 demonstrates the extraction of the
scaling exponents of sixth order. For the second order, the quality of ESS is
similar and no figures are shown here, but the exponents ζ2 obtained via ESS
are also summarised in table 8.1. As can be seen from that table, for a few data
sets the ESS analysis gives almost the same results as a direct investigation of
the structure function scaling but generally the two ways of obtaining scaling
exponents yield incompatible values. It has to be concluded that ESS has serious
limitations and should not be used to enforce an extraction of numerical values
for scaling exponents.
This short investigation demonstrates that the scaling of the structure func-
tions does not help much in estimating the intermittency exponent from inertial
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data set ζ2 direct ζ2 ESS µ (8.3) ζ6 direct ζ6 ESS µ RSH (8.1)
w1 - 0.70 0.30 - 1.75 0.25
w4 (0.70) 0.70 0.30 (1.80) 1.75 0.2/0.25
w8 0.73 0.70 0.57/0.30 1.82 1.75 0.18/0.25
h1 - 0.70 0.30 - 1.76 0.24
h4 - 0.70 0.30 - 1.73 0.27
h7f (0.78) 0.70 1.02/0.30 2.0 1.77 0.0/0.23
h9 (0.69) 0.70 0.21/0.30 1.8 1.75 0.2/0.25
Table 8.1: Collection of structure function scaling exponents for various
data sets and the estimates (8.1) and (8.3) of the intermittency exponent
from them. Both estimates are reported together in the same field sep-
arated by a slash. If the local slope does not show a plateau-like region,
the fields are left blank for the respective data set. Values in parenthe-
sis indicate estimated values of the scaling exponent in cases, where the
plateau in the local slope is too short to support a trustworthy value.
range scale quantities. To continue with the pursuit of that goal the attention is
now drawn to the construction of a dissipation field from the Fokker-Planck de-
scription of the velocity increment evolution. The next section gives a summary
of the Fokker-Planck analysis before extending it to a field construction.
8.2 Fokker-Planck description of velocity
increment probability distribution functions
The description of the velocity increment statistics by means of a Fokker-Planck
equation was applied to turbulence in order to offer an alternative characterisation
of the energy cascade. First, it has been applied to the energy dissipation field
[30, 76, 77] but the main emphasis lies on the description of the statistics of
the velocity increments [78, 79, 80, 81], motivated by the controversy about the
scaling of structure functions connected with their poor scaling qualities.
The Fokker-Planck equation is a differential equation for the distribution func-
tion of a random variable and is a central point in the theory of Markov processes.
In the next section the concept of Markov processes will be discussed briefly and
the findings of [79, 80], which serve as a reference, will be summarised. A detailed
introduction to the theory of Markov processes and proofs of the theorems, which
are used here, can be found, for example, in [82].
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8.2.1 Markov processes
Markov processes are a special class of random processes. The simplest definition
of a random process is that it is a random number which depends on a parameter
(usually time). Brownian motion is a good example and probably also the most
famous one. There, the random number is the position of the Brownian particle
and the time is the parameter. For the treatment of turbulence as a random
process, the random number is the velocity increment
v(r) = u(x + r)− u(x) (8.4)
that depends on the scale r, which can be viewed as a pseudo time; the general
idea of the description of the energy cascade in the framework of Markov theory
is to treat the evolution of velocity increments as a random process through
scale. This process has the unusual property of running backwards in (pseudo)-
time, the scale r is running from large to small scales. Also, the process is
limited, the pseudo-time cannot run to infinity because the energy cascade ends
at dissipative scales and to continue the process beyond the dissipative scales
would be meaningless.
Random processes are classified on the basis of the systems memory. This
can be expressed best in terms of conditional probability distribution functions,
which are defined as the ratio of the joint PDF and the univariate PDF for the
conditioned variables
p(v1, r1|v2, r2; v3, r3; . . .) = p(v1, r1; v2, r2; v3, r3; . . .)
p(v2, r2; v3, r3; . . .)
.
If the outcome of the random variable at pseudo-time r1 does not depend on the
complete history but only on the outcome of one time step earlier the process is
called Markov process. This means that the probability distribution function of
the random variable v1 conditioned on the values vn of earlier times is equal to
the PDF conditioned on just the value of the previous time step
p(v1, r1|v2, r2; v3, r3; v4, r4; . . .) = p(v1, r1|v2, r2) . (8.5)
The Markov property is independent of the size of the scale step (r2 − r1), i.e.
if the Markov property is fulfilled for a given scale step then the process is also
Markovian if viewed in any bigger scale step resolution. However, there is usually
a step size below which the system changes its behaviour. For Brownian motion
this would be at a scale below which the molecular movement could be resolved
and the dynamics of the collisions are important. For the energy cascade there
is also a lower limit scale, which will be determined from the data later. From
the definition of the Markov property it follows that the conditional PDFs are
connected through
p(v3, r3|v1, r1) =
∞∫
−∞
p(v3, r3|v2, r2)p(v2, r2|v1, r1) dv2 . (8.6)
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This equation is called Chapman-Kolmogorov equation and it demonstrates that
if for a Markov process the conditional PDF is known for all times also all infor-
mation about the system is known. The reverse conclusion that once a process
obeys the Chapman-Kolmogorov equation it is Markovian does not necessarily
hold true, although only pathological examples are known, where a Markov pro-
cess does not obey the Chapman-Kolmogorov equation. Since a direct comparison
of all combinations of conditional PDFs (8.5) is very costly, and there is no other
simple tool to test the Markov property, the Chapman-Kolmogorov equation is
often used as a test of the Markov property.
The conditional PDF can be expanded in a series, which is known as the
Kramers-Moyal expansion. The coefficients of that series, named Kramers-Moyal
coefficients Dn(v, r),
Dn(v, r) = lim
∆r→0
Mn(v, r, ∆r) , (8.7)
Mn(v, r, ∆r) =
r
n!
1
∆r
∞∫
−∞
(v′ − v)n p(v′, r + ∆r|v, r) dv′ , (8.8)
are defined as limits of the conditional moments Mn(v, r, ∆r). This series may
be truncated if the condition of the Pawula theorem [82] is fulfilled, which states
that if an even order coefficient Dn(v, r) (n ≥ 4) is zero, all coefficients for n ≥ 3
are also zero. In this case, the Kramers-Moyal expansion reduces to the Fokker-
Planck equation
−r ∂
∂r
p(v, r|v′, r′) =
[
− ∂
∂v
D1(v, r) +
∂2
∂v2
D2(v, r)
]
p(v, r|v′, r′) . (8.9)
The definitions of the Kramers-Moyal coefficients and the Fokker-Planck are equa-
tion given here according to [79]. They differ from the standard definition, as for
example given in [82], in that the Fokker-Planck equation is multiplied by r on
both sides, where the factor on the right hand side is absorbed in the definition of
the Kramers-Moyal coefficients (8.8). Also, the minus sign on the left hand side
of (8.9) is a consequence that the process is running backwards in pseudo time r.
Equivalent to a Fokker-Planck equation is a Langevin equation
− ∂
∂r
v(r) = g(v, r) + h(v, r)Γ(r) , (8.10)
which is a stochastic differential equation with white noise Gaussian random force
Γ(r). The coefficients g(v, r) and h(v, r) of the Langevin equation are related to
the Kramers-Moyal coefficients through
D1(v, r)/r = g(v, r) + h(v, r)
∂h(v, r)
∂r
, (8.11)
D2(v, r)/r = h
2(v, r) . (8.12)
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Random differential equations with a delta correlated noise Γ like the Langevin
equation (8.10) are not completely defined from a mathematical point of view.
An integration of (8.10) in the usual Riemann sense is ambiguous, because even
on the smallest interval ∆r the random force will change rapidly. Instead Stieltjes
integrals like
∫
h(v, r)dW (r) have to be used, where dW (r) is a random measure
that can be defined in at least two different ways. For the derivation of (8.11)
Startonovich’s definition has been used. However, in numerical simulations, which
are always discrete, the difficulties connected with the delta-correlated noise do
not arise and the coefficients in the Langevin equation (8.10) are determined from
the Kramers-Moyal coefficients according to Itoˆ’s definition [82] as
g(v, r) =
1
r
D1(vr, r) ,
h(v, r) =
√
1
r
D2(vr, r) . (8.13)
The justification for this definition of the coefficients is that the discrete version
of the Langevin equation leads in turn to the correct definition of the Kramers-
Moyal coefficients.
8.2.2 The evolution of the velocity increment PDF
To apply the theory of Markov processes to turbulence, the idea is to measure the
Kramers-Moyal coefficients and to solve the associated Fokker-Planck equation.
But before extracting the Kramers-Moyal coefficients from data, the premise of
the Markov property has to be tested. This can be done by a direct test of (8.5)
[79] for a number of different scales or via the Chapman-Komogorov equation. It
was found that there is a length scale for all inspected scale combinations, called
Markov length lmar, below which the Markov condition does not hold. So far,
no physical interpretation to the Markov length has been given. For the data
sets of the helium jet the Markov length was determined to be slightly smaller
than the Taylor microscale λ [81]. This seems to be rather large if compared
to the assumption that the influence of dissipation is responsible for the change
from Markovian to non-Markovian behaviour. Due to the finite Markov length the
Kramers-Moyal coefficients cannot be estimated from the smallest accessible value
of ∆r. Instead, the conditional moments Mn(r, v, ∆r) are calculated for many
values of ∆r and then extrapolated to zero from the region lmar ≤ ∆r ≤ 2lmar.
The Kramers-Moyal coefficient of fourth order was found to be two orders
of magnitude smaller than the one of second order and therefore assumed to be
negligible. As a consequence, the Pawula theorem is applied and all coefficients
of order three and higher are set to zero. The Kramers-Moyal coefficients thus
determined can be described by polynomials in v as
D1(v, r) = −γ(r)v ,
D2(v, r) = α(r)− δ(r)v + β(r)v2 . (8.14)
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Figure 8.4: Parametrisation (8.14) of the Kramers-Moyal coefficients for
the data set h7. Polynomial fits are indicated by dashed lines with circles.
The numerical values for the fits are γ = 1.083+0.00102 r, α = −0.0176+
0.00145 r and β = 0.124− 2.09× 10−10 r +4.75× 10−7 r2− 2.56× 10−4 r3.
The coefficients denoted with Greek letters describe the scale dependence of the
Kramers-Moyal coefficients and can be fitted with a polynomial in r. Following
the convention of [79] the velocity increments will be measured in units of the
standard deviation σ∞ ≡
√
limr→∞〈v(r)2〉 =
√
2 ·u′. Of course more terms could
be added to this parametrisation to fit the measured Kramers-Moyal coefficients
with higher precision, but they cause only minor corrections to the solution of
the Fokker-Planck equation. In the end the ultimate justification for the choice
of the numerical values for all coefficients is that the solution of the Fokker-
Planck equation with this set of parameters agrees with the directly sampled
PDF. For this reason the measured values for the parametrisation (8.14) are
usually altered slightly. The coefficients γ, α and β for the data set h7 [81] are
shown in figure 8.4. The coefficient δ has not been sampled but was estimated
to δ(r) = 2.8× 10−4(r/∆x). For convenience, the scale r is measured in units of
the resolution length ∆x of the data set.
100 8 On the Fokker-Planck description of the turbulent cascade
The ability of the Fokker-Planck description to reproduce the PDF evolution
well was demonstrated in [79, 80]. There, an algorithm based on the solution
of the Fokker-Planck equation for small scales was used to calculate the PDF
evolution. That algorithm is not suited for constructing a dissipation field; instead
a simulation of a Langevin equation is used here. Starting with a parametrisation
of the velocity increment distribution on the integral scale L the PDFs on the
following scales are iterated with the Langevin equation
−∆vr = 1
r
D1(vr, r)∆r +
√
∆r
r
D2(vr, r) Γ(r) . (8.15)
To illustrate the Fokker-Planck description and to test the accuracy of the Langevin
simulation, a reproduction of the PDF evolution for the helium jet data set h7
is shown in figure 8.5. For the simulation the following parametrisation has been
used:
γ = 1.083 + 1.02× 10−3
( r
∆x
)
,
α = −0.0176 + 1.45× 10−3
( r
∆x
)
,
δ = 2.8× 10−4
( r
∆x
)
,
β = 0.08 . (8.16)
The normalising standard deviation for this data set is σ∞ = 0.27 and the Markov
length is lmar = 35η, which corresponds to a ratio L/lmar = 28.6. For the nu-
merical integration of the Langevin equation (8.15) the Euler scheme has been
used. Other higher-order methods, like the Heun or Milshtein schemes, have also
been tested but do not improve the results. These findings for the data set h7
are comparable in their quality with the ones in [79]. For other data the method
performs equally well; in section 8.3 the reconstruction of the PDF-evolution will
be presented for two more data sets (w8 and a2).
8.3 Dissipation statistics
The goal is now to obtain from this description of the velocity increment statistics
a dissipation field which can be used to calculate two-point correlation functions.
8.3.1 Construction of the dissipation field
The Fokker-Planck equation describes a univariate statistics of velocity incre-
ments resulting in an abstract hierarchy of increments of different scales. In order
to calculate spatial bivariate statistics this hierarchy has to be coordinated and
a spatial position for every increment has to be identified. This will be achieved
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Figure 8.5: PDF evolution for the data set h7. The circles represent the
PDFs obtained directly from the data and the solid lines are the result
of a Langevin simulation. The increment scales, at which the PDFs were
sampled, are given in the legend in units of η. The curves have been
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Figure 8.6: Graphical scheme for the construction of a spatially ordered
small scale increment field from a scale evolution of a velocity increment.
by the construction proposed in this section. Figure 8.6 serves as a guide for the
explanation of the model.
The basic idea of the extension from purely scale-like information to a spatial
ordering of the increments is that when going from one scale ri to the next smaller
scale ri+1 not only the increments of the two scales are stored, but also the incre-
ment that spans the difference of the two scales ri and ri+1. The starting point is,
as in the simulation of the PDF evolution, a velocity increment on a large scale
r0 (say the integral scale), from where the increment on the next smaller scale is
calculated according to the appropriate Langevin equation. Because the velocity
increments (8.4) are defined such that two increments of different scale have the
left velocity point in common they can be arranged in space as in figure 8.6. Hav-
ing this ordering in mind it can be seen that the difference of the increment of the
larger interval and the increment of the smaller interval results in the increment
associated to the small interval right-sided to the larger interval. In other words,
one step in the Langevin cascade divides a velocity increment of scale ri into two
velocity increments, one of the size of one scale step smaller and one of the size of
the scale step. This division of increments is continued until the smallest scale,
which is the scale step, is reached. In this construction the field of increments of
size of the scale step is assembled from the right to the left.
Since the Markov property, which is essential for the validity of the Fokker-
Planck analysis, does not hold below the Markov length the dissipation field
cannot be constructed with a smaller scale resolution than this Markov length.
Therefore the scale step is fixed to be equal to the Markov length. Because this
scale is noticeably larger than the dissipation scale, the energy dissipation can
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Figure 8.7: Two-point correlation function 〈ε˜(0)ε˜(d)〉/〈ε˜〉2 of the con-
structed dissipation field.
not be calculated as a derivative of the velocity. Instead, with the help of the
Refined Similarity Hypothesis, the dissipation is determined as
ε˜ =
|v3r |
r
. (8.17)
Because experiments [83] have demonstrated that the Refined Similarity Hypoth-
esis works quite well, there is hope that this definition of the dissipation leads to
a dissipation field that reflects the true dissipation statistics.
8.3.2 Two-point correlations of surrogate dissipation
A two-point correlator calculated in this spirit, where the same parameter set
(8.16) as for the PDF evolution has been used, is depicted in figure 8.7. For the
correlation function r11 = 〈ε˜(0)ε˜(d)〉/〈ε˜〉2 one point has been kept fixed to the left
bin of the constructed interval and the average has been performed as an ensemble
average over many realisations. It is impossible to extract an unambiguous scaling
exponent but it seems to be possible to identify a scaling range for small and
large scales, respectively. Although the exponents differ by more than a factor of
three, they have at least the right order of magnitude. It should be pointed out
that this behaviour is not comparable with the curves of the correlator extracted
directly from the data, where also an upturn for small scales has been observed.
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There, the upturn is a consequence of the surrogacy that corrupts the two-point
correlations for scales smaller than the surrogacy cutoff scale. The smallest scale
in the Langevin construction of the dissipation field, lmar, on which the dissipation
is estimated here, is larger than the surrogacy cutoff scale.
What has been missed so far? The univariate Langevin description of the
increment probability distributions only uses of the left-justified increments and so
also was the two-point correlator of figure 8.7, sampled with one point fixed at the
left position of the constructed field. The correlation between neighbouring bins
on the left side is different from that of the right side. This is because the Kramers-
Moyal coefficients are scale-dependent, so that the increment on the right side of
the constructed field will be governed by the Kramers-Moyal coefficients of large
r, whereas the increments on the left side are governed by coefficients of small
r. Restoration of translational invariance in the artificially constructed field has
also been very important for random multiplicative cascade processes and it is
therefore not surprising that the suggested Langevin construction also needs to
be homogenised. This is achieved with the same algorithm as explained already
for the binary RMCP by attaching many independent field realisations together
to a long chain and then sampling the correlation function for each distance d
over all positions in that chain.
The two-point correlator calculated from such a homogeneous dissipation field
is shown in figure 8.8, where again the parameter set (8.16) for the data set h7
has been used. The restoration of a homogeneous statistics indeed transforms the
correlation function to exhibit a power-law scaling. A fit of the scaling region of
the correlation function shown in figure 8.8 yields an intermittency exponent of
µ = 0.07. This is in reasonable agreement with the result, that is obtained if the
dissipation field is calculated directly from the experimental data, where µ was
found to be 0.08; see table 6.1.
The major goal of this exercise has been to explore the peculiar behaviour of
the Reynolds number dependence of the intermittency exponent of the helium
data from a different perspective. Therefore the finding for the data set from
the helium jet experiment needs to be put in relation with other data sets from
different experimental setups. For this comparison the analysis is repeated for
the two data sets w8 and a2, where higher intermittency exponents have been
found.
The Kramers-Moyal coefficients of the data set w8 are shown in figure 8.9.
The general behaviour of the coefficients is the same as for the helium data set.
Slight differences, like the scale dependence of the coefficient γ, that is better
parametrised by a higher order polynomial than for the helium data, do not
matter much if the shape of the PDF is to be reproduced. The coefficients of
figure 8.9 have been altered to give a better agreement of the simulated PDF with
the PDF obtained from the data. For the PDF evolution shown in figure 8.10,
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Figure 8.8: Two-point correlator of the constructed dissipation field,
where the correlation function has been averaged over all positions in
the constructed field. The dashed line indicates a power-law scaling with
the exponent µ = 0.07.
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Figure 8.9: Parametrisation of the Kramers-Moyal coefficients for data
set w8. Fits with a suitable polynomial are indicated by dashed lines
with circles
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Figure 8.10: Increment PDF evolution and two-point correlation with
translational invariant statistics for the data set w8. The curves for the
PDF have been shifted along the ordinate for clarity of the presentation
and the scales of the increments in units of η are given in the legend. The
normalising standard deviation for the data set w8 is σ∞ = 3.15. The
Markov length is lmar = 29.7η. The slope of the correlator suggests an
intermittency exponent of µ = 0.03 as indicated by the dashed straight
line.
the following parametrisation of the Kramers-Moyal coefficients has been used:
γ = 1.16 + 2.5× 10−3
( r
∆x
)
− 2.26× 10−6
( r
∆x
)2
+ 1.08× 10−9
( r
∆x
)3
,
α = 1.54× 10−3
( r
∆x
)
,
δ = −0.015− 1.0× 10−4
( r
∆x
)
− 2.0× 10−8
( r
∆x
)2
,
β = 0.12− 1.5× 10−4
( r
∆x
)
+ 1.5× 10−7
( r
∆x
)2
−5.0× 10−11
( r
∆x
)3
. (8.18)
A calculation of the two-point correlator with this set of parameters taking the
restoration of translational invariance into account, leads to an intermittency
exponent of µ = 0.035, cf. figure 8.10. This value of µ is rather small. The
directly determined value for this data set is µ = 0.17 (see table 6.1). There are
no significant differences in the Kramers-Moyal coefficients or at any other point
of the construction to the previous data set (h7). It is not clear what causes this
small value.
The situation for the second reference data set (a2 from an atmospheric bound-
ary layer measurement) is similar. It is interesting to note that for this data set the
coefficients δ and β, displayed together with the other Kramers-Moyal coefficients
in figure 8.11, show a different behaviour in comparison with the coefficients of the
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Figure 8.11: Parametrisation of the Kramers-Moyal coefficients for data
set a2. The dashed lines with circles represent a polynomial fit to the
parametrisations.
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Figure 8.12: Increment PDF evolution and two-point correlation func-
tion of the energy dissipation as obtained from the constructed Langevin
model for the data set a2. The abscissae are normalised by σ∞ = 3.30 and
lmar = 175η, respectively. The dashed lined in the graph of the two-point
correlation represents an intermittency exponent of µ = 0.06, which is
obtained from the slope of the graph.
other two data sets. For the simulation, the coefficients have been parametrised
(and slightly modified) to
γ = 1.31 + 5.75× 10−4
( r
∆x
)
− 6.91× 10−8
( r
∆x
)2
,
+5.05× 10−12
( r
∆x
)3
− 1.36× 10−16
( r
∆x
)4
,
α = 8.75× 10−5
( r
∆x
)
,
δ = 0 ,
β = 0.25 , (8.19)
which leads to the PDF evolution and two point correlation shown in figure 8.12.
An estimate of the slope of the two-point correlator, again with the restoration
of translational invariance, yields an intermittency exponent of µ = 0.06. This
number is also smaller than the value determined directly.
These results are rather surprising: For the helium data set the intermittency
exponent seems to be reasonable whereas for the other two data sets the findings
are way off. The next section tries to give some answers as to what causes these
difficulties.
8.4 Inconsistencies and open questions
The determination of the Kramers-Moyal coefficients and the proposed construc-
tion of the dissipation field contain many assumptions and estimates, each of
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which needs to be critically reexamined. The investigation will start with an
analysis of the impact of the numerical values of the Kramers-Moyal coefficients
on the scaling of the two-point correlator.
8.4.1 Sensitivity on coefficients
The measured Kramers-Moyal coefficients have been modified for the calculation
of the PDF evolution in order to get a better agreement between experimentally
obtained probability density functions and the solutions of the Fokker-Planck
equation. Similarly it could be tried to modify the coefficients such that the
scaling of the two-point correlation is close to the results obtained from a direct
analysis of the experimental data. To test the sensitivity of the extracted intermit-
tency exponent on modifications in the Kramers-Moyal coefficients, the two-point
correlation is recalculated for the data set h7 with each coefficient modified indi-
vidually to understand the impact of every single coefficient. For the correction
of the PDF evolution, the coefficients were modified by about 20%, which gives
a visible modification in the shape of the PDF evolution. To keep the modifi-
cations in reasonable bounds the coefficients are also altered by 20% for testing
the correlator. As shown in figure 8.13 the input of different sets of coefficients
yields scaling exponents that vary from 0.06 to 0.095, which is also roughly a 20%
change. Also coefficients that are responsible only for minor corrections on the
shape of the PDF (as for example δ(r)) have a significant impact on the scaling
exponent of the two-point correlation. With a 20% modification of the coeffi-
cients the gap of more than a factor of three between the intermittency exponent
obtained from the Langevin simulation and the experiment cannot be filled. The
discrepancy is too large to be attributed to inaccuracies of the Kramers-Moyal
coefficients.
8.4.2 Homogeneity of field construction
The challenge of any model emulating the velocity field is to reconstruct not only
the statistics of the velocity increment evolution but also, at the same time, the
correct correlations of the dissipation field. The Fokker-Planck description of the
velocity increment PDFs relied on a left-justified alignment of the intervals be-
cause initially the increments were defined in this way. The proposed construction
of the dissipation field arranges these intervals in space accordingly and considers
in addition to the left-justified increments also the increments that are located in
the middle or at the right of the constructed field. That leads to the question of
the shape of the translationally invariant sampled increment PDFs.
For the correct statistics of the dissipation field it is important to restore
homogeneity in the constructed data set, otherwise it would be impossible to
observe power law scaling. The reconstruction of the PDF evolution on the
other hand does not respect this translational invariance. In the picture of the
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Figure 8.13: Impact of variations of the coefficients on the scaling of the
two-point correlation. The coefficients have been increased by about 20%
in comparison to the values that yield the best fit of the PDF evolution.
constructed increment field only the left-aligned intervals are taken into account
in the solution of the Fokker-Planck equation, which was shown in figure 8.5.
A translationally invariant version of the PDF evolution is shown in figure 8.14.
The homogeneity was achieved by averaging the increments over all positions in
one field realisation. The shape of the PDF now looks much closer to a Gaussian
distribution. There seems to be a conflict between reproducing the shape of the
PDF evolution and obtaining a power-law scaling for the two-point correlation of
the dissipation.
It should be mentioned that the difference between the homogeneous and
left-justified PDF of the dissipation is not so pronounced. Figure 8.15 compares
the translationally invariant distribution function of ε˜ and ln ε˜ with the PDF
calculated from the left-justified intervals. It might be argued that for correlation
functions of the dissipation not the distribution function of the velocity increments
is responsible but the distribution function of the dissipation, where the change
is not so severe. However, the goal is not to construct an arbitrary dissipation
field (this can be done in many ways) but to build a connection between the
velocity statistics and the dissipation statistics and most of all to establish a
reliable estimation of the intermittent characteristic of the data.
To achieve a consistent picture of the model, at least for the case of homoge-
neous statistics, the Kramers-Moyal coefficients could be modified in such a way
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Figure 8.14: PDF evolution for the data set h7 that has been sampled over
all positions in the constructed field, thus representing the translational
invariant increment statistics. The circles represent the PDF obtained
from experimental data. The scales of the increments in units of η are
again given in the legend.
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Figure 8.15: Comparison of the translational invariant sampled PDF
of the energy dissipation ε˜ (red line) with the PDF of the dissipation
obtained from the left-justified increment (black line).
that the translationally invariant increment PDF evolution agrees with the PDFs
measured in the experiment. The price will be that the PDF evolution for only
left-justified increments will not match with the experimental data anymore. The
problem with this approach is that the only way to estimate the Kramers-Moyal
coefficients is by trial and error. Therefore, it is unlikely that a unique solution
can be found. Figure 8.16 shows two translationally invariant PDF evolutions of
the Langevin model simulation, which are somewhat closer to an agreement with
their experimental counterpart. The coefficients from the data set h7 have been
used as a starting point for the modifications. For the first case, the functional
form of the coefficients as first-degree polynomials in r has been kept and only
the prefactors have been changed. The coefficients that have been used are
γ = 2.01 + 3.02× 10−3
( r
∆x
)
, α = 1.45× 10−3
( r
∆x
)
,
δ = −1.5× 10−3
( r
∆x
)
and β = 0.25.
For the second case also other polynomial parametrisations of the coefficients
have been tested. The drift and diffusion terms were parametrised as
D1(v, r) = −
(
1.5 + 2.5× 10−3
( r
∆x
))
v − 2.5× 10−3
( r
∆x
)
v3 ,
D2(v, r) = 1.45× 10−3
( r
∆x
)
− 2.8× 10−4
( r
∆x
)
v
+
(
0.08 + 2.0× 10−3
( r
∆x
))
v2.
Both parametrisations of the Kramers-Moyal coefficients are much stronger mod-
ifications of the original coefficients than a 20% change. Consequently, the scaling
of the dissipation correlation changes drastically. For the first set of coefficients an
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Figure 8.16: Two PDF evolutions with different sets of coefficients (see
text), which try to match the translational invariant sampled PDF with
the PDF obtained from the experimental data (data set h7). The legend
displays the scales of the increments in units of η.
intermittency exponent of µ = 0.4 is obtained and for the second parametrisation
the correlator does not show a power law anymore. Furthermore, the agreement
of the PDF evolution with its experimental counterpart, as shown in figure 8.16, is
not perfect in both cases and it is not clear if these are the only or best solutions.
8.4.3 Dependence on large scale L
The model contains one more free parameter. The starting scale is arbitrary. It
was chosen as the integral length. With the same justification the cascade length
Lcasc or an arbitrary multiple of the integral length could be used as the beginning
of the Langevin evolution. A reiteration of the construction with starting scales
half and twice the integral length reveals that the numerical value of the inter-
mittency exponent depends also on this length. A factor of two modification of
the starting scale results in a change of the intermittency exponent of about 80%.
This is not necessarily a problem for the goal of determining the intermittency
exponent and comparing different flow geometries, because if the initial length is
always chosen to be the integral scale the investigation of many data sets would
still be self-consistent. Nevertheless this is a serious drawback of the model, if
the starting scale cannot be fixed by a constraint.
8.4.4 Alternative construction
The major difficulty in the spatial composition of velocity increments is that
the bins on the right, obtained by subtracting two increments of the Langevin
evolution, do not have the characteristic statistical properties of the small scale
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Figure 8.17: Illustration of an alternative construction of the dissipation
field. See text for a detailed explanation.
they are representing. The reason for this is that the solution of any Fokker-
Planck equation for an infinitesimal scale step is Gaussian. Therefore the small
increments obtained from the difference are still close to Gaussianity. The Fokker-
Planck description needs the long evolution to reproduce the exponential tails.
To overcome this difficulty the dissipation field might be constructed differ-
ently. Analogous to the binary energy cascade an interval is split into two halves
instead of separating only a small piece on the right end. The velocity increment
of the left daughter interval is obtained by a Langevin evolution from the mother
interval and on the right daughter interval the velocity increment is determined
as the difference of the increment of mother and left daughter interval. With
this symmetric splitting small intervals are avoided. Each daughter interval is
then split again into two parts with the same algorithm to determine their veloc-
ity increments. The Langevin evolutions are performed independently for every
breakup. The cascade is terminated when the intervals are of the same size as
the Markov length lmar. The construction is illustrated in figure 8.17.
The outcome of this Langevin cascade construction is presented with the
parameter set (8.16) of the data set h7. The ratio of the large scale and the
Markov length L/lmar = 28.6 for this data set allowed for a cascade with four
steps, taking the initial scale as L = 16×lmar. It is not necessary to show the PDF
evolution of the left-justified increments since for these intervals the situation has
not changed. In this tree-like construction it is even more important to restore
spatial homogeneity before analysing the correlation functions. The two-point
correlator, where the spatial homogeneity has been restored, is shown in figure
8.18. The correlation function still reflects the dyadic structure of the binary
tree construction, as seen by the angled shape of the curve. Even if looked only
at dyadic distances 2n, a clear scaling can not be identified, although the local
slopes, which are indicated in figure 8.18, are of the correct order of magnitude
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Figure 8.18: Two-point correlator obtained from the alternative con-
structed Langevin cascade, where the statistics is already homogeneous.
The numbers at the curve show the local slope between their two neigh-
bouring points.
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Figure 8.19: Comparison of the PDF of velocity increments at various
locations in the Langevin cascade. The details of the comparison are
explained in the main text.
for the intermittency exponent.
It should be mentioned that due to the tree-like structure the two-point corre-
lator of the new construction is independent of the choice of the initial large scale
L. A test of Langevin cascade simulations with different initial large scales shows
that the correlators of the different simulations are identical up to the distance d
in the correlator that corresponds to the large scale of the smallest cascade.
So unfortunately it has to be concluded that the alternative construction of the
dissipation field does not help to determine a precise value for the intermittency
exponent from inertial range scale quantities, so as to produce internal agreement
within different data sets. But the new construction gives some insight into the
problems of the translation from the velocity increment evolution described by a
Fokker-Planck equation to a dissipation field.
Figure 8.19(a) shows the PDF of the increments for the initial scale L together
with the PDFs for the left and right daughter increments. From this comparison
it is evident that the PDF of the right daughter increment is not similar to the
left daughter increment, i.e. it does not have a comparable shape and variance.
Although this would have been expected from a physical point of view the con-
struction from differences cannot guarantee this feature since the Fokker-Planck
equation itself describes only an univariate process. On the other hand, as soon
as the Langevin simulation is invoked the shape of the PDF converges after a few
scale steps to a form that agrees with the PDF of the left-justified increments,
which represent the correct statistical properties of the experimental data. This
is demonstrated in figure 8.19(b), where the PDFs of the increments on the small-
est scale are compared for the positions at the furthest left position in the field
and the position in the middle of the field that is reached by following the path
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through the cascade that first branches right and then follows the left branch for
all further steps. If the bins on the finest scale are labelled from left to right,
starting with ’0’ for the left-justified increment, the second PDF is sampled at
position ’8’, since the cascade simulation for this data set is performed with 4
binary splittings and the interval is therefore divided into 16 increments on the
finest scale.
These results suggest that simply subtracting the left-justified daughter in-
crement form the mother increment is too simple to capture the correct statistics
of the right daughter increment. The Fokker-Planck description of the increment
evolution needs the iteration starting from much larger scales to reproduce the
statistics on small scales. It seems that it is not possible to transform a veloc-
ity increment evolution to a dissipation field with the tools of a Fokker-Planck
description.
9 Summary and outlook
The comparison of the predictions of the random multiplicative cascade pro-
cess with experimental data gives strong evidence that the energy cascade is a
fundamental process in the dynamics of small scale turbulence and that the data
are described well by a multiplicative process.
It should be stressed again that correlation functions are best suited to per-
form this comparison, because other observables, that are commonly used in the
investigation of the dissipation field, are strongly affected by the surrogacy of the
energy dissipation field. The two-point correlation function, on the other hand, is
affected by the surrogacy only on small scales and remains unchanged for medium
and large scales.
Finite-size scaling expressions, derived from the RMCPs, match their exper-
imental counterparts with good accuracy. Even some details in the large scale
behaviour of the experimental two-point correlation functions can be explained
in terms of cascade quantities. A comprehensive quantitative investigation of
many data records, covering a wide range of Reynolds numbers and various flow
geometries, gives non-uniform results for the different data sets. On the one
hand, air data records, obtained in a wind tunnel and measurements of the atmo-
spheric boundary layer, seem to be compatible with a cascade generator close to
log-normal type. The intermittency exponents µ of these data sets increase mono-
tonically with increasing Reynolds number and seem to saturate at Rλ ≈ 1000
to a universal value of µ = 0.2. On the other hand, the helium data that was
investigated here is best described with a cascade generator following a beta dis-
tribution and the intermittency exponent is approximately µ = 0.1 and constant
for all Reynolds numbers. The newly introduced length scale in the finite-size
expression gives an alternative characterisation of the upper end of the energy
cascade, and scales with the Reynolds number according to the expectations from
the Kolmogorov theory. This supports the statement that RMCP give a consis-
tent description of the energy cascade. The conclusion of these observations is
that the transport of energy through the scales as described by a multiplicative
cascade process is universal although its strength as represented by the scaling
exponents is not. Some remarks have been made to explain this dilemma.
A construction of an energy dissipation field from velocity Kramers-Moyal co-
efficients attempts to calculate the intermittency exponent from a different per-
spective. It was thought that, by calculating the energy dissipation from inertial
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range scale quantities, instead of from a derivative of the velocity field, the strange
behaviour of the helium data could be understood better. However, mainly due
to the non-homogeneous treatment of the statistics in the Fokker-Planck descrip-
tion, no conclusive statements could be drawn from this investigation.
The cascade mechanism was tested further by comparing the predictions of
a dynamical generalisation of the RMCP for three-point correlation functions
to experimental data. The excellent agreement between model predictions and
experimentally sampled correlation functions confirms again that the turbulent
energy cascade can be understood as a multifractal process.
The extended scaling range, that is observed in the two-point correlations of
the energy dissipation field, raises the question of which field is best suited to
describe the fundamental processes of small-scale turbulence. Obviously, it is
necessary to comprehend the structure of the velocity field to have a satisfactory
understanding of turbulence but the clear interpretations of the observations of
the dissipation field are a hint that a universal theory of turbulence is more
easily formulated in the energy dissipation field. Random multiplicative cascade
processes give a convincing description of the dissipation field, which promotes
them as a good candidate for a universal model and supports again the notion that
the energy cascade is indeed the fundamental process in small-scale turbulence.
But before taking the cascade models literally, several open questions have to be
addressed.
First, if the energy cascade is the driving process that governs every other
observed feature of the turbulent flow, the energy cascade process has to be con-
nected to velocity statistics and it has be explained, for example, why the almost
perfect scaling in the dissipation two-point correlation is destroyed if velocity
structure functions are examined. To answer this question, it would be a very
promising project to translate a multiplicative cascade realisation into a realis-
tic velocity time series and try to pinpoint the step that is responsible for the
breakdown of the rigorous scaling. This translation could also be a first small
step towards a connection of the geometrical cascade models to the Navier-Stokes
equation. Such a connection is a big challenge and absolutely necessary to ul-
timately justify the cascade process as the basic model for the statistics of a
turbulent flow. A promising link between the Navier-Stokes equation and cas-
cade processes has been proposed earlier [40, 84]. There, shell models, which are
motivated from a wavelet representation of the Navier-Stokes equation, have been
generalised to produce a velocity signal in 1 + 1 space-time dimensions. These
models could bridge the gap between the cascade processes and the Navier-Stokes
equation because they incorporate the tree structure of the cascade process and
are motivated from the Navier-Stokes equation by admittedly crude simplifica-
tions.
For a complete picture of turbulence, cascade processes are not the end of
the story. Although the conclusion of the data analysis was that the cascade
process is universal, the model is unable to explain, for example, the Reynolds
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number dependence of the intermittency exponent. This observation is outside
the scope of the model. In this matter, especially the deviant behaviour of the
helium jet data has to be explained. Of particular interest is the question if the
observed oddity is an effect of the measurement procedure or if, for turbulent
flows in helium, other physical processes than in air or water play an important
role. Recently new experiments with helium jets have been conducted at CERN
[85], where the use of the huge helium reservoirs for the cooling device of the
superconducting magnets allowed to go to much higher Reynolds numbers up to
Rλ ≈ 8000. Analysing the dissipation correlation functions of this data would be
a good starting point for a further investigation of this issue. It would, however,
be a radical notion to claim that turbulence in helium is different from that in
air and water.
Appendix A Wiener filtering
Data processing is often conveniently carried out in Fourier space. Neverthe-
less a comprehensive description of Fourier analysis is not necessary to describe
the principle of a Wiener filter and it should only be noted that Fourier trans-
forms are represented by capital letters, i.e. u(t) and U(f) are transform pairs.
For a more detailed discussion about filtering and a practical introduction the
reader is referred to a standard textbook about data processing [86]. The general
situation when performing a measurement presents itself like this: there is some
underlying, ’true’ signal u(t) that the experimentalist wants to measure. But the
measurement process is imperfect in some way or another and what comes out of
the measurement device is a signal s(t) that is corrupted by some noise n(t)
s(t) = u(t) + n(t) . (A.1)
The goal is now to find a filter φ(t) or its Fourier transform Φ(f) which, when
applied to the corrupted signal s(t), gives a signal u˜(t) that is as close as possible
to the uncorrupted signal u(t). The application of the filter is done by convolut-
ing the signal with the filter, which is done most conveniently in Fourier space,
because a convolution is then simply the product of the Fourier transforms
U˜(f) = S(f)Φ(f) . (A.2)
As a condition for the proximity of two signals, here the definition of close in the
least square sense is used, i.e. the goal is to find a minimum of
∞∫
−∞
|u˜(t)− u(t)|2 dt =
∞∫
−∞
∣∣∣U˜(f)− U(f)∣∣∣2 df . (A.3)
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Substituting equation (A.1) and (A.2) yields
∞∫
−∞
∣∣∣U˜(f)− U(f)∣∣∣2 df
=
∞∫
−∞
|(U(f) + N(f))Φ(f)− U(f)|2 df
=
∞∫
−∞
(
U(f)2|1− Φ(f)|2 + |N(f)|2|Φ(f)|2) df , (A.4)
because signal and noise are decorrelated and so the cross product of U(t) and
N(t) gives zero after integration over f . Therefore the optimal filter is defined by
the minimum of the integrand with respect to Φ(f). Looking only for real filter
functions, differentiating the integrand with respect to Φ and setting the result
to zero gives
Φ(f) =
|U(f)|2
|U(f)|2 + |N(f)|2 . (A.5)
Since the formula for the filter contains a combination of noise and ’true’ signal
the noise needs to be estimated. This is done by guessing it from the power
spectral density P (f), which can be written as a sum of the power of the signal
plus the power of the noise:
|U(f)|2 + |N(f)|2 ≈ P (f) . (A.6)
To summarise, the filter is constructed by identifying the noise by eye from a plot
of the spectrum extrapolating it also to lower frequencies, which are dominated
by the uncorrupted signal, and dividing its power by the total power to get the
filter function
Φ(f) = 1− |N(f)|
2
P (f)
. (A.7)
How the filter works on the data is seen in the spectrum (see figure 2.9):
At the noisy end of the spectrum the filter is close to zero and removes almost
all the noise leaving the rest of spectrum untouched, because there the filter
is unity. The functional form (A.7) describes how to interpolate in between.
Since the filter only affects high frequencies, especially derivatives are affected as
can be seen from table 2.1, where the standard analysis is summarised for both
the filtered and unfiltered data sets. Mainly the values for the dissipation and
related quantities are altered. Also not surprisingly, the effect on the dissipation
is more apparent if viewed in logarithmic coordinates as shown in figure A.1,
where the probability density functions of ε and ln ε are shown. Whereas the
probability density function of ε remains nearly unchanged, the filtering procedure
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Figure A.1: Illustration of the implication of the filter routine on the
probability density for ε and ln ε from the data set a1. The solid lines
correspond to the unfiltered data set and the circles correspond to the
filtered data.
removes strong peaks in the PDF of ln ε. This also explains why the extraction
of coefficients of cumulant moments is less accurate than in the case of regular
moments. Logarithmic moments respond much more sensitive to noise or small
scale correlations, which might be imposed from the filter.
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