Abstract. In this paper, we extend work from [VV1], where a notion of rank, called µ-rank, was proposed for noncommutative quadratic forms on two and three generators. In particular, we provide a definition of µ-rank one and two for noncommutative quadratic forms on four generators.
Introduction
Quadratic forms have various applications in the commutative setting. In 2010, Cassidy and Vancliff [CV1] extended the notion of a quadratic form to the noncommutative setting.
They showed, in particular, that the classical correspondence between quadratic forms and symmetric forms can be generalized to the noncommutative setting.
Our goal in this paper is to extend work from [VV1] , where a new notion of rank called, µ-rank, was defined on noncommutative quadratic forms on two and three generators. In particular, we propose a definition of µ-rank one and two on noncommutative quadratic forms on four generators. It was shown in [VV2, Theorem 2.12] that noncommutative quadratic forms of µ-rank at most two completely determine the point modules over graded skew Clifford algebras [CV1, Definition 1.12]. In future work, our goal is to use the definition of µ-rank provided in this paper to address questions regarding graded skew Clifford algebras of global dimension four.
In Section 1, we provide a brief review of past results on µ-rank of noncommutative quadratic forms on three generators. These results are used in the proof of our main theorem in the next section. In Section 2, we prove our main result, Theorem 2.2, and provide a definition of µ-rank one and two for noncommutative quadratic forms on four generators.
Notion of Rank on Noncommutative Quadratic Forms on Three Generators

Definitions.
Throughout the article, k denotes an algebraically closed field such that char(k) = 2, and M(n, k) denotes the vector space of n×n matrices with entries in k. For a graded k-algebra B, the span of the homogeneous elements in B of degree i will be denoted B i . If C is any ring or vector space, then C × will denote the nonzero elements in C.
For {i, j} ⊂ {1, . . . , n}, let µ ij ∈ k × such that µ ij µ ji = 1 for all i = j and we write µ = (µ ij ) ∈ M(n, k). We write S for the quadratic k-algebra on generators z 1 , . . . , z n with defining relations z j z i = µ ij z i z j for all i, j = 1, . . . , n, where µ ii = 1 for all i. That is, S = T (V ) z j z i − µ ij z i z j : i, j = 1, · · · , n , where T (V ) is the tensor algebra on generators z 1 , · · · , z n .
Definition 1.1. [CV1, §1.2]
(a) With µ and S as above, a quadratic form Q is any element of S 2 .
(b) A matrix M ∈ M(n, k) is called µ-symmetric if M ij = µ ij M ji for all i, j = 1, . . . , n.
We write M µ (n, k) for the set of µ-symmetric matrices in M(n, k) and note that if µ ij = 1 for all i, j, then M µ (n, k) is the set of all symmetric matrices. As shown in [CV1] , the oneto-one correspondence between commutative quadratic forms and symmetric matrices can be generalized to the noncommutative setting via the one-to-one correspondence between noncommutative quadratic forms and µ-symmetric matrices. In fact, M µ (n, k) ∼ = S 2 by mapping M to z T Mz ∈ S where z = (z 1 , ..., z n ) T . Theorem 1.3 and Definition 1.4 below reviews prior work on a definition of µ-rank of quadratic forms on three generators.
where
and D 7 and D 8 µ-determinants of M.
, where a, . . . , f ∈ k, and let M ∈ M µ (3, k) be the µ-symmetric matrix associated to Q.
(a) There exists L ∈ S 1 such that Q = L 2 if and only if D i (M) = 0 for all i = 1, . . . , 6.
for some X and Y satisfying X 2 = d 2 − µ 12 ab and Y 2 = e 2 − µ 13 ac.
Theorem 1.3 leads to the following definition of µ-rank for quadratic forms on three generators.
, where a, . . . , f ∈ k, with a = 0 or 1, let M ∈ M µ (3, k) be the µ-symmetric matrix associated to Q and let 
we define µ-rank(Q) = 2;
Theorem 1.3 will be useful in the proof of theorem 2.2 in section 2. Our goal in the next section will be to define µ-rank one and two on quadratic forms on four generators. In [VV2, Theorem 2.12], it was shown that under certain hypotheses, quadratic forms of µ-rank at most two determine the number of point modules over GSCAs. The notion of rank one and two defined in section 2 will allow the authors to apply [VV2, Theorem 2.12] to GSCAs of global dimension four.
µ-Rank of Quadratic Forms on Four Generators
In this section, we explore further the notion of rank on noncommutative quadratic forms.
We extend the results of the previous section concerning µ-rank of quadratic forms on three generators to quadratic forms on four generators. The main result of this section is Theorem 2.2, which provides a definition for the µ-rank of quadratic forms on four generators via analogs of the determinant and minors of a 4 × 4 matrix. 2 ), , where a ij ∈ k for all i and j and let M ∈ M µ (4, k) be the
for all i = 22, 23, 24.
(ii) If
for all i = 25, 26, 27 and for some X, Y and Z satisfying X 2 = a 2 12 − µ 12 a 11 a 22 , Y 2 = a 2 13 − µ 13 a 11 a 33 , and Z 2 = a 2 14 − µ 14 a 11 a 44 .
By comparing coefficients, it follows that (i)
Similarly from (vi), we have 4(a 13 )
Using (i) and (iii), we have
Using equations (v), and (vi), we have
Substituting in (i) and (viii), we have
Similarly using (v), (vii), we have 4(1 + µ 24 )a 12 a 14 = (1 + µ 12 )(1 + µ 14 )(1 + µ 24 )α Using (v) and (x), we have 4(1 + µ 13 )(1 + µ 24 )a 12 a 34 = (1 + µ 13 )(1 + µ 24 )(1 + µ 12 )(1 + µ 34 )α 1 α 2 α 3 α 4 .
Substituting in (vi) and (ix), we have
(1 + µ 13 )(1 + µ 24 )a 12 a 34 = (1 + µ 12 )(1 + µ 34 )a 13 a 24
Similarly using (vi) and (ix), we have
Substituting in (vii) and (viii), we have
Case 1: If a 11 = 0, then a 12 = a 13 = a 14 = 0, since
Thus, Q is a quadratic form on three variables and Theorem 1.3 applies to Q. In particular,
either a 22 = 0, or a 33 = 0, or a 44 = 0, the arguments follow similarly, so we omit them for brevity.
Case 2: Now, suppose a 11 a 22 a 33 a 44 = 0. For simplicity, we assume that a 11 = 1. Since
Consider Q ′ ∈ S 2 where
Substituting (xi), (xii), and (xiv), we have
Substituting (xi), (xiii), and (xv), we have
Substituting (xi), (xiii), and (xvi), we have
For the rest of this proof, we split our argument into subcases where either (1 + µ 12 )(1 + µ 13 )(1 + µ 14 ) = 0 or (1 + µ 12 )(1 + µ 13 )(1 + µ 14 ) = 0.
Case 2.1: If (1 + µ 12 )(1 + µ 13 )(1 + µ 14 ) = 0, then (1), (2), and (3) imply that
Case 2.2: If (1 + µ 12 )(1 + µ 13 )(1 + µ 14 ) = 0, then either (1 + µ 12 ) = 0, or (1 + µ 13 ) = 0, or
Case 2.2.1 If (1 + µ 12 ) = 0, then we may choose w 1 such that w 1 w 2 (1 + µ 23 ) = 2a 23 .
• If (1 + µ 13 )(1 + µ 14 ) = 0, using D 11 (M) = 0 we obtain 2(1 + µ 34 )a 13 a 14 = (1 + µ 13 )(1 + µ 14 )a 34
(1 + µ 34 )(2a 13 )(2a 14 ) = (1 + µ 13 )(1 + µ 14 )(2a 34 )
(1 + µ 34 )(1 + µ 13 )(1 + µ 14 )w 2 w 3 = (1 + µ 13 )(1 + µ 14 )(2a 34 )
(1 + µ 34 )w 2 w 3 = 2a 34
Now, since D 20 (M) = 0, we have
If w 2 (1 + µ 23 ) = 0, then by Equation (4), 2a 24 = w 1 w 3 (1 + µ 24 ), so that Q ′ = Q. • If (1 + µ 13 ) = 0, then we may choose w 2 such that w 2 w 3 (1 + µ 34 ) = 2a 34 . Since
If (1 + µ 34 )(1 + µ 23 ) = 0, then by Equation (5), 2a 24 = w 1 w 3 (1 + µ 24 ), so that Q ′ = Q. • If (1 + µ 14 ) = 0, so we may choose w 3 such that w 2 w 3 (1 + µ 34 ) = 2a 34 and since 
If (1+µ 34 )(1+µ 23 ) = 0, then by Equation (6), 2a 24 = w 1 w 3 (1+µ 24 ), so that Q ′ = Q. (1 + µ 12 )(1 + µ 34 )(1 + µ 14 )(1 + µ 23 )w 3 w 1 w 2 = (1 + µ 14 )(1 + µ 23 )(1 + µ 12 )w 1 (2a 34 )
If w 1 (1 + µ 23 ) = 0, then by Equation (8), 2a 34 = w 2 w 3 (1 + µ 34 ) so that Q ′ = Q. • If (1 + µ 12 ) = 0, then we may choose w 1 such that w 1 w 3 (1 + µ 24 ) = 2a 24 and since 
If (1 + µ 23 )(1 + µ 24 ) = 0, then by Equation 9 2a 34 = w 2 w 3 (1 + µ 34 ) so that Q ′ = Q.
Otherwise, if (1 + µ 23 ) = 0, then w 2 could be chosen such that w 2 w 3 (1 + µ 34 ) = 2a 34
so that, Q ′ = Q. Similarly, if (1 + µ 24 ) = 0, then w 2 could be chosen such that w 2 w 3 (1 + µ 34 ) = 2a 34 and w 1 could have been chosen such that w 1 w 3 (1 + µ 24 ) = 2a 24 , so that Q ′ = Q.
• If (1 + µ 14 ) = 0, then we may choose w 3 such that w 2 w 3 (1 + µ 34 ) = 2a 34 and since • If (1 + µ 12 )(1 + µ 13 ) = 0, then since D 7 (M) = 0 we have, (1 + µ 12 )(1 + µ 34 )(1 + µ 13 )(1 + µ 24 )w 2 w 1 w 3 = (1 + µ 12 )(1 + µ 34 )(1 + µ 13 )w 2 (2a 24 )
If w 2 (1 + µ 34 ) = 0, then by Equation (11), 2a 24 = w 1 w 3 (1 + µ 24 ) so that Q ′ = Q.
Otherwise, if w 2 = 0, then w 3 could have been chosen such that 2a 24 = w 1 w 3 (1+µ 24 ) so that Q ′ = Q. If (1+µ 34 ) = 0, w 3 could have been chosen such that w 1 w 3 (1+µ 34 ) = 2a 24
so that Q ′ = Q.
• If (1 + µ 13 ) = 0, then we may choose w 2 such that w 1 w 2 (1 + µ 23 ) = 2a 23 and since 
If (1 + µ 23 )(1 + µ 34 ) = 0, then by Equation (12), 2a 24 = w 1 w 3 (1 + µ 24 ) so that
Otherwise, if (1 + µ 23 ) = 0, then w 3 could have been chosen such that w 1 w 3 (1 + µ 24 ) = 2a 24 and w 2 could have been chosen such that w 2 w 3 (1 + µ 34 ) = 2a 34 , so that Q ′ = Q, in both cases. Similarly, if (1 + µ 34 ) = 0, then w 3 could have been chosen such that w 1 w 3 (1 + µ 24 ) = 2a 24 so that, Q ′ = Q.
• If (1 + µ 12 ) = 0, then we may choose w 1 such that w 1 w 2 (1 + µ 23 ) = 2a 23 and since 
If ( Thus, when a 11 a 22 a 33 a 44 = 0 we have proved that Q = Q ′ in each case.
(b)(i) Suppose that a 11 = 0. The quadratic form Q factors in two ways in the k-algebra, S.
First, suppose there exist, α i , β j ∈ k for 1 ≤ i ≤ 4 and 2 ≤ j ≤ 4 such that
= α 2 β 2 z 2 2 + α 3 β 3 z 2 3 + α 4 β 4 z 2 4 + α 1 β 2 z 1 z 2 + α 1 β 3 z 1 z 3 + α 1 β 4 z 1 z 4 + + (α 2 β 3 + µ 23 α 3 β 2 )z 2 z 3 + (α 2 β 4 + µ 24 α 4 β 2 )z 2 z 4 + (α 3 β 4 + µ 34 α 4 β 3 )z 3 z 4 .
By comparing coefficients, it follows that
Next, we multiply equation (VII) by (IV) and (V) to obtain 8a 23 a 12 a 13 = (α 2 β 3 + µ 23 α 3 β 2 )(α 1 β 2 )(α 1 β 3 ) 8a 23 a 12 a 13 = α 2 β 3 α 1 β 2 α 1 β 3 + µ 23 α 3 β 2 α 1 β 2 α 1 β 3 .
We substitute in equations (I), (II) and (IV), (V) again to obtain We now consider the case when the quadratic form Q factors in such a way that the order of the factors in equation (14) is switched, so suppose there exists α i ∈ k for 2 ≤ i ≤ 4 and
= α 2 β 2 z 2 2 + α 3 β 3 z 2 3 + α 4 β 4 z 2 4 + µ 12 α 2 β 1 z 1 z 2 + µ 13 α 3 β 1 z 1 z 3 + µ 14 α 4 β 1 z 1 z 4 + (α 2 β 3 + µ 23 α 3 β 2 )z 2 z 3 + (α 2 β 4 + µ 24 α 4 β 2 )z 2 z 4 + (α 3 β 4 + µ 34 α 4 β 3 )z 3 z 4 .
As in the first case, we multiply equation (VII) by equations (IV) and (V) to obtain 8a 23 a 12 a 13 = µ 12 µ 13 α 2 β 3 α 2 β 1 α 3 β 1 + µ 23 µ 12 µ 13 α 3 β 2 α 2 β 1 α 3 β 1 and substitute in equations (II) and (IV) For the converse, we suppose that D ij (M) = 0 for 22 ≤ i, j ≤ 27 with a 11 = 0. Thus, either Q factors as in Q 1 or as in Q 2 . In either case, Q factors as a product of two linearly independent terms.
Case 2: Suppose that either a 12 = 0, or a 13 = 0, or a 14 = 0.
• First, we suppose that a 12 = 0, and a 13 a 14 = 0. Since Thus, either Q factors as in Q 1 or as in Q 2 . In either case, Q factors as a product of two linearly independent terms.
• Suppose that a 12 = 0 = a 13 and a 14 = 0. Since D 23 (M) = 0, this implies that a 22 = 0.
Since D 24 (M) = 0, this implies that a 33 = 0. Now, consider
Under our assumptions, (b)(ii) Suppose that a 11 = 0 and suppose there exist α i , β i ∈ k for 1 ≤ i ≤ 4 such that
11 (a 11 z 1 + α 2 z 2 + α 3 z 3 + α 4 z 4 )(a 11 z 1 + β 2 z 2 + β 3 z 3 + β 4 z 4 ).
That is, Q = a 11 z Similarly, by equations (II) & (III), we obtain
where Y 2 = a 2 13 − µ 13 a 11 a 33 , and
where Z 2 = a 2 14 − µ 14 a 11 a 44 .
We may now rewrite equation (VII) solely in terms of a ij 's, that is, we substitute α 2 , α 3 , β 2 , β 3 in (VII) for the above expressions to obtain Remark 2.4. When we started work on the definition of µ-rank on quadratic forms on four generators, we used the Groebner command in Maple to generate the µ-minors and µ-determinants defined in Definition 2.1. However, we obtained 78 µ-determinants instead of the 6 defined in our paper and were unable to apply any algorithm to reduce the 78 µ-determinants to a smaller number. As a result, the method of proof in Theorem 2.2 is an extension of the method used in [VV1] . 2 4 +4z 1 z 2 +4z 1 z 3 +4z 1 z 4 +6z 2 z 3 +6z 2 z 4 +6z 3 z 4 and fix µ ij = 2 for all 1 ≤ i, j ≤ 4. Since D 1 (M) = 0, we know by Theorem 2.2 that Q does not factor as a perfect square. Now, since a 11 = 0, using Mathematica, we confirm that D 25 (M) = 0, D 26 (M) = 0, and D 27 (M) = 0. By Theorem 2.2 and Definition 2.3, µ-rank(Q) = 2 and indeed Q can be written in factored form as follows Q = (z 1 + z 2 + z 3 + z 4 )(z 1 + 2z 2 + 2z 3 + 2z 4 ).
The notion of rank defined above could potentially extend some results in the commutative setting to the nonommutative setting. In particular, it could provide insight into the classification of quadratic Artin-Schelter regular algebras of global dimension four [ATV1] . One of the goals of finding the µ-rank of quadratic forms on four generators is to extend results from [SV] regarding graded Clifford algebras of global dimension four with a finite number of point modules. In [VV2] , the point modules over graded skew Clifford algebras (GSCAs) were shown to be determined by quadratic forms of µ-rank at most two, using this notion of rank. Our goal now is to use the definition of µ-rank provided in Definition 3.0.4 to determine how quadratic forms of µ-rank one and two play a role in determining when a graded skew Clifford algebra has a finite number of point modules.
