The transferable aspherical pseudoatom data bank, UBDB2018, is extended with over 130 new atom types present in small and biological molecules of great importance in biology and chemistry. UBDB2018 can be applied either as a source of aspherical atomic scattering factors in a standard X-ray experiment (d min ' 0.8 Å ) instead of the independent atom model (IAM), and can therefore enhance the final crystal structure geometry and refinement parameters; or as a tool to reconstruct the molecular charge-density distribution and derive the electrostatic properties of chemical systems for which 3D structural data are available. The extended data bank has been extensively tested, with the focus being on the accuracy of the molecular electrostatic potential computed for important drug-like molecules, namely the HIV-1 protease inhibitors. The UBDB allows the reconstruction of the reference B3LYP/6-31G** potentials, with a root-mean-squared error of 0.015 e bohr À1 computed for entire potential grids which span values from ca 200 e bohr À1 to ca À0.1 e bohr À1 and encompass both the inside and outside regions of a molecule. UBDB2018 is shown to be applicable to enhancing the physical meaning of the molecular electrostatic potential descriptors used to construct predictive quantitative structure-activity relationship/quantitative structure-property relationship (QSAR/QSPR) models for drug discovery studies. In addition, it is suggested that electron structure factors computed from UBDB2018 may significantly improve the interpretation of electrostatic potential maps measured experimentally by means of electron diffraction or single-particle cryo-EM methods.
Introduction
Charge-density studies from single-crystal X-ray diffraction have, over the past decade, become a powerful tool in modern crystallography (Coppens, 2005) , from explaining the solidstate properties of chemical compounds (Coppens, 2005) to giving a deeper understanding of the functions of proteins and nucleic acids (Kulik et al., 2015; Housset et al., 2000; Hirano et al., 2016; Muzet et al., 2003; Niranjana Devi et al., 2017; Bacsa et al., 2013; Zarychta et al., 2007; Malinska & Dauter, 2016; Dominiak et al., 2009; Maliń ska et al., 2014) . Experimental determination of ultra-high-resolution charge density is usually a time-consuming and tedious process, and sometimes simply not possible due to the inability to obtain a good quality crystal, the low scattering power of the crystal, a lack of accurate phases, large uncertainties in the hydrogen-atom positions, and thermal motion, modulation, twinning etc. To overcome these limitations, Brock et al. (1991) introduced the idea that parameters characterizing the electron density of atoms within the multipole pseudoatom formalism (Hansen & Coppens, 1978; Epstein et al., 1977; Stewart, 1969) are transferable between different molecules. The idea has been used for the creation of pseudoatom data banks of aspherical atom parameters.
To date, there are three well established pseudoatom data banks: the Invariom database (Dittrich et al., 2004 (Dittrich et al., , 2013 , the Experimental Library of Multipolar Atom Models (ELMAM) (Pichon-Pesme et al., 1995; Domagała & Jelsch, 2008; Domagała et al., 2012) and the University at Buffalo Pseudoatom Data Bank (UBDB) (Koritsanszky et al., 2002; Volkov, Li et al., 2004; Dominiak et al., 2007) . A data bank of pseudoatom synthons is also available (Hathwar et al., 2011) . The data banks offer the possibility of replacing the conventional scattering factors of the commonly used independent atom model (IAM) and performing crystal structure refinement with the use of aspherical scattering factors computed from the transferable aspherical atom model (TAAM). Detailed verifications of results from TAAM refinements performed using all available data banks have previously been undertaken, with the focus on X-ray diffraction data. It was concluded that the TAAM refinement significantly enhances the accuracy and precision of thermal atomic displacement parameters and molecular geometry, especially for hydrogen atoms (Bąk et al., 2011; Malinska & Dauter, 2016; Maliń ska et al., 2014; . In this respect, TAAM refinement seems to be similarly powerful to another advanced and very successful technique, i.e. Hirshfeld atom refinement (HAR) (Jayatilaka & Dittrich, 2008; Capelli et al., 2014; Woiń ska et al., 2016) . However, a systematic study of the possibility of refining hydrogen atoms with an anisotropic description of thermal motion was never undertaken in the case of TAAM.
The multipole parameters stored in each of the databases can be transferred to any molecule of known 3D structure in order to reproduce the molecular electron density almost completely. In turn, the databases may serve as fast and reliable tools to derive the local and integrated properties of the electron density, such as bonding paths, electrostatic interaction energy, molecular electrostatic potentials and dipoles, with chemical accuracy (Li et al., 2006; Kulik et al., 2015; Kumar et al., 2014; Dominiak et al., 2009; Zarychta et al., 2007; Lecomte et al., 2008; Maliń ska et al., 2014) . These properties can yield strong correlations that can be used in the prediction of the properties of unknown compounds, since the molecular electron density captures and determines all the properties of a molecule (Matta & Arabi, 2011; Hohenberg & Kohn, 1964) .
The molecular electrostatic potential (MEP) is the potential that a unit positive charge would experience at any point surrounding the molecule due to the charge-density distribution in the molecule. The electrostatic potential is considered predictive of chemical reactivity because regions of negative potential are expected to be sites of protonation and nucleophilic attack, while regions of positive potential may indicate electrophilic sites. For many years now, MEPs mapped onto molecular surfaces (at which reactants initially encounter each other) have been used extensively in qualitative studies of substrate reactivity behaviour, transition states or predictions of binding affinities for various molecular analogues (Murray & Politzer, 1998 , 2017 Forms et al., 2000; Hü bschle & van Smaalen, 2017; Liu et al., 2018; Shields et al., 2018; Bauzá et al., 2018; Bonaccorsi, Petrongolo et al., 1971; Berthier et al., 1972) . The nature of a molecular interaction can also be well defined by the molecular electrostatic potential. Recently, considerable effort has been made towards application of MEPs in various other research areas, from protein engineering and crystal engineering to in silico drug discovery. In drug discovery, similarity measures based on the MEPs computed from various point-charge models have been widely used to evaluate quantitatively the degree of resemblance between pairs of rigid threedimensional molecules (Richard, 1991; Thorner et al., 1996; Vainio et al., 2009) .
Studies of molecular and crystal electrostatic potential are currently gaining more and more attention due to the technological and methodological revolution in the field of electron microcopy (Henderson, 1995; Ramakrishnan, 2015; Brown et al., 2014; Thomas et al., 2001; Midgley & Thomas, 2014) Nowadays, it is possible to obtain a crystal or singlemacromolecule 3D structure with atomic or near-atomic resolution (Tan et al., 2018; Bartesaghi et al., 2018; Jones et al., 2018) . It is the electrostatic potential which scatters the electron beam. Thus, proper modelling of the potential becomes an important task to be undertaken to achieve even better interpretation of the experimental data (Yonekura & MakiYonekura, 2016; Yonekura et al., 2018; Wang, 2017; Hryc et al., 2017) .
The present work is dedicated to the extension of the UBDB, with the focus on the application of UBDB-derived electron densities to the generation of MEP descriptors. The descriptors can then be used to construct physically meaningful predictive quantitative structure-activity relationship/ quantitative structure-property relationship (QSAR/QSPR) models (Matta & Arabi, 2011) . The MEPs from the UBDB should differ substantially from those currently used for the above purpose. In a quantitative manner, they describe the potential not only outside the van der Waals surface, but also inside the molecule. This is impossible for methods based on point charges or even for those including higher multipole moments. To validate the quality of the MEPs from the UBDB, we compared them with those obtained from calculations based on quantum theory. Test cases were provided by 25 HIV-1 protease inhibitor molecules obtained from the BindingDB (Gilson et al., 2016) , including nine approved by the US Food and Drug Administration.
Such a strategy has served as a proof of concept for the performance of the UBDB method and its application to drug discovery. We strongly believe that this is an important step towards taking diffraction methods beyond the realm of structural determination and into state-of-the-art computeraided drug design.
Theory and computation details 2.1. Pseudoatom data bank
The University at Buffalo Data Bank (UBDB) and the related LSDB code (Volkov, Li et al., 2004) allow the reconstruction of the electron density of organic or biological molecules. The aspherical pseudoatom types in the UBDB are parameterized by Fourier space fitting to molecular electron-density distributions obtained from quantum chemical calculations in vacuum. For the purposes of this work, the database has been updated with 132 new atom types commonly present in small drug molecules. Together with the previously existing atom types (Kumar et al., 2014; , the current version of the UBDB contains 347 atom types with their precise local coordinates. For 2D drawings of all the atom types, please refer to Tables 1S and 2S in the supporting information.
Following the procedure used to construct the previous version of the UBDB data bank , good quality experimental molecular geometries of 1435 model molecules were obtained from the Cambridge Structural Database (CSD; Groom et al., 2016) ; for the refcodes of all of these, please refer to the supporting information, Table 3S . By extending the X-H distances, hydrogenatom positions were corrected to their standard neutron diffraction values (Allen & Bruno, 2010) . Next, in order to obtain theoretical valence-only structure factors, a number of single-point calculations were performed with GAUSSIAN09 (Frisch et al., 2009 ) on this set of molecules at the B3LYP/ 6-31G** (Krishnan et al., 1980; Becke, 1988; Perdew, 1986; Lee et al., 1988) level of theory. Subsequently, using the method of least squares, they were fitted with the Hansen-Coppens multipole pseudoatom model (HCMM) (Hansen & Coppens, 1978) using the XD program suite . In the HCMM, the molecular electron density is represented as the sum of pseudoatom densities, composed of a spherical core and valence electron densities with an expansion of atomcentred real spherical harmonic functions:
where core and val are the spherically averaged HartreeFock core and valence electron densities, respectively. The third term contains the sum of angular functions d lm (, '), expressed in the local coordinate system, to take aspherical deformations into account. The coefficients P core , P val and P lm are the populations for the spherical core, spherical valence and multipole densities, respectively. The terms and 0 are scaling parameters which determine the expansion/contraction of the spherical and multipolar valence densities, respectively.
An algorithm built into the LSDB program (Volkov, Li et al., 2004) automatically determines the local symmetry for each atom in a molecule and generates the optimal multipolar local coordinate system for that symmetry to facilitate stable refinement and subsequent averaging of pseudoatom parameters. The algorithm is based on an analysis of neighbouring atoms of the first coordination sphere and a determination of the chemical equivalency of the first neighbours using information from the second and sometimes the third coordination spheres of the 'central' atom. In general, the first neighbours are considered chemically equivalent when the following parameters are exactly the same: (i) the chemical element type, (ii) the number of nearest neighbours, and (iii) the nearest-neighbour chemical element type. Once all the chemically equivalent atoms (if any) among the first neighbours have been determined, the program chooses the local symmetry elements that relate the chemically equivalent atoms. The planarity of an entire group (a 'central' atom and its first neighbours) is taken into account when the final symmetry point group is selected. Next, the program defines the optimal local coordinate systems for the assigned point group and automatically picks up all the symmetry-allowed pseudoatom functions. For more details, especially regarding special treatment of hydrogen atoms and atoms belonging to a planar ring, see Volkov, Li et al. (2004) , and Dominiak et al. (2007) . The importance of setting a proper local coordinate system has been also noted by the authors of other data banks (Domagała & Jelsch, 2008; Dittrich et al., 2004 Dittrich et al., , 2013 Ernst et al., 2019) .
The pseudoatom parameters derived for 1435 model molecules were averaged over families of chemically similar atoms to obtain parameters for particular atom types, and then stored in the data bank. Similar to the previous version of the UBDB, general criteria were followed when defining new atom types: (i) the element type, (ii) the number of nearest neighbours and the group planarity (atom valence), (iii) the nearest-neighbour type, (iv) the ring planarity (aromaticity) and (v) the local symmetry. It is worth stressing here that to improve statistical significance and transferability, the averaging of pseudoatom parameters was performed de novo for all atom types, including the types already present in the data bank, and across all 1435 model molecules, including those used previously. The current version of the data bank, UBDB2018, and the corresponding LSDB2018 code, can be downloaded free of charge from http://crystal.chem.uw.edu.pl.
Data set of HIV-1 protease inhibitors
Human immunodeficiency virus (HIV) is a retrovirus that can result in acquired immunodeficiency syndrome (AIDS) by infecting several types of cell in the body. HIV-1 protease is an enzyme essential to the maturation of HIV, which cleaves viral Gag and Gag-Pol polyproteins into structural and replication proteins that are necessary to produce infectious viral particles (Kohl et al., 1988) . HIV-1 protease inhibitors are the most important components in the success of the highly active antiretroviral therapy, and they are used in combination with other chemotherapeutic drugs to give the current most effective AIDS therapy (Riddler et al., 2008) . In the present study, we have chosen a diverse set of HIV-1 protease inhibitor compounds from the BindingDB database (Gilson et al., 2016) , including nine approved HIV protease drug molecules (Gilson et al., 2016) . The selected molecules are the set of bioactive compounds tested against wild and mutant type HIV-1 protease. These molecules make an appropriate test set due to the fact they contain a variety of functional groups representing the diversity of such compound libraries. For details of the selected molecules, please refer to the supporting information, Table 4S .
The atomic coordinates of the test molecules were optimized in vacuo at the B3LYP/6-31G** level with GAUSSIAN09.
Electrostatic potential calculations and comparisons
The MEP is calculated from
where Z A is the charge on nucleus A at a location given by the position vector R A and (r) is the electron-density function of the molecule. The molecular electron densities were reproduced with the UBDB. The LSDB program ) was used to transfer the pseudoatom parameters from the UBDB to all structures of HIV-1 protease inhibitors. This transfer was based on the atomic connectivity and local symmetry recognition. After the transfer, P val values were rescaled to achieve the formal charge of the entire molecule using the Faerman and Price approach as described by Volkov, Li et al. (2004) .
Using the VMoPro module of the MoPro package (Zarychta et al., 2007; Jelsch et al., 2005) , electrostatic potentials of isolated molecules were computed over a cubic grid with a step size of $0.3 bohr and with dimensions allowing it to fit the molecule with a 3.00 bohr margin around the atom positions, using the same setting for the grid dimensions as in the reference grid.
The reference electrostatic potential grids were calculated using GAUSSIAN09 at the B3LYP/6-31G** level of theory.
For the purposes of comparison, in addition to the MEP grids from the UBDB, MEP grids from the IAM and from the aug-PROmol model (Bojarowski et al., 2016) were computed in VMoPro. The IAM was built from the HCMM with all parameters set to the values corresponding to neutral spherical atoms. The aug-PROmol model was built according to the procedure described by Bojarowski et al. (2016) , but instead of RESP point charges, AM1-BCC (Jakalian et al., 2002) point charges computed with the Antechamber Toolkit in the AMBER 2018 software (Case et al., 2018) were used. The AM1-BCC methodology begins with the semi-empirical calculation of Mulliken (AM1) charges used to describe the features of an electron distribution such as formal charge and delocalization, and in the final step it generates bond-charge corrections (BCCs) parameterized to reproduce ab initio (HF/ 6-31G*) electrostatic potentials.
Finally, MEPs calculated from the AM1-BCC point charges in vacuo were computed using Multiwfn (Lu & Chen, 2012 ).
Root-mean-square errors (RMSEs) and correlation coefficients for entire grids were computed in VMoPRo. The statistical quantitative descriptors of electrostatic potential at the van der Waals surface (positive average potential V av.
+ , negative average potential V av.
À , their variances + and À , and average deviation ) were evaluated as described in the original papers by Politzer and co-workers (Murray & Politzer, 1998; Forms et al., 2000) using a surface thickness of 0.3 bohr.
Plots of electrostatic potentials were done in MoleCoolQt (Revision 576, 64-bit; Hü bschle & Dittrich, 2011).
Results and discussions

Atom typing
Construction of the data bank requires the selection of atoms which are chemically similar enough to the average electron-density parameters to be further stored as an atom type in the data bank. Here we followed the procedures for an atom type definition used while building a previous version of the data bank . During the construction of the data bank, a new atom type is introduced whenever the average value of any electron-density parameter over a group of atoms differs by an amount greater than one standard deviation from the average value for a sample consisting of the remaining atoms. The current version of the UBDB contains 347 atom types including: 23 hydrogen, 192 carbon, 54 nitrogen, 43 oxygen, 21 sulfur, 8 phosphorus, 2 chlorine, 2 fluorine, 1 bromine and 1 iodine atom types. 132 atom types are new, while the remainder were re-averaged over all model molecules. From a statistical point of view, the values of the parameters for the majority of the old atom types after re-averaging are the same as the original values, i.e. they are well within the acceptable range of plus or minus one standard deviation from the old value. This proves that the atom-typing algorithm, in general, is very well designed and assures a good level of transferability of density parameters.
To give an overview of the observed parameter space we are dealing with while building the UBDB, we present here an overall analysis of values of one selected density parameter, P val , observed for all pseudoatoms used to parameterize atom types. The P val parameter, defining the number of valence electrons associated with a particular pseudoatom, seems to be the most important density parameter of an atom from an electrostatic potential point of view and should correlate with that atom's properties. To build the data bank we used 12 627 carbon pseudoatoms. The mean value of P val for all of them is 3.89 with a standard deviation (SD) of 0.19. Similarly, for the hydrogen-atom types 9389 representative pseudoatom densities were averaged, and their overall mean value of P val is 1.02 (SD = 0.10). For nitrogen and oxygen, a total of 2433 and 3411 pseudoatom parameters, respectively, were averaged and their mean values of P val are 5.01 (SD = 0.09) and 6.20 (SD = 0.08), respectively. As expected, the other atom types, such as sulfur, phosphorous or halogens, were parameterized by averaging over much lower numbers of representative pseudoatoms. For research papers Acta Cryst. (2019). A75, 398-408 sulfur, for example, 390 pseudoatoms were averaged and their mean value of P val is 6.24 (SD = 0.16).
To place P val on a more chemical basis, we computed the values of the atomic partial charges, q, as derived from N val À P val , where N val is the formal number of valance electrons in the neutral atom. It is interesting to observe that the carbon pseudoatoms have the largest spread of charge values, with a range of 1.35 e (maximum 0.78 e and minimum À0.57 e; see Table 5S in the supporting information). This can also be seen in the partial charge value distribution density plots (Fig. 1) . The density plots were prepared with the use of kernel density estimation and represent a smoothed version of the histogram plots. The plots show the location of the values, the spread of the data and the shape of the data (normal, skewed, bimodal etc.). For carbon, the distribution of the partial charge values is skewed on the right-hand side (a longer tail on the right) with a positive skew of 0.33 (Table 5S in the supporting information). In addition, from the density plots it is clear that the distribution is not unimodal, as many local maxima can be distinguished. The partial charges of pseudoatoms for the other chemical elements present in the data bank do not vary as much. The current data bank contains a variety of carbon types to give a proper representation of the wide diversity of carbon atoms and organic molecules observed in nature. It seems that carbon atoms serve as a kind of electron-density buffer in organic molecules, balancing the redistribution of all electrons of a given molecule after the heavier elements (and hydrogen) have established the charge specific to themselves. At least, it is so within the HCMM of electron density.
Further, the calculated partial charge values were subdivided based on the atom connectivity in order to understand the chemical reasons for the observed multimodal distributions. For example, carbon pseudoatoms were divided into three Kernel density estimates (left) and box plots (right) for values of partial charges (e) on hydrogen (H), carbon (C), nitrogen (N), oxygen (O) and sulfur (S) pseudoatoms collected from model molecules used for building the UBDB. Plots for entire groups of pseudoatoms of a particular chemical element (H, C, N, O and S) and for subgroups divided based on the number of first neighbours (X_1 for one neighbour, X_2 for two, X_3 for three and X_4 for four, where X stands for the label of each element type) are shown. subgroups, C_2, C_3 and C_4, which contain carbon connected to two, three and four atoms, respectively. To visualize the data and spread of the distribution of partial charges pooled from the different subgroups, we used box plots in Fig. 1 , in addition to the density plots mentioned above. The standard box plot (box-and-whiskers plot) is a graphical summary of a data set, usually showing the lower (Q1) and upper (Q3) quartiles and the median. Data falling outside the Q1-Q3 range are plotted, but are considered as outliers. For the overall carbon group C, the partial charge median value is 0.08 e (Table 5S in the supporting information). When divided into subgroups, the C_2 subgroup still has a very visible bimodal distribution (Fig. 1, left) , and similarly the C_3 subgroup. Even C_4 has a visible 'hump' on the right shoulder. Each subgroup has its own specific median value: À0.36, 0.00 and 0.26 e for C_2, C_3 and C_4, respectively. Nevertheless, the median absolute deviations (MAD) are still large (0.25, 0,12 and 0.17 e, respectively). Further subdivision is necessary to obtain a unimodal and close-to-normal distribution of partial charges with median values statistically different for particular sub-subgroups (families) of pseudoatoms.
For nitrogen, the overall partial charge median value is À0.02 e and similar values are also observed for N_2, N_3 and N_4. However, N_1 deviates from the rest of the distributions and has a median of 0.23 e. All nitrogen subgroups have distributions much closer to the normal than carbon, and the values of SD and MAD are much smaller than for carbon, in the range of 0.05-0.09 e. Nevertheless, the box plots still show some degree of skewness and the presence of outliers for some subgroups, indicating a need for further subdivision of these pseudoatoms.
In the case of oxygen, as expected, the overall median and the median for subgroups (O_1 and O_2) is ca À0.20 e. Oxygen is electronegative and should accumulate electrons. Oxygen connected to one atom (O_1) contains a large number of outliers beyond the first quartile (a left-skewed distribution), with a median of À0.16 e. Such a large number of outliers is also described by the trimmed mean value of ca À0.18 e (Table 5S in the supporting information). Close inspection of the O_1 distribution reveals many maxima. This indicates that the subgroup must be divided further, and illustrates why so many atom types needed to be defined in the data bank for carbonyl oxygen depending on the type of first and second neighbours.
For sulfur, the overall median value of the partial charge is À0.30 e and the SD is 0.16 e. Such a large standard deviation is due to the fact that four distinct subgroups exist, also visible in the sulfur overall distribution plot. Sulfur connected to one or two atoms is largely negatively charged, with a median partial charge value of À0.35 e, while sulfur connected to three or four atoms is almost neutral, with a median partial charge value of ca 0.00 e. These observations clearly show the electronic dichotomy of sulfur, whose role in non-covalent interactions (chalcogen bonding) has been significantly highlighted by recent studies ( Beno et al., 2015; Yan et al., 2017) . Such interactions have served as useful directional forces for conformational control in crystal engineering (Kusamoto et al., 2013) and drug design (Beno et al., 2015) .
The above analysis of just one pseudoatom parameter, P val , illustrates well how the atom-typing algorithm used to build the UBDB is rooted in a statistical analysis of the pseudoatom parameters. When designing the algorithm, one of the objectives was to divide the pseudoatoms into subgroups, within which the distribution of values for each pseudoatom parameter is unimodal and close to the normal distribution. However, it must also be noted here that, in order to enhance further the accuracy of the electron density reconstructed from the UBDB by lowering the transferability error, we detected the need to define some atom types even more precisely, i.e. by providing more precise definition of the first or second neighbours. These more precise atom type definitions become more and more difficult in the current implementation of the atom-typing algorithm in the LSDB code. A new implementation will be undertaken in the near future. 
Molecular electrostatic potentials
To evaluate the molecular electrostatic potentials computed from the UBDB-derived electron densities, we have focused on a statistical analysis of the entire potential grids. For the 25 selected HIV-1 protease inhibitors, the RMSEs of the UBDB potential grid compared with the reference one were equal to 0.015 e bohr À1 on average [ Fig. 2(a) ]. This value is small compared with the electrostatic potential values encountered in the entire grids. For the analysed molecules, the electrostatic potentials range from values as high as 232.9 e bohr À1 at positions close to the nuclei to values of À0.107 e bohr À1 in the negative potential regions at the molecular boundaries (see Table S1 in the supporting information). The UBDB potential grids also correlate highly with the reference ones: most of them have correlation coefficients equal to 0.999, with the worst coefficient being 0.996 [ Fig. 2(b) ].
To understand if an error of 0.015 e bohr À1 in the reconstruction of the molecular electrostatic potential is satisfactory, it is illustrative to look closely at 3D plots of the electrostatic potential for selected molecules (Fig. 3) . The message from these plots is clear. In general, the UBDB reconstructs the reference potential very well. The plots illustrating the difference between the UBDB and the reference electrostatic potential (UBDB À REF) are dominated by clear regions, with residuals smaller than three times the error (AE0.045 e bohr À1 ). There are only a few small regions of space around some atoms with a residual potential in the range of ca 0.045-0.090 e bohr À1 , and there are sharp residual potential maxima and minima in the very close vicinities of the nuclei positions, with values of ca AE1-5 e bohr
À1
. The former residuals indicate places for further improvement in the parameterization of some atom types in the UBDB. The latter residuals are in regions of the highest values of electrostatic potential and most probably result from some numerical errors in the electrostatic potential calculations, or from differences in the basis set used (like Slater versus Gaussian functions). Close vicinities to nuclei are the least interesting regions from the point of view of applying MEPs to search for molecules having the capability of forming similar intermolecular interactions. These discrepancies are also not important in the case of electron diffraction analysis, since they will be smeared by Fourier truncation errors and will not be visible due to atom vibrations.
The error value of 0.015 e bohr À1 might be more critical if one would like to focus only on the region of the van der Waals surface. At the surface, the maximum values of the potentials (V max ) range from 0.065 to 0.104 e bohr minimum values (V min ) from À0.070 to À0.093 e bohr À1 in the case of reference potentials (see Fig. 4 , for example, and Table  S6 in the supporting information). The UBDB error is small enough not to interfere with the proper identification of regions of local maxima and minima on the van der Waals surface. On the other hand, the error is only ca five times smaller than the observed maxima and minima, so it may cause problems with the description of the fine details of the potential distribution on the surface, especially as the reference potentials on the surface vary for all the studied molecules with standard deviations + and À equal to 0.013 and 0.018 e bohr À1 on average, respectively. Indeed, the UBDB has a problem with reproducing the values of the Politzer statistics for the studied molecules with an accuracy good enough to maintain a significant correlation with the reference.
To understand further the quality of the electrostatic potentials from the UBDB, we have compared them with the potentials computed by some other approximate methods.
First of all, it is very informative to look at the electrostatic potentials generated by the atomic point charges commonly used in molecular simulations. As shown in Fig. 5 , the distribution of the negative and positive regions of the potentials and the ranges of values are entirely different in the case of point charges compared with the quantum mechanical reference. There is no doubt that the UBDB reproduces the molecular electrostatic potential within the entire volume of a molecule much more closely than point charges do. It must be noted, however, that the electrostatic potential from point charges mapped onto the van der Waals surface is very similar to the reference one (see Fig. 6 ). The point charges were designed to do this.
Secondly, plots of the electrostatic potentials computed from the IAM, the model commonly used in electron diffraction when interpreting experimental electrostatic potential maps, also give some interesting insights. The IAM potentials reproduce the overall shape of a molecule very well and account for the majority of the true potential (Fig. 5) . However, the IAM potential absolutely lacks the negative features of the true potential. The residual peaks on the REF À IAM plots also seem to be small, usually not higher than AE0.35 e bohr
, compared with the maximum values of the reference potential (see Fig. 7 ). However, the residual potential is distributed in a systematic way that is similar for each molecule, as opposed to the residual UBDB -REF potential. It is clearly visible that information about the charge redistribution within the molecule upon covalent-bond formation is missing in the IAM. The residual plots indicate quite well the regions of covalent bonding and of electron pairs. Interestingly, the picture is not as clear as in the case of deformation density plotted for electron densities, commonly seen in high-resolution X-ray diffraction charge-density studies. This is because the consequences of having partial charges on the atoms are more pronounced on the electrostatic potential than on electron-density maps, and manifest themselves by a spatially larger radial deformation present on the top of the aspherical features. The features of the IAM, or rather their lack, are nicely illustrated in pictures of the electrostatic potential from the IAM mapped onto the van der Waals surfaces (Fig. 6) . The potentials are almost completely flat, of value around 0.02 e bohr À1 . Finally, we compared the UBDB electrostatic potential with the potential computed from a simpler model called augPROmol. Aug-PROmol is a model proposed by us to be used for electrostatic interaction energy calculations (Bojarowski et al., 2016) . The model gives energies as accurate as the UBDB but allows for much faster calculations. In general, it is built from the IAM electron density by modifying the population of valence electron densities to achieve atom partial charges equal to the point charges derived from external calculations or libraries. Originally, point charges from the restrained fitting to electrostatic potential (RESP) methodology (Bayly et al., 1993) were used. Recently, we have shown that charges from the semiempirical Austin model 1 with bond charge correction (AM1-BCC) method (Jakalian et al., 2002) and from the Invariom Point Charges database (Wandtke et al., 2016) might also be used in the aug-PROmol method of electrostatic energy estimations (Bojarowski et al., 2018) .
The aug-PROmol potential seems to be visually very similar to the reference one as it has all the features: a large positive potential reproducing the general shape of the molecule, and regions of small negative potential of similar value and of similar size and position in space (Figs. 5 and 6 ). It looks like aug-PROmol is as good as, or sometimes even better than, the UBDB in electrostatic potential estimation. However, the plots of residual REF À augPROmol potential reveal that the aug-PROmol potential differs from the reference one much more than the UBDB potentials do (Fig. 7) . The REF À augPROmol residual potential resembles more closely the REF À IAM potential. From the difference plots it can be noted that there seems to be one systematic difference between the UBDB and the aug-PROmol potentials. The radial deformations on oxygen, sulfur and nitrogen atoms seem to be much larger, and that on carbon atoms much smaller, in the aug-PROmol model than in the UBDB and reference potentials.
Conclusions
The UBDB pseudoatom data bank has been substantially extended and the UBDB2018 version presented here contains 347 atom types. With the new version, TAAM refinement can be performed for a much wider variety of molecules. The ultimate goal would be to have present all atom types necessary to refine the crystal structures of all known organic and biological molecules. This goal, although not impossible, would be very difficult to achieve with the current implementation of the atom-typing algorithm. Work on new software tools and a new atom-typing algorithm based on even deeper statistical analysis of (dis)similarities among atomic electron-density parameters is necessary.
Nevertheless, the current version of the UBDB is accurate enough to reconstruct the electron density and electrostatic potential of many important drug-like molecules, with an accuracy much closer to that of quantum mechanical methods than simple point-charge methods can achieve. The UBDB allows for fast modelling of the entire molecular electrostatic potential, for both the inside and outside parts of a molecule. The root-mean-squared error for the potential grids, which span values from ca 200 to ca À0.1 e bohr À1 , equals ca 0.015 e bohr À1 when referred to the B3LYP/6-31G** method. Thus, the UBDB allows the simultaneous encoding in the potential grid of both the shape and the charge redistribution specific to a particular molecule. The accuracy of the reconstructed potentials is on the border of acceptance at the van der Waals surface of a molecule and outside of it. However, in our opinion, in order to search for molecules which interact with target proteins in a similar fashion to a template molecule, one should not focus only on the van der Waals surface. When a small-molecule-protein complex is formed, many interacting atoms are much closer to each other than the sum of their van der Waals radii, and these are the contacts which usually contribute the most to the strength of the interaction (affinity) and to molecular recognition (specificity). Thus, it is more important how well the UBDB reproduces the potential in the entire volume of a molecule, especially including the region between covalent and van der Waals radii. Therefore, we think that the UBDB could be used to enhance the physical meaning of the molecular electrostatic potential descriptors used to construct predictive quantitative structure-activity relationship/quantitative structure-property relationship (QSAR/QSPR) models for drug discovery studies.
The aug-RPOmol method, when used to compute atomic form factors, resembles a model proposed by Wang (2017) . Indeed, this model seems to be better than the IAM, but the risk of having unbalanced atomic displacement parameters which will compensate the unbalanced radial deformation is large. In that respect, the UBDB model should be much more appropriate for electron scattering factor calculations.
The UBDB allows the study of the properties of isolated molecules. Polarization of molecular electron density caused by interacting partner molecules is not directly taken into account by the model. Changes in electron-density distribution (and electrostatic potential) due to intermolecular polarization should be considered as secondary effects compared with the charge redistribution in isolated molecules due to covalent bonding. Nevertheless, it would be interesting to investigate if the direct inclusion of polarization effects in the electrostatic potential further enhances the performance of the model in drug discovery studies or in structure refinements against data from electron microcopy. Exploration of the ELMAM2 database (Domagała et al., 2012) or a functional group database of polarizabilities (Ernst et al., 2019) in that context could be a good starting point.
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