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Abstract—A linear programming (LP) based framework is
presented for obtaining converses for finite blocklength lossy joint
source-channel coding problems. The framework applies for any
loss criterion, generalizes certain previously known converses,
and also extends to multi-terminal settings. The finite blocklength
problem is posed equivalently as a nonconvex optimization
problem and using a lift-and-project-like method, a close but
tractable LP relaxation of this problem is derived. Lower bounds
on the original problem are obtained by the construction of
feasible points for the dual of the LP relaxation. A particular
application of this approach leads to new converses which
recover and improve on the converses of Kostina and Verdu´
for finite blocklength lossy joint source-channel coding and lossy
source coding. For finite blocklength channel coding, the LP
relaxation recovers the converse of Polyanskiy, Poor and Verdu´
and leads to a new improvement on the converse of Wolfowitz,
showing thereby that our LP relaxation is asymptotically tight
with increasing blocklengths for channel coding, lossless source
coding and joint source-channel coding with the excess distortion
probability as the loss criterion. Using a duality based argument,
a new converse is derived for finite blocklength joint source-
channel coding for a class of source-channel pairs. Employing
this converse, the LP relaxation is also shown to be tight for
all blocklengths for the minimization of the expected average
symbol-wise Hamming distortion of a q-ary uniform source over
a q-ary symmetric memoryless channel for any q ∈ N. The
optimization formulation and the lift-and-project method are
extended to networked settings and demonstrated by obtaining
an improvement on a converse of Zhou et al. for the successive
refinement problem for successively refinable source-distortion
measure triplets.
Index Terms—Converses, lossy joint source-channel coding,
finite blocklength regime, linear programming relaxation, lift-
and-project, strong duality.
I. INTRODUCTION
A general problem of finite blocklength lossy joint source-
channel coding can be framed as the following optimization
problem, denoted SC:
SC min
f,g
E[κ(S,X, Y, Ŝ)]
s.t
X = f(S),
Ŝ = g(Y ).
Here S,X, Y, Ŝ are random variables taking values in fixed
spaces S,X ,Y and Ŝ respectively and κ : S ×X ×Y × Ŝ →
R is a given loss function. S is a source signal distributed
according to a given probability distribution PS . An encoder
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Fig. 1: Source-Channel Communication System
f : S → X maps S to an encoded signal X (see Fig 1).
The encoded signal is sent through a channel which given
X produces an output signal Y according to a known channel
law, denoted by PY |X , following which a decoder, g : Y → Ŝ,
maps the channel output signal to a destination signal Ŝ. Each
pair f, g induces a joint distribution on S×X ×Y×Ŝ and the
expectation E is with respect to this joint distribution. Problem
SC seeks to minimize the expectation of the loss function κ
over all codes, i.e., over all encoder-decoder pairs (f, g).
If κ(S,X, Y, Ŝ) = d(S, Ŝ) for a distortion function d :
S×Ŝ → R, SC gives the encoder-decoder pair (f, g) yielding
minimum expected distortion between S and Ŝ. When Ŝ = S
and d(S, Ŝ) = I{S 6= Ŝ}, SC1 finds the code (f, g) that mini-
mizes the probability of error in the reproduction of a message
S. Note that the spaces S,X ,Y, Ŝ are taken as fixed, whereby
problem SC corresponds to a fixed blocklength setting (unit
blocklength, if the alphabet is defined appropriately). In the
infinite blocklength setting one has a sequence of problems SC
parameterized by the blocklength and the spaces S,X ,Y, Ŝ
are structured as Cartesian products of smaller fixed spaces.
Our interest in this paper is in the finite blocklength problem,
and our main contribution is a new framework for obtaining
lower bounds or converses for this problem.
Finite blocklength problems have great significance in prac-
tical communication systems like multimedia communication
which cannot afford to have large delays. However, with the
exception of a few cases, such as a Gaussian source with mean
square distortion measure across an additive white Gaussian
noise channel with a power constraint [3], ascertaining the
optimal performance under finite blocklength joint source-
channel coding is a challenging problem. Consequently, a
natural approach to these problems is to find tight bounds.
Over the years there has been significant amount of work in
deriving such bounds using a variety of tools and arguments.
Classically, converses for lossy source coding have been found
using f -divergences [4]. For the case of channel coding, the
state of the art is perhaps the work of Polyanskiy, Poor
and Verdu´ [5] (and its numerous follow ups) that employed
hypothesis testing to derive converses. For joint source-channel
coding with the probability of excess distortion as the loss
criterion, Kostina and Verdu´ in [6] derived asymptotically tight
1I{•} denotes the indicator function of ‘•’.
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2lower and upper bounds using tilted information. While many
sharp converses have been discovered for specific loss criteria,
what is perhaps unsatisfying is the absence of a common
framework using which converses can be found for any loss
criterion. Our central contribution is such a framework.
We introduce a linear programming (LP) based approach
for obtaining lower bounds on SC that applies for any loss
criterion and is also extendable to multi-terminal settings. A
fundamental difficulty in the finite blocklength problem is the
lack of a sufficient condition for establishing an expression
as a lower bound on SC. The linear programming approach
we introduce remedies this. It asks for the construction of
functions on subspaces of S×X ×Y×Ŝ such that they satisfy
certain pointwise inequalities; any such construction leads to a
lower bound. As such the approach provides a general purpose
framework from which specific converses can be derived.
The crux of the approach lies in the derivation of a close but
tractable LP relaxation of problem SC. Applying the duality
theorem of linear programming we then get that the objective
value of any feasible point of the dual of this LP relaxation is
a lower bound on the optimal value of SC. The variables and
constraints of the dual program are precisely the functions and
the pointwise inequalities mentioned above.
A. Main Results
In general, relaxation of an optimization problem may lead
to large and persistent departures from the true optimal. Our
main results show that quite the opposite is the case with
our LP relaxation while considering canonical loss criteria.
With one dual feasible construction we recover the tilted
information based lower bound derived by Kostina and Verdu´
[6] on the minimum excess distortion probability for a finite
blocklength lossy joint source-channel code. By variants of
this construction we then obtain two levels of improvements
on the above converse of Kostina and Verdu´. For finite
blocklength lossy source coding, these results imply new lower
bounds that improve on the tilted information based converse
of Kostina and Verdu´ [7]. For finite blocklength channel
coding, our LP relaxation recovers the converse derived by
Polyanskiy, Poor and Verdu´ [5] using hypothesis testing and
yields a new improvement on the converse of Wolfowitz [8].
It follows that the LP relaxation we derive is asymptotically
tight with increasing blocklengths for channel coding, lossless
source coding and joint source-channel coding with the excess
distortion probability as the loss criterion – problems for which
the Polyanskiy-Poor-Verdu´ and Kostina-Verdu´ converses are
also tight. Moreover, our LP relaxation also implies the strong
converse for channel coding.
Kostina and Verdu´ have also derived hypothesis testing
based converses in [6] and [7] that are known to be better
than their tilted information based converses for the case of
lossy transmission of a binary uniform source over a binary
symmetric channel, and for the case of lossy source coding of a
binary memoryless source. When particularized to these cases
our improved converses imply the above converses obtained
by Kostina and Verdu´ using hypothesis testing.
While the Kostina-Verdu´ converse pertains only to the
excess distortion criterion, the LP relaxation framework can be
applied to any loss criterion. Using a duality based argument,
we derive a new lower bound on the expected distortion of a
finite blocklength lossy joint source-channel code for a class of
channels which includes the binary symmetric channel and the
binary erasure channel, amongst others. Employing this bound,
we show that our LP relaxation is tight for all blocklengths
for the problem of minimizing the expected average symbol-
wise Hamming distortion of a q-ary uniform source over a
q-ary symmetric, memoryless channel for any q ∈ N. The
above source-channel pair is probabilistically matched in the
sense of [9]. It is known that the finite blocklength optimal
performance of this system is the same as that in the infinite
blocklength setting; indeed it is  where q−1 <
1
q is the
channel crossover probability. We obtain the same result by
showing there is a dual feasible point with objective value ,
independently of the blocklength.
Our method of obtaining LP relaxations can be mecha-
nistically extended to find relaxations for networked settings.
Analyzing the dual of the resulting LP relaxation could provide
converses for very general problems in network information
theory. As a first step in this regard, we consider the succes-
sive refinement source coding problem and improve on the
converse of Zhou et al. on joint excess distortion probability
of successively refinable source-distortion measure triplets [10,
Lemma 9] which generalizes the Kostina-Verdu´ lossy source
coding converse to a network setting.
B. The LP Relaxation
To find the LP relaxation, we first pose SC equivalently
as a continuous optimization problem over joint probabil-
ity distributions, an approach studied in [11] for stochastic
control problems by the second author of the present paper.
The resulting optimization problem has a linear objective
but a necessarily nonconvex feasible region thereby making
the problem intractable in general. A natural ‘optimizer’s’
approach proposed in [11] is to seek a convex relaxation of
this problem. Since solutions of the original problem and of
the relaxation lie on extreme points of the respective feasible
regions, a desirable property of any good relaxation is that all
extreme points of the feasible region of the original nonconvex
problem be retained as extreme points of the relaxation. Our
LP relaxation of SC has precisely this property. We argue
that classical bounding arguments using the data processing
inequality induced by f -divergences, such as in [4], amount to
performing a relaxation that does not enjoy this property.
A distinct feature of our LP relaxation is that it is obtained
by appealing exclusively to convex analytic principles and
does not rely on mutual information or similar other constructs
of information theory. We first identify the underlying cause of
nonconvexity as the presence of multiple bilinear terms which
are coupled in the constraints of the continuous optimization
formulation of SC. To obtain the relaxation we replace these
terms by their respective convex hulls. Equivalently, we lift
this problem to a higher dimensional space by introducing new
variables replacing the bilinear terms, and project it back on
the original space by introducing new implied affine inequali-
ties in the enlarged space. These additional constraints together
3with the affine constraints present in the original nonconvex
problem give our LP relaxation. Since the relaxation only
affects the feasible region and not the objective of SC, the
relaxation applies to any choice of κ and thereby for any loss
criterion.
We also note that the above manner of constructing re-
laxations extends readily to multi-terminal settings. A finite
blocklength joint source-channel coding problem on a network
admits a continuous optimization formulation as a particularly
structured polynomial optimization problem; in the point-to-
point setting this polynomial is a bilinear function.
Coincidentally, the recent past has seen a spurt of results
using LP duality for obtaining outer bounds for problems
in combinatorial coding theory. In [12] nonasymptotic upper
bounds for zero-error deletion correcting codes were derived
using LP duality by the second author of the present paper.
This argument was soon refined and extended to other com-
binatorial channels, see e.g., [13], [14], [15], [16]. Closely
related to our work is the work of Matthews [17] wherein he
posed the hypothesis testing based channel coding converse
of Polyanskiy, Poor and Verdu´ [5] as the optimal solution of
a linear program obtained by relaxing the problem to non-
signaling codes. The LP relaxation proposed in this paper may
be viewed as a logical extension of the above lines of work to
the problem of joint source-channel coding. Consequently, the
results in this paper conceptually situate distinct converses – of
Kostina-Verdu´ and of Polyanskiy-Poor-Verdu´ (thereby lossless
source and channel coding), the probabilistically matched case
of a q-ary uniform source and q-ary symmetric channel with
Hamming distortion, the converse of Zhou et al. for successive
refinement problem and several recent converses from combi-
natorial coding theory – within a larger unified class of convex
analytic or duality-based converses. This is attractive from the
point of view of understanding these converses and for the
promise it holds for a general unified theory of converses for
problems in information theory.
The holy grail in joint source-channel coding is probably
a formal understanding of how the complex geometry of
the combinatorial finite blocklength problem transforms into
smooth and convex characterizations in the large blocklength
limit. The LP relaxation, being an approximation of this prob-
lem via supporting hyperplanes, serves as a modest tool for
understanding this geometry. On a related note, the asymptotic
tightness of the LP relaxation could be useful as an analytical
lemma, and may thereby be of independent interest.
C. Outline
This paper is organized as follows. Section II consists of
some preliminaries, including some notation and the optimiza-
tion concepts we need. Section III consists of the optimization
formulation, the LP relaxation and a discussion of the prop-
erties of the relaxation. Section IV explains the construction
of dual variables to derive converses through the example of
channel coding of a binary symmetric channel. Section V
consists of our main results on the application of duality
for obtaining converses. Section VI focusses on numerical
examples and certain new converses for lossy transmission of
a binary memoryless source over a binary symmetric channel.
Section VII discusses a new general duality based converse
for finite blocklength lossy joint source-channel coding. The
extension to a networked setting is discussed in Section VIII
and we conclude in Section IX. Appendices are included in
Section X.
II. PRELIMINARIES
A. Notation
All random variables in this paper are discrete. Let P(·)
represent the set of (joint) probability distributions on ‘·’ and
P ∈ P(·) or Q ∈ P(·) represent specific (joint) distributions.
These distributions are interpreted as column vectors in a
finite dimensional Euclidean space. If Q is a joint probability
distribution, let Q• denote the marginal distribution of ‘•’.
For example, QX|S represents the vector with QX|S(x|s)
for x ∈ X , s ∈ S as its components. In general, we
use capital letters A,B,C to represent random variables,
the corresponding calligraphic letters A,B, C represent the
space or alphabet of these random variables and small letters
a, b, c to denote their specific values. We use Z to denote
Z := S × X × Y × Ŝ and z := (s, x, y, ŝ) ∈ Z . For
any z ∈ Z , we use PSQX|SPY |XQŜ|Y (z) to represent the
product, PS(s)QX|S(x|s)PY |X(y|x)QŜ|Y (ŝ|y).
I(A;B) represents the mutual information between random
variables A and B and I{•} represents the indicator function
of the event ‘•’ which is equal to one when ‘•’ is true and is
zero otherwise. A string or sequence is a vector of symbols
from a given alphabet. We use Fq := {0, . . . , q − 1} to
represent the q-ary alphabet and Fnq to represent the set of all q-
ary strings of length n. For any strings u, v of the same length,
we use du,v to represent the Hamming distance between u and
v (i.e. number of positions at which corresponding symbols
differ in u and v). If u is a binary string, we use wu to represent
the Hamming weight of u (i.e. number of ones in the binary
string u). The abbreviations LHS and RHS stand for Left Hand
Side and Right Hand Side, respectively. LP stands for linear
program or linear programming, based on the context.
B. Convex hull, valid inequalities and duality
This paper relies on some concepts of optimization; al-
though most of them are found in standard literature (e.g., [18]
and [19]), we recount them here in the context of the chal-
lenges encountered in this paper.
A set K ⊆ Rn is said to be convex if for any x, y ∈ K and
α ∈ (0, 1), the convex combination αx+ (1− α)y ∈ K. The
convex hull of a set K, denoted conv(K) is the intersection
of all convex sets containing K. A halfspace is a set of the
form {x ∈ Rn|a>x ≤ b} where a is a vector in Rn and b is a
scalar. K is a polyhedron if it is the intersection of finitely
many halfspaces; these halfspaces constitute its halfspace
representation. A bounded polyhedron, called a polytope, also
admits another equivalent representation. By the Minkowski-
Weyl theorem [18], a set is a polytope if and only if it is the
convex hull of finitely many points; these points may be taken
as its extreme points and constitute its vertex representation. A
point x of a set K is an extreme point if it cannot be written
4as a convex combination of two distinct elements of K, i.e., if
for any y, z ∈ K and α ∈ (0, 1) we have x = αy+ (1−α)z,
then we must have x = y = z. We use ext(K) to denote the
set of extreme points of K.
For an optimization problem P involving the minimization
of a continuous function f0 over a closed set K,
min
x
f0(x) (P )
subject to x ∈ K,
f0 is referred to as the objective function, points in K are
called feasible and the set K is called the feasible region
(denoted FEA(P )). OPT(P ) denotes its optimal value. K is
often expressed as K = {x ∈ Rn|f1(x) ≤ 0, f2(x) = 0},
where the vector-valued functions f1, f2 are referred to as
constraints. Problem (P ) is a convex optimization problem if
f0, f1 are convex and f2 is affine; in this case K is a convex
set. Problem (P ) is a linear program if f0, f1, f2 are all affine;
in this case K is a polyhedron. By introducing a new variable,
say y, to represent f0(x) we may equivalently write (P ) as
min
x,y
y,
subject to y ≥ f0(x),
x ∈ K.
Thus, from now on, without loss of generality, we consider f0
in (P ) to be a linear function. For such a problem, a solution
lies on an extreme point of the feasible region (if there exists
an extreme point).
(P ) is a nonconvex optimization problem if FEA(P ) is not
convex. Nonconvex optimization problems lack an easily ver-
ifiable characterization of optimality whereby these problems
are, in general, extremely difficult to solve both analytically
and computationally. Problem SC is of this kind. A convex
relaxation of (P ) is the problem,
min
x
f0(x) (P ′)
subject to x ∈ K ′,
where K ′ is a convex set that contains K. If K ′ is a
polyehdron, then (P ′) is a linear program, and hence a linear
programming relaxation of (P ).
LP relaxations together with mathematical programming
duality provide a clean framework for obtaining bounds on
optimization problems. Corresponding to any minimization
problem there exists a related maximization problem called
the dual problem whose optimal value is a lower bound on
the optimal value of the original problem (referred to as the
primal). LPs are particularly attractive because they satisfy
strong duality, i.e.,
Theorem 2.1 (Strong Duality): If either the primal LP or its
dual problem has a finite optimal value, then so does the other
and their optimal values are equal.
And, moreover, the dual of an LP is itself an LP and it is
known in an explicit form. For example, if the primal has the
following form,
(P) min
x
c>x
subject to Ax = b,
x ≥ 0,
where c ∈ Rn, b ∈ Rm, A ∈ Rm×n, its dual problem is,
(D) max
y
b>y
subject to A>y ≤ c.
Consequently, if an LP relaxation of (P ) is found, a systematic
way to obtain a lower bound on (P ) is to find a point y that
is feasible for the dual of this LP. Specifically, if (P) is an LP
relaxation of a nonconvex problem (P ) and OPT(P) is finite,
then Theorem 2.1 gives,
OPT(P ) ≥ OPT(P) = OPT(D) ≥ b>y,
for any y ∈ FEA(D) (i.e., y such that A>y ≤ c).
While the gap in the second inequality above can be made
to vanish via the right choice of y (thanks to Theorem 2.1),
the gap in the first inequality is fundamental and can only be
improved by obtaining a tighter relaxation (P). This puts the
onus on discovering an LP relaxation that closely approximates
(P ).
If K is compact and conv(K) happens to be a polyhedron,
the relaxation (P ′) with K ′ = conv(K) is guaranteed to be
exact. But finding the halfspace representation of the convex
hull is in general hard2 which makes it hard to express (P ′) as a
LP. An alternative to this situation is to seek valid inequalities.
An inequality “a>x ≤ b”, where 0 6= a ∈ Rn, b ∈ R is said
to be valid for K if K ⊆ {x|a>x ≤ b}. Although finding
nontrivial valid inequalities for an arbitrary set is also not
straightforward, it is often possible to exploit the algebraic
nature of the constraints of K to infer valid inequalities. For
example, consider the nonconvex set,
K = {(w, x1, x2) ∈ R3|w = x1x2, x1 ∈ [l1, u1], x2 ∈ [l2, u2]}.
Then one can show that the following inequalities are valid
for K,
w ≤ u2x1 + l1x2 − l1u2, w ≤ l2x1 + u1y1 − u1l2, (1)
w ≥ u2x1 + u1x2 − u1u2, w ≥ l2x1 + l1x2 − l1l2. (2)
To see (1), observe that if (w, x1, x2) ∈ K then, (x1−l1)(u2−
x2) ≥ 0. Likewise, (x2 − l2)(u1 − x1) ≥ 0. Expanding and
substituting w = x1x2 shows (1) are valid. Similarly, one can
use that (u1−x1)(u2−x2) ≥ 0 and (x1− l1)(x2− l2) ≥ 0 to
check the validity of (2). It follows that K ′ = {(w, x1, x2) ∈
R3| (1) and (2) hold}, is a polyhedron containing K. These
simple observations are in fact quite powerful. It is known
that K ′ is in fact equal to conv(K) [21]. Inequalities (1)-(2)
are called the McCormick inequalities – (2) are the convex
under-estimating inequalities and (1) are the concave over-
estimating inequalities. The bilinear product w is sandwiched
between the two sets of inequalities. These arguments when
2For binary integer programs with n variables, the number of halfspaces
required seem to be to the tune of nn. The reader may see [20] for more.
5systematically generalized lead to the so-called lift and project
method [20] or reformulation linearization technique [22], [23]
which discover valid inequalities for polynomial optimization
problems by multiplying constraints.
Above story is quick account of the challenges encoun-
tered in SC. The continuous optimization formulation of SC
has a linear objective and a feasible region FEA(SC) that
is nonconvex but with finitely many extreme points. Thus
conv(FEA(SC)) is a polyhedron. However, we know its
convex hull only in an abstract form – specifically, we only
know its vertex representation. We derive valid inequalities
for the feasible region by exploiting the structure of the
problem via a lift-and-project like argument. The resulting LP
relaxation of SC has the property that all extreme points of
FEA(SC) are extreme points of the LP relaxation. This is
indicative of the relaxation being a close approximation of
SC. We find this is indeed the case – the LP relaxation implies
several known converses. Moreover, it leads to new converses.
III. OPTIMIZATION-BASED FORMULATION AND LP
RELAXATION
This section presents the optimization based formulation of
SC. We then derive the LP relaxation, discuss its properties
and formulate and discuss the dual of the LP relaxation.
A. A continuous optimization formulation for SC
Consider a joint probability distribution Q : Z → [0, 1]
factored as:
Q(s, x, y, ŝ) ≡ PS(s)QX|S(x|s)PY |X(y|x)QŜ|Y (ŝ|y) (3)
where recall that Z := S×X ×Y×Ŝ. Any Q that satisfies (3)
is defined by QX|S and QŜ|Y lying in the space of conditional
probability distributions P(X|S) and P(Ŝ|Y) respectively.
The kernels QX|S and QŜ|Y represent a randomized encoder
and randomized decoder respectively and together they con-
stitute a ‘randomized code’. A randomized encoder (resp., a
randomized decoder) is said to be deterministic if there exists
a function f (resp., g) such that QX|S(x|s) = I{x = f(s)},
for all x, s (resp., QŜ|Y (ŝ|y) = I{ŝ = g(y)}, for all ŝ, y). A
deterministic encoder-decoder pair constitute a deterministic
code. Recall that SC as posed in Section I is an optimization
problem over deterministic codes.
Now, consider the following optimization problem over joint
probability distributions,
SC′ min
Q,QX|S ,QŜ|Y
∑
z
κ(z)Q(z)
s.t
Q(z) ≡ PSQX|SPY |XQŜ|Y (z),∑
xQX|S(x|s) = 1 ∀s ∈ S,∑
ŝQŜ|Y (ŝ|y) = 1 ∀y ∈ Y,
QX|S(x|s) ≥ 0 ∀s ∈ S, x ∈ X ,
QŜ|Y (ŝ|y) ≥ 0 ∀ŝ ∈ Ŝ, y ∈ Y,
which amounts to minimizing the same objective over ran-
domized codes. We first note the set of extreme points of the
feasible region of SC′.
Theorem 3.1: The extreme points of the feasible region of
SC′ are given as,
ext(FEA(SC′)) =
{
(Q,QX|S , QŜ|Y ) | ∃ (f, g) such that
QX|S ≡ I{x = f(s)}, QŜ|Y ≡ I{ŝ = g(y)}, Q ∈ P(Z)
satisfies Q(z) ≡ PS(s)QX|S(x|s)PY |X(y|x)QŜ|Y (ŝ|y)
}
.
The proof is included in Appendix A.
By replacing Q in the objective function of SC′ with the
RHS of first constraint, the resulting SC′ has a bilinear objec-
tive function due to the presence of product terms QX|SQŜ|Y
and a seperable feasible region given as P(X|S) × P(Ŝ|Y).
Hence, SC′ becomes equivalent to a seperably constrained
bilinear programming problem. It is well known [24, Exercise
4.25] that such a problem admits an optimal solution at an
extreme point of the feasible region. This implies that there
exists an optimal solution of SC′ at the extreme point of
P(X|S)×P(Ŝ|Y), which in turn corresponds to a determin-
istic code. Hence, the above optimization formulation SC′ is
equivalent to SC in the sense that they have the same optimal
value.
We also note that in the setting of SC where S,X, Y and
Ŝ are discrete random variables taking values in finite spaces,
there exist finitely many choices for functions f : S → X and
g : Y → Ŝ. Consequently, SC is a discrete optimization prob-
lem. However, within the framework of SC′, where optimiza-
tion is done over probability distributions (Q,QX|S , QŜ|Y ),
we obtain a continuous optimization formulation of SC. It is
this continuous formulation which further along the way aids
in the derivation of an LP relaxation. Since SC′ is equivalent
to SC, henceforth, we use SC to denote SC′.
An important characteristic of SC is that FEA(SC) is in fact
nonconvex (see [11]). Our approach to lower-bounding SC will
be via LP relaxation, which will be introduced in the following
section. Presently, we first motivate the properties we desire
from a relaxation. Consider the problem SC of lower bounding
E[d(S, Ŝ)] where d : S × Ŝ → R is a distortion function. A
classical approach [4] to derive this lower bound is to employ
the concept of f -mutual information. Using the data processing
inequality, this argument results in the following inequality,
Rf (d˜) ≤ Cf , (4)
where recall that
Rf (d˜) = min
PŜ|S :E[d(S,Ŝ)]≤d˜
If (S; Ŝ), (5)
where the minimum is over PŜ|S ∈ P(Ŝ|S) and
Cf = max
PX
If (X;Y ), (6)
where the maximum is over PX ∈ P(X ). The f -mutual
information between discrete random variables A ∈ A, B ∈ B
is defined as
If (A;B) =
∑
a∈A
∑
b∈B
PA,B(a, b)f
(
PB(b)PA(a)
PA,B(a, b)
)
,
where f : R → R is any convex function such that f(1) =
0. When f(x) ≡ − log(x), If (A;B) = I(A;B), the mutual
6information between random variables A and B. Since Rf (d˜)
is a non-increasing function of d˜, a lower bound on d˜ follows
from (4).
Observe that the above approach is equivalent to considering
the following convex relaxation of SC with κ(s, x, y, ŝ) ≡
d(s, ŝ),
DPIf min
Q∈P(Z)
EQ[κ(S,X, Y Ŝ)]
s.t
QS(s) ≡ PS(s),
QY |X(y|x) ≡ PY |X(y|x),
If (QS,Ŝ) ≤ Cf ,
where If (QS,Ŝ) is the f -mutual information of S, Ŝ under the
distribution QS,Ŝ . We explain the equivalence and convexity
of DPIf in detail in Theorem A.1 in Appendix A. Convex an-
alytically speaking, this relaxation has a crucial shortcoming.
There are extreme points of FEA(SC) which are not on the
boundary of the relaxation FEA(DPIf ), and thereby are not
extreme points of FEA(DPIf ). One can verify this through
the following example.
Example III.1. Employing Theorem 3.1, consider an ex-
treme point of FEA(SC) given by the deterministic code
QX|S(x|s) ≡ I{x = f(s)}, where f is an invertible function,
and QŜ|Y (ŝ|y) ≡ I{ŝ = ŝ} for some ŝ ∈ Ŝ and where
Q(s, x, y, ŝ) satisfies (3). We see that Cf ≥ If (QX,Y ) =∑
x,y PY |X(y|x)PS(f−1(x))f
(∑
x PY |X(y|x)PS(f−1(x))
PY |X(y|x)
)
>
If (QS,Ŝ) = 0. Thus, this point lies in the (relative) interior
of FEA(DPIf ) and cannot be an extreme point FEA(DPIf ).

Consequently, for problem SC, there exist loss functions κ
for which the convex relaxation DPIf is not tight. When κ
takes the form, κ(s, x, y, ŝ) ≡ d(s, ŝ), the relaxation is tight
only if Rf (OPT(SC)) = Cf . When f(x) ≡ − log(x), this cor-
responds to the rare, probablistically matched case [9] wherein
single-letter codes are optimal over arbitrary blocklengths.
The above example highlights what one may ask for from
a good relaxation. Recall from Section II that for a problem
like SC with a linear objective, the ideal relaxation of the non-
convex set FEA(SC) is its convex hull. However, obtaining
a half-space representation of the convex hull of nonconvex
sets of the form of FEA(SC) is still an open problem. A
desirable property of a relaxation is that all extreme points of
FEA(SC) be retained as extreme points of the relaxation. In
the next section we present an LP relaxation of SC with this
property.
B. Linear programming relaxation
We apply the following lift-and-project-like idea (see Sec-
tion II) to derive the relaxation. We lift SC to a higher
dimensional space by introducing new variables W (s, x, y, ŝ)
to represent the product QX|S(x|s)QŜ|Y (ŝ|y), for all s, x, y, ŝ.
Then, we obtain valid inequalities using these newly intro-
duced variables W (s, x, y, ŝ) in this enlarged space. To do so,
for each s ∈ S , we multiply the constraint ∑xQX|S(x|s) =
1, with the variables QŜ|Y (ŝ|y) for all ŝ ∈ Ŝ, y ∈ Y ,
Fig. 2: FEA(SC) is depicted as a nonconvex set with finitely
many extreme points. Also shown are valid inequalities that
pass through some of these extreme points.
and likewise for each y ∈ Y we multiply the constraint∑
ŝQŜ|Y (ŝ|y) = 1, by QX|S(x|s), for all x ∈ X , s ∈ S .
We further obtain additional constraints by multiplying the
variable bounds with each other, i.e. (1 − QX|S(x|s))(1 −
QŜ|Y (ŝ|y)) ≥ 0, for all s, x, y, ŝ and QX|S(x|s)QŜ|Y (ŝ|y) ≥
0, for all s, x, y, ŝ. Subsequently, we replace the bilinear
product terms QX|S(x|s)QŜ|Y (ŝ|y) in the constraints with
W (s, x, y, ŝ) to obtain valid inequalities in the space of
(QX|S , QŜ|Y ,W ). Clearly, these constraints are implied by
the constraints of SC. To obtain the LP relaxation, the con-
straint W (s, x, y, ŝ) = QX|S(x|s)QŜ|Y (ŝ|y) for all s, x, y, ŝ
is dropped.
Thus, following is our LP relaxation.
LP min
QX|S ,QŜ|Y ,W
∑
z
κ(z)PS(s)PY |X(y|x)W (z)
s.t
∑
xQX|S(x|s) = 1 : γa(s) ∀s∑
ŝQŜ|Y (ŝ|y) = 1 : γb(y) ∀y∑
xW (z)−QŜ|Y (ŝ|y) = 0 : λa(s, ŝ, y) ∀s, ŝ, y∑
ŝW (z)−QX|S(x|s) = 0 : λb(x, s, y) ∀x, s, y
QX|S(x|s) +QŜ|Y (ŝ|y)−W (z) ≤ 1 : µ(z) ∀z
QX|S(x|s) ≥ 0 : φa(x|s) ∀s, x
QŜ|Y (ŝ|y) ≥ 0 : φb(ŝ|y) ∀ŝ, y
W (z) ≥ 0 : ν(z) ∀z.
Here γa, γb, λa, λb, µ, φa, φb and ν are Lagrange multipliers
corresponding to the respective constraints. The following the-
orem proves that the feasible region of LP contains the feasible
region of SC. Let the product QX|S(x|s)QŜ|Y (ŝ|y) be repre-
sented as QX|SQŜ|Y (z) for all z. Similarly, let PSPY |XW (z)
represent the product PS(s)PY |X(y|x)W (s, x, y, ŝ) for all z.
Theorem 3.2: LP is a convex relaxation of SC. i.e.,
FEA(LP) ⊇
{
(QX|S , QŜ|Y ,W ) | (QX|S , QŜ|Y , Q) ∈
FEA(SC),W (z) ≡ QX|SQŜ|Y (z)
}
.
The formal proof is in Appendix A.
C. Extreme points of the LP relaxation
We now discuss an important property of the LP relaxation.
7Fig. 3: Comparison of DPI relaxation and LP relaxation: The
8-sided polygonal set represents the nonconvex FEA(SC).
This is contained in the convex hull of FEA(SC). The convex
hull is further contained in a polytope which represents the
FEA(LP). The outer elliptical set represents FEA(DPI).
Lemma 3.3: The extreme points of the feasible region of
SC are included in the extreme points of the feasible region
of LP. i.e.,
ext(FEA(LP)) ⊇
{
(Q∗X|S , Q
∗
Ŝ|Y ,W
∗) | (Q∗X|S , Q∗Ŝ|Y , Q∗)
∈ ext(FEA(SC)), W ∗(z) ≡ Q∗X|SQ∗Ŝ|Y (z)
}
.
The proof is included in Appendix A.
Valid inequalites and extreme points of FEA(SC) are
depicted in Fig 2. Fig 3 illustrates the LP relaxation in
comparison with the convex hull of FEA(SC). As shown in
the figure, the LP relaxation retains all the extreme points of
FEA(SC) in its set of extreme points. However, there may
be additional extreme points of FEA(LP) that are outside
the convex hull of FEA(SC). Also shown in the figure is
the set FEA(DPI) := {Q ∈ P(Z)|QS ≡ PS , QY |X ≡
PY |X , I(QS,Ŝ) ≤ I(QX,Y )}, where recall that I(QS,Ŝ) is the
mutual information of random variables S and Ŝ under the
distribution QS,Ŝ (and similarly I(QX,Y )). This is clearly a
convex set that contains FEA(SC). However, as shown in the
figure, there may be extreme points of FEA(SC) that are not
extreme points of FEA(DPI).
A natural question is whether FEA(LP) ⊆ FEA(DPI). We
do not have precise answers to this as yet. However notice
that the LP relaxation obtained could be further tightened
by incorporating the data processing inequality into the LP
relaxation. This yields a relaxation which is strictly tighter
than FEA(DPI) (though it is no more a LP relaxation).
Consider the following reduced version of LP obtained
by removing the inequality, −1 + QX|S(x|s) + QŜ|Y (ŝ|y) −
W (x, s, ŝ, y) ≤ 0, for all s, x, y, ŝ from the problem LP.
LP′ min
QX|S ,QŜ|Y ,W
∑
z
κ(z)PS(s)PY |X(y|x)W (z)
s.t
∑
xQX|S(x|s) = 1 ∀s∑
ŝQŜ|Y (ŝ|y) = 1 ∀y∑
xW (z)−QŜ|Y (ŝ|y) = 0 ∀s, ŝ, y∑
ŝW (z)−QX|S(x|s) = 0 ∀x, s, y
QX|S(x|s) ≥ 0 ∀s, x
QŜ|Y (ŝ|y) ≥ 0 ∀ŝ, y
W (z) ≥ 0 ∀z.
LP′ is simpler than LP, but also enjoys the property that all
extreme points of FEA(SC) are extreme points of FEA(LP′).
Lemma 3.4: Consider the linear program LP′. LP′ is a
relaxation of SC such that FEA(LP) ⊆ FEA(LP′) and the
extreme points of the feasible region of SC are included in the
set of extreme points of LP′, i.e.,
ext(FEA(LP′)) ⊇
{
(Q∗X|S , Q
∗
Ŝ|Y ,W
∗) | (Q∗X|S , Q∗Ŝ|Y , Q∗)
∈ ext(FEA(SC)), W ∗(z) ≡ Q∗X|SQ∗Ŝ|Y (z)
}
.
The proof is similar to the proof of Lemma 3.3 and we skip
the proof here.
D. Relation to existing approaches to obtain relaxations
We now discuss the relation of our LP relaxation to already
known approaches for obtaining an LP relaxation.
1) McCormick inequalities: Recall from Section II that
McCormick inequalities provide the convex hull of a set
K , {(w, x1, x2) ∈ R × [l1, u1] × [l2, u2] | w = x1x2}
by means of convex under-estimating and concave over-
estimating inequalities. However, note that the constraints on
x1 and x2 (i.e. the bounds [l1, u1], [l2, u2]) are not coupled.
As such, McCormick inequalities provide the convex hull of
simple bilinear product terms which are uncoupled in their
constraints. However, the bilinear products in SC are coupled
in their constraints. For each s, QX|S(x|s) for all x are coupled
through the constraint
∑
xQX|S(x|s) = 1. Similarly, for
each y, QŜ|Y (ŝ|y) for all ŝ are linked through the constraint∑
ŝQŜ|Y (ŝ|y) = 1, for all y.
One could also arrive at the LP relaxation using Mc-
Cormick inequalities as follows. Employing the convex un-
derestimating inequalities in SC with W (z) ≡ QX|SQŜ|Y (z),
0 ≤ QX|S(x|s) ≤ 1, for all x, s and 0 ≤ QŜ|Y (ŝ|y) ≤
1, for all ŝ, y, we get the constraints QX|S(x|s) +
QŜ|Y (ŝ|y) − W (z) ≤ 1, and W (z) ≥ 0, for all
z. However, this leaves an obvious gap: the equations∑
xQX|S(x|s) ≡ 1,
∑
ŝQŜ|Y (ŝ|y) ≡ 1,
∑
sW (s, x, y, ŝ) ≡
QŜ|Y (ŝ|y),
∑
ŝW (s, x, y, ŝ) ≡ QX|S(x|s) (the last two equa-
tions in fact imply the concave overestimating McCormick
inequalities) must hold for LP but are not implied by Mc-
Cormick inequalities. Hence, these additional constraints have
to be included along with the the convex under-estimating
inequalities to arrive at our relaxation.
8DP max
γa,γb,λa,λb,µ
∑
s∈S
γa(s) +
∑
y∈Y
γb(y)−
∑
s,x,y,ŝ
µ(s, x, y, ŝ)
subject to γa(s)−
∑
y
λb(x, s, y)−
∑
ŝ,y
µ(s, x, y, ŝ) ≤ 0 ∀x, s (D1)
γb(y)−
∑
s
λa(s, ŝ, y)−
∑
x,s
µ(s, x, y, ŝ) ≤ 0 ∀ŝ, y (D2)
λa(s, ŝ, y) + λb(x, s, y) + µ(s, x, y, ŝ) ≤ κ(s, x, y, ŝ)PS(s)PY |X(y|x) ∀s, x, y, ŝ (D3)
µ(s, x, y, ŝ) ≥ 0 ∀s, x, y, ŝ
2) The Reformulation-linearization technique (RLT) [22]:
The reformulation-linearization technique proposed by Sherali
and Alameddine can also be employed to arrive at our LP
relaxation. RLT is a linear programming relaxation approach
for bilinear programming problems with a bilinear objective
function subjected to linear constraints. However, applying
RLT to SC results in a linear program with more number
of variables and constraints than our LP relaxation. For ex-
ample, in the reformulation phase, each equality constraint is
multiplied with each of the variables, resulting in products of
the form of QX|S(x|s)QX|S(x¯|s¯), x, x¯ ∈ X , s, s¯ ∈ S and
QŜ|Y (ŝ|y)QŜ|Y (ŝ′|y′), ŝ, ŝ′ ∈ Ŝ, y, y′ ∈ Y . Similar products
also arise when inequalities are multiplied with each other, say,
(1 − QX|S(x|s))(1 − QX|S(x¯|s¯)). In the linearization phase,
products of this form are replaced by new variables, which lead
to additional variables. Dropping these additional constraints
leads to our LP relaxation. By selectively multiplying the
constraints with certain variables, we limit the number of
newly introduced variables, thereby making the LP relaxation
more tractable.
E. Dual program and lower bounds
It is easy to see that the dual of problem LP is the problem
DP, given via Lagrange multipliers of LP. Henceforth, we call
these Lagrange multipliers as the ‘dual variables’. Notice that
these variables are restricted in their domain and in the case
of µ, also their range. Specifically, γa : S → R, γb : Y → R,
λb : S × X × Y → R, λa : S × Ŝ × Y → R and µ : Z →
R+, whereby these variables are functions on subspaces of Z.
Notice that the dual of LP′, denoted DP′, is same as DP with
the dual variable µ(s, x, y, ŝ) set identically to be 0.
From the discussion in Section II, the following lemma
formalizes our framework for obtaining lower bounds on SC.
Lemma 3.5: The objective value of any feasible point of
DP is a lower bound on the optimal value of SC, i.e., if(
γa(s), γb(y), λa(s, ŝ, y), λb(x, s, y), µ(s, x, y, ŝ)
)
z∈Z is fea-
sible for DP, then
OPT(SC) ≥ OPT(LP) = OPT(DP)
≥
∑
s
γa(s) +
∑
y
γb(y)−
∑
s,x,y,ŝ
µ(s, x, y, ŝ). (7)
Proof : It follows from the constraints of LP that FEA(LP)
is a bounded nonempty polyhedron, and hence OPT(LP) is
finite. The lower bound in the RHS of (7) then follows from
the strong duality of linear programming (Theorem 2.1) and
the fact that LP is a convex relaxation of SC (Theorem 3.2).
Consequently, DP may itself be considered as an abstract
converse.
Remark III.1. Interpretation of DP: LP relaxations for com-
binatorial channel coding problems, such as those in [12]
and [13], can be interpreted as generalized sphere-packing.
The duals of these relaxations represent generalized covering.
Since our LP relaxation has not made any use of the structure
of the loss function κ, and it was derived from purely algebraic
arguments, there does not seem to be any elegant interpretation
for LP or DP. However, note that when µ ≡ 0, the objective
function of DP seems to reflect a tension between γa, which is
a function of S, and γb, which is a function of Y , and such that
sum of
∑
s γ
a(s) and
∑
y γ
b(y) is restricted via (D3). This
suggests that the rate |S|/|Y| will play a role in determining
OPT(DP). For channel coding, this is indeed the case, as we
shall see in Section V, where DP will be shown to imply the
channel coding strong converse. 
We end by noting that DP always yields a nontrivial bound
on SC when considering natural problems from joint source-
channel coding.
Proposition 3.6: Consider problem SC with S = Ŝ, PS(·) >
0, PY |X(·|·) > 0 and κ(s, x, y, ŝ) ≡ d(s, ŝ) where d : S×Ŝ →
R is such that d(s, ŝ) ≥ 0 for all s ∈ S, ŝ ∈ Ŝ and d(s, ŝ) = 0
if and only if s = ŝ. Then, the optimal value of DP is strictly
positive, i.e.,
OPT(DP) > 0.
The proof is included in Appendix A.
IV. LINEAR PROGRAMMING BASED FINITE
BLOCKLENGTH CONVERSES: AN ILLUSTRATIVE EXAMPLE
In this section, we illustrate the selection of variables of
the DP to derive converses through the example of finite
blocklength channel coding of a Binary Symmetric Channel
(BSC). Through a simple selection of values of dual variables,
we first obtain a ‘naive converse’ which gives a lower bound
of −∞ in the limit of large blocklengths for rates slightly
greater than the capacity of the BSC. We then illustrate how
these dual variables are appropriately selected such that they
yield a lower bound which implies the strong converse. In fact,
9a similar line of construction of feasible points of DP results
in new and improved converses for lossy joint source-channel
coding problem as explained in Section V.
Consider a discrete memoryless BSC (X , PY |X ,Y) with
X = Y = {0, 1}n, n ∈ N and channel conditional probability
given as,
PY |X(y|x) =
n∏
i=1
PYi|Xi(yi|xi), where
PYi|Xi(yi|xi) = I{xi 6= yi}+ (1− )I{xi = yi}, (8)
where x = (x1, . . . , xn) ∈ X , y = (y1, . . . , yn) ∈ Y and
 < 0.5. If dx,y represents the Hamming distance between
x ∈ X and y ∈ Y , then the channel conditional probability
can be equivalently expressed as,
PY |X(y|x) ≡ dx,y (1− )n−dx,y . (9)
We show that there exists a feasible solution of DP which
implies the strong converse for BSC. To motivate the con-
struction of such a feasible solution of DP, we first consider
the following “naive” converse.
Lemma 4.1 (A naive converse for the BSC): Consider
problem SC with S = Ŝ = {1, . . . ,M}, PS(s) ≡ 1M andX = Y = {0, 1}n. Let the channel be the discrete memoryless
BSC as given in (8) with  < 0.5. Then, for any code, the
following is a lower bound on the probability of error,
E[I{S 6= Ŝ}] ≥ OPT(SC) ≥ OPT(LP) = OPT(DP)
≥ 1− (1− )n 2
n
M
. (10)
Proof : We construct a feasible solution of DP that gives the
required bound. To do so, consider µ(s, x, y, ŝ) ≡ 0. Since λb
is a function of x, y and s, we take
λb(x, s, y) ≡ PS(s)PY |X(y|x) ≡ 1
M
dx,y (1− )n−dx,y ,
such that λb is a function of dx,y . We now choose λa(s, ŝ, y)
such that (D3) is satisfied. The above choice of λb implies that
λa(s, ŝ, y)≤ 1
M
dx,y (1− )n−dx,y
[
I{s 6= ŝ} − 1
]
,
for all s, x, y, ŝ. Thus, we choose λa(s, ŝ, y) =
min
x
−1
M
dx,y (1− )n−dx,y I{s = ŝ}= −(1− )
nI{s = ŝ}
M
,
for all s, ŝ, y. We consider the following values for the
remaining dual variables,
γa(s) ≡ min
x
∑
y
λb(x, s, y)
(a)
= min
x
n∑
k=0
nCk
k(1− )n−k
M
=
1
M
,
γb(y) ≡ min
ŝ
∑
s
λa(s, ŝ, y) ≡ −(1− )
n
M
,
which ensures that (D1) and (D2) are satisfied. The equality
in (a) results since for any x ∈ X , the number of y’s in Y
such that dx,y = k is equal to nCk. Thus, we have a feasible
set of variables of DP.
With the considered choice of dual variables, the dual cost
evaluates to∑
s
γa(s) +
∑
y
γb(y) = 1− (1− )n 2
n
M
.
This dual cost together with (7) gives the required bound.
We now analyze if the lower bound in (10) implies the channel
coding converse. Denote the capacity of the BSC as CBSC =
1 −H2(), where H2() = − log2() − (1 − ) log2(1 − ).
Notice that if M = 2nR, where R = CBSC + α, for α > 0
bound (10) becomes,
1− (1− )n 2
n
M
= 1− 2
n(1− )n
2nCBSC+nα
= 1−
(
1− 
2α
)n
,(11)
which goes to −∞ as n increases to∞ if α is small (justifying
why we call it a naive converse). Consequently, the lower
bound in (10) does not imply the converse of channel coding.
To get a lower bound which also implies the strong converse
from (11), we modify the construction of dual variables. One
way to accomplish this is by incorporating the additional term(

1−
)n−nδ
in λa(s, ŝ, y), i.e.
λa(s, ŝ, y) ≡ −
(

1− 
)n−nδ
(1− )n
M
I{s = ŝ}, (12)
where δ ∈ (0, ) is chosen suitably later. Modification in
λa(s, ŝ, y) implies λb(x, s, y) has to be modified such that
(D3) is satisfied. For (D3) to hold, we need,
λb(x, s, y) ≤ (1− )
n
M
min
[
dx,y
(1− )dx,y ,
n−nδ
(1− )n−nδ
]
,
for all s, x, y. Thus, we choose λb(x, s, y) such that the
above inequality holds with equality. The RHS of the above
inequality can be expressed as,
λb(x, s, y) ≡ (1− )
n
M
[(

1− 
)dx,y
I{dx,y > n− nδ}
+
(

1− 
)n−nδ
I{dx,y ≤ n− nδ}
]
. (13)
In the following theorem, we employ the above values of
λa and λb (in (12) and (13)) to obtain a lower bound which
implies the strong converse for BSC.
Theorem 4.2: Consider problem SC with S = Ŝ =
{1, . . . ,M}, PS(s) ≡ 1M and X = Y = {0, 1}n. Let the
channel be the discrete memoryless BSC as given in (8) with
 < 0.5. Then, for any code, the following is a lower bound
on the probability of error,
E[I{S 6= Ŝ}] ≥ OPT(SC) ≥ OPT(LP) = OPT(DP)
≥ sup
>δ>0
[
1 + 2−n
(
H2()−H2(−δ)−δ log2 1− + 1n log2 l(n,−δ)
)
− 1
M
2n
(
1−H2()+δ log2 1−
)
− (1− )n−nH 11− (−δ)
]
, (14)
where l(n, α) =
exp
(
λ1(n)− λ2(nα)− λ2(n(1− α))
)√
2piα(1− α)n
with λ1(x) =
1
12x+ 1
, λ2(x) =
1
12x
. (15)
10
Proof : Let 0 < δ < . To get the required bound, we take
µ(s, x, y, ŝ) ≡ 0, λb(x, s, y) as in (13) and λa(s, ŝ, y) as in
(12). It is clear from our discussion above that the choice of
values of λa and λb are feasible with respect to (D3). By
setting γa and γb as,
γb(y) ≡ min
ŝ
∑
s
λa(s, ŝ, y), γa(s) ≡ min
x
∑
y
λb(x, s, y),
constraints (D1) and (D2) of DP are also satisfied.
Now, for any s ∈ S,
γa(s)
(a)
=
1
M
[ n∑
k=n−nδ+1
nCk
k(1− )n−k
+ n−nδ(1− )n−n+nδ
n−nδ∑
k=0
nCk
]
(16)
(b)
≥ 1
M
[
1− (1− )n−nH 11− (−δ)
+2−n
(
H2()−H2(−δ)−δ log2 1− + 1n log2 l(n,−δ)
)]
, (17)
where Hq(x) = x logq(q−1)−x logq(x)−(1−x) logq(1−x).
The equality in (a) arises as for any x ∈ X , the number of y’s
in Y such that dx,y = k is equal to nCk. To get to inequality
(b), we upper bound
∑n−nδ
k=0
nCk
k(1− )n−k using that
nα∑
i=0
nCi(q − 1)i ≤ qnHq(α) for q > 1
1− α, α ∈ (0, 1), (18)
and we lower bound
∑n−nδ
k=0
nCk using
nα∑
i=0
nCi(q − 1)i ≥ qnHq(α)l(n, α), (19)
where l(n, α) is as defined in (15). Moreover, for any y ∈ Y ,
γb(y) =
−1
M
n−nδ(1− )n−n+nδ = −1
M
2−nH2()+nδ log2
1−
 .
(20)
Consequently, the dual cost
∑
s γ
a(s) +
∑
y γ
b(y) evaluates
to the term in the bracket in (14). Taking the supremum over
δ ∈ (0, ) and then applying (7) gives the required bound.
We now show that (14) implies the strong converse for the
BSC.
Corollary 4.3 (Strong Converse for the BSC): Consider the
problem SC with S = Ŝ = {1, . . . ,M}, PS(s) ≡ 1M andX = Y = {0, 1}n. Let the channel be the discrete memoryless
BSC as given in (8) with  < 0.5. If M = 2nR, where R >
CBSC = 1−H2(), then the lower bound in (14) implies that
lim
n→∞E[I{S 6= Ŝ}] = 1.
Proof : In (14), we fix δ such that 0 < δ <
min
(
, R−CBSC
log2
(
1−

)). Further, H2(x) being concave,
H2()−H2(− δ)− δ log2 1− ≥ 0. Also, H 11− (− δ) < 1
and 1 − H2() − R + δ log2
(
1−

)
< 0. Consequently, as
n→∞, RHS of (14) goes to 1, thereby implying the strong
converse.
In a similar line of construction of dual variables, a strong
converse for the finite blocklength channel coding of a
discrete memoryless binary erasure channel is derived in [2].
Remark IV.2. Selection of Dual Variables: It now becomes
evident that the selection of values of dual variables
λa(s, ŝ, y) and λb(x, s, y) plays a crucial role in the quality of
the converse. Notice that in (13), λb(x, s, y) has been modified
such that it takes PS(s)PY |X(y|x) when dx,y > n − nδ
and when dx,y ≤ n − nδ, it takes PS(s)PY |X(y|x) where
PY |X(y|x) is evaluated at dx,y = n− nδ. Further, in
(12), λa(s, ŝ, y) is chosen such that it takes a non-zero
value when the compliment of the cost function (here, cost
function κ(z) ≡ I{s 6= ŝ}) is true and the corresponding
value is in fact the negative of the term in λb(x, s, y)
corresponding to I{dx,y ≤ n − nδ}. Also, notice that
I{dx,y > n−nδ} = I{PY |X(y|x) < n−nδ(1−)n−n+nδ}.
These observations can be extended to derive new converses
for finite blocklength joint source-channel coding problems
as explained in the next section. 
V. LOWER BOUNDS ON FINITE BLOCKLENGTH JOINT
SOURCE - CHANNEL CODING PROBLEMS
In this section, by a logical extension of the construction
of dual variables from the previous section, we derive lower
bounds for various instances of the finite blocklength lossy
joint source-channel coding problem, thereby making the case
that LP relaxation and duality serve as a common framework
from which converses for various cases of joint source-channel
coding can be derived. We first consider the problem of
obtaining a lower bound on the minimum excess distortion
probability of a finite blocklength lossy joint source-channel
code and then take up the lossy source coding and channel
coding problems.
For the lossy joint source-channel coding problem, we
consider problem SC with S having the distribution PS and
channel conditional probability distribution PY |X . The cost
function is given as κ(s, x, y, ŝ) ≡ I{d(s, ŝ) > d}, where
d : S × Ŝ → [0,+∞] represents the distortion function
and d ∈ [0,∞) is the distortion level. The objective is to
obtain a lower bound on the minimum value of E[I{d(S, Ŝ) >
d}] = P[d(S, Ŝ) > d] (which is called the excess distortion
probability) achieved by a joint source-channel code (f, g).
We will use DP to derive a lower bound on this problem.
Kostina and Verdu´ in [6] obtained general converses on
the minimum excess distortion probability achieved by a
finite blocklength joint source-channel code. The converse for
lossy source coding [7] and the converse for channel coding
without cost constraints proposed by Wolfowitz [8] follow
as a particular case of the converse for joint source-channel
coding. Further, it has been shown that these finite blocklength
converses for channel coding, lossy source coding and joint
source-channel coding with excess distortion probability as the
loss criterion are asymptotically tight.
In this section, by constructing a feasible point of the dual
program DP, we recover the converse of Kostina and Verdu´
[6, Theorem 3] on the minimum excess distortion probability
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achieved by a finite blocklength lossy joint source-channel
code. In fact, by tweaking this construction of feasible point,
we derive a new converse which improves on the Kostina-
Verdu´ converse. We then derive another converse which further
improves on the Kostina-Verdu´ converse. For lossy source
coding and channel coding without cost constraints, new
converses which improve on the converses of Kostina and
Verdu´ [7, Theorem 7] and Wolfowitz [8] respectively, follow
from these new results. It thus follows that our LP relaxation
is asymptotically tight for channel coding, lossy source coding
and lossy joint source-channel coding with probability of
excess distortion as the loss criterion.
Kostina and Verdu´ leverage the concept of d-tilted informa-
tion for deriving the converse for joint source-channel coding
[6]. For a source S with distribution PS , distortion function
d : S×Ŝ → [0,+∞] and distortion level d, the rate-distortion
function is defined as
RS(d) = inf
PŜ|S :E[d(S,Ŝ)]≤d
I(S; Ŝ), (21)
where the infimum is over PŜ|S ∈ P(Ŝ|S). Assume that the
infimum in (21) is achieved by a unique PŜ∗|S and dmin =
inf{d : RS(d) <∞}.
Definition 5.1 (d-tilted information [6]): For d > dmin, the
d-tilted information in S is defined as
jS(s,d) = log
1
E[exp(λ∗d− λ∗d(s, Ŝ∗))] , (22)
where the expectation is with respect to the unconditional
probability distribution PŜ∗ on Ŝ which achieves the infimum
in (21). When d = 0, the 0-tilted information is defined as
jS(s, 0) = iS(s), where iS(s) = log
1
PS(s)
.
(We refer the readers to [6] for more details). Following is an
important property of the d-tilted information, which comes
to our aid in constructing a dual feasible point.
E[exp(jS(S,d) + λ∗d− λ∗d(S, ŝ))] ≤ 1, ∀ŝ ∈ Ŝ, (23)
where the expectation is with respect to PS and λ∗ =
−R′S(d) > 0 is the negative of the slope of the rate-distortion
function.
Following is the converse for joint source-channel coding
shown by Kostina and Verdu´ in [6, Theorem 1].
Theorem 5.1 (Kostina-Verdu´ bound): For any source-
channel pair (S, PY |X), the existence of a finite blocklength
joint source-channel code (f, g) which satisfies P[d(S, Ŝ) >
d] ≤ , requires that
 ≥ inf
PX|S
sup
γ>0
{
sup
PY¯
P[jS(S,d)− iX;Y¯ (X;Y ) ≥ γ]
− exp(−γ)
}
(24)
≥ sup
γ>0
{
sup
PY¯
E
[
inf
x
P[jS(S,d)− iX;Y¯ (x;Y ) ≥ γ | S
]
− exp(−γ)
}
, (25)
where,
iX;Y¯ (x; y) = log
dPY |X=x
dPY¯
(y), (26)
PY¯ is an arbitrary probability distribution on Y , S → X → Y
holds in (24) and P in (25) is with respect to Y distributed
according to PY |X=x.
Kostina and Verdu´ further generalize the above lower
bounds to take into account the type of the channel input
block and the number of channel input types. For this, an
auxiliary random variable V that takes values on 1, . . . , T
is introduced where T is a positive integer that represents
the number of channel input types and V represents the type
of the channel input block. The following theorem gives the
generalized converse of Kostina and Verdu´ [6, Theorem 3].
Theorem 5.2 (Generalized Kostina-Verdu´ bound): For any
source-channel pair (S, PY |X), the existence of a finite
blocklength joint source-channel code (f, g) which satisfies
P[d(S, Ŝ) > d] ≤ , requires that
 ≥ inf
PX|S
max
γ>0,T
{
−T exp(−γ)
+ sup
Y¯ ,V :
S→(X,V )→Y
P[jS(S,d)− iX;Y¯ |V (X;Y |V ) ≥ γ]
}
≥ max
γ>0,T
{
−T exp(−γ)
+ sup
Y¯ ,V
E
[
inf
x
P[jS(S,d)− iX;Y¯ |V (x;Y |V ) ≥ γ|S]
]}
,
(27)
where T is a positive integer, V is a random variable that takes
values in {1, 2, . . . , T},
iX;Y¯ |V (x; y|t) = log
PY |X=x,V=t
PY¯ |V=t
(y) (28)
and the probability measure P in (27) is generated by
PSPV |X=xPY |X=x,V .
In particular, for a code that gives the minimum excess
distortion probability of , (25), (27) give lower bounds on
this probability.
A. Recovery and Improvement of the Kostina-Verdu´ Converses
Below we show that DP recovers and improves on the gen-
eralized Kostina-Verdu´ converse (27). Since the improvement
on this converse is immediate, we directly present the proof of
the improvement of this converse and remark on recovering the
generalized Kostina-Verdu´ converse from this. Further, a lower
bound which improves on (25) follows from the improvement
on (27). Recall that we have assumed that all random variables
are discrete.
Theorem 5.3: (DP improves Generalized Kostina-Verdu´
bound) Consider problem SC with S having distribution
PS and channel conditional probability distribution given by
PY |X . Let κ(s, x, y, ŝ) ≡ I{d(s, ŝ) > d} be the loss function
where d : S × Ŝ → [0,+∞] is a distortion function and
d ∈ [0,∞) is the distortion level. Then, there exists a
feasible point of the problem DP with an objective value
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which improves on the RHS of (27). Specifically, for any
code, we have the following lower bound on excess distortion
probability,
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(LP) = OPT(DP)
≥ max
γ,T
{
sup
Y¯ ,V
E
[
inf
x
{
P[jS(S,d)− iX;Y¯ |V (x;Y |V ) ≥ γ|S]
+ exp(jS(S,d)− γ)
∑
y∈Y
T∑
t=1
PV |X(t|x)PY¯ |V (y|t)×
I{jS(S,d)− iX;Y¯ |V (x; y|t) < γ}
}]
− T exp(−γ)
}
, (29)
where T is a positive integer, V is a random variable that takes
values on {1, 2, . . . , T}, iX;Y¯ |V (x; y|t) is as defined in (28), P
is generated by PV |X=xPY |X=x,V . Note that the expectation
E on the RHS of (29) is with respect to PS .
Proof : Let V be an auxiliary random variable that takes values
on V := {1, . . . , , T} such that
PY |X(y|x) =
T∑
t=1
PY |X,V (y|x, t)PV |X(t|x). (30)
To obtain the required lower bound, consider the following
values of dual variables,
λb(x, s, y) ≡ PS(s)
T∑
t=1
[
PY |X,V (y|x, t)PV |X(t|x)×
I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)}
+ PY¯ |V (y|t) exp(jS(s,d)− γ)PV |X(t|x)×
I{PY |X,V (y|x, t) > PY¯ |V (y|t) exp(jS(s,d)− γ)}
]
,
λa(s, ŝ, y) ≡−PS(s) exp(jS(s,d)− γ)I{d(s, ŝ) ≤ d}×
T∑
t=1
PY¯ |V (y|t),
γa(s) ≡ inf
x∈X
∑
y
λb(x, s, y), (31)
γb(y) ≡ − exp(−γ)
T∑
t=1
PY¯ |V (y|t),
and µ(s, x, y, ŝ) ≡ 0. Above, PY¯ |V=t is any probability dis-
tribution on Y such that iX;Y¯ |V (x; y|t) = log PY |X=x,V=tPY¯ |V=t (y)
where for any y ∈ Y and t ∈ V , PY¯ |V=t(y) = 0 implies
PY |X=x,V=t(y) = 0. Consequently, for any x ∈ X and s ∈ S,
∑
y∈Y λ
b(x, s, y) becomes
PS(s)
∑
y∈Y,t∈V|PY¯ |V (y|t)>0
[
PY |X,V (y|x, t)PV |X(t|x)×
I
{
PY |X,V (y|x, t)
PY¯ |V (y|t)
≤ exp(jS(s,d)− γ)
}
+PY¯ |V (y|t)PV |X(t|x)×
exp(jS(s,d)− γ)I
{
PY |X,V (y|x, t)
PY¯ |V (y|t)
> exp(jS(s,d)− γ)
}]
= PS(s)
∑
y∈Y,t∈V|PY¯ |V (y|t)>0
PY |X,V (y|x, t)PV |X(t|x)×
I{iX;Y¯ |V (x; y|t) ≤ jS(s,d)− γ}+ PY¯ |V (y|t)PV |X(t|x)×
exp(jS(s,d)− γ)I{iX;Y¯ |V (x; y|t) > jS(s,d)− γ}
]
= PS(s)
∑
y∈Y
T∑
t=1
[
PY |X,V (y|x, t)PV |X(t|x)×
I{iX;Y¯ |V (x; y|t) ≤ jS(s,d)− γ}+ PY¯ |V (y|t)PV |X(t|x)×
exp(jS(s,d)− γ)I{iX;Y¯ |V (x; y|t) > jS(s,d)− γ}
]
, (32)
where the last equality follows since for any y ∈ Y and t ∈ N ,
if PY¯ |V (y|t) = 0, then PY |X,V (y|x, t) = 0 for any x ∈ X .
It is now sufficient to show that the values of dual variables
considered in (31) are in fact feasible for DP. We first check
feasibility with respect to constraint (D1). For this, we need
to show that ∑
y∈Y
λb(x, s, y) ≥ γa(s), ∀x, s,
which is trivially true by construction.
To check for the feasibility of dual variables with respect
to constraint (D2), we have to show that
−
∑
s
PS(s)I{d(s, ŝ) ≤ d} exp(jS(s,d)− γ)
T∑
t=1
PY¯ |V (y|t)
≥ − exp(−γ)
T∑
t=1
PY¯ |V (y|t) ∀ŝ, y. (33)
To show this, we start with the LHS of (33). For any ŝ ∈ Ŝ
and y ∈ Y ,
−
∑
s
PS(s)I{d(s, ŝ) ≤ d} exp(jS(s,d)− γ)
T∑
t=1
PY¯ |V (y|t)
(a)
≥ − exp(−γ)
∑
s
PS(s) exp(jS(s,d)) exp (λ∗ (d− d(s, ŝ)))×
T∑
t=1
PY¯ |V (y|t)
= − exp(−γ)E [exp (jS(s,d) + λ∗d− λ∗d(S, ŝ))]×
T∑
t=1
PY¯ |V (y|t)
(b)
≥ − exp(−γ)
T∑
t=1
PY¯ |V (y|t),
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where the inequality in (a) is due to I{d(s, ŝ) ≤ d} ≤
exp(λ∗(d − d(s, ŝ))) (recall that λ∗ = −R′S(d) > 0) and
the inequality in (b) follows from (23). Thus (D2) holds.
To check the feasibility of dual variables in (31) with
respect to constraint (D3), we consider the following cases.
Case 1: d(s, ŝ) > d.
In this case, λa(s, ŝ, y) ≡ 0 and the LHS of (D3) becomes
λb(x, s, y). Further, for any t ∈ V , two sub-cases arise.
Case 1a: I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)} = 1.
In this case, the terms inside the square bracket in the
definition of λb(x, s, y) become PY |X,V (y|x, t)PV |X(t|x).
Case 1b: I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)} = 0.
In the considered case, PY¯ |V (y|t) exp(jS(s,d) − γ) <
PY |X,V (y|x, t) and consequently, the terms inside
the square bracket in λb(x, s, y) become less than
PY |X,V (y|x, t)PV |X(t|x).
Thus, in each case, for any t ∈ V , the term in-
side the square bracket in λb(x, s, y) is upper bounded by
PY |X,V (y|x, t)PV |X(t|x). Consequently, λb(x, s, y) is upper
bounded as,
PS(s)
T∑
t=1
PY |X,V (y|x, t)PV |X(t|x) (a)= PS(s)PY |X(y|x),
which is the RHS of (D3). The equality in (a) follows from
(30).
Case 2: d(s, ŝ) ≤ d
In this case, the RHS of (D3) is zero. The LHS can be
upper bounded employing PV |X(t|x) ≤ 1 for all t, x in the
expression for λb(x, s, y) to get that the LHS is at most
PS(s)
T∑
t=1
[
PY |X,V (y|x, t)I{PY |X,V (y|x, t) ≤
PY¯ |V (y|t) exp(jS(s,d)− γ)}+ PY¯ |V (y|t) exp(jS(s,d)− γ)×
I{PY |X,V (y|x, t) > PY¯ |V (y|t) exp(jS(s,d)− γ)}
− PY¯ |V (y|t) exp(jS(s,d)− γ)
]
. (34)
Just as in Case 1, for any t ∈ V , two sub-cases arise in (34).
Case 2a: I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)} = 1.
In this case, PY |X,V (y|x, t) is upper bounded by
PY¯ |V (y|t) exp(jS(s,d) − γ) showing that the term in
the square bracket of (34) is nonpositive.
Case 2b: I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)} = 0.
In this case, it can be seen that the term inside the square
bracket of (34) becomes zero.
Thus, for any t ∈ N , the terms inside the square bracket
of (34) evaluate to a non-positive quantity. Consequently, the
LHS of (D3) is upper bounded by a nonpositive quantity,
thereby satisfying the constraint (D3). Thus, the dual variables
considered in (31) are feasible for DP.
Employing (32), the dual cost is then obtained as,∑
s∈S
γa(s) +
∑
y∈Y
γb(y)
=
∑
s
PS(s) inf
x
∑
y∈Y
T∑
t=1
[
PY |X,V (y|x, t)PV |X(t|x)×
I{iX;Y¯ |V (x; y|t) ≤ jS(s,d)− γ}+ PY¯ |V (y|t)PV |X(t|x)×
exp(jS(s,d)− γ)I{iX;Y¯ |V (x; y|t) > jS(s,d)− γ}
]
− exp(−γ)
∑
y∈Y
T∑
t=1
PY¯ |V (y|t). (35)
Since this lower bound is valid for any γ, T , PY¯ , we get the
rightmost inequality in (29). Using Lemma 3.5, the proof is
complete.
Remark V.3. Recovering the Kostina-Verdu´ Converse (27): To
recover the Kostina-Verdu´ converse (27) from our DP, consider
the dual variables in (31) with λb chosen as
λb(x, s, y) ≡ PS(s)
T∑
t=1
[
PY |X,V (y|x, t)PV |X(t|x)×
I{PY |X,V (y|x, t) ≤ PY¯ |V (y|t) exp(jS(s,d)− γ)}
]
.
It is easy to see that the dual cost of this feasible point gives
the converse (27).
The presence of an additional
non-negative term corresponding to
I{PY |X,V (y|x, t) > PY¯ |V (y|t) exp(jS(s,d)− γ)} in the
value of λb(x, s, y) in (31) results in the improvement on the
Kostina-Verdu´ converse in (27). Numerical comparisons for
the same are given in Section VI. 
Remark V.4. On the Construction of Feasible Points of DP:
Notice that the constructions of dual variables in (31) employ
µ ≡ 0. Consequently, these variables are feasible for DP′, the
dual of the reduced LP relaxation LP′. Tighter bounds could
be obtained by making a better use of µ. However, since µ is
required to be nonnegative and it is present in all constraints
(D1), (D2), (D3), and in the objective of DP, using it in
the construction of dual variables becomes challenging.
Throughout this paper, we have not used a nonzero value for
µ.
Note that of the three dual constraints in DP′, (D3) is the
hardest. We have to find functions λa, λb on strict subpsaces
of Z such that they are pointwise dominated by the RHS
of (D3), which is defined over the full space Z. Moreover,
when κ(z) ≡ κ(s, ŝ), the RHS of (D3) becomes a product of
two terms, PS(s)κ(s, ŝ), which is a source coding-like term
and PY |X(y|x), which is a channel coding-like term. On the
other hand in the LHS, we have a sum of λa(s, ŝ, y) and
λb(s, x, y). This is probably indicative that a logarithm would
be involved in the construction of dual feasible points. Also,
notice that terms in the LHS do not have a clean “source-
channel” separation: λa depends on s, ŝ as well as y. Of
course, one may choose to take λa to be constant over y,
but it is not clear that this is optimal. Indeed, (31) sets λa to
be nontrivially dependent on y. 
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Remark V.5. Choice of γ: Notice that in the converse in
Theorem 5.3, the supremum is taken over any γ. To get the
tightest bound, it is sufficient to take the supremum over
γ > 0. Although letting γ take nonpositive values does not
improve our bound, γ < 0 comes handy in deriving new
converses as will be seen in Section VI. 
Finally, if T = 1 in the converse in Theorem 5.3, we get
the following improvement on converse (25).
Corollary 5.4 (DP improves Kostina-Verdu´ bound): Con-
sider the lossy joint source-channel coding setting of Theo-
rem 5.3. Then for any code, we have
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
sup
PY¯
E
[
inf
x
{
P[jS(S,d)− iX;Y¯ (x;Y ) ≥ γ|S]+∑
y∈Y
PY¯ (y) exp(jS(S,d)− γ)I{jS(S,d)− iX;Y¯ (x; y) < γ}
}]
− exp(−γ)
}
, (36)
where PY¯ is any probability measure on Y such that
iX,Y¯ (x; y) is as defined in (26), P is with respect to Y
distributed acording to PY |X=x. Note that the expectation E
in the RHS of (36) is with respect to PS .
Coming to the asymptotics for the joint-source channel
coding problem, lower bound the converse in Theorem 5.3
to get the Kostina-Verdu´ bound in (27). Let M, M̂, A
and B represent the source alphabet, destination alphabet,
channel input and output alphabets respectively. Then, we take
S = ∏ki=1 Si, Ŝ = ∏ki=1 Ŝi where Si =M and Ŝi = M̂ for
all i, X = ∏ni=1 Xi, where Xi = A for all i and Y = ∏ni=1 Yi,
where Yi = B for all i, and take the source Si to be stationary
and the channel PYi|Xi as stationary and memoryless, then
under the assumptions of Theorem 10 in [6],
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(DP)
≥ Q
(
nC − kR(d) + (|A| − 12 ) log(n+ 1)√
nV+ kV(d)− L2|A|
)
+ o(n, k),
where o(n, k) vanishes as n, k go to infinity, Q is the standard
Gaussian complimentary cumulative distribution function, A
is the channel input alphabet, C is the channel capacity, V =
Var[i∗X;Y (X
∗;Y ∗)] > 0, i∗X;Y (X
∗;Y ∗) = log dPY |X=xdPY ∗ (y),
X∗ ∈ A, Y ∗ ∈ B are the capacity achieving input and output
random variables, respectively, V(d) = Var[jS(s,d)] and L2
is a non-negative constant. This follows from employing the
central limit theorem-based asymptotic analysis in [6]. It is
known from [6] that this converse is asymptotically tight.
1) Lossy Source Coding: For the finite blocklength lossy
source coding problem, the following converse which im-
proves on the Kostina-Verdu´ converse in [7, Theorem 7]
follows from the converse in Corollary 5.4.
Corollary 5.5: (DP improves on Kostina-Verdu´ Lossy Source
Coding Converse) Consider the setting of Corollary 5.4 with
X = Y = {1, . . . ,M}, M ∈ N and channel conditional
distribution PY |X(y|x) ≡ I{x = y}. Then, for any code, the
following lower bound follows from (36),
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
− exp(−γ) + P[jS(S,d) ≥ γ + logM ] + 1
M
×∑
s
PS(s) exp(jS(s,d)− γ)I{jS(s,d) < logM + γ}
}
. (37)
To get to the bound in (37), set PY¯ (y) ≡ 1M in (36). It is easy
to see that the converse in (37) implies the asymptotically tight
lossy source coding converse of Kostina-Verdu´ [7, Theorem
7]. Consequently, Corollary 5.5 shows that the LP relaxation
is asymptotically tight for lossy (and lossless) source coding
with the probability of excess distortion as the loss criterion.
2) Channel Coding: For channel coding problems,
d(s, ŝ) ≡ I{s 6= ŝ}, d = 0 and S is uniformly distributed
on S. Kostina and Verdu´ in [25] showed that the lower
bound derived in Theorem 5.1 also implies the channel coding
converse proposed by Wolfowitz [8] in the absence of cost
constraints on channel input,
E[I{S 6= Ŝ}] ≥ sup
γ>0
{
sup
PY¯
inf
x
P[iX;Y¯ (x;Y ) ≤ logM − γ]
− exp(−γ)
}
. (38)
The following corollary gives a new converse for channel
coding problem in the absence of cost constraints derived from
(36) which improves on the above converse of Wolfowitz.
Corollary 5.6 (DP improves on Wolfowitz’s Converse): Con-
sider the setting of Corollary 5.4 with S = Ŝ = {1, 2, . . . ,M},
M ∈ N, PS(s) ≡ 1M . Let d(s, ŝ) ≡ I{s 6= ŝ} and
d = 0. Then, for any code, the following lower bound on
the minimum error probability holds,
E[I{S 6= Ŝ}] ≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
sup
PY¯
inf
x
[
P[iX;Y¯ (x;Y ) ≤ logM − γ] +M exp(−γ)×∑
y∈Y
PY¯ (y)I{iX;Y¯ (x; y) > logM − γ}
]
− exp(−γ)
}
. (39)
Further, let X = ∏ni=1 Xi, where Xi = A for all i and
A represents the channel input alphabet and Y = ∏ni=1 Yi,
where Yi = B for all i and B represents the channel output
alphabet. Let yi ∈ Yi represent an element of Yi and xi ∈ Xi
represent an element of Xi. If the channel is stationary and
memoryless, i.e., PY |X(y|x) ≡
∏n
i=1 PYi|Xi(yi|xi), for n ∈ N
and PYi|Xi ∈ P(B|A) is independent of i, and M = exp(nR)
for any R greater than the capacity of PYi|Xi , then as n→∞,
the RHS of (39) and hence OPT(DP) and OPT(SC) tend to
unity.
In the above corollary, (39) follows from Theorem 5.4.
Notice that the converse in (39) has an additional non-negative
term corresponding to I{iX;Y¯ (x; y) > logM − γ} compared
to Wolfowitz’s converse in (38). The second claim in the
corollary is the channel coding strong converse, which follows
from the lower bound in (39) by applying the law of large
numbers for non-identically distributed random variables as
explained in [25, Section IV]. Also note that the ‘achievability’
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part of Shannon’s channel coding theorem directly shows that
for R strictly less than the channel capacity, OPT(LP) → 0
as n → 0 (this is because 0 ≤ OPT(LP) ≤ OPT(SC) and
OPT(SC)→ 0).
3) Linear Programming Relaxation of Matthews using Non-
Signaling Codes and the Polyanskiy-Poor-Verdu´ Converse:
The authors were made aware of the work of Matthews [17] by
an anonymous reviewer. Matthews in [17] considers the finite
blocklength channel coding problem (with the same setting as
in Corollary 5.6) and obtains a lower bound on the minimum
probability of error, E(M), achieved by a channel code of size
M , by relaxing the problem to an optimization problem over
non-signaling codes. The resulting relaxed problem is posed
as the following linear program,
NS min
QX|S ,QŜ|Y ,W
1− 1
M
∑
s,x,y
PY |X(y|x)W (s, x, y, s)
s.t
∑
xW (z)−QŜ|Y (ŝ|y) = 0 ∀s, ŝ, y∑
ŝW (z)−QX|S(x|s) = 0 ∀x, s, y∑
x,ŝW (s, x, y, ŝ) = 1 ∀s, y,
QX|S(x|s) ≥ 0 ∀s, x
QŜ|Y (ŝ|y) ≥ 0 ∀ŝ, y
W (z) ≥ 0 ∀z.
Matthews finds the optimal solution of NS by resorting to
an equivalent linear program over symmetrized non-signaling
codes and its dual program. Specifically, he shows,
OPT(NS) = max
z
min
x
∑
y
[
min{zy, PY |X(y|x)} − zy
M
]
,
whereby,
E(M) ≥ max
z
min
x
∑
y
[
min{zy, PY |X(y|x)} − zy
M
]
. (40)
Furthermore, he shows that the upper bound on M that follows
from (40), MNS(), where E(M) ≤  is in fact the hypothesis
testing based converse of Polyanskiy, Poor and Verdu´ [5,
Theorem 27]. Precisely,
M() ≤MNS() = bMPPV()c, (41)
where
MPPV() = sup
PX∈P(X )
inf
QY ∈P(Y)
1
β1−(PXY , PX ×QY ) ,
with PX,Y (x, y) = PY |X(y|x)PX(x) is the bound on M
obtained by Polyanskiy, Poor and Verdu´ in [5, Theorem 27].
Note that if P,Q ∈ P(R) where R is a finite set and
identifying P with the null hypothesis, β1−(P,Q) represents
the minimum type II error,
∑
r∈R T (r)Q(r) achieved by
statistical tests T with the type I error not exceeding , i.e.,∑
r∈R T (r)P (r) ≥ 1− . Other works related to [17] can be
found in [26], [27].
It is easy to see that NS is in fact our simpler relaxation LP′,
thereby giving that OPT(NS) = OPT(LP′) = OPT(DP′).
Consequently, we have the following theorem.
Theorem 5.7 (DP implies Polyanskiy-Poor-Verdu´ Converse):
Consider problem SC with the setting of Corollary 5.6. Con-
sequently, for any code,
E[I{S 6= Ŝ}] ≥ OPT(SC) ≥ OPT(DP) ≥ OPT(DP′),
and
M() ≤MDP′() = bMPPV()c,
where MDP
′
() is the upper bound on M obtained from DP′
by putting OPT(DP′) ≤ OPT(SC) ≤ .
Although NS is the same as our LP′, we note that our
original relaxation LP is tighter than NS due to the presence
of additional inequality constraints, QX|S(x|s)+QŜ|Y (ŝ|y)−
W (z) ≤ 1 for all s, x, y, ŝ and hence, has the potential to
obtain better bounds.
Notice that our improved converse for channel coding in
(39) follows from (40). To see this, lower bound the RHS of
(40) by taking zy = PY¯ (y)M exp(−γ) and replace maximum
over z in the bound in (40) with supremum over γ and PY¯ .
While Matthews’s relaxation is obtained as a linear program
by appealing to the abstract idea of non-signaling codes,
our LP relaxation is obtained mechanistically by appealing
to principles and techniques in optimization. As such, our
approach can generate additional constraints as seen in our
relaxation LP, which further tightens the relaxation. Moreover,
our relaxation approach is extendable to network settings.
B. Further strengthening of these bounds
Our main message from the results obtained in the first part
of this section is that they serve to demonstrate the linear pro-
gramming based framework. That the gap between OPT(SC)
and OPT(DP) is small (and vanishes asymptotically) shows
that better converses could be found by thinking within the
general framework of the abstract converse given by DP.
Indeed some avenues for strengthening the above converses
are already suggested by the proofs of Theorems 5.3 and 5.5.
Notice from the dual constraint (D2), that when µ ≡ 0, the
optimal value of γb(y) is minŝ
∑
s λ
a(s, ŝ, y). On the other
hand, the γb(y) constructed in (31) is, in general, less than
this value. Setting γb(y) ≡ minŝ
∑
s λ
a(s, ŝ, y) would lead
to an improved bound. Note that γa(s) has been set to its
optimal value in (31). Setting γb as indicated above and all
other variables as in (31), we obtain the following tighter lower
bound on the minimum excess distortion probability of a lossy
joint source-channel code than the converse in Theorem 5.3.
Theorem 5.8: (Joint Source-Channel Coding – Further
Improvement) Consider the lossy joint source-channel coding
setting of Theorem 5.3. For any code, we have the following
lower bound on the excess distortion probability that improves
on the converse in Theorem 5.3,
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(DP)
≥ max
γ,T
sup
Y¯ ,V
{
E
[
inf
x
{
P[jS(S,d)− iX;Y¯ |V (x;Y |V ) ≥ γ|S]
+ exp(jS(S,d)− γ)
∑
y∈Y
T∑
t=1
PV |X(t|x)PY¯ |V (y|t)×
I{iX;Y¯ |V (x; y|t) > jS(S,d)− γ}
}]
− T sup
ŝ
E
[
exp(jS(S,d)− γ)I{d(S, ŝ) ≤ d}
]}
, (42)
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where T is a positive integer, V is a random variable that
takes values on {1, 2, . . . , T}, iX;Y¯ |V (x; y|t) is as defined in
(28), P is generated by PV |X=xPY |X=x,V and E in the RHS
of (42) is with respect to PS .
The following further improvement on the converse in (37)
for lossy source coding follows from (42).
Corollary 5.9: (Lossy Source Coding – Further Improve-
ment) Consider the setting of Theorem 5.4 with X = Y =
{1, . . . ,M}, M ∈ N and channel conditional distribution
PY |X(y|x) ≡ I{x = y}. Then, for any code, the following
lower bound follows from (42),
E[I{d(S, Ŝ) > d}] ≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
P[jS(S,d) ≥ γ + logM ] + 1
M
×∑
s
PS(s) exp(jS(s,d)− γ)I{jS(s,d) < logM + γ}
− sup
ŝ
exp(−γ)
M
∑
s
PS(s) exp(jS(s,d))I{d(s, ŝ) ≤ d}
}
.
(43)
For the channel coding problem a similar improvement
is not possible. Indeed, with PS(s) ≡ 1M , d(s, ŝ) =
I{s 6= ŝ} and d = 0, our improved construction γb(y) =
inf ŝ
∑
s λ
a(s, ŝ, y) = − exp(−γ)PY¯ (y), which is as in (29).
Consequently, the tighter converse that follows from (42) (with
T = 1) for channel coding coincides with (39).
Before we present further results, we numerically illustrate
these bounds in the next section.
VI. LOSSY TRANSMISSION OF A BINARY MEMORYLESS
SOURCE (BMS) OVER A BSC
In this section, we employ the converses in Theorem 5.3
and Theorem 5.8 with T = 1 to obtain lower bounds on
the minimum excess distortion probability of transmitting a
BMS over a BSC. We then consider the lossy source coding
of a BMS with average bit-wise Hamming distance as the
distortion measure, and apply the converses in Corollary 5.5,
Corollary 5.9 and Kostina-Verdu´ converse in [7, Theorem 7].
We numerically illustrate these bounds.
We consider the following setting. Let S = Ŝ = {0, 1}k
and X = Y = {0, 1}n. The probability distribution of the
binary memoryless source is given as
PS(s) =
k∏
i=1
PSi(si), where
PSi(si) ≡ pI{si = 1}+ (1− p)I{si = 0}, (44)
where p ∈ [0, 1]. Let the distortion measure be d(s, ŝ) =
1
k
∑k
i=1 I{si 6= ŝi} and d ∈ [0, p) be the excess distortion
level. The d-tilted information for this BMS evaluates to
jS(s,d) ≡ kH(p)− kH(d) + (ws − kp) log2
(
1− p
p
)
,
(45)
where recall that ws represents the Hamming weight of s ∈ S.
The binary memoryless symmetric channel is as given in (8)
for  < 12 . The rate-distortion function of the source and the
channel capacity are given as,
RS(d) = H(p)−H(d), C = 1−H(),
and the rate of transmission of the joint source-channel code
is r = kn .
A. Joint Source-Channel Coding of a BMS over a BSC
The following converse on the minimum excess distortion
probability of a BMS over a BSC follows from (36).
Corollary 6.1: (Joint Source-Channel Coding Converse of
(36) for BMS-BSC) Consider problem SC with S = Ŝ =
{0, 1}k, X = Y = {0, 1}n, PS(s) is as given in (44) and
the channel is the BSC as given in (8) with  < 0.5. Let the
loss function be κ(s, x, y, ŝ) ≡ I
{
1
k
∑k
i=1 I{si 6= ŝi} > d
}
,
where d < p. Then, for any code, the following lower bound
follows from (36),
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{ k∑
b=0
kCbp
b(1− p)k−b
[
1−
n+θ−1∑
a=0
nCa
a(1− )n−a
+ n+nθ(1− )n−n−θ
n+θ−1∑
a=0
nCa
]
− 2−γ
}
, (46)
where θ =
γ − kRS(d) + nC − (b− kp) log2
(
1−p
p
)
log2
(
1−

) .
(47)
Proof : To get to this converse, set PY¯ (y) ≡ 12n and substitute
jS(s,d) from (45) and
iX;Y¯ (x; y) ≡ n(log2 2−H())− (dx,y − n) log2
(
1− 

)
,
in the bound in (36). Recall that dx,y represents the Hamming
distance between x and y. A simple calculation then results
in the required bound.
In particular, if p = 0.5, a few easy calculations reveal that
(46) results in,
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
1−
r∑
a=0
nCa
a(1− )n−a + r+1(1− )n−r−1×[ r∑
a=0
nCa − 2n−k+kH(d)
]}
, (48)
where r = n+ θ − 1, θ is as defined in (47).
We now particularize the bound in (42) with T = 1 to a
binary memoryless source over a BSC.
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Fig. 7: Comparison of the converses for a BSC( = 0.23) with
M = 2nR, where R = 0.0.18 and capacity C = 0.2220.
Corollary 6.2: (Joint Source-Channel Coding Converse of
(42) for BMS-BSC) Consider the setting of Corollary 6.1. For
any code, the following lower bound follows from (42),
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{ k∑
b=0
kCbp
b(1− p)k−b
[
1−
n+θ−1∑
a=0
nCa
a(1− )n−a
+ n+nθ(1− )n−n−θ
n+θ−1∑
a=0
nCa
]
− 2−kH(d)−γ
kd∑
a=0
kCa
}
,
(49)
where θ is as defined in Corollary 6.1.
The bound in (49) follows from (42) by setting T = 1,
PY¯ (y) ≡ 12n and using jS(s,d) from (45) and iX;Y¯ (x; y)
as defined in (47). In particular, when p = 0.5, (49) results in
the following converse which implies a converse obtained by
Kostina-Verdu´ [6, Theorem 13] using hypothesis testing.
Corollary 6.3: (Joint Source-Channel Coding Converse of
(42) for BUS-BSC) Consider the setting of Corollary 6.1 with
PS(s) ≡ 1|S| ≡ 12k . For any code, the following lower bound
on the excess distortion probability follows from (49),
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
0≤r≤n
{
1−
r∑
a=0
nCa
a(1− )n−a + r+1(1− )n−r−1×
[ r∑
a=0
nCa − 2n−k
bkdc∑
a=0
kCa
]}
. (50)
Further, if E
[
I
{
1
k
∑k
i=1 I{si 6= ŝi} > d
}]
≤ δ, δ ∈ (0, 1),
r∗ = max
{
r :
r∑
t=0
nCt
t(1− )n−t ≤ 1− δ
}
,
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and λ ∈ [0, 1) is the solution to
r∗∑
t=0
nCt
t(1− )n−t + λr∗+1(1− )n−r∗−1nCr∗+1 = 1− δ,
(51)
then the lower bound in (50) implies the hypothesis testing
based converse of Kostina-Verdu´ [6, Theorem 13], namely,
λnCr∗+1 +
r∗∑
k=0
nCj ≤
bkdc∑
j=0
kCj2
n−k. (52)
Proof : In the RHS of (49), put p = 0.5 and rewrite 2−kH(d)−γ
in terms of θ using (47). A simple exercise then results in the
following bound,
sup
γ
{
1−
n+θ−1∑
a=0
nCa
a(1− )n−a + n+θ(1− )n−n−θ×
[n+θ−1∑
a=0
nCa − 2n−k
bkdc∑
a=0
kCa
]}
,
where θ is as defined in Corollary 6.1. Further
substitute r = n + θ − 1, and let γ lie in the range,
log2
(
1−

)
+ kRS(d) − n(1 + log2(1 − )) ≤ γ ≤
(n + 1) log2
(
1−

)
+ kRS(d) − n(1 + log2(1 − )).
Consequently, we get the bound in (50) with the supremum
over r ∈ [0, n]. To see that (52) follows from (50), fix r = r∗
in (50) and substitute from (51).
It can be seen from Fig 4 and Fig 5 that the converse in
(52) outperforms the Kostina-Verdu´ converse (25) and even
our converse of (48) for small blocklengths. The difference,
however, diminishes as blocklength increases. Also, notice that
improvement of (48) over (25) is significant for rates, r <
C
RS(d)
.
B. Channel coding for a BSC
We now come to channel coding for a BSC, numerically
illustrated in Fig 6 and Fig 7. Fig 6 shows that for rates greater
than capacity, our improved converse for channel coding in
(39) outperforms Wolfowtiz’s converse (38). For rates less
than the capacity of the channel, this difference is significant
for small blocklengths as can be seen in Fig 7. However, as
blocklength increases, this appears to diminish. The hypothesis
testing based converse of Polyanksiy, Poor and Verdu´ [5]
outperforms the converses (39) and (38).
C. Lossy Source Coding of a BMS
In this section, we particularize the bound in Corollary 5.5
for a BMS with S = Ŝ = {0, 1}k and PS as defined in
(44) with average bit-wise Hamming distance as the distortion
measure. The tilted information is as given in (45). The
following lower bound follows from Corollary 5.5.
Corollary 6.4 (Source Coding Converse (37) for BMS):
Consider problem SC with S = Ŝ = {0, 1}k, X = Y =
{1, . . . ,M}, PS(s) is as given in (44) with bias p and
PY |X(y|x) ≡ I{x = y}. Let
κ(s, x, y, ŝ) ≡ I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}
,
where 0 ≤ d < p. Then, for any code, the following lower
bound follows from Corollary 5.5,
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
γ
{
1−
t∑
j=0
kCjp
j(1− p)k−j + pt+1(1− p)k−t−1×
[ t∑
j=0
kCj −M2kH(d)
]}
, (53)
where t = kp− 1 + log2 M−kRS(d)+γ
log2
(
1−p
p
) .
The proof follows by a simple calculation employing (45). We
skip the proof here.
As in the case of lossy joint source-channel coding, we now
show that the tighter converse in Corollary 5.9 also implies a
converse of Kostina and Verdu´ for a BMS that was obtained
by them by employing hypothesis testing [7, Theorem 20].
Corollary 6.5 (Source Coding Converse (43) for BMS):
Consider the problem setup as in Corollary 6.4. Consequently,
the following lower bound follows from the converse in
Corollary 5.9,
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
0≤t≤n
{
1−
t∑
j=0
kCjp
j(1− p)k−j + pt+1(1− p)k−t−1×
[ t∑
j=0
kCj −M
bkdc∑
j=0
kCj
]}
. (54)
Further, if E
[
I
{
1
k
∑k
i=1 I{si 6= ŝi} > d
}]
≤ δ ,
t∗ = max
{
t :
t∑
j=0
kCjp
j(1− p)k−j ≤ 1− δ
}
,
and λ ∈ [0, 1) is the solution to
t∗∑
j=0
kCjp
j(1− p)k−j + λpt∗+1(1− p)k−t∗−1kCt∗+1 = 1− δ,
then the lower bound in (54) results in the converse of Kostina
and Verdu´ [7, Theorem 20],
M ≥
∑t∗
j=0
kCj + λ
kCt∗+1∑bkdc
j=0
kCj
. (55)
The proof is similar to the proof of Corollary 6.2; we skip the
proof here.
19
20 25 30 35 40 45 50
-2.5
-2
-1.5
-1
-0.5
0
blocklength(k)
lo
g
2
(l
ow
er
b
o
u
n
d
o
n
er
ro
r
p
ro
b
a
b
il
it
y
)
BMS with p = 0:22, d = 0:11, RS(d) = 0:2603, log2M = 0:3k
 
 
Kostina-Verdu Converse
Improvement on  KV Converse (53)
Further Improvement on KV Converse (55)
Fig. 8: Comparison of performance of converses with block-
lengths of a BMS with p = 0.22, d = 0.11, RS(d) = 0.2603
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Fig. 9: Comparison of performance of converses with block-
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and logM = kR, R < RS(d).
Further, if p = 0.5 in (54), then, we get that
E
[
I
{
1
k
k∑
i=1
I{si 6= ŝi} > d
}]
≥ OPT(SC) ≥ OPT(DP)
≥ 1− 2−kM
bkdc∑
j=0
kCj , (56)
which coincides with the hypothesis testing based converse of
Kostina and Verdu´ [7, Theorem 15].
As can be seen from Fig 9 and Fig 8, the converse (53)
outperforms Kostina-Verdu´ converse [7, Theorem 7]. The
converse in (55) outperforms both these converses by a large
margin.
Finally, the inter-relations between the various converses we
have derived are explained in Fig 10.
D. To code or not to code
Kostina and Verdu´ in [28] compare the minimum excess
distortion achieved by joint source-channel codes with that
achieved by symbol-by-symbol codes for fixed blocklength
and excess distortion probability. It is shown that for transmit-
ting a binary uniform source over a binary symmetric channel,
uncoded transmission attains the minimum distortion among
all rate 1 (rate, r = kn ) codes operating at blocklength n and
acheiving a fixed excess distortion probability. To show this,
Kostina-Verdu´ resort to the lower bound in (52). Since our
LP relaxation implies this lower bound, this conclusion also
follows from our LP relaxation. Indeed, our LP relaxation also
shows that uncoded transmission is optimal for transmitting a
q-ary uniform source over a q-ary symmetric channel with
average symbol-wise Hamming distance as the loss criterion,
as discussed in the next section.
VII. TIGHT BOUND ON THE AVERAGE SYMBOL-WISE
HAMMING DISTORTION OF q-ARY UNIFORM SOURCE OVER
A q-ARY SYMMETRIC CHANNEL
In this section, we obtain a general converse on the optimal
cost of a finite blocklength joint source-channel code for a
class of source-channel pairs and any distortion measure by
constructing a feasible solution of DP. As a special case of
this converse, in Corollary 7.4, we consider the problem of
transmitting a q-ary uniform source over a q-ary symmetric
channel (with crossover probability q−1 ,  < 1− 1q ) with aver-
age symbol-wise Hamming distance as the distortion measure.
This source-channel pair is ‘probabilistically matched’ in the
sense of Gastpar [9, Lemma 8] wherein it is shown that un-
coded transmission achieves the optimal system performance
in the sense of Pareto optimality of distortion and channel cost.
Employing the general converse, we obtain the tight lower
bound of  for this problem for all blocklengths.
We consider the following class of source-channel pairs in
this section. The source probability distribution takes the form
PS(s) ≡ P¯S(δ(s)) where δ : S → R, P¯S : R → [0, 1]. The
channel is given by the conditional distribution PY |X(y|x) ≡
P¯Y |X(d¯(x, y)) which is defined as a function of a “metric”
d¯ : X × Y → [0, 1] such that P¯Y |X : [0, 1] → [0, 1]. These
assumptions capture the cases where the probability of a block
of source symbols and the probability of the channel error
between a block of input and output symbols is a function of
a simpler “sufficient statistic” such as δ(S) for the source and
d¯(X,Y ) for channel input and output. A binary memoryless
source with a (i.i.d.) Bernoulli distribution corresponds to
the case when δ(s) ≡ ws, the Hamming weight of s. The
binary symmetric memoryless channel and binary memoryless
erasure channel for input of blocklength n are channels with
d¯(x, y) ≡ 1ndx,y , the normalised Hamming distance (for the
erasure channel, this must be defined by embedding X as a
subset of Y). We take the loss function to be of the form
κ(s, x, y, ŝ) ≡ d(s, ŝ) where d : S × Ŝ → [0, 1] is a distortion
measure. Notice that both d and d¯ have been normalized to
take values in the unit interval.
The following theorem gives a lower bound on the minimum
expected cost of the above problem setup by constructing a
feasible solution of DP.
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KV (25)Converse (36)
Converse (50) Converse (52) KV Hypothesis Test [6, Theorem 4]
Improvement on Wolfowitz (39)PPV [5, Theorem 27] Wolfowitz (38)
Further Improvement – SC (43) Improvement – SC (37) KV SC Converse [7, Theorem 7]
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JSCC JSCC JSCC
JSCC
JSCC
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BUS-BSC
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CC
CC
CC
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SC SC
SC
BMS
BMS BMS
BUS-BSC
CC
Fig. 10: Implications of the converses derived. An arrow from A → B implies that A ≥ B, A ↔ B implies A = B and the
heading above the arrow mentions the case in which the relation holds. The abbreviations are: PPV = Polyanskiy-Poor-Verdu´,
KV = Kostina-Verdu´, JSSC = Joint Source-Channel Coding, SC = Source Coding and CC = Channel Coding.
Theorem 7.1: For problem SC, consider S with probability
distribution given by PS(s) ≡ P¯S(δ(s)), where δ : S → R
and P¯S : R → [0, 1]. The channel conditional probability
distribution is given as PY |X(y|x) ≡ P¯Y |X(d¯(x, y)) where
d¯ : X × Y → [0, 1] and P¯Y |X : [0, 1] → [0, 1]. The loss
function is κ(s, x, y, ŝ) ≡ d(s, ŝ), where d : S × Ŝ → [0, 1] is
a distortion measure. Then, there exists a feasible solution of
DP of the following form,
µ(s, x, y, ŝ) ≡ 0,
λa(s, ŝ, y) ≡ gδ(s)(d(s, ŝ)),
λb(x, s, y) ≡ −gδ(s)(d¯(x, y)) + d¯(x, y)g′δ(s)(d¯(x, y)), (57)
γa(s) ≡ min
x
∑
y
λb(x, s, y),
γb(y) ≡ min
ŝ
∑
s
λa(s, ŝ, y),
where for each t ∈ R, gt : [0, 1] → R is a concave
differentiable function satisfying
g′t(m) ≤ P¯S(t)P¯Y |X(m), ∀t ∈ R, ∀m ∈ [0, 1]. (58)
Consequently, for any code,
E
[
d(S, Ŝ)
]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
g
[∑
s
min
x
∑
y
[
−gδ(s)(d¯(x, y))+ d¯(x, y)g′δ(s)(d¯(x, y))
]
+
∑
y
min
ŝ
∑
s
gδ(s)(d(s, ŝ))
]
, (59)
where the supremum is taken over all concave differentiable
functions gt, t ∈ R satisfying (58).
Proof : We first verify that the given set of dual variables
in fact satisfy the constraints of DP. It can be directly seen
that the constraints (D1) and (D2) of DP are satisfied. We
now check the feasibility of the dual variables with respect to
(D3). The LHS of (D3), λa(s, ŝ, y) + λb(x, s, y), evaluates to
gδ(s)(d(s, ŝ))− gδ(s)(d¯(x, y)) + d¯(x, y)g′δ(s)(d¯(x, y))
(a)
≤ (d(s, ŝ))− d¯(x, y)) g′δ(s)(d¯(x, y))
+ d¯(x, y)g′δ(s)(d¯(x, y))
= d(s, ŝ)g′δ(s)(d¯(x, y))
≤ d(s, ŝ)P¯S(δ(s))P¯Y |X(d¯(x, y)),
which is the RHS of (D3). The inequality in (a) results
from the concavity of gt(·) for each t. Hence, the dual
variables satisfy (D3) and are thus feasible for the program
DP. Consequently, for any concave differentiable function
g, the lower bound to OPT(SC) is given by the objective
of DP, i.e.,
∑
s γ
a(s) +
∑
y γ
b(y). Hence, the supremum of
the objective of DP over all concave differentiable functions
gt, t ∈ R satisfying (58) gives the required bound.
As a particular application of Theorem 7.1 we derive a lower
bound on the minimum expected average bit-wise Hamming
distance of a binary source over a binary, symmetric and
memoryless channel for arbitrary blocklengths n.
Corollary 7.2: Consider the setting of Theorem 7.1 with
X = S = Y = Ŝ = Fn2 , for some n ∈ N. Let the source
symbols be i.i.d. with distribution Bern(p) for some p ∈ (0, 1),
let the channel be binary, symmetric and memoryless as given
in (8), and let the loss function be given as κ(s, x, y, ŝ) ≡ ds,ŝn .
21
Then for any code,
1
n
E
[
n∑
i=1
I{Si 6= Ŝi}
]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
g
{
n∑
v=0
(
n
v
) n∑
k=0
(
n
k
)[
−gv
(
k
n
)
+
k
n
g′v
(
k
n
)]
+ 2n×[
min
u∈{0,...,n}
n−u∑
k1=0
u∑
k2=0
gk1−k2+u
(
k1 + k2
n
)(
n− u
k1
)(
u
k2
)]}
,
(60)
where the supremum is taken over all concave differentiable
functions gt : [0, 1]→ R, t ∈ [0, n] satisfying
g′t(m) ≤ pt(1− p)n−tnm(1− )n−nm, (61)
for all t ∈ [0, n],m ∈ [0, 1].
Proof : In Theorem 7.1, let δ(s) ≡ ws, P¯S(s¯) ≡ ps¯(1−p)n−s¯,
d¯(x, y) = 1ndx,y and P¯Y |X (m) ≡
(
m(1− )1−m)n. Then,
for any concave differentiable function g satisfying (61), the
dual variables in (57) are feasible for DP. It remains to show
that (60) follows from the lower bound obtained in (59). To
obtain (60), we first evaluate the second term of (59).
Consider any ŝ ∈ Ŝ with wŝ = u and any s ∈ S such that
ws = v and ds,ŝ = k, where v, k, u ∈ {0, . . . , n}. Then, there
exist integers k1, k2 (k1 = number of zeros in ŝ changed to
ones in s and k2 = number of ones in ŝ changed to zeros in
s), where 0 ≤ k1 ≤ n− u, 0 ≤ k2 ≤ u such that k1 + k2 = k
and v = u+ k1− k2. We evaluate the RHS of (59). First note
that we have
gws
(
ds,ŝ
n
)
= gu+k1−k2
(
k1 + k2
n
)
.
Now fix u. Note that for any fixed u, k1 and k2, there exist(
n−u
k1
)(
u
k2
)
number of s’s in S with ws = u + k1 − k2 and
ds,ŝ = k1 + k2. Thus, to evaluate
∑
s gws(
ds,ŝ
n ), we now sum
over all possible ws and ds,ŝ. Since there is a bijection between
(ws, ds,ŝ) and (k1, k2), this amounts to summing over k1, k2.
The second term in (59) evaluates to∑
y
min
ŝ
∑
s∈S
gws
(
ds,ŝ
n
)
= 2n min
u∈{0,...,n}
n−u∑
k1=0
u∑
k2=0
gu+k1−k2
(
k1 + k2
n
)(
n− u
k1
)(
u
k2
)
.
For evaluating the first term in (59), note that the number of
y’s in Y which are at a Hamming distance of k from x ∈ X
(i.e., dx,y = k) is given by
(
n
k
)
. Consequently, for any x ∈ X
and any s ∈ S with ws = v,∑
y
−gv
(
dx,y
n
)
+
dx,y
n
g′v
(
dx,y
n
)
=
n∑
k=0
(
n
k
)[
−gv
(
k
n
)
+
k
n
g′v
(
k
n
)]
,
which is independent of x. Since there exist
(
n
v
)
number of
s’s in S with Hamming weight of v, summing the above term
over s ∈ S becomes equivalent to multiplying the above term
by
(
n
v
)
and summing over v ∈ {0, . . . , n}, thereby resulting
in the first term of the bound in (60).
Evidently, the RHS in (59) or (60) is not easy to evaluate.
We now consider a special instance of Theorem 7.1 where the
suprema in (59) and (60) become easy to evaluate.
Theorem 7.3: Consider the setting of Theorem 7.1 with S =
Y = X = Ŝ = Fnq with PS(s) ≡ 1|S| and d = d¯. Further,
let d : X × Y → {0, 1n , 2n , . . . , 1} be such that |Nk(x)| is
independent of x ∈ Fnq where Nk(x) := {y ∈ Fnq | d(x, y) =
k
n}, k ∈ {0, . . . , n} x ∈ Fnq . Then, for any code,
E
[
d(S, Ŝ)
]
≥ OPT(SC)≥ OPT(DP) ≥
n∑
k=0
kN¯kP¯Y |X
(
k
n
)
n
,
(62)
where N¯k := |Nk(x)|.
Proof : Since PS(s) ≡ 1|S| , we let all the dual variables
in Theorem 7.1 to be independent of δ(s). Consequently,
by Theorem 7.1, for any concave differentiable function g
satisfying, g′(m) ≤ P¯Y |X(m)|S| , for all m ∈ [0, 1], we have
the following dual variables feasible for DP, µ(s, x, y, ŝ) ≡
0, λa(s, ŝ, y) ≡ g(d(s, ŝ)), λb(x, s, y) ≡ −g(d(x, y)) +
d(x, y)g′(d(x, y)), γa(s) ≡ minx
∑
y λ
b(x, s, y) and γb(y) ≡
minŝ
∑
s λ
a(s, ŝ, y).
We now evaluate the RHS of (59). Since |Nk(x)| = N¯k is
independent of x, we get that for any s, x ∈ Fnq ,∑
y
[−g(d(x, y)) + d(x, y)g′(d(x, y))]
=
n∑
k=0
N¯k
[
− g
(
k
n
)
+
k
n
g′
(
k
n
)]
,
which is independent of s, x ∈ Fnq . Consequently,∑
s
min
x
∑
y
[−g(d(x, y)) + d(x, y)g′(d(x, y))]
= |S|
n∑
k=0
N¯k
[
− g
(
k
n
)
+
k
n
g′
(
k
n
)]
.
Similarly, we get that∑
y
min
ŝ
∑
s
g(d(s, ŝ)) = |Y|
n∑
k=0
N¯kg
(
k
n
)
.
Moreover, |S| = |Y|. Then, from the lower bound in (59), we
get that
E
[
d(S, Ŝ)
]
≥ OPT(SC) ≥ OPT(DP)
≥ sup
g
[
|S|
n∑
k=0
[
N¯k
[
−g
(
k
n
)
+
k
n
g′
(
k
n
)]
+N¯kg
(
k
n
)]]
= sup
g
[
|S|
n∑
k=0
k
n
g′
(
k
n
)
N¯k
]
(a)
=
n∑
k=0
k
n
P¯Y |X
(
k
n
)
N¯k,
where the equality in (a) follows since supremum over
all concave differentiable functions imply that taking
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g′(x) ≡ P¯Y |X(x)|S| gives the strongest bound.
We now consider the problem of transmitting a q-ary
uniform source over a q-ary symmetric channel which can be
addressed as a special case of the above result. In this case,
we have X = S = Y = Ŝ = Fnq . The source distribution
PS(s) =
1
|S| and the channel is symmetric and memoryless,
given by
PY |X(y|x) =
n∏
i=1
PYi|Xi(yi|xi), where
PYi|Xi(yi|xi) ≡

q − 1 I{yi 6= xi}+ (1− )I{xi = yi}, (63)
where  < 1 − 1q . Let the cost function be κ(s, x, y, ŝ) ≡
1
n
∑n
i=1 I{si 6= ŝi} ≡ ds,ŝn . Then, from the lower bound in
(62), we have the following tight lower bound.
Corollary 7.4: Consider problem SC with X = S = Y =
Ŝ = Fnq , where n ∈ N. Let PS(s) ≡ 1|S| , the channel be q-
ary, symmetric and memoryless as given in (63) which can be
expressed as P¯Y |X(
dx,y
n ) ≡
((

q−1
) dx,y
n (1− )1− dx,yn
)n
and
κ(s, x, y, ŝ) ≡ ds,ŝn . Then, for any n, q ∈ N and 0 <  < 1− 1q ,
 ≥ OPT(SC) ≥ OPT(LP) = OPT(DP) ≥ .
Consequently, LP is a tight relaxation of SC for any n ∈ N
and  ∈ (0, 1− 1q ).
Proof : To get the upper bound on the minimum probability
of error, we consider SC with QX|S(x|s) ≡ I{x = s} and
QŜ|Y (ŝ|y) ≡ I{ŝ = y} (i.e. uncoded transmission). It can be
easily seen that the corresponding cost of SC is . For the
lower bound, using N¯k = nCk(q − 1)k in (62), we have
n∑
k=0
k
n
nCk(q − 1)k
(

q − 1
)k
(1− )n−k = .
This completes the proof.
In the problem setup in Corollary 7.4, if q = 2, we have the
problem of transmitting a binary uniform source over binary
symmetric channel. It is well known that for a BUS-BSC
system, uncoded transmission of signals achieve the minimum
expected average bit-wise distortion of  for all blocklengths.
This concludes our main results in the point-to-point setting.
We have shown that for many cases of interest, the linear
programming relaxation yields tight bounds and that it leads
to new converses. In the following section we consider an
extension to a networked setting and derive an improvement
on the converse of Zhou et al. [10] for successively refinable
source-distortion measure triplets.
VIII. LP RELAXATION OF A NETWORKED PROBLEM
The casting of a point-to-point communication system as
an equivalent optimization problem over joint probability
distributions can also be extended to the case of a network.
The model we consider here is similar but not identical to the
discrete memoryless multicast network in [29, Chapter 18]. We
cast it as an optimization problem and derive its LP relaxation.
Consider a network on a directed acyclic graph with N
nodes. Suppose a random variable Yi is the information
available at node i and Xi is the random variable to be
produced according to an unknown mapping, fi, i.e. Xi =
fi(Yi). The spaces of Yi, Xi are Yi and Xi respectively and
these are assumed to be fixed and finite. Yi may itself be
a block of symbols; in that case we are assuming that the
entire block is available at node i to produce Xi. Assume
that information available at node 1 is the “source”, say
S =: Y1 with a given distribution. A subset of the nodes, say
O ⊆ {1, . . . , N}, are output nodes. The output at these nodes
is denoted Xj := Ŝj , j ∈ O. The transformation between
X1, . . . , XN and Y1, . . . , YN is given according to a known
kernel, abstractly represented as
PY1,...,YN |X1,...,XN .
This kernel may be further decomposed based on the structure
of the graph. We assume that the network has no feedback.
Specifically, if there is a directed path from node i to node
j, then Yi does not depend on the choice of fj . Hence, the
joint distribution of all variables in the network factors as in
a graphical model:
QX1,...,XN ,Y1,...,YN ≡ PY1,...,YN |X1,...,XN
N∏
i=1
QXi|Yi .
Assume there is a loss function κ(X1, . . . , XN , Y1, . . . , YN )
whose expectation we want to minimize over the functions
f1, . . . , fn. The laws of X1, . . . , XN and Y1, . . . , YN are fixed
once f1, . . . , fN are fixed and the expectation is with respect
to the resulting joint law.
Let z denote the tuple (x1, . . . , xN , y1, . . . , yN ) ∈ Z :=∏N
i=1 Xi ×
∏N
i=1 Yi. Once again, instead of optimizing
over functions f1, . . . , fN we will optimize over kernels
QXi|Yi , i = 1, . . . , N. This results in the following formu-
lation.
SCN min
Q,QXi|Yi ,i=1,...,N
E[κ(X1, . . . , XN , Yi, . . . , YN )]
s.t
Q(z) = PY1,...,YN |X1,...,XN
∏N
i=1QXi|Yi(z),∀z ∈ Z,∑
xi
QXi|Yi(xi|yi) = 1, ∀yi ∈ Yi,∀i,
QXi|Yi(xi|yi) ≥ 0, ∀xi ∈ Xi, yi ∈ Yi,∀i.
The above optimization problem is equivalent to a multilinear
polynomial optimization problem in the variables QXi|Yi , i =
1, . . . , N , with separable constraints. It is easy to show that
a solution of this problem also lies at an extreme point
of the feasible region, which in this case, corresponds to
deterministic mappings f1, . . . , fN such that QXi|Yi(xi|yi) ≡
I{xi = fi(yi)}. Hence SCN is equivalent to the minimization
of E[κ(X1, . . . , XN , Y1, . . . , YN )] over f1, . . . , fN .
When expressed abstractly the feasible region of SCN,
FEA(SCN), takes the form,
FEA(SCN) =
{
(v, u1, . . . , uN )|ui ∈
∏
yi∈Yi
P(Xi), ∀i = 1, . . . , N,
and v = pi(u1, u2, . . . , uN )
}
,
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Fig. 11: A networked setting with source at node 1, some
destination nodes and topology abstracted by the kernel
PY1,...,YN |X1,...,XN .
where ui = (ui(xi, yi))xi∈Xi,yi∈Yi denotes QXi|Yi and pi is a
polynomial multilinear function of (u1, . . . uN ) of degree N .
Thus ui is constrained to lie in the |Yi| fold product P(Xi)×
· · · × P(Xi). To explain the formulation, recall that in the
point-to-point setting (problem SC), the variable QX|S(·|s) is
constrained to be a probability distribution in P(X ) for each
s ∈ S. Thus QX|S is constrained to be in the |S|-fold product
P(X )×· · ·×P(X ). Similarly, QŜ|Y is constrained to be in the
|Y|-fold product P(Ŝ)×· · ·×P(Ŝ). Thus, SCN is a multilinear
polynomial optimization where each variable is constrained to
lie in the Cartesian product of probability simplices.
To obtain a convex relaxation as in the case of SC, we
adopt the following lift-and-project approach. The approach
we adopt here is a modification of the approach in [23]
for polynomial optimization problems. Let N¯ = {1, . . . , N}.
Then, for any nonempty I ⊆ N¯ , y = yI ∈
∏
i∈I Yi and
x = xI ∈
∏
i∈I Xi, we introduce new variables UI(x,y) to
denote the product∏
i∈I
ui(xi, yi) 7→ UI(x,y), (64)
where y = (yi)i∈I and x = (xi)i∈I . Now we obtain a set of
valid inequalities of maximum degree N in the space of these
new variables. One set of valid inequalities is obtained by
considering bounds on variables. We consider distinct products
from combinations of upper and lower bounds, given as∏
i∈I1
(ui(xi, yi)− 0)
∏
j∈I2
(1− uj(xj , yj)) ≥ 0, (65)
for each yi ∈ Yi, xi ∈ Xi, yj ∈ Yj , xj ∈ Xj , and I1, I2 ⊆ N¯
such that I1 ∩ I2 = ∅. Replacing the product terms with the
newly introduced variables in (64), we get valid inequalities
in the new space of additional variables. Notice that by
construction, only products that are replaceable by variables
given in (64) arise in (65). Notice that nonnegativity of the
variables U = {UI}I⊆N¯\∅ follows from (65) by considering
the I = I1 and I2 = ∅ in (65).
We further obtain additional equality constraints as follows.
For any node i ∈ N¯ , and any yi ∈ Yi, we multiply the
equality constraints corresponding to ui(·, yi) with the product
of uj(xj , yj) taken over j ∈ J ⊆ N¯\{i}, for every possible
yj ∈ Yj and xj ∈ Xj ,∏
j∈J
uj(xj , yj)
∑
xi∈X
ui(xi, yi) =
∏
j∈J
uj(xj , yj). (66)
Fig. 12: The successive refinement source coding problem
where PY1|X1(y1|x1) ≡ I{y1 = x1} and PY2|X2(y2|x2) ≡
I{y2 = x2}.
By replacing the product terms with new variables defined in
(64), we get the following equality constraints,∑
xi∈Xi
UJ∪{i}(x′,y′) = UJ (x,y), (67)
∀i ∈ N¯ ,y ∈ ∏j∈J Yj ,x ∈ ∏j∈J Xj , and yi ∈ Yi with
y′ = (y, yi), x′ = (x, xi). Finally, we have the “boundary
condition”,
U{i}(xi, yi) ≡ QXi|Yi(xi|yi), ∀i ∈ N¯ . (68)
Thus the LP relaxation of SCN is given by,
LPN min
QXi|Yi ,i=1,...,N,U
∑
z
κ(z)PY1,...,YN |X1,...,XNUN¯ (z)
s.t
Eq (65), (67) and (68) hold,∑
xi
QXi|Yi(xi|yi) = 1, ∀yi ∈ Yi,∀i,
QXi|Yi(xi|yi) ≥ 0, ∀xi ∈ Xi, yi ∈ Yi,∀i.
Once again, any feasible point of dual of LPN gives a lower
bound on SCN.
It is evident that the number of constraints in LPN (and
hence number of variables in its dual) is large. Constraint
(67) results in N(2N−1 − 1) sets of constraints and there are
3N − 1 sets of constraints from (65). This is indicative of the
immense complexity of the underlying geometry of networked
problems, even for moderately sized networks.
In the following section, we consider the successive refine-
ment source coding problem with a joint excess distortion
probability as the loss criterion. We show that the LP based
framework applied to this networked setting, in fact improves
on the converse of Zhou et al. [10] for successively refinable
source-distortion measure triplets.
A. Successive Refinement Source Coding Problem
Consider the successive refinement source coding problem
(Fig 12) for successively refinable source-distortion mea-
sure triplets as defined in [10]. Let S,X1, X2, Y1, Y2, Ŝ1, Ŝ2
represent random variables taking values in finite spaces,
S,X1,X2,Y1,Y2, Ŝ1, Ŝ2, respectively. The source message
S distributed according to PS is encoded by two separate
encoders according to f1 : S → X1 and f2 : S → X2 to get
the signals X1, X2 respectively. X1 is sent through a channel
with conditional distribution PY1|X1 with Y1 as the output
signal. Similarly, X2 is sent through a channel with conditional
distribution PY2|X2 to get the output signal Y2. There are two
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decoders, g1 : Y1 → Ŝ1 which aim to recover the message S
from Y1 under a distortion measure d1 : S ×Ŝ1 → [0,∞) and
distortion level D1, and g2 : Y1 × Y2 → Ŝ2 which aims to
recover S from signals Y1 and Y2 under a distortion measure
d2 : S × Ŝ2 → [0,∞) and distortion level D2. The output
messages of these decoders are Ŝ1 and Ŝ2. Notice that for
the successive refinement source coding problem, we assume
that PY1|X1(y1|x1) ≡ I{y1 = x1} and PY2|X2(y2|x2) ≡
I{y2 = x2}. The loss criterion for the successive refinement
source coding problem is taken to be the joint excess distortion
probability, defined as,
E
[
I{d1(S, Ŝ1) > D1 or d2(S, Ŝ2) > D2}
]
.
We assume that the triplet (S,D1, D2) is successively refinable
in the sense of Zhou et al. [10]. In this case the corresponding
tilted informations are defined as,
jŜi(s,Di) = log
1
E[exp(λ∗iDi − λ∗i di(s, Ŝ∗i ))]
, i = 1, 2,
where the expectation is with respect to the unconditional
distribution P ∗
Ŝi
on Ŝi which achieves the infimum in the rate-
distortion function,
R
(i)
S (Di) = inf
PŜi|S :E[di(S,Ŝi)]≤Di
I(S; Ŝi), i = 1, 2, (69)
and λ∗i = −R(i)
′
S (Di). Further, as in (23), the tilted informa-
tion satisfies,
E[exp(jŜi(S,Di) + λ
∗
iDi − λ∗i di(S, ŝi))] ≤ 1, ∀ŝi ∈ Ŝi,
(70)
where i = 1, 2 and the expectation is with respect to PS .
Just as in the point-to-point setting, the successive refine-
ment source coding problem can be posed as the following
optimization problem,
SR min
f1,f2,g1,g2
E[I{d1(S, Ŝ1) > D1 or d2(S, Ŝ2) > D2}]
s.t
X1 = f1(S), X2 = f2(S),
Ŝ1 = g1(Y1), Ŝ2 = g2(Y1, Y2).
Consider the following joint probability distribution,
Q(z) ≡ PS(s)QX1|S(x1|s)QX2|S(x2|s)PY1|X1(y1|x1)×
PY2|X2(y2|x2)QŜ1|Y1(ŝ1|y1)QŜ2|Y1,Y2(ŝ2|y1, y2). (71)
Employing (71), SR can be posed equivalently as the following
optimization problem over randomized codes,
SR min
Q,QX1|S ,QX2|S ,QŜ1|Y1QŜ2|Y1,Y2
∑
z
κ(z)Q(z)
s.t
Q(z) is as given in (71),∑
x1
QX1|S(x1|s) = 1 ∀s ∈ S,∑
x2
QX2|S(x2|s) = 1 ∀s ∈ S,∑
ŝ1
QŜ1|Y1(ŝ1|y1) = 1 ∀y1 ∈ Y1,∑
ŝ2
QŜ2|Y1,Y2(ŝ2|y1, y2) = 1 ∀y1 ∈ Y1, y2 ∈ Y2
QX1|S1(x1|s1) ≥ 0 ∀s1 ∈ S1, x1 ∈ X1,
QX2|S2(x2|s2) ≥ 0 ∀s2 ∈ S2, x2 ∈ X2,
QŜ1|Y1(ŝ1|y1) ≥ 0 ∀ŝ1 ∈ Ŝ1, y1 ∈ Y1,
QŜ2|Y1,Y2(ŝ2|y1, y2) ≥ 0 ∀ŝ2, y1, y2,
where Z := S × X1 × X2 × Y1 × Y2 × Ŝ1 × Ŝ2 and z ∈ Z ,
κ(z) ≡ I{d1(s, ŝ1) > D1 or d2(s, ŝ2) > D2}. To obtain the
LP relaxation of the problem SR, we resort to the approach
described in the first part of this section. However, since we
have two encoders and two decoders, the number of additional
valid constraints the approach generates is too large. Thus, for
the sake of analytical ease, we omit the inequality constraints
generated according to (65) and include only few of the
equality constraints generated from (67).
Let N¯ = {E1, E2,D1,D2} represent the set of nodes where
E1, E2,D1,D2 are as shown in Fig 12 with the correspond-
ing probability distributions, uE1 = QX1|S , uE2 = QX2|S ,
uD1 = QŜ1|Y1 and uD2 = QŜ2|Y1,Y2 . To obtain a converse for
the successive refinement problem, it is enough to consider
the constraints generated as explained below. In (66), for
i = E1, take J = {E2,D1,D2},J = {E2} and J = {D2}
to generate new valid inequalities. Similarly, for i = E2,
take J = {E1,D1,D2} and J = {D1}; for i = D1, take
J = {E1, E2}, J = {E1,D2} and finally for i = D2, take
J = {E1, E2,D1} and {E2,D1}. Linearizing these constraints
by introducing new variables and adding them to SR results
in the LP relaxation LPSR of problem SR. LPSR and its dual
DPSR are included in Appendix B.
The following theorem shows that LPSR in fact improves
on the converse of Zhou et al. [10, Lemma 9] for succes-
sively refinable source-distortion measure triplets. The result-
ing improved converse in fact generalizes our improvement
on the Kostina-Verdu´ converse for lossy source coding in
Corollary 5.5 to the network setting. The proof is included
in Appendix B.
Theorem 8.1: Consider problem SR where S has the
distribution PS and X1 = Y1 = {1, . . . ,M1}, X2 =
Y1 = {1, . . . ,M2}. The channel conditional probabilities are
PY1|X1(y1|x1) ≡ I{(y1 = x1} and PY2|X2(y2|x2) ≡ I{(y2 =
x2}. The loss function is given as κ(s, x, y, ŝ) ≡ I{d1(s, ŝ1) >
D1 or d2(s, ŝ2) > D2} where d1 : S × Ŝ1 → [0,∞)
and d2 : S × Ŝ2 → [0,∞) are the distortion measures and
D1, D2 ∈ [0,∞) are the distortion levels. Let (S,D1, D2) be
successively refinable. Then, for any code, the joint excess
distortion probability satisfies,
E[I{d1(S, Ŝ1) > D1 or d2(S, Ŝ2) > D2}] ≥ OPT(DPSR)
≥ sup
γ1,γ2
{
− exp(−γ1) + P
[
jŜ1(S,D1) ≥ logM1 + γ1 or
jŜ2(S,D2) ≥ logM2 + γ2
]
− exp(−γ2) +
∑
s
PS(s)
2M1
×[(
exp(jŜ1(s,D1)− γ1) +
1
M2
exp(jŜ2(s,D2)− γ2)
)
×
I{jŜ1(s,D1)<logM1 + γ1, jŜ2(s,D2) <logM1M2 + γ2}
]}
.
(72)
The improvement over [10, Lemma 9] is on account of the
nonnegativity of the term in the second square bracket in (72).
We end with a few observations on using this approach for
networked problems. The LP relaxation of networked problem
has in general a large number of constraints. Consequently,
the number of variables in the dual of the relaxation is also
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large. This implies, both, greater flexibility in choosing values
for dual variables to yield converses, and greater difficulty in
ascertaining specific values for these dual variables.
IX. CONCLUSION
This paper has presented a linear programming based ap-
proach to derive converses on finite blocklength joint source-
channel problems. The finite blocklength joint source-channel
coding was posed as an optimization problem over joint prob-
ability distributions. The resulting problem is nonconvex for
which we presented a convex relaxation using LP relaxation.
Lower bounds on the optimal cost of the finite blocklength
problem were obtained by constructing dual feasible points.
We show that this approach recovers and improves on the
known converses of Kostina and Verdu´ and implies the con-
verse of Polyanskiy, Poor and Verdu´. Further, we also derive
a new general converse for finite blocklength joint source-
channel coding which shows that the LP relaxation gives tight
lower bounds to the minimum expected average symbol-wise
Hamming distortion of a q-ary uniform source over a q-ary
symmetric channel for all blocklengths. We also discuss the
extension of the relaxation to networked settings and show
that the relaxation in fact improves on the converse of Zhou
et al. [10] for successively refinable source-distortion measure
triplets.
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X. APPENDICES
APPENDIX A
PROOF OF THEOREMS IN SECTION III
Proof of Theorem 3.1: We first show that if QX|S , QŜ|Y
are deterministic, then (Q,QX|S , QŜ|Y ) ∈ ext(FEA(SC)).
Assume the contrary, i.e., (Q,QX|S , QŜ|Y ) 6∈ ext(FEA(SC)).
Then, there exist distinct vectors (Q1, Q1X|S , Q
1
Ŝ|Y ),
(Q2, Q2X|S , Q
2
Ŝ|Y ) and α ∈ (0, 1) such that
(Q(z), QX|S(x|s), QŜ|Y (ŝ|y)) = α(Q1(z), Q1X|S(x|s), Q1Ŝ|Y (ŝ|y))
+ (1− α)(Q2(z), Q2X|S(x|s), Q2Ŝ|Y (ŝ|y)), ∀z.
However, since QX|S , QŜ|Y are deterministic, they are
extreme points of the space of marginal distributions P(X|S)
and P(Ŝ|Y) respectively. Consequently, Q1X|S = Q2X|S =
QX|S and Q1Ŝ|Y = Q
2
Ŝ|Y = QŜ|Y . Now, consider Q(z) =
αQ1(z) + (1− α)Q2(z), for all z, which evaluates to
QX|S(x|s)QŜ|Y (ŝ|y) = αQ1X|S(x|s)Q1Ŝ|Y (ŝ|y)
+ (1− α)Q2X|S(x|s)Q2Ŝ|Y (ŝ|y) ∀s, x, y, ŝ. (73)
However, since Q1X|S = Q
2
X|S = QX|S and Q
1
Ŝ|Y =
Q2
Ŝ|Y = QŜ|Y , (73) implies Q
1(z) = Q2(z) =
Q(z), for all z and thereby contradicts the assump-
tion that (Q1, Q1X|S , Q
1
Ŝ|Y ) 6= (Q2, Q2X|S , Q2Ŝ|Y ). Hence
(Q,QX|S , QŜ|Y ) ∈ ext(FEA(SC)).
We now prove the converse, i.e., if (Q,QX|S , QŜ|Y ) ∈
ext(FEA(SC)), then QX|S , QŜ|Y are deterministic. Assume
the contrary. Let there exist atleast one, say, s = s∗ (or y = y∗)
such that QX|S(x|s∗) (or, QŜ|Y (ŝ|y∗)) is not deterministic and
(Q,QX|S , QŜ|Y ) ∈ ext(FEA(SC)). Since QX|S(x|s∗) is not
deterministic, there exist Q¯X|S(x|s∗), Q̂X|S(x|s∗) ∈ P(X|S)
and α ∈ (0, 1) such that
QX|S(x|s∗) = αQ¯X|S(x|s∗) + (1− α)Q̂X|S(x|s∗), ∀x.
Multiplying both sides by PS(s∗)PY |X(y|x)QŜ|Y (ŝ|y) we
get,
Q(s∗, x, y, ŝ) ≡ αQ¯(s∗, x, y, ŝ) + (1− α)Q̂(s∗, x, y, ŝ).
For s 6= s∗, we take Q¯X|S(x|s) = Q̂X|S(x|s) = QX|S(x|s),
for all x. Consequently, for s 6= s∗,
Q¯(s, x, y, ŝ) = Q̂(s, x, y, ŝ) = Q(s, x, y, ŝ),
for all x, y, ŝ. Thus, we get the following new vector which can
be written as a convex combination of two different vectors,
QX|S(x|s∗)
QX|S(x|s 6= s∗)
QŜ|Y (ŝ|y)
Q(s∗, x, y, ŝ)
Q(s 6= s∗, x, y, ŝ)
 ≡ α

Q¯X|S(x|s∗)
QX|S(x|s 6= s∗)
QŜ|Y (ŝ|y)
Q¯(s∗, x, y, ŝ)
Q(s 6= s∗, x, y, ŝ)
+
(1− α)

Q̂X|S(x|s∗)
QX|S(x|s 6= s∗)
QŜ|Y (ŝ|y)
Q̂(s∗, x, y, ŝ)
Q(s 6= s∗, x, y, ŝ)
 .
This implies that (Q,QX|S , QŜ|Y ) 6∈ ext(FEA(SC)) when
there exists atleast one s = s∗ corresponding to which
QX|S(x|s∗) is not deterministic.
Proof of Theorem 3.2: Consider (QX|S , QŜ|Y , Q) ∈
FEA(SC) and let W (z) = QX|SQŜ|Y (z) for all z.
Then, Q(z) ≡ PSPY |XW (z). Since (QX|S , QŜ|Y , Q) ∈
FEA(SC), the constraints of SC also hold for LP. Clearly,
W (s, x, y, ŝ) ≥ 0 for all s, x, y, ŝ. Also, ∑xW (z) =∑
xQX|S(x|s)QŜ|Y (ŝ|y) = QŜ|Y (ŝ|y) for all s, ŝ, y. Simi-
larly,
∑
ŝW (z) = QX|S(x|s) for all x, s, y. It is now sufficient
to show that −1 + QX|S(x|s) + QŜ|Y (ŝ|y) −W (z) ≤ 0 for
all z. We have,
− 1 +QX|S(x|s) +QŜ|Y (ŝ|y)−W (z)
=− 1 +QX|S(x|s) +QŜ|Y (ŝ|y)−QX|S(x|s)QŜ|Y (ŝ|y)
=(1−QŜ|Y (ŝ|y))(QX|S(x|s)− 1) ≤ 0.
Thus, if (QX|S , QŜ|Y , Q) ∈ FEA(SC), then
(QX|S , QŜ|Y ,W ) ∈ FEA(LP) where W (z) ≡
QX|SQŜ|Y (z). This proves the claim.
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Theorem A.1: Consider the following optimization problem
DPIf ,
DPIf min
a(ŝ|s)
∑
s,ŝ
d(s, ŝ)PS(s)a(ŝ|s)
s.t
∑
ŝ a(ŝ|s) = 1 : η(s) ∀s
If (aPS)− Cf ≤ 0 : λ
a(ŝ|s) ≥ 0 : ψ(ŝ|s) ∀ŝ, s,
where If (aPS) is the mutual information of S, Ŝ under the
distribution a(ŝ|s)PS(s) and η, λ, ψ are the Lagrange multi-
pliers. Then, if at optimality we have λ > 0, a minimizer a∗
of DPIf satisfies
Rf (d
∗) = If (a∗PS) = Cf ,
where d∗ =
∑
s,ŝ d(s, ŝ)PS(s)a
∗(ŝ|s), and Rf and Cf are
defined in (5) and (6), respectively.
Proof : We first note that since the objective of the DPIf
can be expressed using a alone, we drop variable Q from the
original formulation of DPIf . Let a∗ be a minimizer of DPIf .
Then, there exist Lagrange multipliers η, λ, ψ satisfying the
following KKT conditions:
−PS(s)d(s, ŝ) = η(s) + λ∂If (aPS)
∂a
∣∣∣∣
a∗
− ψ(ŝ|s),
λ ≥ 0, λ(If (a∗PS)− Cf ) = 0, (74)
ψ(ŝ|s) ≥ 0, ψ(ŝ|s)a∗(ŝ|s) ≡ 0.
Now, consider the following optimization problem:
(RD) min
a(ŝ|s)∈P(Ŝ|S):E[d(S,Ŝ)]≤d˜
If (aPS).
Notice that by the property of f -mutual information, for fixed
PS , If (aPS) is a convex function of a whereby DPIf and
RD are both convex optimization problems. Comparing the
KKT conditions of these problems, it is easy to see that when
λ ∈ (0,+∞), a minimizer a∗ of DPIf also solves RD with
d˜ = d∗. Thus, a minimizer a∗ of DPIf satisfies,
Rf (d
∗) = If (a∗PS),
(a)
= Cf when a∗ solves DPIf ,
where equality in (a) follows from (74) as λ > 0.
Proof of Lemma 3.3: Let (Q∗X|S , Q
∗
Ŝ|Y , Q
∗) ∈
ext(FEA(SC)) and W ∗(z) ≡ Q∗X|SQ∗Ŝ|Y (z). We know
from Theorem 3.1 that Q∗X|S , Q
∗
Ŝ|Y are deterministic. This
implies that W ∗ is deterministic too. i.e.,
W ∗(z) = Q∗X|SQ
∗
Ŝ|Y (z) = I{x = f(s) and ŝ = g(y)} ∀z.
Assume that the vector (Q∗X|S , Q
∗
Ŝ|Y ,W
∗) does not constitute
an extreme point of LP. Then, it can be written as a convex
combination of two distinct vectors (Q1X|S , Q
1
Ŝ|Y ,W
1) ∈
FEA(LP) and (Q2X|S , Q
2
Ŝ|Y ,W
2) ∈ FEA(LP) as follows. Q
∗
X|S
Q∗
Ŝ|Y
W ∗
 = α
 Q
1
X|S
Q1
Ŝ|Y
W 1
+ (1− α)
 Q
2
X|S
Q2
Ŝ|Y
W 2
 ,
for some α ∈ (0, 1). From the LP constraints, it fol-
lows that 0 ≤ W 1,W 2 ≤ 1. But since Q∗X|S , Q∗Ŝ|Y and
W ∗ are deterministic, it is clear that they cannot be writ-
ten as the above convex combination of any other vec-
tors. Hence, (Q∗X|S , Q
∗
Ŝ|Y ,W
∗) = (Q1X|S , Q
1
Ŝ|Y ,W
1) =
(Q2X|S , Q
2
Ŝ|Y ,W
2) which is a contradiction. Thus, we have
the result.
Proof of Proposition 3.6: Since d(·, ·) ≥ 0, it follows
that OPT(LP) = OPT(DP) ≥ 0. To show that the optimal
objective value of DP is strictly positive, it suffices to show by
the strong duality of linear programming that the optimal value
of LP cannot be zero. Assume the contrary. Let OPT(LP) =
0. Recall that we have the LP objective function expressed as∑
s,x,y,ŝ
PS(s)PY |X(y|x)d(s, ŝ)W (s, x, y, ŝ).
However, since PS(s)PY |X(y|x) > 0, for all s ∈ S , x ∈ X ,
y ∈ Y and for any fixed x ∈ X , y ∈ Y , d(s, ŝ) = 0 if and
only if s = ŝ, we have that OPT(LP) = 0 only if for all
x ∈ X and all y ∈ Y , and all s 6= ŝ, W (s, x, y, ŝ) = 0. Now,
consider the LP constraint,∑
x
W (s, x, y, ŝ) = QŜ|Y (ŝ|y) ∀s, ŝ, y. (75)
For any y ∈ Y and any ŝ ∈ Ŝ, putting s 6= ŝ in (75) implies
that QŜ|Y (ŝ|y) = 0. Since this holds for all ŝ ∈ Ŝ, this con-
tradicts the LP constraint that for y ∈ Y , ∑ŝQŜ|Y (ŝ|y) = 1.
The result follows.
APPENDIX B
SUCCESSIVE REFINEMENT SOURCE-CODING PROBLEM
We first present the linear programming relaxation of SR.
To obtain the relaxation, we define the following new set of
variables:
A0(z) ≡ QX1|SQX2|SQŜ1|Y1QŜ2|Y1,Y2(z),
A1(z1) ≡ QX1|SQX2|SQŜ1|Y1(z1),
A2(z2) ≡ QX1|S(x1|s)QX2|S(x2|s)
A3(z3) ≡ QX1|S(x1|s)QŜ2|Y1,Y2(ŝ2|y1, y2),
A4(z4) ≡ QX2|S(x2|s)QŜ1|Y1(ŝ1|y1),
A5(z5) ≡ QX1|SQŜ2|Y1,Y2QŜ1|Y1(z5),
A6(z6) ≡ QX2|SQŜ2|Y1,Y2QŜ1|Y1(z6),
where z := (s, x1, x2, y1, y2, ŝ1, ŝ2), z1 := (s, x1, x2, ŝ1, y1),
z2 := (x1, x2, s), z3 := (x1, s, ŝ2, y1, y2),
z4 := (x2, s, ŝ1, y1), z5 := (s, x1, ŝ1, y1, ŝ2, y2),
z6 := (s, x2, ŝ1, y1, ŝ2, y2).
The LP relaxation of SR is then obtained as,
LPSR min
T
∑
z
κ(z)PSPY1|X1PY2|X2A0(z)
s.t T ∈ Γ,
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where T represents the collection of variables
(QX1|S , QX2|S , QŜ1|Y1 , QŜ2,Y2 , A0, A1, . . . , A6) and
Γ :=
{
T ≥ 0 |
∑
x2
QX2|S(x2|s) ≡ 1,
∑
ŝ1
QŜ1|Y1(ŝ1|y1) ≡ 1,∑
ŝ2
QŜ2|Y1,Y2(ŝ2|y1, y2) ≡ 1,
∑
x1
QX1|S(x1|s) ≡ 1,∑
x1
A0(z) ≡ A6(z6),
∑
x2
A0(z) ≡ A5(z5)∑
ŝ2
A0(z) ≡ A1(z1),
∑
ŝ1
A1(z1) ≡ A2(z2)∑
x1
A2(z2) ≡ QX2|S(x2|s),∑
x1
A3(z3) = QŜ2|Y1Y2(ŝ2|y1, y2),∑
x2
A4(z4) ≡ QŜ1|Y1(ŝ1|y1),
∑
ŝ1
A5(z5) ≡ A3(z3),
∑
ŝ2
A6(z6) ≡ A4(z4)
}
,
where the constraints in Γ are obtained as explained
in Section VIII-A. Let η1(s), η2(y1), η3(y1, y2), η4(s),
λa(z10), λb(z9), λc(s, x1, x2, y1, y2, ŝ1), µ(s, x1, x2, y1),
δ1(x2, s), δ2(s, ŝ2, y1, y2), δ3(s, ŝ1, y1), θ(x1, s, y1, ŝ2, y2)
and γ(x2, s, ŝ1, y1, y2) be the Lagrange multipliers corre-
sponding to the constraints of Γ in that order. Let F :=
(η1, η2, η3, η4, λa, λb, λc, µ, δ1, δ2, δ3, θ, γ) represent the col-
lection of all these Lagrange multipliers.
With Π(z) ≡ PS(s)PY1|X1(y1|x1)PY2|X2(y2|x2)
I{d1(s, ŝ1) > D1 or d2(s, ŝ2) > D2}, the dual program of
LPSR is given as DPSR. For notational convenience, we use
P (s) to represent PS(s), P (yi|xi) to represent PYi|Xi(yi|xi),
i = 1, 2.
Proof of Theorem 8.1: For the proof, consider the
following values of dual variables of DPSR,
λc(s, x1, x2, y1, y2, ŝ1) ≡ P (s)P (y1|x1)P (y2|x2)×[
I{exp(jŜ1(s,D1)− γ1) ≥M1 or
exp(jŜ2(s,D2)− γ2) ≥M1M2}+
1
2M1
×(
exp(jŜ1(s,D1)− γ1) +
1
M2
exp(jŜ2(s,D2)− γ2)
)
×
I
{exp(jŜ1(s,D1)− γ1)
M1
< 1,
exp(jŜ2(s,D2)− γ2)
M1M2
< 1
}]
,
λa(s, x2, ŝ1, ŝ2, y1, y2) ≡ −P (s)
M1
∑
x1
P (y1|x1)P (y2|x2)×
exp(jŜ1(s,D1)− γ1)I{d1(s, ŝ1) ≤ D1, d2(s, ŝ2) ≤ D2},
λb(s, x1, ŝ1, ŝ2, y1, y2) ≡ − P (s)
M1M2
∑
x1,x2
P (y1|x1)P (y2|x2)×
exp(jŜ2(s,D2)− γ2)I{d1(s, ŝ1) ≤ D1, d2(s, ŝ2) ≤ D2},
γ(x2, s, ŝ1, y1, y2) ≡ −P (s)
M1
∑
x1
P (y1|x1)P (y2|x2)×
exp(jŜ1(s,D1)− γ1)I{d1(s, ŝ1) ≤ D1},
θ(x1, s, y1, ŝ2, y2) ≡ − PS(s)
M1M2
∑
x1,x2
P (y1|x1)P (y2|x2)×
exp(jŜ2(s,D2)− γ2)I{d2(s, ŝ2) ≤ D2},
δ3(s, ŝ1, y1) ≡
∑
y2
γ(x2, s, ŝ1, y1, y2),
δ2(s, ŝ2, y1, y2) ≡ θ(x1, s, y1, ŝ2, y2),
µ(s, x1, x2, y1) ≡
∑
y2
λc(s, x1, x2, y1, y2, ŝ1),
δ1(x2, s) ≡
∑
y1
µ(s, x1, x2, y1),
η1(s) ≡ δ1(x2, s),
η2(y1) ≡ −exp(−γ1)
M1
∑
x1
P (y1|x1),
η3(y1, y2) ≡ −exp(−γ2)
M1M2
∑
x1,x2
P (y1|x1)P (y2|x2),
and η4(s) ≡ 0, where γ1, γ2 are scalars to be chosen later.
Notice that λc is independent of ŝ1,
∑
y2
λc(·) is independent
of x2,
∑
y1
µ(·) is a function of only s, and finally, ∑y2 γ(·)
is independent of x2.
We now check the feasibility of these dual variables with
respect to the constraints. It can be easily seen that (D1) is
satisfied trivially. To verify (D2), we have, for any ŝ1 ∈ Ŝ1,∑
s
δ3(s, ŝ1, y1) =
∑
s,y2
−PS(s)
M1
∑
x1
P (y1|x1)P (y2|x2)×
exp(jŜ1(s,D1)− γ1)I{d1(s, ŝ1) ≤ D1}
= −
∑
x1
P (y1|x1)exp(−γ1)
M1
∑
s
PS(s) exp(jŜ1(s,D1))×
I{d1(s, ŝ1) ≤ D1}
(a)
≥ −
∑
x1
P (y1|x1)exp(−γ1)
M1
,
which is η2(y1), thereby satisfying (D2). The inequality in (a)
follows from I{d1(s, ŝ1) ≤ D1} ≤ exp(λ∗1(D1 − d1(s, ŝ1))),
λ1∗ = −R(1)′S (D1) > 0 and using (70). The feasibility of the
dual variables with respect to (D3) can also be verified in a
similar manner.
To verify the feasibility of dual variables with respect to
(D4), we consider the following cases.
Case 1: I{d1(s, ŝ1) > D1 or d2(s, ŝ2) > D2} = 1.
In this case λa, λb are zero. Consequently, LHS of (D4)
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DPSR max
F
∑
s
η1(s) +
∑
y1
η2(y1) +
∑
y1,y2
η3(y1, y2)
η1(s)− δ1(x2, s) ≤ 0, (D1)
η2(y1)−
∑
s
δ3(s, ŝ1, y1) ≤ 0, (D2)
η3(y1, y2)−
∑
s
δ2(s, ŝ2, y1, y2) ≤ 0, (D3)
λa(z10) + λ
b(z9) + λ
c(s, x1, x2, y1, y2, ŝ1) ≤ Π(z), (D4)
−
∑
y2
λc(s, x1, x2, y1, y2, ŝ1) + µ(s, x1, x2, y1) ≤ 0, (D5),
−
∑
y1
µ(s, x1, x2, y1) + δ
1(x2, s) ≤ 0, (D6)
−θ(x1, s, y1, ŝ2, y2) + δ2(s, ŝ2, y1, y2) ≤ 0, (D7)
−
∑
y2
γ(x2, s, ŝ1, y1, y2) + δ
3(s, ŝ1, y1) ≤ 0, (D8)
−λb(z9) + θ(x1, s, y1, ŝ2, y2) ≤ 0, (D9)
−λa(z10) + γ(x2, s, ŝ1, y1, y2) ≤ 0, (D10)
η4(s) ≤ 0, (D11)
becomes λc. We further consider the following subcases.
Case 1a: I{exp(jŜ1(s,D1)−γ1) ≥M1 or exp(jŜ2(s,D2)−
γ2) ≥M1M2} = 1.
In this case, LHS of (D4) becomes P (s)P (y1|x1)P (y2|x2)
which is the RHS of (D4).
Case 1b: I{exp(jŜ1(s,D1)−γ1) ≥M1 or exp(jŜ2(s,D2)−
γ2) ≥M1M2} = 0.
In this case, M1 > exp(jŜ1(s,D1) − γ1) and M1M2 >
exp(jŜ2(s,D2)− γ2) and the LHS of (D4) evaluates to
PS(s)
2
P (y1|x1)P (y2|x2)
(
1
M1
exp(jŜ1(s,D1)− γ1)
+
1
M1M2
exp(jŜ2(s,D2)− γ2)
)
,
which is less than PS(s)P (y1|x1)P (y2|x2), the RHS of (D4).
Case 2: I{d1(s, ŝ1) > D1 or d2(s, ŝ2) > D2} = 0.
In this case, RHS of (D4) is zero. We again consider the
following sub-cases.
Case 2a: I{exp(jŜ1(s,D1)−γ1) ≥M1 or exp(jŜ2(s,D2)−
γ2) ≥M1M2} = 1.
In this case, we upper bound λc using that I{exp(jŜ1(s,D1)−
γ1) ≥ M1 or exp(jŜ2(s,D2) − γ2) ≥ M1M2} ≤
I{exp(jŜ1(s,D1) − γ1) ≥ M1} +I{exp(jŜ2(s,D2) − γ2) ≥
M1M2}. Consequently, we get the following upper bound on
λc,
P (s)P (y1|x1)P (y2|x2)
[
I{exp(jŜ1(s,D1)− γ1) ≥M1}
+ I{exp(jŜ2(s,D2)− γ2) ≥M1M2}
]
(a)
≤ P (s)P (y1|x1)P (y2|x2)
[exp(jŜ1(s,D1)− γ1)
M1
+
exp(jŜ2(s,D2)− γ2)
M1M2
]
,
where the inequality follows by upper bounding the in-
dicator function, I{exp(jŜ1(s,D1) − γ1) 1M1 ≥ 1} ≤
exp(jŜ1(s,D1)− γ1) 1M1 and I{exp(jŜ2(s,D2)− γ2) 1M1M2 ≥
1} ≤ exp(jŜ2(s,D2) − γ2) 1M1M2 . Employing this, LHS of
(D4) is upper bounded as,
PS(s)
[
P (y1|x1)P (y2|x2)
[exp(jŜ1(s,D1)− γ1)
M1
+
exp(jŜ2(s,D2)− γ2)
M1M2
]
− exp(jŜ1(s,D1)− γ1)
M1
P (y2|x2)×∑
x1
P (y1|x1)−
exp(jŜ2(s,D2)− γ2)
M1M2
∑
x2
P (y1|x1)P (y2|x2)
]
,
which is non-positive, thereby satisfying (D4).
Case 2b: I{exp(jŜ1(s,D1)−γ1) ≥M1 or exp(jŜ2(s,D2)−
γ2) ≥M1M2} = 0.
In this case, it can be easily verified that the LHS of (D4)
is non-positive, thereby satisfying (D4). Thus, the considered
variables satisfy (D4). The dual constraints (D5), (D6), (D7),
(D8) and (D11) are trivially satisfied.
To check feasibility with respect to (D9), we have for any
29
s, x1, ŝ1, ŝ2, y1, y2,
λb(s, x1, ŝ1, ŝ2, y1, y2) = − PS(s)
M1M2
∑
x1,x2
P (y1|x1)P (y2|x2)×
exp(jŜ2(s,D2)− γ2)I{d1(s, ŝ1) ≤ D1, d2(s, ŝ2) ≤ D2},
≥ − PS(s)
M1M2
∑
x1,x2
P (y1|x1)P (y2|x2) exp(jŜ2(s,D2)− γ2)×
I{d2(s, ŝ2) ≤ D2},
which is equal to θ(x1, s, y1, ŝ2, y2), thereby satisfying
(D9). The last inequality follows since I{d1(s, ŝ1) ≤
D1, d2(s, ŝ2) ≤ D2} ≤ I{d2(s, ŝ2) ≤ D2}. The feasibility
of the dual variables with respect to (D10) can be verified in
a similar manner. Thus, the considered dual variables satisfy
all the dual constraints and is thus feasible for DPSR.
Consequently, taking the dual cost as a lower bound on
OPT(SR) and taking the supremum over γ1, γ2 to get the
best bound, results in the required bound.
REFERENCES
[1] S. T. Jose and A. A. Kulkarni, “A linear programming relaxation for
stochastic control problems with non-classical information patterns,” in
54th IEEE Conference on Decision and Control (CDC). IEEE, 2015,
pp. 5743–5748.
[2] ——, “A linear programming based channel coding strong converse for
the BSC and BEC,” in Proceedings of the 23rd National Conference on
Communications, 2017, (To appear), 2017.
[3] T. J. Goblick Jr, “Theoretical limitations on the transmission of data from
analog sources,” Information Theory, IEEE Transactions on, vol. 11,
no. 4, pp. 558–567, 1965.
[4] J. Ziv and M. Zakai, “On functionals satisfying a data-processing
theorem,” IEEE Transactions on Information Theory, vol. 19, no. 3,
pp. 275– 283, May 1973.
[5] Y. Polyanskiy, H. V. Poor, and S. Verdu´, “Channel coding rate in the
finite blocklength regime,” Information Theory, IEEE Transactions on,
vol. 56, no. 5, pp. 2307–2359, 2010.
[6] V. Kostina and S. Verdu´, “Lossy joint source-channel coding in the finite
blocklength regime,” Information Theory, IEEE Transactions on, vol. 59,
no. 5, pp. 2545–2575, 2013.
[7] ——, “Fixed-length lossy compression in the finite blocklength regime,”
Information Theory, IEEE Transactions on, vol. 58, no. 6, pp. 3309–
3338, 2012.
[8] J. Wolfowitz, “Notes on a general strong converse,” Information and
Control, vol. 12, no. 1, pp. 1–4, 1968.
[9] M. Gastpar, B. Rimoldi, and M. Vetterli, “To code, or not to code: lossy
source-channel communication revisited,” Information Theory, IEEE
Transactions on, vol. 49, no. 5, pp. 1147–1158, may 2003.
[10] L. Zhou, V. Y. F. Tan, and M. Motani, “Second-
order and moderate deviation asymptotics for successive
refinement,” CoRR, vol. abs/1601.04500, 2016. [Online]. Available:
http://arxiv.org/abs/1601.04500
[11] A. A. Kulkarni and T. P. Coleman, “An optimizer’s approach to
stochastic control problems with nonclassical information structure,”
IEEE Transactions on Automatic Control, vol. 60, no. 4, pp. 937–949,
2015.
[12] A. A. Kulkarni and N. Kiyavash, “Non-asymptotic upper bounds on
deletion correcting codes,” IEEE Transactions on Information Theory,
vol. 59, no. 8, pp. 5115–5130, 2013.
[13] A. Fazeli, A. Vardy, and E. Yaakobi, “Generalized sphere packing
bound,” Information Theory, IEEE Transactions on, vol. 61, no. 5, pp.
2313–2334, 2015.
[14] N. Kashyap and G. Ze´mor, “Upper bounds on the size of grain-correcting
codes,” Information Theory, IEEE Transactions on, vol. 60, no. 8, pp.
4699–4709, 2014.
[15] R. Gabrys, E. Yaakobi, and L. Dolecek, “Correcting grain-errors in
magnetic media,” Information Theory, IEEE Transactions on, vol. 61,
no. 5, pp. 2256–2272, 2015.
[16] D. Cullina, N. Kiyavash, and A. Kulkarni, “Restricted composition
deletion correcting codes,” IEEE Transactions on Information Theory,
doi: 10.1109/TIT.2016.2544348, 2016.
[17] W. Matthews, “A linear program for the finite block length converse of
polyanskiy–poor–verdu´ via nonsignaling codes,” IEEE Transactions on
Information Theory, vol. 58, no. 12, pp. 7036–7044, 2012.
[18] R. T. Rockafellar, Convex Analysis. Princeton, NJ: Princeton University
Press, 1997, reprint of the 1970 original, Princeton Paperbacks.
[19] S. Boyd and L. Vandenberghe, Convex Optimization. New York, NY,
USA: Cambridge University Press, 2004.
[20] M. Conforti, G. Cornue´jols, and G. Zambelli, Integer programming.
Springer, 2014, vol. 271.
[21] F. A. Al-Khayyal and J. E. Falk, “Jointly constrained biconvex program-
ming,” Mathematics of Operations Research, vol. 8, no. 2, pp. 273–286,
1983.
[22] H. D. Sherali and A. Alameddine, “A new reformulation-linearization
technique for bilinear programming problems,” Journal of Global Opti-
mization, vol. 2, pp. 379–410, 1992.
[23] H. D. Sherali and C. H. Tuncbilek, “A global optimization algorithm for
polynomial programming problems using a reformulation-linearization
technique,” Journal of Global Optimization, vol. 2, no. 1, pp. 101–112,
1992.
[24] M. S. Bazaraa, H. D. Sherali, and C. M. Shetty, Nonlinear programming:
theory and algorithms. John Wiley and Sons, May 2006.
[25] V. Kostina and S. Verdu´, “Channels with cost constraints: strong
converse and dispersion,” Information Theory, IEEE Transactions on,
vol. 61, no. 5, pp. 2415–2429, 2015.
[26] D. Leung and W. Matthews, “On the power of PPT-preserving and non-
signalling codes,” IEEE Transactions on Information Theory, vol. 61,
no. 8, pp. 4486–4499, 2015.
[27] W. Matthews and S. Wehner, “Finite blocklength converse bounds for
quantum channels,” IEEE Transactions on Information Theory, vol. 60,
no. 11, pp. 7317–7329, 2014.
[28] V. Kostina and S. Verdu´, “To code or not to code: Revisited,” in
Information Theory Workshop (ITW), 2012 IEEE. IEEE, 2012, pp.
5–9.
[29] A. El Gamal and Y.-H. Kim, Network information theory. Cambridge
university press, 2011.
