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OPTIMALITY AND ITERATIVE LEARNING CONTROL: DUALITY AND INPUT
PREDICTION
by Muhammad Ali Alsubaie
This thesis considers the use of optimal techniques within iterative learning control (ILC)
applied to linear systems. Two di￿erent aspects are addressed: the ￿rst is the duality
relationship existing between iterative learning control and repetitive control which allows
the synthesis of controllers developed in one domain to be applied in the other. Signi￿cant
extensions to existing duality framework are made by eliminating an explicit current-error
feedback loop and providing the facility of both current error feedback, and previous
error feedforward within the control structure. This, in turn, with the case when either
state-feedback or output-feedback is used to solve the ILC control paradigm extends
the range of underlying plants to which the framework can be applied. In this context
optimal control is used to solve the stabilisation problem which yields solutions for both
RC and ILC cases in terms of state-feedback, and for ILC in terms of output-injection.
These signi￿cantly extend the range of underlying plants to which the framework can be
applied. The second aspect addressed is the selection of a suitable ￿rst input. Whilst ILC
algorithms have been shown to o￿er a high level of performance both theoretically and in
practical applications, resulting error convergence is generally highly dependent on the
initial choice of input applied. Optimal techniques are therefore applied to generate the
most appropriate initial input to speed up the learning process over subsequent trials.
Two approaches are developed to tackle the problem, both involving optimal solutions.
The ￿rst is frequency domain bases, and involves a description of system uncertainty.
An input is constructed which maximises convergence in the presence of uncertainty and
noise, making use of the Fast Fourier Transform (FFT). The second approach is time
domain based and an initial input is constructed using a library of previous references
and their associated converged inputs. The assumption of system linearity is used to
￿nd the choice of previous inputs which maximises robust convergence. It is then shown
how the frequency and time domain schemes may be combined. Both the duality and
initial input techniques developed in this thesis have been evaluated experimentally on
a gantry robot testbed, and the results obtained con￿rm the success of these additions
to the ILC/RC framework.Contents
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Introduction
Many systems in the process industries and elsewhere execute the same ￿nite duration
task over and over again. The exact sequence of operations is that the task is completed
and then the process is reset to its original location ready for the start of the next
execution or trial. Iterative Learning Control (ILC) is a methodology which has been
speci￿cally developed for such systems where the novel feature is the use of information
from previous trials to update the control signal to be used on the current trial. Often
the computations involved can be completed in the time taken for the resetting. Also in
some cases there is an additional time lapse between the completion of the resetting and
the start of the next trial to, for example, allow for unwanted transients to decay. The
most basic control problem is to design the control input such that the system learns,
by iteration from trial-to-trial to produce the required output or reference signal whilst
ensuring that the control signal does not exceed the limits imposed by the actuators used.
Most often, the reference signal is assumed to be supplied before ILC design begins and
remains ￿xed during the design and, if appropriate, implementation phases.
Figure 1.1 shows a schematic diagram of an ILC scheme where the memory part stores
the control input and system output generated on the previous trial. This is the simplest
case but it is also possible to consider ILC laws where information from a ￿nite number,
greater than one, previous trials is used to compute the current trial input. The use of
previous trial information is a form of feedforward control, i.e., from trial-to-trial, but it
is also possible to combine trial-to-trial updating with current trial feedback where the
latter can be used to regulate along the trial dynamics.
Given a desired reference trajectory, an ILC algorithm is successful for a dynamic system
provided it constructs a sequence of inputs which, when applied to the system, produces
an output sequence with the properties that as the trial number increases the trial outputs
converge to the reference trajectory and the sequence of control inputs applied also
converges, where convergence is measured by appropriate signal space norms. These two
properties are sometimes referred to as convergent learning.
1Chapter 1 Introduction 2
Current input Current output
Plant
Memory
ILC
Reference Next input
Figure 1.1: The general idea of iterative learning control
Repetitive Control (RC) is especially targeted at the tracking and/or rejection of ar-
bitrary periodic signals with a ￿xed period. Tracking/disturbance rejection of periodic
signals has many applications, such as hard disk drives and in electric power supply
devices. Given a periodic reference signal, the idea is to force the system to learn the
desired input by storing the error signal for one period, and then using this signal to
update the controller, and so on.
There has been a large volume of work undertaken on ILC and RC since they were
originally proposed and in each case there is clear evidence of experimental veri￿cation
both in the laboratory and actual application settings but there still remain areas which
require further investigation in order to maximise the bene￿ts obtained by adopting either
strategy for a given application. In this thesis two of these are addressed as described
next.
1.1 Thesis Outline
The thesis consists of six chapters where the main body of original work is given in
Chapters 4 and 5. In Chapter 2 a literature review of ILC and RC is given. The prob-
lem statement and mathematical formulation of the ILC and RC designs are considered
and the distinctions with other forms of control, especially those classed as learning,
explained. Properties of ILC are illustrated with a numerical example. The advantages
of ILC compared to other conventional controllers are explained. The main optimisa-
tion techniques employed to improve performance are discussed, together with solutions
based on optimisation formulation such as the adjoint and inverse algorithms.
Chapter 3 gives a description of the gantry robot testbed used in the experimental work
reported in this thesis. This testbed has been extensively used to benchmark both ILC
and RC algorithms. After a brief physical description, the chapter moves on to describeChapter 1 Introduction 3
the construction of the mathematical models for the three axes, including justi￿cation
of the assumptions invoked.
In Chapter 4 a previously reported duality between classes of linear model-based ILC
and RC algorithms is ￿rst introduced. This is followed by a description of the de￿ciencies
of the current results, which motivates the new results developed in this chapter.
In the main part of this chapter new ILC/RC design methodologies are developed based
on the existing framework where the new ILC/RC duality problem is considered in the
case of the availability of either current-error or past-error feedforward signals. The
derivation of these new algorithms uses Linear Quadratic Regulator (LQR) theory, and
a comparison of the two settings for design is given in terms of the availability of state-
feedback or the presence of a disturbance observer. The ￿nal part of the chapter gives
the results of experimental application to the gantry robot.
Chapter 5 introduces the concept of initial input selection for speeding up the learning
process from two di￿erent points of view; the ￿rst where model availability is considered
and the second where no plant model is used and instead past response data form the
basis for design. The construction is based in either the frequency-domain or time-
domain depending on the structure of the problem and the information given for each
case.
A hybrid model combining both frequency-domain and time-domain approaches is de-
veloped to overcome missing data when employing the past response data approach.
Comparison with a zero initial input in terms of performance incurred over subsequent
trials is undertaken to verify e￿ectiveness in speeding up the learning process. The analy-
sis is also extended to reference signals of di￿erent durations. Again, the new algorithms
are experimentally tested on the gantry robot.
Chapter 6 concludes the thesis with a critical overview of the progress made and topics
for future work are discussed. The following ￿gure summarises the thesis structure.Chapter 1 Introduction 4
(Chapter 4) (Chapter 5)
(Chapter 2)
Figure 1.2: Flow chart of the thesis structure.Chapter 2
Literature Review and Background
to Iterative Learning and Repetitive
Control
In Chapter 1 a general level introduction to Iterative Learning Control (ILC) and Repet-
itive Control (RC) was given together with some discussion of the classes of systems to
which they are applicable. This chapter surveys the literature in both areas, including
the in￿uence of optimisation based approaches which are used in this thesis.
2.1 ILC Literature
Several publications Moore and Chen (2003.); Norrlof and Gunnarsson (2002a); Ahn
et al. (2007) credit the original work on ILC to an American patent in 1967. Others
refer the originality of ILC to a Japanese scientist Uchiyama (1978) who published his
work at that time in Japanese, e.g. Hara et al. (1988); Moore and Chen (2002); Norrlof
and Gunnarsson (2002b), but the ￿rst introduction of ILC in the control and robotics
communities is credited to Arimoto et al. (1984b). In general, ILC mimics the human
mechanism of learning a task, such as learning to play tennis, which is repeated with
the result or output of one attempt used to correct or adjust the e￿ort applied on next
one. In particular, the basic aim is to improve performance while executing the same
task over a ￿nite duration by learning from past executions, known as trials, conducted
over a ￿nite trial duration. This concept applies to many industrial applications such as
robotics, chemical batch processes, food processing and automated manufacturing plants.
There is no single, universal de￿nition of iterative learning control, but one de￿nition of
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ILC is given in Amann et al. (1996a): "iterative learning control considers systems that
repetitively perform the same task with a view to sequentially improving accuracy ".
ILC uses information provided from previous executions of the task to sequentially im-
prove tracking of the reference signal. This is done by updating the control input between
trials. The input is highly dependent on the trial error, the di￿erence between trial out-
put and reference signal, see Figure 2.1. A resetting time is required between trials for
the system states to reset to its initial states which in this thesis is assumed to be the
same for all trials and, if suitable, to do all the required computations to update the
control signal for the next trial.
Figure 2.1: Iterative learning control update structure from Bristow et al. (2006).
In this section an overview of the ILC literature is given, starting with algorithm devel-
opment and proceeding through to applications reported in the literature. The starting
point is the continuous-time case where the plant dynamics are assumed to be modelled,
at least for initial studies, by a linear time invariant state-space model written in ILC
notation as
_ xk(t) = Axk(t) + Buk(t); x(t0) = x0
yk(t) = Cxk(t) + Duk(t) (2.1)
where the integer-valued subscript k  0 denotes the trial, also termed as iteration or
pass in some literature, and xk(t) 2 Rn, uk(t) 2 R, yk(t) 2 R are the state, input and
output vectors respectively on trial k: The control task is to force the output yk to track
the desired output, or reference signal, yd over a ￿nite and ￿xed trial interval, or duration
T; i.e., t 2 [0;T] as k increases. In the vast majority of the literature, the following are
assumed to hold.
 Every trial is of the same duration T:
 The initial state vector on each trial is the same, i.e., xk(0) = d; k  1; where theChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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entries in the vector d have known constant value.
 The plant dynamics are time invariant.
 The plant dynamics and the output yk(t); t 2 [0;T] are deterministic.
Some of the assumptions can be relaxed, including the time invariant assumption, and
these will also be discussed in the literature review that follows.
The novel idea in ILC is to use information from the previous trial, or a ￿nite number
of them, to update the input used on the next trial and thereby sequentially improve
performance, where the basic requirement is to force the trial to-trial error ek(t) to zero
where ek(t) = yd(t)   yk(t), as k ! 1 under some suitable signal norm.
Suppose that the plant (2.1) has relative degree one or zero. Then an Arimoto type Ari-
moto et al. (1984b,a) ILC scheme given by
uk+1(t) = uk(t) +  _ ek(t) (2.2)
where   is a diagonal learning gain matrix, will ensure that
lim
k!1
ek(t) = lim
k!1
(yd(t)   yk(t)) ! 0 (2.3)
for all t 2 [0;T]; and hence limk!1 yk(t) ! yd(t); if
jjI   CB jji < 1 (2.4)
where jj  jji is an operator norm and i 2 f1;2;:::;1g:
u
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Figure 2.2: Arimoto D-type ILC Algorithm.
Note that the basic formula for selecting the learning gain matrix (2.4) does not require
information about the system matrix A and, in particular, that the plant is stable, i.e.,
all eigenvalues of this matrix have strictly negative real parts. This implies that ILC canChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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be e￿ective for model-uncertain systems though some knowledge of the system structure,
such as its relative degree, is needed. This is a key characteristic of ILC but it also the
case that for an unstable plant the along the trial performance could be unacceptable.
This problem is discussed again when the discrete-time plant model ILC literature is
reviewed.
2.2 ILC Development
Starting from the Arimoto-type ILC algorithm of the form (2.2) a number of more general
ILC laws can be introduced. For example, a Proportional plus Integral plus Derivative
(PID) update law is Moore et al. (1993)
uk+1(t) = uk(t) + ek(t) + 	
Z
ek()d +  _ ek(t) (2.5)
where , 	 and   are learning gain matrices. A higher-order ILC, i.e. information from
a ￿nite number of previous trials is used, has the form Chen and Wen (1999)
uk+1(t) = 0uk(t)+
N X
k=1
(I   )Pkuk(t)+
N X
k=1
(kei k+1(t) + 	k
Z
ei k+1()d +  k _ ei k+1(t))
(2.6)
If
N X
i=1
Pk = I; then by appropriate selection of the learning gain matrices ek(t) converges
to zero asymptotically as k ! 1.
A time-varying, P-type (no integral and derivative terms) ILC algorithm is
uk+1(t) = uk(t) +  k(t)ek(t) (2.7)
where the proportional learning gain matrix  k(t) is now time-varying.
In this ￿rst-order ILC algorithm, by properly choosing the learning gain matrix  k(t),
the ILC scheme will converge to zero steady-state error for systems of relative degree
zero. Similar results can be developed for systems of relative degree one or higher. In
this simple ILC algorithm, the key feature is to make use of information from the most
recent past trial for the current update. One of the possible time-varying higher-order
ILC algorithm is
uk+1(t) = uk(t) +
k l X
i=k
 i(t)(yd(t)   yi(t)) (2.8)
which uses information from the previous l > 1 trials in computing the current trial
input. These algorithms highlight the perspective that ILC is a control algorithm that
uses all available past information for the performance improvement of a periodic system.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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For applications where discrete domain implementation is to be used, the choices are to
either design the control law in continuous-time and then emulate or sample the plant
model. The discrete counterpart of (2.1) is
xk(t + 1) = Axk(t) + Buk(t) xk(0) = x0
yk(t) = Cxk(t) + Duk(t) (2.9)
A large class of discrete ILC algorithms have been proposed based on lifting applied to
(2.9) to obtain a standard linear system model. Introduce the supervectors
Uk = [uk(0);uk(1); ;uk(N   1)]T
Yk = [yk(m);yk(m + 1); ;yk(N   1 + m)]T
Yd = [yd(m);yd(m + 1); ;yd(N   1 + m)]T
Ek = [Yd   Yk] = (ek(m);ek(m + 1); ;ek(m + N   1)]T
where N denotes the sample number given by N = T
ts, ts is the sampling time obtained
from ts = 1
fs, and m denotes the system relative degree. The system dynamics can now
be written as
yk = Gpuk (2.10)
where
Gp =
2
6 6
6 6
6 6
6
4
D 0 0  0
CB D 0  0
CAB CB D  0
. . .
. . .
. . .
...
. . .
CAN 2B CAN 3B CAN 4B  D
3
7 7
7 7
7 7
7
5
(2.11)
A very large volume of literature on the design of discrete-time ILC algorithms uses the
lifted setting for analysis. Examples of algorithm development include Amann et al.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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(1996a); Owens et al. (2006); Moore et al. (1993); Lee et al. (2000); Frueh and Phan
(2000); Moore et al. (2005).
One problem with the lifted approach to ILC design is that it can only be used to study
trial-to-trial error convergence. Also, due to the ￿nite trial length, trial-to-trial error
convergence can be achieved for an unstable plant. If the plant is unstable or the per-
formance along the trial is unacceptable then one option is ￿rst to design a control law
for the plant to achieve stability and/or give acceptable transient performance and then
apply ILC to the resulting controlled system. This is a two step design procedure.
An alternative route is to make use of a 2D system settings for analysis. Signals in these
systems are functions of two independent variables and the control related analysis of
them is based on the Roesser (1975); Fornasini and Marchesini (1978) state-space models.
Repetitive processes are another class of 2D systems Rogers et al. (2007) where the di-
rection of information propagation in one direction only occurs over a ￿nite duration and
hence match with ILC. Recently, Hladowski et al. (2010) have shown how these settings
can be used to design ILC laws for trial-to-trial error convergence and performance. The
design in this case can be completed using Linear Matrix Inequalities and experimental
veri￿cation on the gantry robot also used in this thesis has been undertaken.
The property of trial-to-trial error convergence is fundamental to ILC and has seen a
huge volume of work for both linear and nonlinear systems in either the continuous or
discrete time settings. One source for the literature are the survey papers Bristow et al.
(2006); Ahn et al. (2007). In this thesis, the setting for analysis is the discrete-time
domain.
One issue which has received relatively little attention in the literature is the direct
dependence of the error on trial k with that of the ￿rst trial through
ek+1 = (I   GpL)ek = (I   GpL)(I   GpL)ek 1 = (I   GpL)k+1e0 (2.12)
Designing the learning gain to reduce the trial-to-trial error is a key ILC design objective
and Ahn et al. (2007); Bristow et al. (2006) again provide a starting point for many
design algorithms. An alternative to speed up the learning rate is to focus on the initial
error, that is, for k = 1. This, in turn, means focusing on the choices of the initial input.
Chapter 5 of this thesis gives substantial new results in this area.
2.2.1 Optimisation Based ILC
Optimal techniques are widely used in ILC either to design the learning gain, or to
consider the e￿ects of parameters on error convergence. Optimisation is the process ofChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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￿nding the best solution, to either maximise or minimise a cost function. A very widely
considered class of ILC algorithms under this heading are termed Norm Optimal, Amann
et al. (1996a,b, 1998), and are based in an abstract Hilbert space setting. One major
advantage of the general problem setting is that it allows the simultaneous description
of linear and nonlinear dynamics, either continuous or discrete plant with either time-
invariant or time-varying dynamics. This abstract model setting is introduced next with
subsequent specialisation to a linear quadratic cost function for linear models that is
used in this thesis.
Let the space of output signals Y be a real Hilbert space and also U be a real, and
possibly distinct, Hilbert space of input signals. The respective inner products, denoted
by h:;:i, and for example, kxkY denotes the norm of x 2 Y.
The Hilbert space setting includes both continuous and discrete-time systems as spe-
cial cases with the system dynamics described in operator terms as
y = Gpu + z0 (2.13)
where Gp : U ! Y is a linear operator mapping from the input space to the output space
and z0 denotes the initial conditions. If yd is the reference trajectory, then the tracking
error is
e = yd   y = yd   z0   Gpu (2.14)
and without loss of generality, yd can be replaced by yd  z0 and hence zero state initial
conditions can be assumed without loss of generality.
The ILC procedure, if convergent, solves the problem yd = Gpu1 for u1. If Gp in (2.10)
is invertible, the solution to this problem is
u
1 = G 1
p yd (2.15)
A basic assumption in ILC is that a direct inversion of Gp is not acceptable since it
would require an exact knowledge of the plant model and involves derivatives of refer-
ence trajectory. This solution is highly sensitive to noise and other disturbances due to
the high-frequency gain characteristic. Also the inversion of the whole plant Gp is un-
necessary as the solution only requires ￿nding the pre-image of the reference trajectory
yd under Gp.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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The ILC optimisation problems considered here is equivalent to ￿nding the minimizing
input u1 for the optimisation problem
u1 = min
u
fkekk2
Y : e = yd   y; y = Gpug (2.16)
There are many iterative procedures to solve the above equation and the steepest-descent
is one case which, as detailed ￿rst in Furuta and Yamakita (1987), has particular attrac-
tions for the design of learning control systems. In the case of norm optimal ILC these
are as follows.
The norm optimal ILC algorithm has these advantages over alternatives:
 Automatic selection of the step size.
 Potential for improved robustness through the use of causal feedback of current
trial data and feedforward of data from previous trials.
This is achieved by computing at the end of trial k the control input on trial k + 1 as
the solution to the minimum norm optimisation problem
min
uk+1
fJk+1(uk+1) : ek+1 = yd   yk+1; yk+1 = Gpuk+1g (2.17)
where the performance index used is given by
Jk+1(uk+1) := kek+1k2
Y + kuk+1   ukk2
U (2.18)
The choice of the initial control input can be arbitrary but, it will be a good ￿rst guess
at the solution problem in practice. Chapter 5 of this thesis gives substantial new results
on this choice with experimental veri￿cation.
The solution to this ILC minimum norm optimisation problem can be interpreted as the
determination of control input for trial k + 1 with the following properties: 1) the error
term in (2.18) re￿ects the design requirement of reducing the tracking error in an op-
timal way. 2) the control input applied does not rapidly change from one trial to the next.
The bene￿ts of this approach follow from the simple interlacing result
kek+1k2
Y  Jk+1(uk+1)  kekk2
Y;8k  0 (2.19)
which is a consequence of optimality and the fact that the non-optimal choice of uk+1 =
uk would lead to the relation Jk+1(uk) = kekk2
Y.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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The steps in obtaining the norm optimal algorithm are given in Amann et al. (1998,
1996a), and consist of ￿nding the derivative of (2.18) with respect to uk+1 to obtain the
stationary points and substitution from (2.13) and (2.14) to obtain the update law of
the form
uk+1 = uk + G
pek+1 (2.20)
where G
p is the adjoint operator of Gp. This equation represents the formal update
relation for the class of norm optimal ILC algorithms. The error can now be written as
(I + GpG
p)ek+1 = ek (2.21)
which leads to
ek+1 = (I + GpG
p) 1ek (2.22)
and the recursive relation for the input evolution
uk+1 = (I + G
pGp) 1(uk + G
pyd); 8k  0
This has a number of useful properties, for example,by monotonicity the following limits
exists
lim
k!1
kekk2 = lim
k!1
Jk(uk) =: J1  0 (2.23)
Consider a system described by the state-space model (2.1) and in the Hilbert space
setting de￿ne the input and output function spaces as
U = Lr
2 [0;T]; Y = Lm
2 [0;T]
The inner products on Y and U are de￿ned as
hy1(t);y2(t)i :=
1
2
Z T
t=0
yT
1 (t)Qy2(t)dt
hu1(t);u2(t)i :=
1
2
Z T
t=0
uT
1 (t)Ru2(t)dt
where Q and R are symmetric positive-de￿nite matrices. The initial conditions are taken
to be homogeneous without loss of generality because the plant response due to non-zero
initial conditions can be absorbed into yd(t). One special case of this problem formulationChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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is a cost function of the LQR form
Jk+1(uk+1) =
1
2
T Z
0
feT
k+1(t)Qek+1(t) + (uk+1(t)   uk(t))TR(uk+1(t)   uk(t))gdt (2.24)
This is an optimal tracking and disturbance accommodation problem (regarding uk(t) as
a known disturbance on trial k + 1). In this particular case, the solution for computing
the current trial input is the adjoint solution given by (2.20). The solution obtained is
non-causal and can not be implemented in this form. The non-causal representation can
transformed into a causal algorithm using state-feedback representation (Rogers et al.
(2007) gives a detailed description of the solution). The causal ILC developed in this
context requires the availability of the state-feedback.
Ratcli￿e et al. (2006b) gave a detailed analysis for the particular choices of Q = qI and
R = rI, also q and r are nonnegative real scalars and in each case I is the identity
matrix with compatible dimensions. This concluded that the ration
q
r is a critical factor
in determining trial-to-trial error convergence.
2.2.1.1 The Inverse Algorithm
The inverse algorithm is a one step solution to (2.15) where the plant model must be
invertible or else can be appropriately pre-conditioned to have this property. The control
law is
uk+1 = uk + k+1G 1
p ek (2.25)
where k+1 is a scalar whose e￿ects and selection has received considerable attention in
the literature, for example in Ratcli￿e et al. (2006b).
The inverse approach is known to be sensitive to noise and disturbances. In Harte et al.
(2005) the stability, monotonicity and robustness of the inverse was examined where the
plant uncertainty has to satisfy a matrix positivity requirement for the inverse solution to
be applicable. Low-pass ￿ltering is one way of improving the inverse algorithm sensitivity
to noise and disturbances. This is treated by, for example, Lee et al. (1994) using the
time domain for analysis and Freeman et al. (2009b) in the frequency domain. Further
analysis of the inverse ILC algorithm for both minimum and non-minimum phase linear
systems can be found in, for example, Kinosita et al. (2002).Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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2.2.1.2 The Adjoint Algorithm
The adjoint algorithm (known also as the gradient-based algorithm) is another form of
updating law where the learning gain is designed in an optimal setting. This approach
is treated in, for example, Hatonen et al. (2009, 2004). The update law is of the form in
(2.20) and is a steepest-descent method.
In order to regulate trial-to-trial error convergence, Furuta and Yamakita (1987) designed
a steepest-descent approach to set a limit to  on the step length, in (2.26) in the absence
of model uncertainty, resulting in a control law of the form
uk+1 = uk + k+1G
pek (2.26)
A modi￿ed steepest-descent approach has also been developed which considers the pres-
ence of multiplicative model uncertainty in the selection of the step length, . This
produced better results (Hatonen et al. (2003)) than the algorithm of Furuta and Ya-
makita (1987) when both were experimentally applied to the gantry robot also used in
the work reported in this thesis.
There is a very large volume of literature on optimisation based ILC and the review above
has only focused on the algorithms used in this thesis. The survey papers Ahn et al.
(2007); Bristow et al. (2006) are good starting points for the literature on alternatives.
A large volume of the currently available literature on ILC for nonlinear plant dynamics
focuses on trial-to-trial error convergence proofs. The survey papers Ahn et al. (2007);
Bristow et al. (2006) again provide a starting point for the literature on this topic. One
nonlinear ILC algorithm that has seen applications in, for example, stroke rehabilitation,
is the Newton method. By setting up links between nonlinear ILC problems and nonlin-
ear multivariable equations, the Newton method is introduced into the ILC framework.
In application this algorithm decomposes a nonlinear ILC problem into a sequence of
linear time-varying ILC problems. Simulations on a discrete non-linear system and a
manipulator model display its advantages.
The original work Lin et al. (2006) on the Newton method ILC used a known determinate
system model with the same initial conditions on each trial and reference signals, and no
disturbances. In case when system model is partly or totally unknown, either the control
should be robust and/or system identi￿cation could be applied to acquire numerical
system models. Disturbances and uncertainties on the system, the initial condition, and
the reference signal. This is one of the areas in Newton method based ILC for which
further work is required.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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Another area of nonlinear model ILC that has seen much research is to consider the ILC
problem from an adaptive control viewpoint. It is shown in French and Rogers (2000)
that some standard Lyapunov adaptive designs can be modi￿ed in a straightforward
manner to give a solution to either the feedback or feedforward ILC problem. Some of
the common assumptions of nonlinear ILC are relaxed, for example, the common linear
growth assumption on the nonlinearities and can be applied by systems of arbitrary
relative degree. This initial work also showed that, in general, a linear rate of convergence
of the mean squared error can be achieved, and a simple robustness analysis was also
given given.
Finally for linear plants it was shown that a linear rate of mean squared error convergence
can be achieved for non-minimum phase plants. Work building on this initial analysis
includes Xu et al. (2008); Chien and Tayebi (2008); Sun et al. (2006). There is also much
work to be done on stochastic ILC building, for example, on the initial work in Saab
(2002).
2.2.2 ILC Experimental Applications
In terms of applications, ILC arose initially from consideration of robotic control prob-
lems and it is perhaps not surprising that this area has always been a strong topic for
published work. This includes general robotic applications including rigid manipulators
and ￿exible manipulators, see, for example, Hamamoto and Sugie (2002); Shin et al.
(2003); Tayebi (2004); Yao et al. (2004), mechatronics design Wood et al. (2000), robots
with adaptive learning Sun and Mills (1998), with the Kalman ￿lter Norrlof (2002),
underwater robotics Sakagami et al. (2003); Sakagami and Kawamura (2004), mobile
robots Norrlof (2004) and arc welding processes Holm et al. (2002). Current trends in
ILC research for robots include the use of a gantry robot for benchmarking designs where
this robotic system is also used in this thesis Hatonen et al. (2003); Ratcli￿e et al. (2004);
Rogers (2008); Hladowski et al. (2010); Ratcli￿e et al. (2006b) and also as a practical
motivation for observer-based ILC as discussed next.
Traditionally ILC has been applied to systems where the controlled variable is the mea-
sured variable. In industrial robot applications this is typically not the case since in a
standard industrial robot the motor angles are measured, but the control objective is to
follow a desired tool path. Hence there is a problems if the controlled variables cannot be
measured, and this is con￿rmed by ILC experiments performed on a robot, Wallen et al.
(2008). This motivates the need to use an estimate of the controlled variable in the ILC
algorithm to be able to improve the performance. The aim is to present a framework
for the situation when an ILC algorithm is combined with a procedure for generating
an estimate of the controlled variable. One dealing with this issue Gunnarsson et al.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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(2007), where the ILC algorithm uses an estimate of the arm angle from measurements
of motor angle and arm-angular acceleration of a ￿exible one-link robot arm. The paper
Wallen et al. (2009) also discusses these issues, based on simulations of a realistic robot
model. In Schollig and D’Andrea (2009) the model error of a state-space model linearised
along the desired trajectory is estimated using a Kalman ￿lter in the trial-domain. The
control signal for the next trial is given by minimising the deviation of the states from
the desired trajectory. Another example is Tayebi and Xu (2003), where the estimated
states for a class of time-varying nonlinear systems are used in an ILC algorithm and
asymptotic behaviour of the system is treated.
The focus in the work research cited above is on speci￿c estimation and/or ILC algorithm
techniques, whilst Wallen et al. (2009) develops a framework for analysis of properties
of the ILC algorithm when an estimate of the controlled variable is used in the ILC
algorithm, and an expression for asymptotic error of controlled variable when an ILC
algorithm based on an estimate of the controlled variable has converged.
Another major applications area for ILC is rotary systems where the motion of such
systems is often disturbed by position-dependent or time-periodic external disturbances.
Applications in this general area include vibration suppression in rotating machinery Li
et al. (2004), switched reluctance motors Sahoo et al. (2004) and an ac servo motor Shi
(2002). Process control is another area where the application of ILC is a long-standing
topic. Work here includes laser cutting Tsai and Chen (2004), chemical processes Xu
et al. (1999) and injection moulding Tan et al. (2003).
Bio-engineering/bio-medical applications of ILC is another topic which has some previous
work Huang et al. (2003b,a); Wu et al. (2000). More recently there has been a major
ongoing programme of research on ILC for robotic assisted stroke rehabilitation which
has followed through to successful clinical trials.
Practising by repetition and using feedback from previous attempts to enhance the up-
coming repetition performance enables a patient to have a re-learn skills after having a
stroke. Since practice is limited due to impaired movement following stroke, no feedback
is received. For FES applied to remedy this problem, a suitable strategy is used where
after the completion of an attempt, the performance is measured, and the resulting data
is used to adjust the level of stimulation applied for the next attempt. The ILC strategy
is that, as the number of attempts increases, the error between the required reference
and the measured output decreases under an appropriate measure. The aim is that the
stroke patient re-learns how to do the required movement without the stimulation.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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In stroke rehabilitation, a 3D complex functional task is needed to follow but there are
vast number of 2D tasks where rehabilitation would also signi￿cantly improve mobility.
One side of the body of a stroke patient may exhibit partial paralysis and they may have
little or no ability to reach out in the 2D plane with the a￿ected arm.
In a robotic-assisted system Freeman et al. (2009c,d,a); Hughes et al. (2009, 2010); Le
et al. (2010) stroke patients are seated with the a￿ected arm supported by a robot with
elliptical reaching trajectories displayed onto a target above their hand. Figure 2.3 shows
a frontal view of a patient using the robot.
Figure 2.3: A frontal view of a patient using the robotic workstation Hughes et al.
(2010).
Functional Electrical Stimulator (FES) is applied to the stroke patient’s triceps muscle
for tracking assistance along the reference trajectory. After completing one attempt, the
arm is returned to the same starting position in preparation for the next. In this reset
time the ILC controller computes the next stimulation applied on the next trial. Again,
as the number of trials increase the error decreases with the overall aim that the patient’s
hand moves along the required trajectory. Figure 2.4 shows a plan view of the patient
arm position in tracking the reference trajectory while the arm is supported with a robot.
There is a considerable volume of ongoing work on the applications of ILC in semicon-
ductor manufacturing problems. For example, in high-speed motion systems such as the
reticle and the wafer stages of a wafer scanner Van de Wal et al. (2002) learning can
signi￿cantly improve upon performance. This is because of the repetitive nature of its
scanning motion Dijkstra and Bosgra (2002); Rotariu et al. (2003, 2004). Variation in
the scanning motion, however, avoids the application of the resulting commands learned
at a speci￿c motion to be e￿ective in achieving performance when applied during a dif-
ferent motion. As one example of this area, in Heertjes and Van de Molengraft (2009)Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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Figure 2.4: A schematic diagram showing the initial and ￿nal position of the shoulder,
elbow and arm in tracking a trajectory while supported with a robot Hughes et al.
(2009).
the forces learned for a representative acceleration set-point are mapped onto a ￿nite
impulse response (FIR) model. In the wafer scanning example, this is done prior to the
process of wafer illumination whereas during this process the learned forces are replaced
by generalized learned forces being the result of the ￿nite impulse response model and
the acceleration set-points at hand; this is di￿erent from a run-to-run control approach
such as for example considered by Bode et al. (2004) which lacks in situ performance
measurement (the wafer needs to be further processed) and in which all set-points are
known. In a general multi-input multi-output feed-forward setting, the advantages are
twofold. On one hand, learning during the process of wafer scanning is avoided. This
maintains the high standard of performance in terms of wafer throughput. On the other
hand, learning is based on a small sub-set of a generally large variation of wafer set-
points. This constitutes the e￿ciency of the method.
Many applications involve a ￿exible structure that has to be repositioned in order to
perform an operation. In turn, the corresponding point-to-point motion can, however,
introduce vibrations into the structure, thereby increasing settling time or degrading the
accuracy with which the operation can be performed. In literature, many input shap-
ing strategies have been presented to suppress residual vibrations in ￿exible structures
performing point-to-point motions. A comparison of di￿erent input shapers is given
in Singer et al. (1999); Singh and Singhose (2002). Basically, these input shapers focus
on actuation of the system during the point-to-point motion, in an attempt to suppressChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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residual vibrations during observation of the system after completion of the motion.
There is a body of literature which uses ILC for this application area where the command
signal is updated using measured data from previous trials, i.e., by learning from previous
experience. The fact that the adapted ILC strategy iteratively improves the command
signal using measured data means that it is an interesting extension to current model
based input shapers.
ILC has also found application in the control of manufacturing systems. For example,
cross-coupled control has been applied to multi-axis systems in which there is a primary
objective that de￿nes manufacturing process performance. Less emphasis is placed on
individual axis performance in favour of a coupled axis, appropriately de￿ned to mea-
sure the primary performance objective Koren (1980); George and Tomizuka (2001). A
long standing example of the CCC approach is a computer numerically controlled (CNC)
robot where the primary objective is the dimensional accuracy of a manufactured part,
not individual axis objectives. Performance is de￿ned by a coupled axis, termed the con-
tour error, which is the normal distance from the prescribed trajectory and is a metric
of the primary objective, i.e. dimensional accuracy.
The rede￿nition of performance objectives developed in cross-coupled control has been
integrated into the ILC to form cross-coupled iterative learning control Barton and Al-
leyne (2008) to form cross-coupled ILC with experimental veri￿cation. By directly con-
sidering the primary objective and exploiting trial repetition, this new form of ILC has
been shown to achieve superior performance in comparison to alternatives for contoured
trajectory tracking problems Barton and Alleyne (2008); Barton et al. (2008).
Cross-coupled control and cross-coupled ILC have been traditionally applied to planar
manufacturing robots in which the x- and y-axes have similar yet individual dynamics
and are actuated and sensed by identical hardware. Cross-coupled ILC is a special form
of a multi-input multi-output (MIMO) approach in which two single-input single-output
(SISO) systems are coupled together through the output. In Barton et al. (2010) cross-
coupled ILC has been applied to a general set of systems, where the individual dynamics,
as well as the actuation and sensing hardware, need not be common among the di￿erent
systems. Note also that MIMO ILC is a relatively unexplored area.
The area of robustness of ILC control is one where much work remains to be done, and it
is not the case that this can be addressed by directly copying over existing tools from, for
example, H1=H2-based robust control theory for standard linear systems. The special
issue of the International Journal of Robust and Nonlinear Control Owens and Rogers
(2008) explains the problems involved in developing a robust control theory for linearChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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model-based ILC and associated algorithms and to provide experimental-based evidence
of expected performance. It consists of six papers, which cover major areas of activity
where progress has been made and most of them also include the results of experimen-
tally testing the resulting control schemes.
In the ￿rst of these papers, give new results on robust control based on the H1 ap-
proach for examples where there is uncertainty associated with the plant model and also
trial-to-trial domain input-output disturbances (where the latter have no counterparts
in non-ILC problems). The second paper by French gives substantial results on the use
of the gap-metric in ILC, which results in provable robustness properties and also some
insights into how a general solution to the so-called ‘long-term’ stability problem could
be achieved by this route. This problem, again unique to ILC, has been observed in both
simulation studies and experimental results. It results in divergence of the trial-to-trial
error sequence after a large number of trials despite a period of trials where apparent
convergence has occurred. In the literature to date, this has been attributed to a number
of causes but a theory to explain why it arises is still missing (and hence design algo-
rithms, that can counter this e￿ect).
The next paper by van de Wijdeven and Bosgra gives results on the application of ILC
to the long-standing and well-researched area of residual vibration suppression. The
analysis and experimental results given in this paper demonstrate that ILC can bring
bene￿ts not available in other approaches. In the next paper, Merry et al. address the
fact that in practical applications, the tracking errors on successive trials contain repet-
itive and non-repetitive parts. ILC only controls the repetitive part and the entry of the
non-repetitive part into the learning system has a negative impact on the performance.
This paper gives an analysis of this situation and develops and illustrates experimentally,
a wavelet-based method of removing the detrimental non-repetitive disturbances.
In the penultimate paper, Zhang et al. address issues related to multi-rate ILC with
algorithm development and experimental veri￿cation. The ￿nal paper by Ratcli￿e et al.
considers the steepest descent algorithm, which has played a central ongoing role in ILC
from the very early work. This contribution develops a new version of this algorithm for
application to plants where the uncertainty associated with the plant model is assumed
to be multiplicative and gives the results of experimental veri￿cation on a gantry robot.
In robustness analysis and design for discrete linear model based ILC based on the lifted
approach, the uncertainty model matrices can appear in products of lifted model descrip-
tion and this complicates analysis. Moreover, the along the trial dynamics are subsumed
within in the lifted model, essentially 2D dynamics are lifted to the 1D domain. An
alternative is to use a 2D systems setting for analysis where recent research has seen
robust ILC algorithms designed in this system experimentally tested on the gantry robot
used in this thesis.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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2.3 Repetitive Control
Many signals in engineering are periodic or can be approximated by a periodic signal
over a large enough time interval (i.e. yd(t) = yd(t + T)) where T denotes the period
of the reference signal. Such signals arise, for example, in engines, electric motors, and
hard-disc drives.
An important control problem is to track a periodic signal with the output of the plant
or to reject a periodic disturbance acting on a control system. In the former, T will be
known a priori by the nature of the task performed. In the latter it can be identi￿ed
using established methods.
To solve this problem, a relatively new research area termed repetitive control (RC) has
emerged. The idea is to use information from previous cycles, periods or trials to modify
the control signal so that the overall system learns to track perfectly a given T-periodic
reference signal. The ￿rst known RC algorithm which uses this approach is often credited
to Inoue et al. (1981) where the RC used to obtain a desired proton acceleration pattern
in a proton synchotron magnatic power supply.
Since then, RC has been applied to several practical applications, for example in robotics
Kaneko and Horowitz (1997); Elci et al. (2002), motors Yasuhide et al. (1999), the servo
system of an optical disk drive Moon et al. (2002) and in a peristaltic pump Hillerstrom
and Sternby (1993). Most currently reported RC algorithms are designed for continuous-
time, and they either do not give perfect tracking or require that the original process is
positive-real, see, for example, Freeman et al. (2008b), where the P-type update law was
considered.
An optimality-based RC algorithm Freeman et al. (2008b) was developed to overcome
these limitations for discrete linear time-invariant systems. This algorithm results in
exponential convergence under mild controllability and observability conditions.
As a starting point for continuous-time RC setting, consider a SISO system with the
following state-space model, where the state vector is assumed to be of dimension n
_ x(t) = Ax(t) + Bu(t); x(0) = x0
y(t) = Cx(t) + Du(t) (2.27)
A reference signal yd is given, and it is known that yd(t) = yd(t + T), for a given T.
The control design objective is to ￿nd a feedback controller that makes the system inChapter 2 Literature Review and Background to Iterative Learning and Repetitive
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(2.27) track the reference signal as accurately as possible (i.e. limt!1 e(t) = 0; e(t) :=
yd(t)   y(t)), under the assumption that the reference signal yd(t) is T-periodic.
Consider the problem of control design for T-periodic disturbance/reference accommo-
dation. Then by the Internal Model Principle (IMP) a model for the T-periodic signal
involved has to be included in the stabilising feedback loop, i.e., introduced by the con-
troller. Suppose therefore that the controller is of the form
[Mu](t) = [Ne](t) (2.28)
where M and N are suitable operators. Then a model of the disturbance/reference
signal must be included in M and since the reference signal is T-periodic it follows that
its model is given by the operator (1 T), where [(1   T)v](t) = v(t) v(t T) for an
arbitrary v : R ! R, where R denotes the ￿eld of real numbers. In Yamamoto (1993b)
the following RC algorithm for the case considered here was studied
u(t) = u(t   T) + e(t) (2.29)
which is the result of simply setting M = (1   T) and [Nv](t) = v(t) for an arbitrary
v : R ! R. This choice of operators satis￿es the necessary condition for asymptotic
convergence given in Francis and Wonham (1975).
The algorithm (2.29) has been analysed by several authors, for example, Yamamoto
(1993a); Owens et al. (2001). It turns out that, if the system (2.27) is positive-real, then
e(:) 2 L2 [0;1) (this does not imply that limt!1 e(t) = 0).
Suppose that a relaxation parameter  2 (0;1) is introduced into (2.29) to give
u(t) = u(t   T) + Ke(t) (2.30)
and suppose that K 2 R; K > 0: Then a su￿cient condition for closed-loop stability is
sup
w0
j

1 + G(jw)K(jw)
j < 1 (2.31)
where G(s) = C(SIn   A) 1B + D is the transfer function of (2.27). The result is a
direct application of the small gain theorem Deoser and Vidyasagar (1975).
Equation (2.31) implies that the control law given in (2.30) converges to a T-periodic
solution and the output y(t) converges to a T-periodic solution where
Y (s) =
K
1 G(s)
1 + K
1 
r(s) (2.32)Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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It is clear that if  ! 1, then an in￿nite feedback gain is required. This issue has
also been addressed in Freeman et al. (2008b) where a new algorithm for discrete-time
implementation is developed since it is impossible to implement a delay block using ana-
logue components. This algorithm combines polynomial system and optimal approaches.
The de￿nitions and principles behind ILC and RC, suggest that they are very similar
in structure. This matter was investigated in De Roover and Bosgra (1997); De Roover
et al. (2000) where it was shown that they are related by a duality. The duality is a
consequence of the location of the internal model inside the feedback loop where this
reference in explicity showed that if the internal model was located in the input side,
this is an ILC controller, and an RC controller if it is located in the system output.
Under this duality, an ILC controller design also gives an RC controller and vice versa.
The existing analysis is, however, applicable to a limited range of plants due to the
requirement that an explicit current-error loop is present. In Chapter 4, substantial
new analysis is given which removes this limitation and experimental veri￿cation on the
gantry robot is also given.
2.3.1 Survey of the Repetitive Control Applications Literature
Repetitive control has been extensively used in many control areas such as compact
disk and hard disk arm actuators Chew and Tomizuka (1990), Onuki and Ishioka (2001),
robotics Ye and Wang (2006), Kim and Tsao (2000) in electro-hydraulics, torque vibration
suppression in motor control Hattori et al. (2000) and power electronics applications, for
example, unity power factor recti￿ers Zhou and Wang (2003) and pulsewidth-modulated
inverters Zhou and Wang (2002); Tzou et al. (2002a). In power electronic systems,
Normally the reference and disturbance signals appearing in control loops (in this case,
source and load currents, respectively) are, in steady state, periodic signals with only
odd harmonics in their Fourier series expansion. Then if the usual repetitive control
methodology is used in these systems, the open-loop transfer function will include a high
gain in all the harmonic frequencies Grino et al. (2003). However, it is not necessary to
include a high gain at even-harmonic frequencies; it only means a waste of control e￿ort
and a reduction of system robustness without improving system performance Griæ￿ et al.
(2007). Besides, the introduction of a high gain at even-harmonic frequencies generally
implies that the open-loop transfer function includes an integral term that corresponds to
zero frequency harmonic. So, together with the inclusion of sensors that use transformers
in the loop, gives closed loops that are not internally stable. Hence, traditional repetitive
controllers must be precluded in systems with pure derivative terms in order to obtain
internally stable closed-loop systems. This is an example of how repetitive control can
solve stability and performance problems with periodic references/disturbances.Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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Another major application area for repetitive control is in electrical drives/power elec-
tronics. In recent years, closed-loop regulated pulse-width modulated (PWM) inverters
have enjoyed extensive application in many types of ac power conditioning systems such
as uninterruptible power supply (UPS), automatic voltage regulator (AVR), and pro-
grammable ac source (PACS). In these applications, the PWM inverters must maintain
a sinusoidal output waveform under various types of loads, and this is achievable only
by employing feedback control techniques Tzou et al. (2002b).
Extensive research has been directed to the closed-loop regulation of PWM inverters em-
ploying various feedback control schemes to achieve excellent dynamic response and low
harmonic distortion Kawamura and Hoft (1984); Cha et al. (1990). However, most re-
search was concentrated on improving the transient response through using instantaneous
feedback control either by analog or microprocessor-based digital control techniques. In
the deadbeat control approach Hua and Hoft (1992), the control signal depends on a
precise PWM inverter load model, and the performance of the system is sensitive to pa-
rameter and load variations. Another drawback of the deadbeat control scheme is that
it requires a larger actuating signal to achieve the deadbeat e￿ect. Sliding mode control
(SMC) with feedforward nonlinear compensation has been developed for the closed-loop
regulation of a PWM inverter citejung2002discrete. Although the SMC-controlled PWM
inverter can achieve fast dynamic response and is insensitive to parameter and load vari-
ations, locating a satisfactory sliding surface is extremely di￿cult. Also, its performance
degrades under a limited sampling rate.
In most ac power conditioning systems, phase-controlled nonlinear loads are major
sources of waveform distortion. Due to the periodic characteristics in voltage regula-
tion, this type of nonlinear load results in periodic distortion in its output waveform.
Hence this area is ac prime candidate for the application of repetitive control. A number
of modi￿ed repetitive control schemes have been developed for use in various industrial
applications Inoue et al. (1981); Chew and Tomizuka (1990). Repetitive control theory
has also been applied to a PWM inverter employed in UPS systems to generate high-
quality sinusoidal output voltage Haneyoshi et al. (1986).
Electrical power quality has been, in recent years, an important and growing problem
because of the proliferation of nonlinear loads such as power electronic converters in typ-
ical power distribution systems. Particularly, voltage harmonics and power distribution
equipment problems result from current harmonics produced by nonlinear loads. This
fact has led to the proposal of more stringent requirements regarding power quality like
those speci￿cally collected in the standards IEC-61000-3-2,4 and IEEE-519. Much work
has been done in the area of active ￿lter control Akagi (2002); Buso et al. (2002); Jin-Chapter 2 Literature Review and Background to Iterative Learning and Repetitive
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takosonwit et al. (2002). Nevertheless, it seems that, as a conclusion, the main point is the
need for high-gain current control loops Buso et al. (2002); Fukuda and Imamura (2005).
Perhaps, the easiest way to obtain them is to use some kind of hysteresis controller (or
relay controller) Singh et al. (2002). However, this controller has the disadvantage of
a varying switching frequency, which produces a continuous harmonic spectrum. This
problem is not present in ￿xed-frequency pulsewidth modulated schemes that have their
high-frequency content around switching frequency harmonics. Therefore, it would be
interesting to develop digital controllers with pulsewidth modulators (PWMs) for the
active ￿lter system.
Ful￿lling these requirements, there is a technique, called repetitive control, that allows
control loops to be designed with a high gain at the harmonic frequencies of a funda-
mental one. This methodology arose from the Internal Model Principle (IMP) Fukuda
and Imamura (2005); Francis and Wonham (1976) in control theory and is particularly
suitable for periodic-signal tracking problems and periodic-signal disturbance rejection
problems. Therefore, the necessary high-gain requirements of current control loops in
active ￿lters can be met with this approach. Particularly, this paper uses the repeti-
tive control technique to design high-gain digital controllers for the current loops of the
three-phase four-wire active ￿lter.
The control of energy systems is currently a very active topic in the control community
and here too there are areas where repetitive control can be used to signi￿cant e￿ect.
During the past two decades, a wide range of control schemes have been tested at a
distributed solar collector ￿eld, with the aim of controlling the ￿eld output temperature
Camacho et al. (2007a,b). One of the main di￿culties in the control of this system is
the excitement of its intrinsic resonance dynamics when a high performance is required
to the controller Berenguel and Camacho (1996); Camacho et al. (1997); Johansen et al.
(2000). With a grey-box model of the system, which is developed from an energy bal-
ance of the system Cohen and Johnson (1956); Meaburn and Hughes (1993), it has been
established that these resonance/antiresonance modes are related to residence time of
the ￿uid inside the collector. The residence time of the ￿uid is, also, related to the only
control variable of this type of system in the form of the ￿uid velocity. Consequently
when the ￿uid velocity is used to control the output temperature of the distributed solar
collector ￿eld the frequencies where the resonance/antiresonance modes can be located
change. This fact makes di￿cult to counteract the resonance dynamics by means of a
control system.
One solution, which has demonstrated good performance to cancel the e￿ects caused
by the resonance/antiresonance dynamics is to treat these resonance dynamics as inter-
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repetitive controller acts as a secondary controller and its main aim is to compensate for
the resonance/antiresonance dynamics while another controller, such as proportional-
integral-derivative (PID) plus a feedforward controller, is the main controller and its
function is to maintain the output temperature as close to the setpoint as possible Al-
varez et al. (2007). This is an example of so-called plug-in control.
Most often, the repetitive controller is used to reject/track external periodic distur-
bances/references which have a ￿xed frequency or their frequency is well known. In other
cases, the frequency of the signal to be rejected or tracked changes in a closed range and
hence an adaptive repetitive controller which changes its sampling time according to the
frequencies of the resonance system dynamics can be used in these situations Hillerstrom
(1996); Cao and Ledwich (2002). However, in this case the resonance modes frequency
range is wider and, as has been pointed out previously `lvarez et al. (2010).
Position-based periodic motion have appeared in vast industrial processes such as cam-
followers. The output motion driven by the cam period varies in the time-domain but is
￿xed in the angular position-domain and this is called time-varying periodic motion Cao
and Ledwich (2002); Zhenwei and Ledwich (2001); Wang and Tsao (2004). A plug-in type
repetitive control scheme for reducing tracking errors via position-based periodic refer-
ence signals and/or disturbances is developed in Hsu et al. (2008). Two kinds of control
strategies, namely disturbance feedforward and disturbance rejection control, are pro-
posed to investigate control performance with time-varying periodic disturbances. The
implementation technique utilized in this position-based repetitive controller is discussed
in detail, and an anti-vibration control system with position-base load disturbances gen-
erated by a cam is realized.Chapter 3
Experimental Test Facility: The
Multi-Axis Gantry Robot
In this chapter a description of the gantry robot facility used to obtain the experimental
results reported in this thesis is given. The robot can be con￿gured to operate in both
ILC and RC modes. Focusing on the former area, the robot system replicates a commonly
encountered industrial application to which ILC is applicable. In particular, the sequence
of operations performed is to collect an object from a ￿xed location, transfer it over a
￿nite duration, place it on a moving conveyor under synchronization, and ￿nally return to
the original location to collect the next object, and so on. This facility has already been
extensively used to benchmark a range of linear model-based ILC and RC algorithms and
the results in this thesis will also extend and supplement the experimental data already
available in the ILC and RC literature. The material in this chapter begins with a brief
outline of the physical structure and then proceeds to explain the development of the
mathematical models for each axis and the assumptions invoked.
3.1 Gantry Robot Structure and Speci￿cations
Figure 3.1 shows a photograph of the system with the axes marked. The gantry robot
is a commercially available system found in several industrial applications. The robot is
located above one end of a plastic chain conveyor, and is tasked with collecting payloads
from a dispenser and placing them onto the moving conveyor beneath. The robot must
synchronize both speed and position with the conveyor to achieve accurate placement of
the payload.
The gantry robot can be treated as three separate SISO systems, one for each axis,
which can operate simultaneously to locate the end-e￿ector anywhere within a cuboid
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work envelope. The lowest X-axis moves in the horizontal plane, parallel to the conveyor
beneath. The Y -axis is mounted on the X-axis and moves in the horizontal plane, but
perpendicular to the conveyor. The Z-axis is the shorter vertical axis mounted on the
Y -axis. The X- and Y -axes consist of linear brushless dc motors, while the Z-axis is a
linear ball-screw stage powered by a rotary brushless dc motor. All motors are energized
by performance-matched dc ampli￿ers. Axis position is measured by means of linear or
rotary optical incremental encoders as appropriate. The input to each axis is a demand
voltage (V), and the output is its position (mm). The control algorithm is implemented
on a Pentium 4 PC running under the Linux operating system which is suitable for real-
time control applications. Control software is written in the C++ language, comprising a
highly modular approach in which the core program, control algorithms, data saving, axes
homing, and user menus are written in separate ￿les to increase program reliability and
stability. Since no changes were required in the structure of the software, implementation
of the algorithms described in this thesis only required additional control algorithm code
to be written. This is called every sample to generate the new control input.
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3.2 Modelling the Gantry
Modelling of each robot axis was performed following completion of its construction in
2003, and involved open-loop frequency-response tests. These are detailed in Ratcli￿e
(2005), and the procedures employed and results obtained are now summarised.
A sine-wave of known frequency and magnitude is ￿rst sent to the plant. The resulting
output consists of a sine-wave of shifted phase and di￿erent magnitude. The phase shift
is recorded in degrees and the magnitude di￿erence as gain in decibels (dB). Sweep-
ing through frequencies of interest, the resulting data can be used to generate a Bode
plot which encapsulates the dynamics of the plant. Using the Bode plotting rules it is
then possible to identify key features of the Bode plot such as poles, zeros and reso-
nant frequencies, from which an approximate transfer-function can be generated. When
deriving the transfer-functions for the gantry robot, a least-mean-square algorithm was
implemented to further increase the accuracy of the transfer-function models.
For the X-axis, the frequency range for the model construction tests, each termed an
experiment, was from 0:1 to 80 Hz, 0:1 to 130 Hz for the Y -axis and 0:1 to 125 Hz for
the Z-axis. The frequency-response of each axis was plotted on a Bode diagram and an
approximation of the transfer-function for the corresponding dynamics obtained. Figures
3.2, 3.3 and 3.4 are taken from Ratcli￿e (2005) and show the Bode plots obtained for
two experiments and the ￿nal selected model for the X, Y , and Z-axes respectively.
The resulting X-axis transfer-function which was given in Ratcli￿e (2005) and will be
used in this thesis is
GX(s) =
13077183:4436 (s + 113:4)
s (s2 + 61:57s + 1:125  104)

(s2 + 30:28s + 2:13  104)
(s2 + 227:9s + 5:647  104) (s2 + 466:1s + 6:142  105)
(3.1)
Similarly, the Y -axis transfer-function is
GY (s) =
23:7356 (s + 661:2)
s (s + 213:35 + 359:00j)(s + 213:35   359:00j)
(3.2)
and for the Z-axis
GZ(s) =
15:8869 (s + 850:3)
s (s + 353:81 + 461:03j)(s + 353:81   461:03j)
(3.3)
For digital control systems design and implementation, a zero-order hold with a sampling
frequency of 100 Hz is used for all tests described in this thesis. The corresponding X-axis
state-space model matrices (state, input, output and direct feedthrough respectively) are
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Figure 3.2: X-axis frequency-response
 The X-axis state-space matrices are
A =
2
6
6 6
6 6
6 6
6 6
6 6
4
2:4100  0:8559 0:8487  0:5894 0:3019  0:1943 0:3150
4 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0:5 0 0
0 0 0 0 0 0:5 0
3
7 7
7
7 7
7 7
7 7
7 7
5
B =
2
6 6
6 6
6 6
6 6
6 6
6
4
0:0313
0
0
0
0
0
0
3
7 7
7 7
7 7
7 7
7 7
7
5
C =
h
0:0095  0:0023 0:0048  0:0027 0:0029  0:0011 0:0029
i
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Figure 3.3: Y -axis frequency-response
 The Y -axis state-space matrices are
A =
2
6
4
 0:1067 1 0
 0:0026  0:1067 0:3149
0 0 1
3
7
5
B =
2
6
4
0
0
0:0313
3
7
5
C =
h
0:0013 0:0081 0:0261
i
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Figure 3.4: Z-axis frequency-response
 The Z-axis state-space matrices are
A =
2
6
4
 0:0030 1 0
 0:0008  0:0030 0:3035
0 0 1
3
7
5
B =
2
6
4
0
0
0:0156
3
7
5
C =
h
0:0004 0:0071 0:0233
i
D = 0
3.2.1 Test Parameters
With all axes operating simultaneously, the reference trajectories for the axes produce
a three-dimensional synchronizing pick and place action. The reference for the X-axis,
shown in Figure 3.5, accelerates the robot to match velocity with the conveyor which is
running beneath, then returns the axis to its start position ready for the next operation.
The trajectory produces a work rate of 30 units per minute which is equivalent to a trialChapter 3 Experimental Test Facility: The Multi-Axis Gantry Robot 34
time period of 2 s. Using a sampling frequency of 100 Hz, this generates 200 samples
per trial. Figure 3.6 shows the 3D reference trajectory.
0 50 100 150 200
0.285
0.29
0.295
0.3
0.305
0.31
0.315
reference
samples
Figure 3.5: X-axis reference in pick and place task.
Figure 3.6: 3D reference trajectories prototype.
In ILC mode of operation, a 2 s stoppage time exists between each trial, during which the
next input to the plant is calculated. The stoppage time also allows vibrations induced
in the previous trial to die away and prevents vibrations from being propagated between
trials. Before each trial, the axes are reset to within 30 mm of a known starting
location to minimize the e￿ects of initial state error. As well as recording input voltage
and axis position during trials 10;20;, beginning with trial 1; the control software
also calculates the Mean-Square-Error (MSE) for position over each trial. This is usefulChapter 3 Experimental Test Facility: The Multi-Axis Gantry Robot 35
for analysing overall performance of the system and highlights whether the tracking is
generally improving or deteriorating. For trial k it is calculated using
MSEk =
1
N
N 1 X
i=0
e2
k(i) (3.4)
where N is the number of samples in each trial.
In RC mode of operation, there is no stoppage time between trials and so all calculations
must be completed in the inter-sample period. After an initial resetting of axes position,
the test runs continuously, with each reference trajectory ‘looped’ such that yd(i+N) =
yd(i) where N is the number of samples per trial and yd is the reference. The plant
input and output are given by u, y respectively, and the error is e = yd   y. For ease of
comparison with ILC, each consecutive N sample ‘slice’ is termed a trial, hence allowing
signals to be represented analogously to those of ILC. In particular, for trial k the MSE
is calculated as
MSEk =
1
N
N 1 X
i=0
e2(i + (k   1)N) (3.5)
As noted in the previous chapter, ILC and RC can either be directly applied to the system
or process under consideration or after a pre-stabilising control loop has been applied.
Figure 3.7 shows one possible arrangement in the latter case where a pre-stabilizing Pro-
portional plus Integral plus Derivative (PID) feedback control loop has been applied.
Figure 3.7: Hybrid ILC and PID controller - series arrangement.
This is termed a series arrangement of ILC and PID. When using such an arrangement,
the system is simply taken as the closed-loop PID and plant loop, and the subsequent
ILC/RC design applied to this system. Another common arrangement exists in which
the output of the ILC/RC block instead is added to the output of the PID controller.
This is termed a parallel con￿guration, and in practice, yields very similar results to the
series arrangement Ratcli￿e (2005).Chapter 3 Experimental Test Facility: The Multi-Axis Gantry Robot 36
3.2.2 Previous Use of the Gantry Robot in ILC/RC Experimental
Studies
The gantry robot has already been used to experimentally test, and compare the perfor-
mance of, many ILC and RC algorithms. Examples can be found in Hladowski et al.
(2010, 2009), Freeman et al. (2009b), Ratcli￿e et al. (2006b); Chu et al. (2010 (CD ROM),
Cai et al. (2008a), Freeman et al. (2008a), Rogers (2008), Ratcli￿e et al. (2007).
The majority of previous experimental tests using the gantry, including all those de-
scribed in Ratcli￿e (2005), do not use a pre-stabiliser, applying the control input directly
to each axis in the absence of a PID controller. To facilitate straightforward compari-
son, therefore, all experiments in Chapter 4 of this thesis also do not use any form of
pre-stabilising controller.
The experiments in Chapter 5 however, which are not intended for benchmarking, have
a pre-stabilising PID controller con￿gured as in Figure 3.7. This has been selected to
more closely represent a typical situation that may be encountered in industry, where the
ILC update is ‘plugged-in’ in to an existing feedback controller. It hence is intended to
increase the generality of the initial input construction techniques described in Chapter
5, in which full details of the PID gains employed are supplied.
In both ILC and RC, it is often observed in practice that high frequencies gradually start
to grow in amplitude as the trials or repetitions progress. This is caused by the presence of
signal noise and modelling uncertainty which destabilises the system. Frequency domain
analysis can be used to obtain frequency-wise stability bounds for standard ILC and
RC approaches Freeman et al. (2009b, 2008c). Since the plant modelling uncertainty
typically increases as the frequency increases, in practice there exists a frequency above
which these bounds cannot be satis￿ed, and hence above which frequencies may start to
build. This problem has been much reported in both control methodologies, but can be
tackled by applying a low-pass ￿lter to the control signal, u. In the case of ILC, the ￿lter
is applied to uk between each trial, often taking the form of a low-pass zero-phase ￿lter
which modi￿es the amplitude of each frequency and not its phase. In practice, such a
￿lter causes unwanted transient e￿ects near each end of the signal, which can be tackled
by appending a mirrored copy of the signal to each end, and then ￿ltering the composite
signal. Having done this, only the middle copy is used as the next control input Longman
(2000). The addition of a ￿lter F(z) applied to the control input changes the plant model
from P(z) to P(z)F(z) and hence the controller should ideally be designed for this new
composite model. There are two reasons why this usually is not done in practice:
1. In the frequency-domain, steady-state interpretation, the controller is designed for
each frequency component individually. The ￿lter is used to remove frequencies for
which the uncertain plant description cannot satisfy a known stability criterion. A
zero-phase ￿lter with sharp cut-o￿ has little interaction with frequencies below theChapter 3 Experimental Test Facility: The Multi-Axis Gantry Robot 37
cut-o￿, and hence redesign of the ILC scheme is usually unnecessary.
2. In practice, it is far easier to keep the ILC scheme the same and simply to add
a ￿lter. This avoids the possibility of a far higher order controller, and also the
prospect of an iterative design loop where the ￿lter and controller are redesigned
many times. It of course relies on the assumption that the ￿lter does not negatively
impact on the system performance over frequencies intended to be learnt, but this
is often found to be justi￿ed in practice, especially when using a zero-phase ￿lter
Longman (2000).
Perhaps the simplest way to implement a zero-phase ￿lter is to design a low-pass ￿lter
in Finite Impulse Response (FIR) or In￿nite Impulse Response (IIR) form. At the
conclusion of each trial, the next control input is calculated and, as described above,
then ‘sandwiched’ between two additional mirrored copies in order to remove the e￿ect
of transients. This composite signal is then ￿ltered in both forward and reverse time (in
Matlab this is achieved using the filtfilt command). Having done this, the middle
section of the ￿ltered signal is taken and used as the next control input.
In RC it is not possible to implement a zero-phase ￿lter on the control input due to
their inherent non-causal characteristic. Such a ￿lter may be designed, for example in
FIR form, and then shifted the required number of samples backwards in time needed for
causality. However, this clearly compromises the zero-phase quality by adding a non-zero
phase-shift, especially signi￿cant as the ￿lter order is likely to be large. Another issue is
the high computational cost, since the ￿ltering operation must be conducted within each
sample instant. Such complications mean that in RC a ￿lter cannot simply be added
to an existing repetitive controller, as described in the ILC case. Instead a ￿lter must
be designed beforehand, and RC designed for the connected system. For uniformity of
underlying system model, therefore, a ￿lter is not used in any of the RC experiments
described in this thesis. A ￿lter is used for all the ILC experiments described in this
thesis, for two reasons
1. The majority of previous ILC experimental results using the gantry robot, including
those in Ratcli￿e (2005); Cai (2009), used a ￿lter, and a similar one is used here
to aid fair comparison.
2. The growth of high frequencies is generally greater in ILC due to the transients
injected at the beginning of each trial, and hence a ￿lter is usually necessary.
This ￿lter is a 4th order low-pass Chebychev ￿lter with a 5 Hz passband edge and 1
decibel peak-to-peak ripple in the passband, given by
10 3  (0:1298 + 0:5194z 1 + 0:7791z 2 + 0:5194z 3 + 0:1298z 4)
1   3:6079z 1 + 4:9795z 2 +  3:1108z 3 + 0:7415z 4 (3.6)Chapter 3 Experimental Test Facility: The Multi-Axis Gantry Robot 38
Between each trial of ILC it is applied in the manner described above to ￿lter the new
control input, both in forward and reverse time, to result in a zero-phase characteristic.
For the reasons expounded above, all RC schemes implemented in this thesis will not
include a ￿lter.Chapter 4
Iterative Learning Control and
Repetitive Control Design via
Duality
4.1 Introduction
In this chapter optimisation techniques are applied to develop a framework where it-
erative learning and repetitive controllers are linked by a duality relationship, which
provides a mechanism for synthesis of controllers between domains. A duality frame-
work linking the two approaches was reported in De Roover et al. (2000) but lacked a
procedure through which it could be applied for controller design, thereby limiting the
potential for exploitation. In this chapter techniques from optimal control are applied
to derive controllers suitable for implementation. Then the framework is expanded to
yield new controller structures which are linked by duality. Furthermore, experimental
veri￿cation is conducted using the gantry robot to evaluate the results in De Roover
et al. (2000) together with those of the new controllers shown to belong to the duality
framework.
4.2 Internal Model Principle Framework
Both ILC and RC are concerned with tracking or rejecting periodic signals. It is known
that any periodic signal can be generated by an autonomous system operating in a
positive feedback loop where the plant model is a pure delay operator as in Figure
4.1, Inoue et al. (1981). By the internal model principle Francis and Wonham (1975) it
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is known that accommodation of these periodic signals can be made through duplication
of the periodic model inside the feedback control loop. This has directly led to the RC
approach, but is also applicable to ILC by duality. The system shown in Figure 4.1 can
be realized by the state-space system given in (4.1), where z N denotes a delay of N
samples.
Figure 4.1: Periodic signal w generated by an autonomous system with appropriate
initial conditions ww0.
xw(tk+1) = Awxw(tk) + Bwv(tk); xw(t0) = xw0
w(tk) = Cwxw(tk) + Dwv(tk) (4.1)
where Aw is an N N matrix, Bw is an N 1 vector, Cw is a 1N row vector and Dw
is a scalar direct feedthrough between the input and output with the structure given in
(4.2) to (4.5), respectively. All eigenvalues of the matrix Aw lie on the unit circle in the
complex plane.
Aw =
2
6 6
6 6
6 6
6
4
0 1 0  0
0 0 1  0
. . .
. . .
. . .
...
. . .
0 0 0  1
1 0 0  0
3
7 7
7 7
7 7
7
5
(4.2)
Bw =
h
0  0 0 1
iT
(4.3)
Cw =
h
1 0 0  0
i
(4.4)
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Dw =
8
<
:
1 current-error feedback
0 past-error feedforward
(4.5)
The two cases of Dw correspond to alternative block structures of the delay operator
inside the feedback loop; if Dw = 1 this corresponds to the structure in Figure 4.1 and
if Dw = 0 it corresponds to the structure shown in Figure 4.2.
z-N
+
+
Figure 4.2: Past error feedforward block.
The ILC and RC approaches di￿er in the way the periodic compensation is applied but
they are not equivalent. It has, however, been shown in De Roover and Bosgra (1997) that
they are related by duality as a consequence of the di￿erence in location of the internal
model inside the controller. In fact, RC has the structure of a servo compensator as a
result of the location of the internal model at the system output whereas the ILC has the
structure of a disturbance observer due to the location of the internal model at the system
input. These results have led to a general framework for the design of multiple-input
multiple-output (MIMO) ILC and RC controllers where a number of existing schemes
in both cases appear as special cases on making suitable modi￿cations to the internal
model (see De Roover and Bosgra (1997); De Roover et al. (2000)). The ability to
treat RC and ILC in the same framework is highly appealing since controllers found to
operate well in one arena can, in principle, be synthesised for application to the other.
In De Roover et al. (2000) this structure was used to derive dual ILC and RC schemes
which incorporate separate past-error and current-error feedback control loops.
In this chapter, a novel ILC/RC approach is formulated using both current-error (CE)
feedback and past-error (PE) feedforward in which state-feedback is used to solve the
stabilisation (and hence tracking) problem, then a dual RC/ILC scheme which uses out-
put feedback is developed. These controllers complete a set of ILC/RC controllers that
extend the set of underlying plants which may be controlled under the duality framework
using both state and output feedback. Controllers reported using the duality approach
in De Roover et al. (2000) are explained and experimental results for the X-axis of the
gantry robot are given.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 42
4.2.1 Dual ILC and RC Framework
Let the MIMO plant to be controlled be de￿ned as
x(t + 1) = Ax(t) + Bu(t); x(0) = x0
y(t) = Cx(t) + Du(t)
with corresponding transfer-function matrix G(s) = C(sInx   A) 1B + D. Here y(t) 2
Rny, u(t) 2 Rnu and x(t) 2 Rnx represent the output, input and the states respectively.
Inx denotes the nx  nx identity matrix, and a sample time of unity is assumed for
notational simplicity. In the case of ILC, this is run over a ￿nite trial interval of N
samples, with resetting of the initial plant states between trials. In RC the reference
signal, denoted by r(t) in this chapter, is periodic with period N (i.e. r(t + N) = r(t))
and the control update process occurs on-line, with no resetting between periods.
The robust periodic control problem can be stated as follows:
Find a feedback controller K(z) such that the resulting closed-loop system has the fol-
lowing properties.
1. Asymptotic stability.
2. The tracking error tends to zero exponentially for all periodic reference vectors r
and periodic input signal satisfying (4.1).
3. The two properties listed above are robust to perturbations in the model plant dy-
namics.
The solution to this robust periodic control problem is given by the internal model
principle Francis and Wonham (1975). In particular, suppose that the controller K(z)
contains in each channel a realisation of the disturbance generating system driven by
the error E(z): Also let K(z) be such that the feedback connection of K(z) and G(z) is
internally stable. Then K(z) solves the robust periodic control problem.
Both ILC and RC attempt to solve the robust periodic control problem and hence it
follows that the internal model principle provides a solution for these cases. Also this
principle can be formulated as a servo compensator where the disturbance model is re-
alized in each channel of the output space (or vector) or, dually, in each channel of the
input space (or vector). In De Roover et al. (2000) the ￿rst case here corresponds to
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observer and corresponds to an ILC controller.
Considering the general class of RC past-error algorithms, the update law can be written
in general form as
u(t + N) = u(t) + R(z)e(t) (4.6)
where R(z)e(t) is shorthand notation for Z 1fR(z)g  e(t) and R(z) is a discrete-time
transfer-function. The output equation can be written as
y(t + N) = y(t) + P(z)R(z)e(t)
y(t + N)   y(t) = P(z)R(z)e(t)
(zNIny   Iny)y(z) = P(z)R(z)e(z)
y(z) = (z)P(z)R(z)e(z)
y(z) = P(z)R(z)(z)e(z) (4.7)
where P(z) represents the plant and (z) represents the delay transfer-function (zNIny  
Iny) 1. Commutation of (z) in the last relation of (4.7) is due to the ny  ny diago-
nal structure of (z) with identical diagonal elements. This leads to the block diagram
structure of Figure 4.3.
Figure 4.3: Repetitive control feedback representation.
In the case of ILC, on trial k the past-error update law is written as
uk+1(t) = uk(t) + L(z)ek(t) (4.8)
where L(z) is a discrete-time transfer-function matrix. A similar analysis to (4.7), and
neglecting the e￿ects of the initial conditions, gives the following expression for the
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y(z) = P(z)(z)L(z)e(z) (4.9)
where (z) again represents the delay transfer-function matrix (zNInu   Inu) 1. Figure
4.4 shows the ILC con￿guration in terms of a feedback representation.
Figure 4.4: Iterative learning control feedback representation.
Note that Figures 4.3 and 4.4 use the delay transfer-function which has an internal
representation given in Figure 4.5a (past-error), where (z NI) represents a delay of one
period with N samples. If (z) is a causal dynamic system, it has N states in each
channel.
Figure 4.5: Representation of (z) for a) past-error feedforward and b) for current-
error feedback.
In RC there are ny channels as (z) operates in the output space, whereas in ILC (z)
has nu channels as it operates in the input space.
The ￿rst step in stability analysis De Roover et al. (2000) for the RC feedback sys-
tem is to isolate the delay chain of the internal model to obtain the equivalent system
representation shown in Figure 4.5 Hara et al. (1988). The delay chain has unity gain
and hence by the small gain theorem Deoser and Vidyasagar (1975) a su￿cient condition
for stability is
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for some induced i norm. Repeating the analysis given above for the RC case, leads to
the following su￿cient condition for stability of the ILC scheme
kInu   L(z)P(z)ki < 1 (4.11)
This framework extends to incorporate the current-error feedback structure which cor-
responds to the internal model shown in Figure 4.5b. This leads to high gain solu-
tions Owens (1992); Chen et al. (1996). Here (4.6) is replaced in the RC case by
u(t + N) = u(t) + R(z)e(t + N) (4.12)
with internal model  de￿ned as (Iny   Inyz N) 1, and repeating the analysis given
above leads to the following su￿cient condition for stability of this latest version of RC
k(Iny + P(z)R(z)) 1ki < 1 (4.13)
In ILC case, (4.8) is replaced by
uk+1(t) = uk(t) + L(z)ek+1(t) (4.14)
with (z) de￿ned as (Inu   Inuz N) 1, and the associated stability condition is
k(Inu + L(z)P(z)) 1ki < 1 (4.15)
Dual ILC and RC controllers are now developed which can incorporate PE feedforward
and CE feedback. These will demonstrate the power of the duality framework, and
present a set of state and output feedback RC and ILC designs. It will also be shown
that these extend the range of plants for which tracking is possible in this setting. A
solution to the output feedback design problem is also developed.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 46
4.3 Controller Design in the Duality Framework
The approach taken in this thesis is to stabilise the series connection of the plant and the
internal model structure using controllers which encompass both error structures (CE
and PE). The resulting controllers complement those developed in De Roover et al. (2000)
and extend the set of control structures operating within the same duality framework.
To begin analysis, it is ￿rst necessary to extend the internal model description (4.1) to
include the MIMO case. To achieve this, de￿ne the matrices
Ar =
2
6 6
6 6
4
Aw 0  0
0 Aw  0
. . .
. . .
...
. . .
0 0  Aw
3
7 7
7 7
5
(4.16)
Br =
2
6 6
6 6
4
Bw 0  0
0 Bw  0
. . .
. . .
...
. . .
0 0  Bw
3
7 7
7 7
5
(4.17)
Cr =
2
6 6
6 6
4
Cw 0  0
0 Cw  0
. . .
. . .
...
. . .
0 0  Cw
3
7 7
7 7
5
(4.18)
and
Dr =
2
6 6
6 6
4
Dw 0  0
0 Dw  0
. . .
. . .
...
. . .
0 0  Dw
3
7 7
7 7
5
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where each diagonal block is repeated ny times for the RC case. In a similar way de￿ne
fAl;Bl;Cl;Dlg where each diagonal block is repeated nu times for the ILC case,
Al = diagfAw;Aw; ;Awg
Bl = diagfBw;Bw; ;Bwg
Cl = diagfCw;Cw; ;Cwg
Dl = diagfDw;Dw; ;Dwg (4.20)
Then the internal model (z) is given for the two considered error cases (PE and CE)
by the following transfer-function
Cr(zINy   Ar) 1Br + Dr =
8
<
:
(zNIny   Iny) 1 if Dw = 0
(Iny   z NIny) 1 if Dw = 1
(4.21)
and
Cl(zINu   Al) 1Bl + Dl =
8
<
:
(zNInu   Inu) 1 if Dw = 0
(Inu   z NInu) 1 if Dw = 1
(4.22)
for RC and ILC, respectively.
4.3.1 ILC Approach Development in the Duality Framework
The position of the internal model for ILC is shown in Figure 4.4. In the duality frame-
work previously considered, this was shown to correspond to a disturbance observer/-
compensator, leading to the designs in De Roover et al. (2000). In this section the control
structure developed e￿ectively contains two realisations of the internal model, allowing
it to use a servomechanism arrangement to ful￿l the periodic tracking task whilst still
corresponding to the ILC structure.
First the ILC system shown in Figure 4.4 is considered. Here for PE feedforward (z) =
(zNInu  Inu) 1, and the relationship between the output of the internal model and the
input is governed by the following equation, where uk(t) represents the output and vk(t)
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uk(tk)
vk(tk)
= (z) = (zNInu   Inu) 1 (4.23)
Hence the internal model input vk(tk) = uk(tk+N)   uk(tk) is the input di￿erence
from trial-to-trial, ~ u(tk). For the CE case the input/output relationship is governed
by vk(tk+N) = uk(tk+N)   uk(tk). Now de￿ne the series connection between (z) and
P(z) using the internal model in (4.1) in a state-space representation as
System
xk+1 = Axk + Buk (4.24)
yk+1 = Cxk + Duk (4.25)
with error
ek = r   Cxk   Duk (4.26)
Internal Model
xl;k+1 = Alxl;k + Bl~ uk (4.27)
uk = Clxl;k + Dl~ uk (4.28)
Coupled system
"
xl;k+1
xk+1
#
=
"
Al 0
BCl A
#"
xl;k
xk
#
+
"
Bl
BDl
#
~ uk (4.29)
and the error is given by
ek = r  
h
DCl C
i
"
xl;k
xk
#
  DDl~ uk (4.30)
The key observation here is that regulation of this system solves the tracking problem,
since its input is the trial to trial di￿erence, ~ u(tk) and its output is the error. This can be
accomplished using techniques from adaptive control or robust control, but here optimalChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 49
control via state-feedback is considered, leading to a control input and an observer of the
following form
Control Input
~ uk =  K
"
^ xl;k
^ xk
#
(4.31)
and
Observer
"
^ xl;k+1
^ xk+1
#
=
"
Al 0
BCl A
#"
^ xl;k
^ xk
#
 
"
Bl
BDl
#
K
"
^ xl;k
^ xk
#
+ L(ek +
h
DCl C
i
"
^ xl;k
^ xk
#
) + LDDl~ uk
=
"
Al 0
BCl A
#"
^ xl;k
^ xk
#
 
"
Bl
BDl
#
K
"
^ xl;k
^ xk
#
+ L
h
DCl C
i
(
"
^ xl;k
^ xk
#
 
"
xl;k
xk
#
) + Lr (4.32)
The overall scheme is shown in Figure 4.6, where the observer introduced is activated by
the error and the observer state-feedback.
Figure 4.6: Synthesized iterative learning control scheme.
The feedback loop, or path, including z NINu; must be stabilized before proceeding
further with the analysis. This is de￿ned by the path between the vector signals in andChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 50
out respectively in the equivalent system shown in Figure 4.7. The small gain theorem
can again be used to give a su￿cient condition for stability.
Figure 4.7: Internal model-based iterative learning control scheme.
Figures 4.6 and 4.7 are equivalent when L(z) in Figure 4.7 is chosen as
L(z) :=  K
 
zI  
"
Al 0
BCl A
#
+
"
Bl
DBl
#
K   L
h
DCl C
i
  DDlK

! 1
L
where L0(z) in Figure 4.7 is such that Cl(zINu  Al) 1Bl +Dl = (Inu  z NInu) 1L0(z)
and that L0(z) = Dl +ClBlz 1 +ClAlBlz 2 ++ClAN 1
l Blz N. Note that the pres-
ence of the term Dl in this equation means that either the current or past-error signal
can be included in the design.
Figure 4.8 shows the two cases in terms of internal model-based ILC schemes where
part a) gives the structure in the past-error feedforward case and part b) that for the
current-error case. The regulation condition is formed by deriving the relationship be-
tween out and in for both cases. For the past-error case the equation is
out(z) = (G(z) + P(z))G(z) 1in(z) (4.33)
and for the current-error case the equation is
out(z) = G(z)(G(z)   P(z))
 1 in(z) (4.34)
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G(z) =
h
DCl C
i
 
zI  
"
Al 0
BCl A
#
+
"
Bl
DBl
#
K
! 1 "
Bl
DBl
#
+ DDl
Figure 4.8: Internal model-based iterative learning control scheme a) past-error case
and b) current-error feedback.
The equivalent system, which de￿nes the feedback dynamics, is given by
"
~ xl;k+1
~ xk+1
#
=
"
Al 0
BCl A
#
| {z }
system matrix
"
~ xl;k
~ xk
#
 
"
Bl
BDl
#
| {z }
input matrix
state-feedback z}|{
K
"
~ xl;k
~ xk
#
(4.35)
which must be stabilized to solve the tracking problem. This can also be seen by noting
that the input to (4.29) is the trial-to-trial control di￿erence and its output is the error.
The LQR approach is selected to regulate the states and drive the error to zero. A
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min
1 X
k=1
T
k Qk + T
k Rk (4.36)
k+1 =
"
Al 0
BCl A
#
k  
"
Bl
BDl
#
k
k = Kk
which can be computed for K using the dlqr function in Matlab. The observer matrix
L can be computed in the form of a standard Kalman estimator for the coupled sys-
tem (4.29) using the kalman function in Matlab, with process covariance matrix ^ Q and
measurement covariance matrix ^ R.
Note that the separation principle permits separate design of K and L.
4.3.2 Dual RC Controller Design
The analysis above has implemented ILC as a servomechanism and hence the devel-
opment of a RC dual is more straightforward than in De Roover and Bosgra (1996);
De Roover et al. (2000) since no change in the stabilisation structure is required.
To produce an RC dual of the ILC control scheme developed above consider the repetitive
system shown in Figure 4.3 which gives (for PE) v(tk+N) = vk(tk) + ek(tk), so that the
internal model output vk(tk) in Figure 4.9 comprises trial-to-trial error integration (for
CE case it would be v(tk+N) = vk(tk)+ek(tk+N)) . The presence of this signal, together
with the internal error signal, ek, ensures that regulation of the coupled system yields
tracking of the periodic reference r(t). Consider the system given in (4.24) and the error
given in (4.26), then the internal model which has the error signal as its input is given
by
xr;k+1 = Arxr;k + Brek (4.37)
vk = Crxr;k + Drek (4.38)
Coupling the two systems in series (plant and internal model) produces a system with
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"
xr;k+1
xk+1
#
=
"
Ar  BCr
0 A
#"
xr;k
xk
#
+
"
 BrD
B
#
uk +
"
Br
0
#
r (4.39)
Again, LQR based state-feedback is used to regulate the system and hence drive the
error to zero. Thus the control input is selected as
uk =  K
"
^ xr;k
^ xk
#
(4.40)
The states are estimated using the observer
"
^ xr;k+1
^ xk+1
#
=
"
Ar  BrC
0 A
#"
^ xr;k
^ xk
#
+
"
 BrD
B
#
uk
+ L
 
vk  
h
Cr  DrC
i
+ DrDK

"
^ xr;k
^ xk
#!
(4.41)
The overall scheme is shown in Figure 4.9, where the observer introduced is fed by the
state-feedback and the internal model output. Again, stabilisation of the feedback loop
including z NINy is required, and this loop is de￿ned by the path between the signals
in and out appearing in the equivalent system shown in Figure 4.10.
+
Figure 4.9: Synthesized repetitive control scheme.
Comparing Figures 4.9 and 4.10 it follows that R(z) is de￿ned asChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 54
Figure 4.10: Internal model-based repetitive control scheme.
R(z) :=  K
 
zI  
"
Ar  BrC
0 A
#
+
"
BrD
 B
#
K + L
h
Cr  DrC
i
+ DrDK

! 1
L
and R0(z) is such that Cr(zINy   Ar) 1Br + Dr = R0(z)(Iny   z NIny) 1. Hence
R0(z) = Dr + CrBrz 1 + CrArBrz 2 +  + CrAN 1
r Brz N. Here the presence of the
Dr term allows both the CE and PE cases to be addressed. In order to ￿nd the equa-
tion governing the two variables in and out, the structure is separated into two ￿gures,
Figure 4.11 a) and b).
Figure 4.11: Internal model-based repetitive control scheme.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 55
In both cases the relationship is the same as that of (4.33) and (4.34) respectively with
G(z) de￿ned as
G(z) =
h
Cr  DrC
i 
zI  
"
Ar  BrC
0 A
#
+
"
BrD
 B
#
K
! 1 "
BrD
B
#
  DrD
Hence
"
~ xr;k+1
~ xk+1
#
=
"
Ar  BrC
0 A
#
| {z }
system matrix
"
~ xr;k
~ xk
#
 
"
BrD
 B
#
| {z }
input matrix
K |{z}
state-feedback
"
~ xr;k
~ xk
#
(4.42)
and regulation of this system ensures tracking of the reference, which follows immediately
on noting that the output of the series connection (4.39) is cycle-to-cycle error integration.
LQR is again be applied to calculate state-feedback matrix K where the separation
principle permits K and L to be designed independently. The matrix K is computed as
the solution of the LQR problem
min
1 X
k=1
T
k Qk + T
k Rk (4.43)
k+1 =
"
Ar  BrC
0 A
#
k  
"
BrD
 B
#
k
k = Kk
which can be achieved using the dlqr function in Matlab. The observer matrix L can
be computed in the form of a standard Kalman estimator for the coupled system (4.39)
using the kalman function in Matlab, with process covariance matrix ^ Q and measurement
covariance matrix ^ R.
Note that, despite the di￿ering structure compared with the RC scheme considered
in De Roover et al. (2000), which incorporated an explicit current-error feedback loop,
together with an observer for only the plant, P(z), the same equivalent structure (4.42),
results in both cases.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 56
4.3.3 Stability Conditions for the developed ILC and Dual RC schemes
The design of the ILC scheme (4.31) and the RC scheme (4.40) involves the selection of
the gain matrices fL;Kg in each case. The following results give necessary and su￿cient
conditions for their existence, and are special cases of the general servo compensator and
disturbance observer problem, full proofs of which are given in De Roover and Bosgra
(1996).
Theorem 4.1. Consider the ILC law (4.31) and suppose that L is chosen such that "
Al 0
BCl A
#
  L
h
DCl C
i
is asymptotically stable. Suppose also that K is chosen
such that the linear system (4.35) is asymptotically stable. Then (4.31) solves the problem
under consideration if, and only if,
rank
 "
I   A B
 C D
#!
= nx + ny
for all  in the spectrum of the matrix Aw; (consisting of N roots equally spaced on the
unit disk).
Theorem 4.2. Consider the RC law (4.40) and suppose that L is chosen such that "
Ar  BrC
0 A
#
  L
h
Cr  DrC
i
is asymptotically stable. Suppose also that K is
chosen such that the linear system (4.42) is asymptotically stable. Then (4.40) solves the
problem under consideration if, and only if,
rank
 "
I   A B
 C D
#!
= nx + ny
for all  in the spectrum of the matrix Aw.
Theorems 4.1 and 4.2 require that the plant transfer-function does not have transmission
zeros which are also eigenvalues of the disturbance system and that it must have at least
as many inputs as outputs.
Remark 4.1 It is the duplication of the internal model in the controllers developed in
this chapter which has allowed the ILC controller to take the form of a servomechanism,
rather than the alternative disturbance observer/compensator structure previously con-
sidered in De Roover et al. (2000). It has therefore been shown that the same structure
of controller is feasible for both ILC and RC cases, and they may therefore be considered
duals of each other.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 57
In order to compare the use of output feedback and output injection, a disturbance
observer/compensator implementation will be derived in Section 4.4 using the internal
model structures shown in Figure 4.5.
4.3.4 Experimental veri￿cation
This section gives the results of an experimental programme where the algorithms devel-
oped so far in this chapter are applied to the X-axis of the gantry robot and discrete-time
model of this axis detailed in Chapter 3. All experiments were undertaken using a sam-
pling frequency of 100 Hz. All experiments in this Chapter use the X-axis reference
shown in Figure 3.5.
4.3.4.1 Experimental Veri￿cation ￿ ILC
The ￿rst set of experiments aims to establish if the use of current-error information
provides advantages when compared to the previous-error feedforward approach. The
matrices in the LQR cost function (4.36) have been selected following extensive investiga-
tion of many di￿erent forms, and are given by Q =
"
Q1INu 0
0 Q2Inx
#
and R = R1Inu,
and Table 4:1 gives the values of the scalars Q1, Q2 and R1 used for the experiments.
As previously described, the Matlab dlqr function is used to provide the solution. The
process and measurement covariance matrices used in the calculation of the observer
matrix L are given by ^ Q =
"
^ Q1INu 0
0 ^ Q2Inx
#
and ^ R = ^ R1Iny. As described previously,
the Matlab kalman function is used to yield the solution. The controller shown in Figure
4.6 has been implemented using the software environment described in Chapter 3. In
the ILC framework the plant is reset between each iteration, however the state matrices
^ xl;k and ^ xk appearing in the observer, and xl;k appearing in the internal model are not
reset. The system therefore starts with the ￿nal state values from the previous trial. The
￿lter (3.6) is used in all the ILC experiments described in this Chapter, and is applied
to the input signal, uk, during the reset period between trials, in the manner described
in Chapter 3. However, the input signal uk equates to the state matrix of the internal
model, and hence it is the states xl;k which are ￿ltered between iterations.
Figure 4.12 shows the measured mean square error produced by the controlled system
in each case plotted against trial number. These results were obtained with Dw = 0. Of
these results, Set 4 has the lowest error over the earlier trials and a similar level to the
other sets for the rest of the 200 trials completed.
Figures 4.13, 4.14 and 4.15 show a 3D plot for the output, input and error signals for SetChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 58
Designing K Designing L
Set Q1 Q2 R1 ^ Q1 ^ Q2 ^ R1
1 10 0.1 1 10 0.1 1
2 100 0.1 1 100 0.1 1
3 100 0.1 1 10 1 1
4 10 1 1 10 0.1 1
5 100 1 1 10 1 1
Table 4.1: Parameter sets for designing K and L in new ILC scheme for PE case.
Trial no.
Figure 4.12: Mean squared error for the selection of ￿ve di￿erent weighting parameters
for 200 trials in new ILC design, Dw = 0.
4. In these, and all other experimentally measured data in this thesis the zero-phase ￿lter
used in Cai et al. (2008a) for the gantry robot is employed. The reason for using this
￿lter is that ILC algorithms can exhibit higher frequency noise build up as the number
of trials increases and the tracking of the reference signal then begins to degrade.
In the input signal of Figure 4.14 some ripples remain at the beginning and the end of
early trials. These ripples indicate that the implementation needs to be more e￿ective
by reducing the number of computations between trials. The tests in this part are also
not su￿cient to examine all possible gain parameters, so there may exist values of the
weighting which lead to further performance improvement. A trade o￿ between conver-
gence rate and robustness is always required when selecting the weighting sets. Faster
error convergence is not always the best solution for performance along trials (faster
convergence can lead to higher input demand which damage the actuators.
For the case of current-error feedback where Dw is set to 1, di￿erent sets of weighting
parameters were implemented and the sets producing the best experimental results areChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 59
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Figure 4.13: 3D plot for the output signal of the gantry X-axis for the ￿rst 20 trials,
Dw = 0.
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Figure 4.14: 3D plot for the input signal of the gantry X-axis for the ￿rst 20 trials,
Dw = 0.
given. The matrices in the LQR cost function (4.36) are given by Q =
"
Q1INu 0
0 Q2Inx
#
and R = R1Inu, with the Matlab dlqr function used to provide the solution. The process
and measurement covariance matrices used in the calculation of the observer matrix LChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 60
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Figure 4.15: 3D plot for the error signal of the gantry X-axis for the ￿rst 20 trials,
Dw = 0.
via the Matlab kalman function are given by ^ Q =
"
^ Q1INu 0
0 ^ Q2Inx
#
and ^ R = ^ R1Iny.
Table 4:2 gives the sets of weighting parameters found to provide the best tracking per-
formance and error norm reduction over 200 trials.
Designing K Designing L
Set Q1 Q2 R1 ^ Q1 ^ Q2 ^ R
1 100 1 1 0.1 1 1
2 200 1 1 0.1 1 1
3 10 1 1 1 1 1
4 100 1 1 1 1 1
5 200 1 1 1 1 1
6 500 1 1 1 1 1
Table 4.2: Parameter sets for designing K and L in new ILC scheme for CE case.
The mean squared error versus trial number plots for the six sets is given in Figure 4.16,
which show a very fast error convergence for all sets with a variety of learning speeds
depending on the weighting parameters selected.
The experimental data for set 4 is shown below (Figures 4.17, 4.18 and 4.19) which has
high quality reference tracking with very low norm of error after few trials. The reference
tracking occurs within few trials and the error decays until it reaches very low values. The
input has small ripples at the beginning which might indicate that padding the referenceChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 61
(mm
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Trial no.
Figure 4.16: Mean squared error for the selection of six di￿erent weighting parameters
for 200 trials in new ILC design, Dw = 1.
with zeros for the ￿rst few samples would remedy this behaviour. In completing the 200
trials, no noticeable divergence behaviour appears which re￿ects the robustness of the
design as long as the overall system with the feedback gain K is stable.
number
Output (m)
Figure 4.17: 3D plot for the output signal of the gantry X-axis for the ￿rst 50 trials,
Dw = 1.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 62
Figure 4.18: 3D plot for the input signal of the gantry X-axis for the ￿rst 50 trials,
Dw = 1.
number
Error (m)
Figure 4.19: 3D plot for the error signal of the gantry X-axis for the ￿rst 50 trials,
Dw = 1.
4.3.4.2 Experimental Veri￿cation for the Dual RC approach
Again, a wide range of experiments were performed with Dw = 0 (only past-error infor-
mation is used). The control scheme shown in Figure 4.9 has been implemented using theChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 63
software described in Chapter 3. A sampling frequency of 100 Hz is again used, and, since
this is the RC framework, no resetting occurs during each experimental test. The control
law matrix K was designed by setting Q in (4.43) to Q1
h
Cr  DrC
iT h
Cr  DrC
i
,
and R to R1Inu. This was found through comparison across several di￿erent forms, with
calculation of K performed using the Matlab dlqr function. The matrix L was cal-
culated using the Matlab kalman function with ^ Q equal to ^ Q1INy+nx and ^ R equal to
^ R1Iny. Table 4:3 gives sets of the 4 scalar parameters Q1, R1, ^ Q1, ^ R1 yielding the best
performance in practice and Figure 4.20 shows the mean squared errors plotted against
trial number.
Designing K Designing L
Set Q1 R1 ^ Q1 ^ R1
1 100 1 1 1
2 200 1 1 1
3 500 1 1 1
4 1000 1 1 1
Table 4.3: Parameter sets for designing K and L in new RC scheme for PE case.
(
)
2
no.
Figure 4.20: The mean squared error for di￿erent sets of weighting parameters for
the new RC design, Dw = 0.
The performance achieved by set 3 is shown in Figure 4.21. It can be seen that the error
goes to very low levels within few trials and reference tracking follows as a consequence
of well-designed state-feedback and observer gain vectors.
Figures 4.22, 4.23, 4.24 present the results in a 3D presentation form where it is noticed
that the performance obtained is of a high quality as the error decreases with trial index
and the input signal has no noticeable ripples or high amplitude ￿uctuation over eachChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 64
trial duration.
(
m
)
no.
Figure 4.21: The output of the gantry X-axis for the ￿rst 15 trials in new RC design,
Dw = 0.
Number
Output (m)
Figure 4.22: 3D plot of the output signal for the new RC design, Dw = 0.
In the case of current-error feedback design where Dw = 1, the control law matrix
K was designed using the Matlab dlqr function by setting the Q matrix in (4.43) to
Q1
h
Cr  DrC
iT h
Cr  DrC
i
and R = R1Inu. These were found through compar-
ison of di￿erent forms. The matrix L was calculated using the Matlab kalman function
with ^ Q equal to ^ Q1INy+nx and ^ R equal to ^ R1Iny. The best values are shown in Table 4:4.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 65
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Figure 4.23: 3D plot of the input signal for the new RC design, Dw = 0.
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Figure 4.24: 3D plot of the error signal for the new RC design, Dw = 0.
The mean squared error ￿gure (Figure 4.25) for all sets shows the capability of the design
to track periodic references and excellent performance is obtained. This level of error
reduction is achieved for a complete 200 trials.
The ￿gures which follow show the performance of a single case within the six sets. FromChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 66
Designing K Designing L
Set Q1 R ^ Q1 ^ R1
1 10 1 1 1
2 100 1 1 1
3 200 1 1 1
4 500 1 1 1
5 200 1 10 1
6 500 1 10 1
Table 4.4: Parameter sets for designing K and L in new RC scheme for CE case.
(
2 )
no.
Figure 4.25: The mean squared error for di￿erent sets in the new RC framework in
current-error case, Dw = 1.
Table 4:4 Set 3 is used with best results where the performance for the ￿rst 15 trials is
shown in a 2D ￿gure, see Figure 4.26, and the corresponding output, input and error are
in 3D representation and shown in Figures 4.27, 4.28 and 4.29. The experimental results
provide evidence for the success of the design in tracking periodic references. It was clear
through experimental tests that the e￿ect of increasing the Q weighting parameter used
in the design of K is to give more e￿ort to attaining the tracking goal and produce faster
convergence. Finally, increasing the ^ Q weighting parameter in the design of L results in
a longer number of trials to achieve acceptable tracking performance.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 67
(m)
RC performance in CE design
Figure 4.26: The output of the gantry X-axis for the ￿rst 15 trials in new RC design,
Dw = 1.
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Figure 4.27: 3D plot of the output signal for the new RC design, Dw = 1.
4.4 Iterative Learning Control and Repetitive Control Du-
ality Framework with Output Injection
A disturbance observer/compensator structure will now be developed for the ILC case in
order to compare the two implementations (servomechanism controller versus disturbance
observer/compensator). This di￿ers from the implementation considered in De Roover
et al. (2000) since no explicit current-error feedback is included, the stipulation of current-
error feedback or previous-error feedforward is instead incorporated into the internalChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 68
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Figure 4.28: 3D plot of the input signal for the new RC design, Dw = 1.
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Figure 4.29: 3D plot of the error signal for the new RC design, Dw = 1.
model. This provides structural simpli￿cation as well as ￿exibility, but will be shown to
lead to the same equivalent structure.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 69
4.4.1 ILC Scheme with output Injection
The starting point is the series connection of plant and internal model corresponding to
ILC, given by (4.29). An observer is then designed for an additive periodic disturbance
assumed to exist at the plant input, and the estimator disturbance signal is then applied
at the same point in order to cancel it. This di￿ers from the observer implementations
of Section 4.3 which estimate the system states. As the disturbance is removed from
the system, the additive input reduces to zero, and the plant output converges to the
demand trajectory. This results in the disturbance observer/compensator scheme shown
in Figure 4.30.
-
Figure 4.30: Synthesized iterative learning control scheme.
This results in the following coupled system
"
xl;k+1
xk+1
#
=
"
Al 0
BCl A
#"
xl;k
xk
#
+
"
Bl
BDl
#
~ uk (4.44)
with an observer described by
^ xk+1 = A^ xk + BDl~ uk   L(ek + C^ xk) (4.45)
This system produces the output ^ yk = C^ xk that is used as a correction term for the
internal model. Stability analysis considers the feedback loop about z NInu, which is
de￿ned between the signals in and out in Figure 4.31.
Both error cases are considered, where L(z) is de￿ned asChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 70
Figure 4.31: Internal model-based iterative learning control scheme for a) past-error
feedforward and b) current-error feedback.
L(z) :=  C (zI   A   BDlC + LlC)
 1 (BDl   L) + Inu
and L0(z) in Figure 4.31 is such that Cl(zINu   Al) 1Bl + Dl = (Inu   z NInu) 1L0(z),
and hence L0(z) = ClBlz 1 + ClAlBlz 2 +  + ClAN 1
l Blz N.
For the case of past-error feedforward we can write the relationship between in and
out as
out(z) = G(z)
 
G(z)   L0(z)
 1 in(z) (4.46)
and for current-error feedback
out(z) = (G(z)   Inu)(G(z)   Inu   L0(z)) 1in(z) (4.47)
where G(z) in both cases is given byChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 71
G(z) =  
h
DCl C
i
 
zI  
"
Al 0
BCl A
#
+
"
Bl
L
#
h
DCl C
i
! 1 h
Cl 0
iT
+ Dl
The stabilisation of the system then requires that the observer learning gain be designed
such that G(z) is stable. The feedback path dynamics are given by
"
~ xl;k+1
~ xk+1
#
=
"
Al 0
BCl A
#
| {z }
system matrix
"
~ xl;k
~ xk
#
 
"
Bl
L
#
| {z }
observer gain
output matrix
z }| { h
DCl C
i
"
~ xl;k
~ xk
#
(4.48)
where ~ xl = xl is the internal model state and ~ x = x   ^ x is the di￿erence between the
plant and disturbance state vectors which then feeds into the internal model. The system
(4.48) con￿rms the output injection structure, and its regulation ensures tracking of the
reference. This is dual to the system in (4.35) which used output feedback.
A solution to the design of L is found by considering the dual of a general state-space
model, as discussed in, for example, Kwakernaak and Sivan (1972). First consider the
plant state-space model
xk+1 = Axk + Buk (4.49)
yk = Cxk + Duk
and apply an exponentially stabilizing state-feedback control law uk =  Lx
k. Taking
the dual of (4.49) gives
x
k+1 = ATx
k + CTuk
yk = BTx
k + DTuk (4.50)
and henceChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 72
x
k+1 = (AT + CTL)x
k (4.51)
taking the dual of this last model gives
xk+1 = (AT + CTL)Txk = (A + LTC)xk = Axk + LTCxk (4.52)
the regulation of which is also guaranteed since the system is exponentially stable if and
only if its dual is stable (see Kwakernaak and Sivan (1972)). Therefore, the design of
state-feedback for the system (4.50) provides the output feedback vector for the system
in (4.52). Accordingly, comparing (4.52) with (4.48), the system (4.50) can be written
as
"
x
k+1
z
k + 1
#
=
"
Al 0
BCl A
#T "
x
k
z
k
#
+
h
DCl C
iT
uk (4.53)
=
"
AT
l CT
l BT
0 AT
#"
x
k
z
k
#
+
h
CT
l DT CT
ih
BT
l LT
i"
x
k
z
k
#
(4.54)
LQR will again be applied to calculate the state-feedback matrix
h
BT
l LT
i
, since the
separation principle permits the design of both the state-feedback matrix and estimator
matrix independently. In order to regulate this system,
h
BT
l LT
i
can be calculated
to solve
min
1 X
k=1
T
k Qk + T
k Rk
k+1 =
"
AT
l CT
l BT
0 AT
#
k +
"
CT
l DT
CT
#
k
k =
h
BT
l LT
i
k
which can be using the Matlab function dlqr. This controller has not been experimentally
evaluated in this thesis, but simulations suggest that good performance is achieved usingChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 73
the forms Q =
"
Q1INu 0
0 Q2Inx
#
, and R = R1Iny, where Q1, Q2 and R1 are positive
scalar weights.
4.4.2 Stability Conditions for ILC/RC with Output Injection Scheme
Necessary and su￿cient conditions for existence of the output feedback realisations are
now given, and are special cases of the general disturbance observer problem De Roover
and Bosgra (1996).
Theorem 4.3. Consider the ILC scheme shown in Figure 4.30 and suppose that [BT
l LT]
is chosen such that (4.48) is asymptotically stable. Then the control scheme solves the
robust periodic control problem if, and only if,
rank
 "
I   A B
 C D
#!
= nx + nu (4.55)
for all  in the spectrum of the matrix Aw and
rank(B) + ny = rank
 "
B
D
#!
(4.56)
Theorem 4.4. Consider the RC output feedback with equivalent structure
"
xr;k+1
xk+1
#
=
"
Ar  BrC
0 A
#"
xr;k
xk
#
 

L
h
Cr DrC
i"
xr;k
xk
#
where L is chosen such that the system is asymptotically stable. Then the stabilisation
solves the robust periodic control problem if, and only if, (4.55) and (4.56) are again
satis￿ed.
Both these output injection implementations therefore may only be applied to systems
having the same number of outputs as inputs. The ILC servomechanism implementation
had the restriction that ny  nu (see Theorem 4.1), so that it clearly broadens the range
of plants that can be controlled by the iterative learning controller.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 74
Type Structure Equivalent System
ILC Servo

xl;k+1
xk+1

=

Al 0
BCl A

xl;k
xk

 

Bl
BDl

[ K ]

xl;k
xk

RC Servo

xr;k+1
xk+1

=

Ar  BrC
0 A

xr;k
xk

 

BrD
 B

[ K ]

xr;k
xk

ILC Disturbance

xl;k+1
xk+1

=

Al 0
BCl A

xl;k
xk

 

Ll
L


DCl C


xl;k
xk

RC Disturbance

xr;k+1
xk+1

=

Ar  BrC
0 A

xr;k
xk

 

L


Cr DrC


xr;k
xk

Table 4.5: State-feedback and output-feedback representations for the duality frame-
work structure.
4.5 Summary of Dual Control Structure
The three controllers which have been developed in (4.31), (4.40) and the scheme in
Figure 4.30) are summarized in Table 4.5, which also includes a fourth structure that
results if RC is implemented in the form of a disturbance observer/compensator. The
presence of this fourth controller needs further investigation and there is currently no
evidence that such a structure actually exists. However, from the stability conditions
derived, the controller is more restrictive than the RC servomechanism implementation
that has already been developed in this thesis, and hence does not add to the range of
plants which may be addressed by the framework. In principle this structure is feasi-
ble if, again, the controller includes a duplicate internal model that allows the robust
servomechanism problem to be solved whilst maintaining the internal model placement
corresponding to RC. Together these structures form a complete set covering RC and
ILC design in either a servomechanism or a disturbance observer/compensator form.
Figure 4.32 provides a schematic comparison of plants addressed in the new RC/ILC du-
ality framework. This ￿gure shows how the controller structures depend on the number
of inputs and outputs, and how the duality framework may be applied to a great number
of plants.
Experimental results for the ILC injection scheme are left as future work since results
obtained for the previously developed framework together with the results obtained in
the next section already cover most of the ideas and principles discussed in this chapter.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 75
# of Inputs
# of Outputs
ILC / RC
ILC / RC
Framework with output injection
Duality exists in same framework
Framework with state-feedback
# of Inputs
# of Outputs
Duality exists in same framework
Figure 4.32: Comparison between the new RC/ILC designs in both state-output
feedback and the growth in plants considered.
4.6 Comparing the Performance of the Duality Based ILC
with Selected Optimisation based ILC Designs
The gantry robot used for experimental testing in this thesis has also been used to bench-
mark ILC designed using the Adjoint, Inverse and Norm Optimal algorithms. These are
all model based algorithms and therefore it is relevant to compare their performance
against the new duality based algorithms developed in this thesis. In all experimental
results in this section the reference signal is that of Figure 3.5 since this signal was used
in the previous work with the Adjoint, Inverse and Norm Optimal algorithms. The sam-
pling frequency for all results shown is 100 Hz and no pre-stabilizing feedback control
loop is applied to the robot, i.e., ILC is applied directly.
In the case of the Adjoint algorithm described in equation (2.26) with k+1 being a con-
stant gain and set to two values 1:25 and 1:5. Figure 4.33 plots the performance in the
form of the mse against trial number of the adjoint algorithm Ratcli￿e et al. (2006a) and
selected versions of the new ILC algorithm results developed in this case for both cases
(PE,CE) over 200 trials. The ￿gure shows better performance for the new designs over
the early trials, especially for the PE case, since it has a faster error convergence than the
adjoint algorithm, as clearly seen starting form trial 10. The mse stays within low error
levels for the new algorithm until well into the 2002 trials when divergent behaviour ap-
pears (see trial 180). Over the trial range, the adjoint algorithm gives lower error levels,
without the need for zero-phase ￿ltering which is the only currently e￿ective answer to
the long-term performance issue that after decreasing from trial-to-trial the errors may
begin to build up. The performance of the new algorithm is, however, promising and
could be improved by re-design of the zero-phase ￿lter. In any practical application, only
a ￿nite number of trials will completed and if the number of these is less than the oneChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 76
where divergence becomes noticeable then the new design can be used, especially if there
is emphasis on ‘fast’ error reduction in the initial trials.
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Figure 4.33: Comparison against the Adjoint algorithm
Figure 4.34 shows the mse against trial number over 200 trials performance for the
developed ILC design in both cases (PE,CE) and the inverse algorithm Ratcli￿e et al.
(2006a). The equation describing the inverse algorithm is given in equation (2.25) with
k+1 is the scalar gain and is set to 1 and 1:5. It is clear that the inverse approach has
a better performance in the early trials, with a 3rd order Chebychev ￿lter with 15 Hz
cuto￿ frequency. This is clear from trial 5 until trial 40. After trial 40 the error levels
of the new ILC design are within the error levels of the inverse approach until the trial
180 where an error divergence is noticed for the new ILC design. Thus it can be said
that the performance of the new ILC design has a performance similar to the inverse
approach except for early trials and it is bene￿cial to ￿nd a better set of parameters that
can bring error levels to very low values from early stages of applications and design a
better ￿lter to remedy the divergence behaviour.
Figure 4.35 shows the the mse against trial number for the new ILC design in both cases
(PE,CE) and the norm-optimal ILC approach Ratcli￿e et al. (2005) and also described
in section 2.2.1 with q = 1 and 1:5 and r = 1 over 200 trials. A superior performance of
the norm-optimal ILC, without a presence of a ￿lter, compared to the results obtained
for the new ILC design in both cases is noticed. The early trials and the performance
over the 200 trials for the norm-optimal ILC is always better than the new ILC design.
This is true for the results obtained in this thesis and it is not clear that tuning the new
designs will remove this di￿erence in measured performance. The new ILC design needs
the application of a zero phase ￿lter to overcome the divergence phenomena after trial
180 whilst the norm-optimal design shows no sign of error divergence.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 77
0 20 40 60 80 100 120 140 160 180 200
10
−4
10
−3
10
−2
10
−1
10
0
10
1
10
2
10
3
Trial number
m
s
e
 
(
m
m
2
)
Comparing the new framework with the inverse ILC algorithm
 
 
New ILC CE set 5
New ILC CE set 6
New ILC PE Case 4
New ILC PE Case 3
Inv ILC with gain = 1
Inv ILC with gain = 1.5
Figure 4.34: Comparison against the inverse algorithm
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Figure 4.35: Comparison against norm optimal
4.7 Iterative Learning Control and Repetitive Control Du-
ality Framework with Explicit Current-error Feedback
In the work reported in De Roover and Bosgra (1997); De Roover et al. (2000), two
repetitive mode controllers were designed, and due to the position of the internal model
inside the feedback loop, a dual solution exists for the two designs when state-feedback
is used to regulate the disturbance system. This duality framework is designed based
on explicit current-error feedback. This duality framework can be illustrated as follows,
once a controller is designed under the duality framework either in RC/ILC mode, then
the solution found (using state-feedback or output-feedback) can be used as a solution toChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 78
the same problem in the other mode ILC/RC. Next, the two approaches are considered
and with the results given earlier can lead to a large set of admissible systems.
4.7.1 Repetitive Control Scheme with Explicit Current-error Feedback
In the work of De Roover et al. (2000) the design is based on explicitly providing a
feedback loop for the current-error signal. Doing so and modifying the RC scheme of
Figure 4.3 to include an explicit current-error feedback path produces the system shown
in Figure 4.36.
Figure 4.36: Repetitive control with existing feedback controller C(z).
This repetitive update law is combined with a state-feedback loop around the plant to
in￿uence its pole locations. Note from the problem structure that the disturbance state at
the sample i holds the sum of all errors that have occurred at sample i of the disturbance
state xr;k over all previous repetitions (see Ar;Br structure). Thus, regulating xr;k to
achieve steady state error means necessarily driving the error to zero.
In De Roover et al. (2000), the current-error feedback was realised through feedback of
the plant states using optimal state-feedback. Furthermore, (4.64) is used to implement
the RC feedforward block. Here a simple solution is developed by including an observer
and writing the equations governing the RC design as:
^ xk+1 = A^ xk + Buk + Lk
= (A + BK + LC + LDK)^ xk + (B + LD)Krxr;k + Lek (4.57)
The observer is fed by the error signal and the observer output is multiplied by the
estimator learning gain L
ek = rk   yk (4.58)
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k = ek + C^ xk + Duk (4.59)
The disturbance model is fed by the error and given as
xr;k+1 = Arxr;k + Brek (4.60)
Thus the control input comprises both the disturbance states plus the estimator states.
Using optimal control through state-feedback, the input will have the following structure
uk = Krxr;k + K^ xk (4.61)
The structure is shown in Figure 4.37, where L is the plant state observer gain matrix, Kr
and K are the state-feedback law matrices for the disturbance memory (internal model)
and the plant respectively. In De Roover et al. (2000) it is shown that this structure
corresponds to that of Figure 4.36, with R(z) = Kr(zINy  Ar) 1Br(Iny  z NIny)(Iny +
K(zI   A) 1(B + LD));C(z) = K(zI   A) 1L, where A = A + BK + L(C + DK).
Figure 4.37: Repetitive control with current-error feedback.
Stability analysis considers the feedback path about z NIny, which is de￿ned between
the signals in and out in Figure 4.38.
The equation that governs the structure in Figure 4.38, can be stated as in De Roover
et al. (2000):Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 80
Figure 4.38: Internal model-based repetitive control scheme.
out(z) = [I + (I + P(z)C(z)) 1P(z)GR(z)R0(z)] 1in(z)
= [I + GKR0(z)] 1in(z) (4.62)
with
GK(z) = [D + (C + DK)(zI   A   BK) 1B] (4.63)
Here Kr(zINy   Ar) 1Br =: R0(z)(Iny   z NIny) 1 where R0(z) = KrBr + KrArBr +
 + KrAN 1
r Br.
The design of the RC controller (4.61) and the observer (4.57) involves the selection of
the gain matrices fL;Kr;Kg, in order to assure reference tracking. From Figure 4.37
it is clear that the disturbance memory does implement the repetitive control algorithm
since it has a delay in the error signal by N samples
u(t) = u(t   T) + Fe(t   T) (4.64)
and F is a linear causal ￿lter (feedback structure).
The feedback involving the memory variables was shown in De Roover et al. (2000) to
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"
xr;k+1
^ xk+1
#
=
"
Ar  BrC
0 A
#
| {z }
system matrix
"
xr;k
^ xk
#
+
"
 BrD
B
#
| {z }
input matrix
h
Kr K
i
| {z }
state-feedback
"
xr;k
^ xk
#
(4.65)
As with the ILC system designed in Section 4.3.1, state-feedback is used to provide
stabilisation, and hence solve the tracking problem. Turning now to the actual design
of the RC framework for given data, it can be shown De Roover et al. (2000) that the
separation principle allows [Kr K] and L to be designed independently which leads to a
solution via LQR. The solution is obtained through minimisation of a cost function to
regulate the states and drive the error to zero. This minimisation problem is
min
1 X
k=1
T
k Qk + T
k Rk (4.66)
k+1 =
"
Ar  BrC
0 A
#
k +
"
 BrD
B
#
k (4.67)
k = [Kr K]k (4.68)
which can be solved via the Matlab dlqr function. Similarly a suitable L can be calcu-
lated using the Matlab function kalman with the process and measurement covariance
matrices ^ Q and ^ R respectively.
4.7.2 Iterative Learning Control Scheme with Explicit Current-error
Feedback
In this section an ILC is designed in order to compensate periodic inputs/disturbances
acting on a system from the input side as a dual to the repetitive controller explained
earlier. It is constructed by creating a path between the observer system and the input
to the internal model, and by modifying the observer structure accordingly, see Figure
4.39.
The resulting control input has the following structureChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 82
Figure 4.39: Iterative learning control set-up
uk = K^ xk   Clxl;k   Dlk (4.69)
with an observer governed by the following equation
^ xk+1 = A^ xk + B(uk + ^ dk) + L(ek + (C + DK)^ xk)
= (A + BK)^ xk + L(ek + (C + DK)^ xk) (4.70)
with ^ dk denoting the internal model output
xl;k+1 = Alxl;k + Llk
^ dk = Clxl;k + Dlk (4.71)
The dynamics in this case have a similar structure to that of Figure 4.40 with L(z) =
(Inu + C(zI   A) 1L)Cl(zINu   Al) 1Ll(Inu   z NInu); C(z) = K(zI   A) 1L and A
is the same as in the developed RC case.
Stability analysis requires isolating the memory variables and considering the closed-loop
path around the internal model. This is given by the relationship between the signals
in and out in Figure 4.41, with Cl(zINu   Al) 1Ll =: (Inu   z NInu) 1L0(z), where
L0
j+1 := ClA
j
lLl;j = 0;1;2; ;N   1.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 83
Figure 4.40: Iterative learning control added to existing feedback controller C(z).
Figure 4.41: Internal model-based iterative learning scheme.
Notice the duality of the structure with that of Figure 4.38 where the position of the mem-
ory variables has changed from the output to the input sides. According to De Roover
et al. (2000) the structure in Figure 4.39 implements an iterative learning control law of
the form
uk+1 = uk + Fk
with F being a linear ￿lter and  is de￿ned as the observer error with the following form
k = ek + C^ xk + D(uk + ^ dk) (4.72)
The design given in De Roover et al. (2000) is obtained using the following choices for
the observer and the observer error
^ xk+1 = (A + BK + LC)^ xk + Lr   LCxk (4.73)Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 84
and
k = r   Cxk + C^ xk = C(^ xk   xk) + r (4.74)
respectively. If (4.73) is used as well as the plant description and de￿ning zk = ^ xk   xk
(the di￿erence between the observer and plant states), gives
zk+1 = (A + BK + LC)^ xk + Lr   LCxk   (Axk + B(K^ xk   Clxl;k))
= (A + LC)zk + Lr   BClxl;k (4.75)
and k = Czk+r for zero error and disturbance output. Hence the dynamics are governed
by
"
xl;k+1
zk+1
#
=
"
Al 0
 BCl A
#
| {z }
system matrix
"
xl;k
zk
#
+
"
Ll
L
#
| {z }
observer gains
h
DCl C
i
| {z }
output matrix
"
xl;k
zk
#
+
"
Ll
L
#
r
(4.76)
In the regulation context the reference is interpreted as a disturbance, thus r = 0. Doing
so will lead to the design of a controller that drives the disturbance and the di￿er-
ence between the estimated and real states to zero which is the same system described
in De Roover et al. (2000), thus it requires an output feedback scheme to solve the sta-
bilisation problem.

LT
l LT
has to be designed such that the overall system of (4.77)
is stable and has favourable properties (e.g. damping ratio, loop gain, disturbance re-
jection). The separation principle again allows the design of the gains K and

LT
l LT
separately. Following the approach of Section 4.7.1, the dual system is
"
x
l;k+1
x
k+1
#
=
"
AT
l CT
l DT
0 AT
#"
x
l;k
x
k
#
+
"
CT
l DT
CT
#h
LT
l LT
i"
x
l;k
x
k
#
(4.77)
and [Ll L] is determined by the following minimisation problemChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 85
min
1 X
k=1
T
k Qk + T
k Rk (4.78)
k+1 =
"
AT
l CT
l BT
0 AT
#
k +
"
CT
l DT
CT
#
k (4.79)
k =

LT
l LT
k (4.80)
which can be calculated using the Matlab function dlqr. Similarly, K must be calculated
such that A + BK is stable, which can be achieved through solution of the problem
min
1 X
k=1
T
k ^ Qk + T
k ^ Rk (4.81)
k+1 = Ak + Bk (4.82)
k = Kk (4.83)
again using the Matlab function dlqr.
4.7.3 Stability Conditions for the Duality framework between RC and
ILC with Explicit Current-error feedback
In order to show that the newly derived controllers augment the set of plants that can
be controlled, conditions for the stability of the schemes in Sections 4.7.1 and 4.7.2 must
be given.
Theorem 4.5. Consider the RC law (4.61) and suppose that L is chosen such that
A+LC is asymptotically stable. Suppose also that [Kr K] is chosen such that the linear
system with state matrix "
Ar  BrC
0 A
#
is asymptotically stable. Then (4.61) solves the problem under consideration if, and only
if,
rank
 "
I   A B
 C D
#!
= nx + ny
for all  in the spectrum of the matrix Aw; where nx denotes the state vector dimension.
Theorem 4.5 requires that the plant transfer-function matrix does not have transmission
zeros which are also eigenvalues of the disturbance matrix Aw: Also the transfer-functionChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 86
must have at least as many inputs as outputs.
Theorem 4.6. Consider the ILC law (4.69) and suppose that K is chosen such that
A + BK is asymptotically stable. Suppose also that

LT
l LT
is chosen such that the
linear system with state matrix "
Al 0
BCl A
#
is asymptotically stable. Then (4.69) solves the problem under consideration if, and only
if,
rank
 "
I   A B
 C D
#!
= nx + nu
for all  in the spectrum of the matrix Aw; where nx denotes the state vector dimension
and
rank(B) + ny = rank
 "
B
D
#!
Theorem 4.6 here requires that the plant transfer-function matrix does not have trans-
mission zeros which are also eigenvalues of the matrix Aw: Also the transfer-function
must have at least as many outputs as inputs.
A routine argument also shows that the ILC will only give asymptotic tracking of the
reference vector when the plant transfer-function is square and invertible due to the sec-
ond condition in Theorem 4.6.
4.7.4 Experimental Veri￿cation of the Duality Framework with Ex-
plicit Current-error Feedback
Experimental results in this section are presented to verify the capability of the framework
developed in De Roover et al. (2000) to provide periodic tracking accuracy and error
reduction. The X-axis reference used in all the tests undertaken in this Chapter is
shown in Figure 3.5, and the sample frequency is 100 Hz.
4.7.4.1 Experimental Veri￿cation for the RC Framework with Explicit Current-
error Feedback
The scheme shown in Figure 4.37 has been implemented using the software described in
Chapter 3. Di￿erent weighting parameters have been investigated for the calculation ofChapter 4 Iterative Learning Control and Repetitive Control Design via Duality 87
the state-feedback matrix [Kr K] in the optimisation (4.66), conducted using the dlqr
function in Matlab. The forms Q =
"
Q1INu 0
0 Q2Inx
#
and R = R1Iu, where Q1, Q2
and R1 are positive scalars, have been found to produce the best results, leading to high
quality periodic reference tracking within a few trials. Similarly the observer matrix L has
been used to implement a Kalman estimator, using the Matlab function kalman with the
process and measurement covariance weights ^ Q = ^ Q1Inx and ^ R = ^ R1Iny, where ^ Q1 and
^ R1 are positive scalars. Table 4:5 shows the weighting parameters found to perform best.
Designing [Kr K] Designing L
Set Q1 Q2 R1 ^ Q1 ^ R1
1 1 0.1 1 1 1
2 10 0.1 1 1 1
3 10 1 1 1 1
4 100 1 1 1 1
5 10 1 1 10 1
6 100 1 1 10 1
Table 4.6: Parameter sets for designing [Kr K] and L in RC scheme with explicit
current-error.
Figure 4.42 shows the mean squared error for the six di￿erent parameter sets over 200
trials. The mean squared error stays at a very low level over all trials.
(
2
)
no.
Figure 4.42: Mean squared error for six di￿erent sets of weighting parameters in RC
framework with explicit current-error.
In Figure 4.43, set 4 is used to illustrate performance since it shows fast convergence
behaviour and the mean squared error has a very low level over all trials. Excellent
tracking is achieved within 10 trials as seen in Figure 4.43. The following ￿gures show
the performance of the plant using the repetitive controller in a 3D view. Figure 4.44
shows the output signal, Figure 4.45 shows the input control signal, and Figure 4.46
shows the error signal, which can be seen to reduce in norm as the number of trials
increases.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 88
(m)
Figure 4.43: Reference tracking progress in the reported repetitive framework for 15
trials.
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Figure 4.44: 3D plot for the output signal for explicit current feedback RC design for
the ￿rst 20 trials.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 89
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Figure 4.45: 3D plot for the input signal for explicit current feedback RC design for
the ￿rst 20 trials.
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Figure 4.46: 3D plot for the error signal for explicit current feedback RC design for
the ￿rst 20 trials.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 90
4.7.4.2 Experimental Veri￿cation for the ILC Framework with Explicit Current-
error Feedback
Experimental tests have shown a high level of success for the developed ILC, RC and RC
with explicit CE feedback approaches. Here experimental veri￿cation is undertaken for
the ILC design of De Roover et al. (2000). Again, the X-axis reference shown in Figure
3.5 has been used, together with a sampling frequency of 100 Hz. The ILC scheme
shown in Figure 4.39 has been implemented using the software described in Chapter
3. The matrix

LT
l LT
is calculated to solve the minimisation (4.78) where the forms
Q =
"
Q1INu 0
0 Q2Inx
#
and R = R1Iy. The matrix K has been calculated as the solu-
tion of (4.81) using the Matlab function dlqr with the weighting parameters ^ Q = ^ Q1Inx
and ^ R = ^ R1Inu, where ^ Q1 and ^ R1 are positive scalars. In the ILC framework the plant
is reset between each iteration, however the state matrix ^ xk appearing in the observer,
and xl;k appearing in the internal model are not reset. The system therefore starts with
the ￿nal state values from the previous trial. The ￿lter (3.6) is used in all the ILC ex-
periments described in this Chapter, and is applied to the input signal, uk, during the
reset period between trials, in the manner described in Chapter 3. The input signal uk
equates to the state matrix of the internal model, and hence it is the states ^ xl;k which
are ￿ltered between iterations.
The best performing parameter sets are also given in Table 4:6. The mean squared
error plot for six di￿erent sets of weighting parameters is given in Figure 4.47. The 4th
set has a higher quality performance compared to the other sets and the output, input
and error plots are given in Figures 4.48, 4.49 and 4.50, respectively. The performance
obtained shows near perfect reference tracking with very low error over all trials.
Designing K Designing

LT
l LT
Set ^ Q1 ^ R1 Q1 Q2 R1
1 1 1 10 1 1
2 1 1 100 1 1
3 1 1 200 1 1
4 1 1 500 1 1
5 10 1 100 1 1
6 100 1 100 10 1
Table 4.7: Parameter sets for designing K and

LT
l LT
in ILC scheme with explicit
current-error.
4.8 Conclusions
In this chapter, optimal control techniques are used to develop new solutions for the
framework that links ILC and RC under duality. The new framework uses either state-Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 91
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Figure 4.47: Mean squared error for di￿erent weighting parameter sets with explicit
current feedback ILC design for 200 trials.
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Figure 4.48: 3D plot for the output signal for explicit current feedback ILC design.
feedback for ILC and RC controllers or output-feedback for ILC, and expands the set
of plants that can be tackled within the duality framework. In addition, experimental
veri￿cation results have been obtained which con￿rm that high quality performance is
possible using this approach. Such work is increasingly important in ILC/RC given the
low number of actual implementations reported in the literature.Chapter 4 Iterative Learning Control and Repetitive Control Design via Duality 92
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Figure 4.49: 3D plot for the input signal for explicit current feedback ILC design.
Number
E
r
r
o
r
(
m
)
Figure 4.50: 3D plot for the error signal for explicit current feedback ILC design.Chapter 5
Model and Experience-Based Initial
Input Construction for Iterative
Learning Control
5.1 Introduction to Initial Input Construction Idea
Current research directions in iterative learning control can be broadly categorized into
two groups: ￿rst is the path where control design is undertaken using a plant model and
the second is where no prior knowledge is assumed. In the majority of publications the
initial choice of input is either not addressed, or assumed to be equal to zero. This, in
turn, leads to the use of e = r   y0 = r in subsequent trial updates. Whilst this choice
of initial input is logical, if a better choice can be found, the system will converge to the
required trajectory faster.
In operation, the performance achieved using ILC depends on the choice of input em-
ployed on the initial trial. This dictates the initial error, and, in conjunction with the
ILC scheme used, the error incurred over future trials. Careful selection of an initial
input is especially important for applications which cannot tolerate a large error, such
as robots with physical movement constraints. It is also of great importance for appli-
cations in which the maximum number of trials that can be performed is limited. One
example exists within stroke rehabilitation where ILC has been used to produce accurate
movement control of patient’s arms via electrical stimulation. During clinical treatment
sessions, only six trials were performed with any given reference trajectory in accordance
with clinical need, and accurate tracking was vital to promote e￿ectiveness of treatment
Freeman et al. (2009a); Hughes et al. (2009).
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The issue of how the initial input may be selected to best e￿ect is addressed in this
chapter, and it is assumed that previous experimental input and output data is available
from which to construct an input for an arbitrary new trajectory. This di￿ers from the
case in which experimental data of a speci￿c type is gathered for the explicit purpose of
being used in the generation of a new input. One such example is considered in Hoelzle
et al. (2009) where the reference is known to consist of a sequence of basis tasks. Here
ILC is used to track each basis task individually and the resulting experimental data
collected is used in constructing joined segments to form the new control input including
di￿erent reference lengths.
When an arbitrary reference is used, the unsuitability or lack of previous data can lead to
an inaccurate initial input estimate. The approaches considered in Arif et al. (2001, 2002)
use a k-nearest neighbour search to extract from a set of previously applied data those
query points which are most closely associated with a new reference. Using the corre-
sponding previously applied inputs, these points are then used to generate a polynomial
representation of the initial input required to track the new reference. This approach
requires full state information, may lead to signi￿cant error if insu￿cient previous data
is available, and provides no method in which to accurately predict the error in advance.
To provide close control over the initial error that will be attained, the approach de-
veloped here splits the construction of an initial input into two components: one that is
generated using previous data, and the other which is derived through application of an
assumed model of the plant. Firstly, previous data alone is used to generate an initial
input, allowing an accurate prediction of the resulting error to be made. The second
component compensates for a lack of previous data, applying the model to minimise
the predicted error. This is achieved using a robust model-based approach which allows
multiplicative plant uncertainty to be incorporated and addressed in a straightforward
and transparent manner.
Each case is addressed by constructing an optimisation problem to yield the most suit-
able choice of initial input. It is shown that minimisation of the error using appropriate
data design techniques provides a robust solution to the selection of an initial input. So-
lutions are veri￿ed experimentally and the predicted initial input is shown to represent a
successful starting point for any ILC update technique to speed up the learning process.
The next sections give a detailed explanation for the selection of the initial input for
di￿erent cases.
Figure 5.1 shows a schematic summary of the two paths; the ￿rst using assumed plant
model and the second using previous converged input and output data.Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.1: Two separate paths for the initial input construction idea.
5.1.1 Discrete Fourier Transform
The Discrete Fourier Transform (DFT) is used extensively in this chapter and is now
summarised. Let u =
h
u(0) u(1)  u(N   1)
iT
2 RN be a sequence of N el-
ements, then (under the necessary assumption relating to existence) the DFT of this
sequence, denoted by b u, is de￿ned as
^ ui =
N 1 X
n=0
une j2ni=N (5.1)
where ^ u 2 CN and i = f0;1; ;N   1g. Typically in ILC the length of the reference
signal, T, has a ￿xed time duration, and for a given N 2 2M;M 2 Z, the sampling
frequency must be chosen as fs = N
T . The Inverse Discrete Fourier Transform (IDFT) is
given by
un =
1
N
N 1 X
i=0
^ uiej2ni=N (5.2)
If g is the impulse response of a linear time time-invariant (LTI) system, then convolution
between g and u produces the output sequence
y(q) =
q X
i=0
g(q   i)u(i) =
q X
i=0
g(i)u(q   i); q = 0;1; ;N   1 (5.3)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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The DFT of y (the convolution output) can then be calculated using
^ y = ^ g  ^ u (5.4)
where  denotes component-wise multiplication.
The frequency-domain allows analysis and design to tackle the e￿ect of model uncertainty
and exogenous noise in a straight forward manner. This is the key point for choosing
FFT which will be used in the analysis of the next section, where an initial input is
constructed based on an assumed model description, and the initial input is found using
an optimisation formulation.
5.2 Model-based Initial Input Construction
Let the reference trajectory vector be given by yd, and the goal is to select an initial
input vector u
0 which speeds up learning when used with a suitable ILC algorithm. The
following SISO discrete linear time-invariant system state-space model is considered
x(t + 1) = Ax(t) + Bu(t); 0  t < N
y(t) = Cx(t) + Du(t); x(0) = 0 (5.5)
where again N is the number of samples, x(t) is the n1 state vector, y(t) is the output
and u(t) is the input. This model is assumed to be linear or identi￿ed using many
techniques available Ljung (1987). Also since N is ￿nite (N < 1 samples), introduce
the supervectors
yk =
2
6
6 6
6
4
y(0)
y(1)
. . .
y(N   1)
3
7
7 7
7
5
; uk =
2
6
6 6
6
4
u(0)
u(1)
. . .
u(N   1)
3
7
7 7
7
5
(5.6)
Then, using the transition matrix solution for y(q) of (5.5), the process dynamics on trial
k can be described by the matrix equation
yk = Guk (5.7)
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G =
2
6 6
6 6
6 6
6
4
D 0 0 ::: 0
CB D 0 ::: 0
CAB CB D ::: 0
. . .
. . .
. . .
...
. . .
CAN 2B CAN 3B CAN 4B ::: D
3
7 7
7 7
7 7
7
5
(5.8)
The ILC law considered in this chapter is of the form
uk+1 = uk + Lek (5.9)
where L is a possibly non-causal LTI ￿lter, and the error on trial k is
ek = [yd(0)   yk(0); yd(1)   yk(1);  ; yd(N   1)   yk(N   1)]T (5.10)
where yd denotes the reference signal. Using the system representation (5.7), the error
evolution equation can be written as
ek+1 = (I   GL)ek (5.11)
Taking the DFT of (5.9) now gives (with obvious notation)
^ uk+1 = ^ uk + ^ l  ^ ek (5.12)
and also
^ ek+1 = (^ I   ^ g  ^ l)  ^ ek (5.13)
where ^ I 2 RN and has each entry equal to unity. Also
^ ek+1 = (^ I   ^ g  ^ l)k  ^ e0 (5.14)
where the power operation is applied in component-wise fashion.
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kek+1k2 =
N 1 X
i=0
j^ ek+1;ij2 =
N 1 X
i=0
j(1   ^ gi^ li)k^ e0;ij2
=
N 1 X
i=0
j1   ^ gi^ lij2kj^ e0;ij2
=
N 1 X
i=0
j1   ^ gi^ lij2kj^ yd;i   ^ gi^ u0;ij2 (5.15)
where k  k denotes the l2 norm. This shows how components of the initial error, e0,
contribute to the error norm produced over subsequent trials and this error is minimized
with respect to the initial input by setting ^ u0 equal to
^ u
0;i =
^ yd;i
^ gi
; i = 0;1; ;N   1 (5.16)
This e￿ectively generates a steady-state inverse over the trial duration.
Theorem 5.1. The tracking error vector, e, generated through application of input (5.16)
to the plant (5.5) satis￿es
~ e = ~ u
0  ~ g (5.17)
where  denotes convolution, and ~ x denotes a time reversed vector x of length N such
that ~ x(i) = x(N   1   i), for i = 0;1;:::;N   1.
Proof. The initial input (5.16) corresponds to the time-domain input
u
0 =
1
N
N 1 X
i=0

^ yd;i
^ gi

ej2ni=N n = 0;1;:::;N   1 (5.18)
applied over the trial length duration t 2 [0;T]. Using (5.3), this results in the plant
output
y(q) =
q X
i=0
0
@ 1
N
N 1 X
p=0
^ gpej2pi=N
1
A
 
1
N
N 1 X
m=0

^ yd;m
^ gm
e2jm(q i)=N
!
(5.19)
Note that, if g(q) = 0 for q = 0;1;:::;n, then y(q) = 0 for q = 0;1;:::;n. To ￿nd theChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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error between the output and the reference signal, ￿rst express the reference signal as
yd(q) =
1
N
N 1 X
m=0
^ yd;mej2qm=N (5.20)
=
1
N
N 1 X
m=0
N 1 X
p=0
^ yd;mp;mej2mq=N (5.21)
=
1
N
N 1 X
m=0
N 1 X
p=0

^ yd;m
^ gm

^ gpp;mej2mq=N (5.22)
where p;m is the Kronecker delta function which equals 1 when p = m, and 0 at all other
time instance. Over the required interval, this function can equivalently be expressed as
p;m =
1
N
N 1 X
i=0
ej2i(p m)=N (5.23)
and hence (5.22) becomes
yd(q) =
1
N
N 1 X
m=0
N 1 X
p=0

^ yd;m
^ gm

^ gp
 
1
N
N 1 X
i=0
ej2i(p m)=N
!
ej2mq=N (5.24)
=
N 1 X
i=0
0
@ 1
N
N 1 X
p=0
^ gpej2pi=N
1
A
 
1
N
N 1 X
m=0

^ yd;m
^ gm

ej2m(q i)=N
!
(5.25)
=
N 1 X
i=0
u
0(q   i)g(i) (5.26)
This resembles the ‘standard’ convolution expression (5.3) which operates over samples
q = 0;1;:::;N   1 and assumes zero initial conditions, but now the convolution sum is
expanded to include the previous N   1 samples (the input ‘looped’ such that u( i) =
u(N   1   i) for i = 0;1;:::N   1). The error resulting from applying u
0 is then
e(q) =
N 1 X
i=0
u
0(q   i)g(i)  
q X
i=0
u
0(q   i)g(i) (5.27)
=
N 1 X
i=q+1
u
0(q   i)g(i) q = 0;1;:::N   1 (5.28)
which can also be written as
e(q) =
N q 2 X
i=0
u
0( i   1)g(i + q + 1) =
N q 2 X
i=0
u
0(N   i   1)g(i + q + 1) (5.29)
=
N q 2 X
i=0
u
0(i + q + 1)g(N   i   1) (5.30)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Comparison with (5.3) shows that this is a standard convolution sum but here the direc-
tion of time is reversed ￿ the error at sample q depends on the elements of u
o ahead of
this point, and components of g are taken from the end rather than the beginning. If ~ x
is now used to denote a time reversed vector x of length N, such that ~ x(i) = x(N  1 i)
for i = 0;1;:::;N   1, then (5.30) can be expressed as
~ e(q) =
q 1 X
i=0
u
0(i + N   q)g(N   i   1) (5.31)
=
q 1 X
i=0
~ u
0(q   i)~ g(i) (5.32)
and hence ~ e is generated through standard convolution of ~ u
0 with ~ g.
This completes the proof and leads to the following remark.
Remark 5.1. Providing that g has settled to an arbitrarily small level over time T, the
reversed error will start from approximately zero, but may build up gradually. The extent
of its increase will depend on the combined e￿ect of
 the length of plant transient response, as dictated by the number of samples by which
g() is greater than an arbitrarily small value, and
 the magnitude of u
0 at the end of the trial
Reducing these guarantees that ~ e does not increase signi￿cantly, thus ensuring that e is
small over initial samples.
The robustness of the proposed initial input will now be considered, and, as in all such
analysis, is based on an assumption concerning the structure of the uncertainty. In
particular, assume that only a DFT, ^ g0, of a nominal model impulse response, g0, is
available and that the DFT, ^ g, of the true model impulse response, g, is related to it
through a multiplicative uncertainty, ^ m, expressed as
^ g = ^ g0  ^ m (5.33)
To address this uncertainty, modify the update (5.16) to
^ u
0;i = ^ i
^ yd;i
^ g0;i
(5.34)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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where ^ i 2 C. Applying this to the error norm expression (5.15) produces
kek+1k2 =
N 1 X
i=0

 1   ^ g0;i ^ mi^ li

 
2k 
 ^ yd;i   ^ i ^ mi^ yd;i

 
2
(5.35)
=
N 1 X
i=0
 
1   ^ g0;i ^ mi^ li

 
2k 
 1   ^ i ^ mi

 
2
j^ yd;ij
2
(5.36)
and an optimal ￿rst input is now associated with computing, over i,
min
^ i
 
1   ^ i ^ mi
 
 (5.37)
This minimisation is conducted over the region of uncertainty space containing all pos-
sible ^ mi.
Remark 5.2. From (5.35), the design of the learning ￿lter ^ l is associated with computing,
over i,
min
^ li
 
1   ^ g0;i ^ mi^ li
 
 (5.38)
and, in particular, it can be shown that if ^ li satis￿es

 1   ^ g0;i ^ mi^ li

  < 1 (5.39)
over i, this is a su￿cient condition for monotonic error convergence Longman (2000).
The frequency-domain design of the learning ￿lter ^ l has received considerable attention in
the literature (see, for example Freeman et al. (2009b); Norrlof and Gunnarsson (2002b);
Gunnarsson and Norrlof (1999); Norrlof (2000); Longman (2000)). These approaches
typically lead to the design of ^ li  1=^ g0;i over low frequencies (when ^ mi is small), and
^ li  0 over higher frequencies (when ^ mi is large).
If the learning ￿lter, l, has already been designed by any method which suitably re-
duces

 1   ^ g0;i ^ mi^ li

  (e.g. through use of an uncertainty weighting approach Freeman
et al. (2009b)), then this knowledge may be utilised in the construction of a robust ￿rst
input by setting
^ i = ^ g0;i^ li (5.40)
and thereby unifying (5.37) and (5.38). The selection of ^ i to produce the initial input,
however, is not as critical as that of the learning ￿lter since it does not directly in￿uence
the convergence rate. Motivated by comments made about the design of ^ l, the simplerChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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criterion of selecting either ^ i = 1 or ^ i = 0 will be considered.
With these values the solution to (5.37) is
^ i =

1 if j1   (1)^ mij < j1   (0)^ mij = 1
0 otherwise
(5.41)
When applied in (5.34), this yields
^ u
0;i =

^ yd;i=^ g0;i if j1   ^ mij < 1
0 otherwise
(5.42)
Suppose now that j1   ^ mij < 1 for the ￿rst M frequencies so that (5.42) is replaced by
^ u
0;i =

^ yd;i=^ g0;i i = 0;1;:::M   1
0 i = M;M + 1;:::N   1
(5.43)
This assumption of reduced plant uncertainty at lower frequencies is realistic in practice,
and simpli￿es the design process when full uncertainty information is not available. The
error progression associated with using (5.43) is given by
ke
k+1k2 =
M 1 X
i=0

 1   ^ g0;i ^ mi^ li

 
2k
j^ yd;ij
2 j1   ^ mij
2 +
N 1 X
i=M

 1   ^ g0;i ^ mi^ li

 
2k
j^ yd;ij
2(5.44)
Over the ￿rst M frequencies, the smaller region containing ^ mi means that good design
practice yields a ￿lter ^ li providing rapid convergence as the trial number increases. The
left-hand term in (5.44) therefore converges rapidly, leaving the slower right-hand term
which is associated with greater plant uncertainty.
Remark 5.3. Commonly in the literature the initial input, u0, is chosen as either the
zero vector, or the reference yd. The error improvement resulting from using (5.43) in
place of the zero vector is
kek+1k2   ke
k+1k2 =
M 1 X
i=0

 1   ^ g0;i ^ mi^ li

 
2k
j^ yd;ij
2

1   j1   ^ mij
2

> 0 (5.45)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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The error improvement compared with using the reference as the initial input is
kek+1k2   ke
k+1k2 =
M 1 X
i=0
 
1   ^ g0;i ^ mi^ li
 

2k
j^ yd;ij
2

j1   ^ g0;i ^ mij
2   j1   ^ mij
2

+
N 1 X
i=M
 
1   ^ g0;i ^ mi^ li
 

2k
j^ yd;ij
2

j1   ^ g0;i ^ mij
2   1

(5.46)
Remark 5.4. Restricting u
0 to the ￿rst M frequencies via (5.43), also a￿ects the error
on the ￿rst trial (as given by (5.30) or, alternatively, (5.32)). The di￿erence in error is
equal to the plant response to the input
u
0(n) =
1
N
N 1 X
i=M

^ yd;i
^ gi

ej2ni=N n = 0;1;:::N   1 (5.47)
whose magnitude is determined by the size of the frequency components of yd greater than
M, and length of the transient response of the plant.
5.2.1 Experimental Veri￿cation for Model-Based Initial Input Con-
struction in ILC
The model-based input construction (5.43) technique has been simultaneously applied
to all axes of the gantry robot using values of M = 3 and M = 8 which dictate the
number of frequencies used in the initial input. In general, the number selected depends
on the frequency content of the reference, the frequency-response of the plant, and the
accuracy of the identi￿ed model. On each axis the standard gradient algorithm described
in Chapter 2 has been applied, given by
uk+1 = uk + Gek (5.48)
where G is the adjoint operator. This update is described in, for example, Hatonen
et al. (2009). Due to their similarity in structure, X-axis results alone are given, and
the corresponding reference trajectory is shown in Figure 5.2 b). As stated in Chapter
3, all experimental results in this thesis have been conducted using a sampling frequency
of 100Hz. In Chapter 4, the ILC and RC approaches developed were applied directly
to the gantry robot, with no feedback controller, other than that comprising part of the
RC/ILC design. This was to aid experimental benchmarking with previous approaches.
In this Chapter ILC is applied in combination with a feedback controller, using theChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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series con￿guration shown in Figure 3.7. This con￿guration has been chosen since it
represents a typical situation that may be encountered in industry, where the ILC update
is ‘plugged-in’ in to an existing feedback controller. It hence is intended to increase the
generality of the initial input construction validation tests described in this chapter.
The ￿lter (3.6) is used in all the experiments described in this Chapter, and applied to
the input signal, uk, during the reset period between trials, in the manner described in
Chapter 3. The PID controller is given in continuous time by
C(s) = Kp +
Ki
s
+ Kds (5.49)
with gains Kp = 6, Ki = 3, and Kd = 0:2. This is discretised prior to implementation
using the software described in Chapter 3.
For comparison, results are also shown with the zero vector taken as the initial in-
put (which corresponds to M = 0). Using these initial inputs, the results in Figures
5.2 a), b) and c) show the input, output and error respectively on the second trial of
gradient-based ILC with  = 0:5 in (5.48) which is used in all the results presented in
this chapter. Figures 5.2 a), b) and c) show the advantage gained form applying an
initial input to the gantry since the error is clearly reduced over the second trial com-
pared to zero initial input start (part c)) and the input signal is still within acceptable
values. This is re￿ected in Figure 5.3 which shows the evolution of the mean squared
error in each case, and the bene￿t, especially over initial trials, of the proposed initial
input selection can be seen. With only 3 frequency components, the norm of the error
for the ￿rst trial is approximately equal to the norm of trial 6 with zero initial input.
With 8 frequency components the ￿rst trial error norm is approximately equal to error
norm at the trial 8 with zero initial input. It is clear that the tracking error reduces as
the number of additional frequencies incorporated in the initial input increases.
5.3 Time-domain Experience-based Input Construction
The presence of plant uncertainty inherently degrades the performance of model-based
approaches to constructing the initial input. However, the need for an explicit plant
representation can be avoided by instead using stored experimental data, as developed
next where the method resulting. Here it is assumed that a set of previous references
have been applied to the plant, and a suitable ILC law has yielded a set of corresponding
converged inputs. These will be used to build an initial input for a new reference. The
availability of such data is realistic in, for example, industrial applications, where refer-
ences are changed regularly in line with modi￿cations in the process or product line being
manufactured. Furthermore, within the stroke rehabilitation implementation discussed
previously, six di￿erent references were typically used within each treatment session of 1Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.2: E￿ect of model-based initial input selection on X-axis a) input, b) output,
and c) error during second trial.
Figure 5.3: X-axis error evolution using model-based initial input selection.
hour duration Hughes et al. (2009).
In this section the analysis, which yields an optimal input selection, is conducted in theChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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time-domain. Let a previous set of Q reference trajectories be given by
yd1 = [yd1(0);yd1(1):::yd1(N   1)]
T
yd2 = [yd2(0);yd2(1):::yd2(N   1)]
T
. . .
ydQ = [ydQ(0);ydQ(1):::ydQ(N   1)]
T (5.50)
with corresponding converged inputs
u
1 = [u
1(0);u
1(1):::u
1(N   1)]
T
u
2 = [u 2 (0);u
2(1):::u
2(N   1)]
T
. . .
u
Q =

u
Q(0);u
Q(1):::u
Q(N   1)
T (5.51)
These are assumed to be of the same length as the new reference, although suitable
techniques may be applied if this is not the case and are described in Section 5.4. To
￿nd the linear combination of previous references that most closely represents the new
reference, yd, the parameter vector
a = [a1;a2;:::am]
T (5.52)
is required to solve the following minimisation problem
min
a
ke0k2
i = min
a
kyd   a1yd1   a2yd2    aQydQk2 (5.53)
with li being suitable vector norm, e.g. l2 norm. Here the linear combination of recorded
references is sought which closely approximates the new reference.
De￿ne the set of previously recorded reference trajectories
Yd = [yd1;yd2 :::ydQ] (5.54)
Then (5.53) is equivalent to
min
a
k ^ yd   Ydak2 (5.55)
and this last problem has the Least Squares (LS) solution
a =
 
Y T
d Yd
 1
Y T
d yd (5.56)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Superposition now ensures that the corresponding linear combination of inputs provides
a suitable initial input
u
0 = Ua (5.57)
with
U =

u
1;u
2 :::u
Q

(5.58)
The solution can be written in a more direct form to directly optimise the ￿nal output to
which the set of previous references converge, instead of the references. This is achieved
by replacing (5.56) with
a =
 
Y TY  1
Y Tyd (5.59)
where
Y  =

y
1;y
2 :::y
Q

(5.60)
and y
i is the output vector associated with u
i for i = 1;2;Q: This technique leads to
error improvement compared to zero initial input, as demonstrated in Section 5.3.2.
5.3.1 Shifted Previous Reference Trajectories
To maximise the use of information provided by previous trajectories, shifted copies of
the whole set is considered to provide a wider range of data with which to predict the
initial input. Let q be the matrix row shift operator such that
qCYd =
2
6 6
6 6
6 6
6 6
6 6
6 6
4
0 0 ::: 0
. . .
. . .
. . .
. . .
0 0  0
yd1(0) yd2(0) ::: ydQ(0)
. . .
. . .
. . .
. . .
yd1(N   1   C) yd2(N   1   C) ::: ydQ(N   1   C)
3
7 7
7 7
7 7
7 7
7 7
7 7
5
T
(5.61)
Then Yd in (5.56) is replaced with a version containing shifted copies at C sample intervals
with dimension N  (Q  bN=Cc), where b:c denotes the ￿oor function, given by
Yd =
h
Yd;qCYd;q2CYd;qCbN=CcYd
iT
(5.62)
Using the previously implemented references, (5.60) becomesChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Y
 =
h
Y ;qCY ;q2CY ;qCbN=CcY 
iT
(5.63)
To yield a combination of output data which most accurately ￿ts the new reference,
de￿ne the shifted combination of the converged inputs
U
 =
h
U;qCU;q2CU;qCbN=CcU
iT
(5.64)
Then, the optimisation problem is given by
min
a
ke0k2 = min
a
kyd    Y ak2 (5.65)
with
a =

a1;a2;aQbN=Cc
T (5.66)
and superposition ensures that the corresponding linear combination of inputs provides
a suitable initial input
u
0 = U
a = U
(Y
TY
) 1Y
Tyd (5.67)
with
U
 =
h
U;qCU;q2CU;qCbN=CcU
iT
(5.68)
Since the error norm resulting from applying (5.68) is precisely the minimised quantity
in (5.65), the performance gained through use of a given set of stored trajectories can be
accurately predicted prior to its application.
Remark 5.5. To consider the robustness associated with applying u
0 in the ILC algo-
rithm (5.9), note ￿rst that the error norm for the rth previously applied reference is
kek+1k2 =
N 1 X
i=0

 1   ^ g0;i ^ mi^ li

 
2k  ^ ydr;i   ^ u
r;i^ g0;i ^ mi
 2 ;r = 1;2;:::;Q (5.69)
and the assumption that the ILC law has converged implies that either

 1   ^ g0;i ^ mi^ li

   1
(case 1), and/or

 ^ ydr;i   ^ u
r;i^ g0;i ^ mi

 
2
= 0 (case 2), over all frequencies i. If reference
ydr contains the set of frequency components  r, this implies that case 2 is not true for
i 2  r (due to the presence of plant uncertainty), which in turn means that case 1 must
be true for i 2  r. It follows that convergence of the new reference, yd, is only guaran-
teed over frequencies in   := f 1; 2;:::; Qg. If satisfying case 1 is a result of an ILCChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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learning cut-o￿ after M frequencies, then   may be expanded to  [
 where 
 contains
the frequency components M;M + 1;:::;N   1, and [ denotes the union of sets. For
frequencies contained within n( [
), where  is the set of frequency components of yd,
the ILC algorithm may not provide robust convergence, and its progress must be carefully
monitored. Since noise may also be present on the plant input, the additional frequencies
injected means it is necessary in practice to choose M to ￿lter out all frequencies over
which case 1 cannot be guaranteed.
5.3.2 Experimental Veri￿cation for the Time domain Initial Input Con-
struction Approach
Experimental veri￿cation for the time-domain initial input construction based on the use
of the stored references is given in this section. To yield the stored data, thirty trials of
the gradient ILC update (5.48) with  = 0:5 have been applied using the three reference
trajectories given in Figure 5.4. Test conditions are exactly the same as in Section 5.2.1,
with identical PID values used in the series con￿guration of PID and ILC shown in Fig-
ure 3.7. To evaluate the initial input, the gradient update of (5.48) is again used with a
value of  = 0:5. As before, reference duration is 5 seconds and a sampling frequency of
100 Hz has been used. As in all ILC tests conducted in this thesis, the ￿lter (3.6) has
been applied to the control input uk in between trials, using the procedure described in
Chapter 3.
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Figure 5.4: Set of three stored references for experience-based input selection.
The stored references, together with their associated converged inputs, are used to gen-
erate an initial input to the tracking of a new reference (shown in Figure. 5.5 b) using
(5.56) and (5.57). To show the improvement due to using a greater number of stored
references, the optimisation has been performed using Q = 1 and Q = 3 sets of previous
data within U. Figures 5.5 a), b) and c) show the input, output and error respectivelyChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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on the second trial of gradient-based ILC, using these values.
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Figure 5.5: E￿ect of experience-based initial input selection on X-axis a) input, b)
output, and c) error during second trial.
Using Q = 1, there is virtually no distinguishable di￿erence between these signals com-
pared with using the zero vector, since yd1 does not alone comprise a signi￿cant compo-
nent of the new reference. However, when all three stored references are used (Q = 3),
their linear combination can far better approximate the reference, and leads to a lower
mean squared error (and optimal solution ke0k2), as shown in Figure 5.6.
5.3.2.1 Experimental Veri￿cation for the Time-Domain Shifted Previous
Reference Trajectories Initial Input Construction
To enhance the use of shifted data, the same reference set is again used together with
shifted samples of C = 20 which gives a shift of 20=100 = 0:02s using a sampling fre-
quency of 100Hz. The initial input is constructed using (5.67) and (5.68) with theChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.6: X-axis error evolution using experience-based initial input selection.
previous stored data contained in the matrix U given by (5.58). Test conditions are
exactly the same as previously, with identical PID values used in the series con￿guration
of PID and ILC shown in Figure 3.7. The gradient update of (5.48) is again used with
a value of  = 0:5. As previously, the ￿lter (3.6) has been applied to the control input
uk in between trials, in the manner described in Chapter 3.
Figure 5.7 shows the results obtained from applying the shifting technique compared
to non-shifted approach as well as the locally weighted learning approach described in
Arif et al. (2001) which requires a plant model. The k-nearest neighbour value of k = 3
applied to the data obtained in previous experiments produces the best results, together
with the use of a Gaussian kernel weighting function. However, it is clear from the results
here that the performance is inferior to the shifted references method developed in this
chapter. The locally weighted learning input also contains high frequency components
which adversely a￿ect the convergence rate in later trials.
Figures 5.8 a), b) and c) show the input, output and error respectively on the second
trial of gradient-based ILC (adjoint algorithm). Results using Q = 1 have been obtained,
but there is virtually no distinguishable di￿erence between these signals compared with
using the zero vector, since yd1 does not alone comprise a signi￿cant component of the
new reference. As can be seen from the results, when all three stored references are used
(Q = 3), their linear combination is a much better approximation of the reference, and
leads to a lower mean squared error (and optimal solution ke0k2).Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.7: X-axis error evolution using shifted previous references (shift = 20/100
= 0.02s).
5.4 Hybrid Model and Experience-based Approach
The use of previous data in many cases leads to superior results compared to the model-
based approach of Section 5.2 since it depends on the linearity of a plant and not on an
assumed plant model. Unfortunately this approach is inherently limited by the available
set of previous trajectories. In this section, a model-based approach will be applied to
solve this problem, whilst maximising the use of the previous data that is available.
Remark 5.6. As previously, it is assumed that the previous data set is at least as long
as the new reference. If this is not the case, a choice of methods can be applied to extend
their length. These include the following.
 The end values of the reference, output and input may be held to provide the nec-
essary length extension, or zeros may be inserted at the beginning.
 The end value of the reference may be held, and the steady-state inverse technique
applied to generate a suitable input vector. This input then provides the missing
data needed to extend the converged inputs. Note that this e￿ectively requires that
the reference store is of su￿cient length for the transient response to decay to a
negligible value.
 Insert additional copies of the reference, input and output at the end of each vector
or pad the beginning of each with zeros.
Note that these approaches require the response of the plant to settle at the terminationChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.8: E￿ect of shifted experience-based initial input selection on X-axis a)
input, b) output, and c) error during second trial.
of the reference.
Having produced a set of previous data of the requisite length, the model-based approach
is then applied in order to provide a and u
0 (using (5.56), (5.57) or alternatively (5.66),
(5.67)). The approach now is to then ￿nd an additional input, u, to compensate for any
lack of useful experimental data. To achieve this, the methodology of experience-based
input construction is repeated, now using data which includes the e￿ects of previousChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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experience. Proceeding accordingly, (5.55) becomes
min
u
ke0k2 = min
u
kyd   Y
a   Guk2
= min
u
N 1 X
i=0
j^ yd;i   ^ Y

ia   ^ g0;i ^ mi^ uij2 (5.70)
Here ^ Y

contains the column-wise DFT of Y
 and hence
^ Y

=
2
6
6 6
6 6
4
^ Y

0
^ Y

1
. . .
^ Y

N 1
3
7
7 7
7 7
5
=
2
6
6 6
6 6
4
^ Y

1;0
^ Y

2;0 ::: ^ Y

P;0
^ Y

1;1
^ Y

2;1 ::: ^ Y

P;1
. . .
. . .
. . .
. . .
^ Y

1;N 1
^ Y

2;N 1 ::: ^ Y

P;N 1
3
7
7 7
7 7
5
(5.71)
where P = Q  bN=Cc. Therefore, following the approach taken in model-based input
construction, only the ￿rst M frequencies will be updated, using
^ ui =
8
<
:
^ yd;i ^ Y

i a
^ g0;i i = 0;1; ;M   1
0 i = M;M + 1; ;N   1
(5.72)
The resulting solution obtained through application of IFFT, is added to the initial input
generated using previous data.
u
0 = u
0 + u (5.73)
The addition of the model-based input provides a reduction in error since the resulting
di￿erence in error norm is given by
kyd   Y
a   Guk2   k^ yd   Y
ak2 =
M 1 X
i=0
j(^ yd;i   ^ Y

ia)(1   ^ mi)j2
+
N 1 X
i=M
j^ yd;i   ^ Y

iaj2
=
M 1 X
i=0
j^ yd;i   ^ Y

iaj2(j1   ^ mij2   1) < 0 (5.74)Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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5.4.1 Experimental Veri￿cation for the Hybrid Model Experienced-
Based Approach
The same previous trajectory set as in Section 5.3 is used, together with the initial input
(5.73). Here the model-based input component has been calculated using (5.72) with
frequency cut-o￿s of M = 1;2;3. The stored trajectory component u
0 is calculated as in
Section 5.3, using (5.56) and (5.57). Test conditions are exactly the same as previously,
with identical PID values used in the series con￿guration of PID and ILC shown in Figure
3.7. The gradient update of (5.48) is again used with a value of  = 0:5. As previously,
the ￿lter (3.6) has been applied to the control input uk in between trials, in the manner
described in Chapter 3.
Results are shown for the model experienced-based combined approach in Figure 5.9.
The advantage of using a higher frequency cut-o￿ is clear, as is the improvement gained
from a greater number of stored previous reference trajectories.
Figure 5.9: Hybrid approach mean squared error with Q = 1;3 for a) M = 1, b)
M = 2, and c) M = 3.Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
Learning Control 116
5.5 Frequency-domain Experience-based Input Construction
The experience-based input generated in Section 5.3 relies only on the assumption of
system linearity. However it is likely that some plants include non-linearities which will
decrease the subsequent performance. To address this issue, this section develops a
method which allows the optimal selection of previous experimental data to be weighted
in the frequency-domain. This can therefore be used to focus on those frequencies which
most closely satisfy the property of linearity.
The optimisation of (5.55) (or alternatively (5.65) in the shifted case) is now conducted
in the frequency-domain to produce
min
a
ke0k2 = min
a
kyd   Y
ak2 = min
a
N 1 X
i=0
 
^ yd;i   ^ Y

ia
 

2
(5.75)
Unlike the case treated in Section 5.2, this cannot be solved in a component-wise fashion,
but, by separating real and imaginary components, can be rewritten as
min
a
N 1 X
i=0
^ wi

Ref^ yd;ig   a1Ref^ Y

1;ig   a2Ref^ Y

2;ig   aPRef^ Y

P;ig
2
+

Imf^ yd;ig   a1Imf^ Y

1;ig   a2Imf^ Y

2;ig   aPImf^ Y

P;ig
2 
(5.76)
Here the real-valued weighting ^ wi  0 has been introduced to place emphasis on di￿erent
frequencies. This expression can then be written as
min
a
 
 ^ W

Ref^ ydg   Ref^ Y

ga
 

2
+
 
 ^ W

Imf^ ydg   Imf^ Y

ga
 

2
(5.77)
where ^ W = diag
np
^ w0;
p
^ w1;:::
p
^ wN 1
o
. The LMS solution to (5.77) is
a =

Ref^ Y

gT
WRef^ Y

gW + Imf^ Y

gT
WImf^ Y

gW
 1

Ref^ Y

gT
WRef^ ydgW + Imf^ Y

gT
WImf^ ydgW

(5.78)
where
Ref^ Y

gW = ^ WRef^ Y

g; Imf^ Y

gW = ^ WImf^ Y

g
Ref^ ydgW = ^ WRef^ ydg; Imf^ ydgW = ^ WImf^ ydg (5.79)
which is then used to produce the initial input via (5.67). Results are now provided in
which the frequency-wise weight is chosen to be an ideal cli￿ ￿lter with cut-o￿ M, andChapter 5 Model and Experience-Based Initial Input Construction for Iterative
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hence
^ wi =

1 i = 0;1;:::M   1
0 i = M;M + 1;:::N   1
(5.80)
This choice of weighting combines with the learning ￿lter that is recommended in the
discussion within Section 5.3, to maximise the amount of useful experience contained in
the initial input (i.e. components which are not then subsequently removed by an ILC
￿lter with cut-o￿ M).
5.5.1 Experimental Veri￿cation for the Frequency-Domain Experience-
Based Input Construction
Figure 5.10 shows the performance of the frequency-based technique using the stored ref-
erence set used in Section 5.3. Two values of cut-o￿ frequency have been used (M = 3,
M = 5) to illustrate how this approach enables control to be exerted over the frequency
content of the previous trajectory data. These are applied in the weight (5.80) which is
used in (5.78) to produce the matrix a, which yields the initial input u
0 via (5.57). Here
the matrix U contains the previous stored data. Test conditions are exactly the same
as previously, with identical PID values used in the series con￿guration of PID and ILC
shown in Figure 3.7. The gradient update of (5.48) is again used with a value of  = 0:5.
As previously, the ￿lter (3.6) has been applied to the control input uk in between trials,
in the manner described in Chapter 3.
Figure 5.10: Composite frequency-domain approach with Q = 1;2;3 and M = 3;5.
The corresponding input, output and error signals for the second trial of the gradient-
based ILC algorithm described in Chapter 2, are shown in Figure 5.11. It is clear that a
high frequency cut-o￿ succeeds in reducing the initial tracking error, although this must
be balanced against additional wear on the plant actuators.Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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Figure 5.11: Composite frequency-domain approach with Q = 1;2;3 and M = 3;5.
Note that a lack of experimental sets is still a limiting factor as it was in Section 5.3.
Therefore it is also advisable to employ the composite approach of Section 5.4 with the
method introduced in this section. This involves simply using the resulting a in the
optimisation given by (5.70).
In conclusion, application of optimisation techniques to initial input problem both in
frequency-domain and time-domain have led to solutions that generate an initial input
that reduces the error in the early trials compared to zero start. Performance enhance-
ment had been con￿rmed through practical evaluation on the gantry robot.Chapter 5 Model and Experience-Based Initial Input Construction for Iterative
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5.6 Summary of Chapter
The error signal in ILC is highly dependent on the initial input. Optimal techniques
have been explicitly used in this chapter to build up an initial control demand based on
two di￿erent aspects. The ￿rst uses the presence of the model description to construct
the control input demand, while the second relies on previous available data and the
linearity of system and not on a plant description. In each case, the construction issue
is investigated through the generation of an optimal cost function that minimizes the
initial error signal in ILC. The former approach is conducted in the frequency-domain
and the latter in the time-domain.
The initial input constructed in each case is compared to a zero initial input start.
The error improvement is very clear in the results obtained from applying the developed
initial input construction techniques on the gantry robot X-axis. The results obtained
show signi￿cantly improved reference tracking in less trials than the start with zero initial
input for each case. The error reduces faster in fewer trials as the number of frequency
components considered increases in the model-based approach, and the number of stored
references increases in the stored trajectory approach.
A hybrid approach between the frequency-domain and time-domain approaches is de-
veloped to maximize the use of previous information whilst minimising the initial error
signal in ILC.Chapter 6
Conclusions and Future Work
This thesis has made substantial novel contributions to ILC and RC in two major areas,
which are the duality between these two control design methods and the choice of the
initial input. In both cases the analysis is supported by experimental veri￿cation on a
gantry robot which has been extensively used to benchmark many ILC and RC algo-
rithms. The contributions are summarised in turn next.
Due to the internal model principle, ILC and RC duplicate a model of the disturbance in
the feedback loop, and previous work has shown that RC and ILC di￿er in the location
of the internal model. In particular, in RC the internal model is located at the system
output and in ILC it is located at the system input. The ability to treat RC and ILC
in the same framework is highly appealing since controllers found to operate well in one
area can, in principle, be synthesized for application to the other. In previous work,
this structure was used to derive dual ILC and RC schemes which incorporate sepa-
rate past-error and current-error feedback control loops. In this thesis, the necessity for
current-error feedback is removed, and dual ILC and RC servomechanism controllers are
formulated in which state-feedback is used to solve the stabilization, and hence tracking,
problem. To provide a comparison between feedback architectures, an output injection
implementation was then developed for ILC. Stability conditions are given and the new
controllers are shown to extend the set of underlying plants which may be controlled in
the duality framework.
In operation, the performance achieved using ILC depends on the choice of input em-
ployed over the initial trial. This dictates the initial error, and, in conjunction with the
ILC scheme used, the error incurred over future trials. Careful selection of an initial
input is especially important for applications which cannot tolerate a large error, such
as robots with physical movement constraints. It is also of great importance for appli-
cations in which the maximum number of trials that can be performed is limited. One
120Chapter 6 Conclusions and Future Work 121
example exists within stroke rehabilitation where ILC has been used to produce accurate
movement control of patients’ arms via electrical stimulation. During clinical treatment
sessions, only six trials were performed with any given reference trajectory in accordance
with clinical need, and accurate tracking was vital to promote e￿ectiveness of treatment.
The issue of how the initial input may be selected to best e￿ect is addressed in this thesis,
and it is assumed that previous experimental input and output data is available from
which to construct an input for an arbitrary new trajectory. New methods for generating
the initial input signal for ILC have been developed and experimentally evaluated using
a gantry robot facility. These combine both experience and model-based components
in order to maximise tracking accuracy over subsequent trials, whilst maintaining close
control over possible performance deterioration due to uncertainty in the plant model or
the presence of additive noise on the input. Substantial improvements are shown to exist
compared with the use of more arbitrarily chosen initial inputs. The error associated
with the model-based component of the initial input depends on the time taken for the
plant impulse response to approximately equal zero.
Future Work
For the duality approach and the prediction algorithm formulation there are several
directions for future work:
For the duality framework:
 Investigate the e￿ect of cost function weighting parameters on error convergence
for the duality framework, since no such information is currently available.
 Allowing the feedback state, ^ xk, to be omitted so that a simple structure ILC law
of the form uk+1 = uk +Lek is e￿ectively designed (attempt to set K = 0 and ￿nd
a solution to this case; partial state-feedback).
 Experimental veri￿cation for the MIMO case, where no results currently exist.
For the prediction algorithm, the following areas should be developed:
 Modi￿cations for slow and non-minimum phase plants should be developed to allow
the input to be applied a signi￿cant time before the start of the trajectory in order
to avoid an initial impulsive action. This will involve using a reference shift method
(such as that described in (Cai et al. (2008b))), and the extension of the region in
which the model-based steady-state inverse technique is applied.Chapter 6 Conclusions and Future Work 122
 Investigating the number of required frequency components needed to construct
the initial input without adding large spikes in the steady-state inverse case.
 Developing a new ILC technique for dealing with ill-conditioned systems based on
Singular Value Decomposition (SVD).References
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