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In this study, the conventional means for relating 
combustion chamber energy release to the corresponding com­
bustion chamber environmental conditions is questioned.
Current equilibrium techniques predict specific impulse 
values for rocket motors which are higher than experimental 
results. The contention of this research is that this dis­
crepancy in their results are largely due to an improper 
prediction of the equilibrium state. An alternate method 
involving a constrained free energy minimization is presented 
such that the boundary condition at the throat is satisfied. 
Results obtained with this model gives a significantly 
better agreement with test data and appears to a large 
degree to explain the empirical correction the energy re­
lease loss, which must be currently introduced from experi­
mental evidence in performance analyses, and that combustor 
chamber geometry is a controlling factor in the combustion 
process.
Calculations are presented utilizing this new method 
and are compared against J-2 engine data.
viii
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CHAPTER I 
INTRODUCTION
A complete understanding of rocketry is desirable to 
satisfy the reliability requirements demanded by both 
military and National Aeronautics and Space Administra­
tion for flight vehicles and to reduce the high costs 
related to the design and manufacture of such vehicles. 
Since the flow of reacting gases creates propulsive thrust 
of rocket engines, a major research objective has been to 
develop a mathematical model which can be used to accu­
rately predict such flows and the resulting thrust. Such 
a model may be effectively used in every phase of \ehicle 
life from preliminary design to modification of flight 
hardware.
A typical engine is shown in Figure 1-1. It consists 
mainly of pumping units and control valves which adjust 
the flow of the fuel and oxidizer into the motor where 
combustion and propulsion processes take place. The cold 
propellants enter the engine in an inert state, and once 
ignition has been accomplished, they flow through the 
engine and exit in a near equilibrium condition at the 
local temperature, and pressure and mixture ratio. The 
motor components are: an injector system, a combustion
chamber and a discharge nozzle. Controlled injection of 
1








Figure 1-1; Rocket Engine
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the fuel and the oxidizer and suitable geometric features 
within the engine will provide a stable reaction in the 
combustion chamber. Their reaction will produce very 
high temperature and pressure gases in a partially vented 
chamber. The hot gases, in turn, are expanded to a high 
supersonic exhaust velocity by a converging-diverging 
nozzle; this is the mechanism whereby the engine creates 
propulsive thrust.
With respect to the processes that take place within 
itself, the assembly of Figure 1-1 can be divided into 
several, so-called zones, as shown in Figure 1-2.
In the injection and atomization zone, the spray 
droplets are relatively cool such that the vaporization 
and combustion rates are low. However, the injected pro­
pellants are rapidly heated by an upstream flow of energy 
from the burning gases, provided stable combustion has 
been established. When the propellants reach their igni­
tion point, a rapid combustion occurs. During the pre­
liminary ignition and vaporization processes, the injector 
typically produces large radial velocity components to 
aid in the atomization processes. Probably, most of the 
mixing which takes place in the thrust chamber occurs in 
the same region as atomization. Once the propellants 
have started burning, the fluid velocities tend to become 
parallel to the motor walls and to tlie motor centerline, 
thus producing stokes type streamtubes with possible 
circumferential variation of mixture-ratio. Relatively















Figure 1-2. Flow Zones in a Rocket Engine.
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slow mixing occurs between these streamtubes. In other 
words, in the stream tube combustion zone, the flow 
approaches a near "shifting" equilibrium state, shift­
ing meaning an equilibrium state which is determined by 
the local temperature,pressure, and mixture ratio.
The speed of the flow increases along the axis in 
the transonic flow zone, until the flow speed equals the 
speed of sound, shown by the sonic flow line in the 
vicinity of the nozzle throat. The hot gases are further 
expanded into the supersonic flow zone and discharged 
through the exit. Rocket nozzles are conventimmally of 
the converging-diverging type (often called De Laval 
nozzles after their inventor) with the cross sectional 
area decreasing to a minimum at the throat and then in­
creasing to the exit area. Flow through such a nozzle 
is shown in Figure 1-3,
In Figure 1-1 we have not shown ignition and cooling 
systems. An ignition system is not required for some 
engines which use such propellants that ret ct simultane­
ously upon contact with each other (hypergolic propel­
lants) . A cooling system is necessary, however, to 
prevent damage to the walls from the high temperature 
environment. If regenerative type of cooling is used, the 
coolant is one or more of the pure propellants. If 
ablative type of cooling is used, the thermal capacity of 
the material that makes up the wall provides the neces­
sary protection.
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—> sonic ----- > supersonic
Figure 1-3. Flow Through a Choked De Laval Nozzle.
Whatever th<$ case, the immediate problem is to deter­
mine the character of the flame that proceeds along the 
axial direction once ignition is accomplished. For indeed, 
a two-dimensional rocket engine with glass side walls has 
been studied and a flame front which was essentially 
one-dimensional has been observed (1). Realizing that real 
engines are three-dimensional in nature, and that all the 
details of these complex combusting flows are not com­
pletely understood, we still must explain what happens 
as the flow enters and leaves this flame front, before 
any of the more complex phenomena, such as atomization,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
heating, vaporization, diffusion and turbulent mixing 
and chemical reactions, can possibly be explained. Even 
in a three-dimensional flow, an explanation of how to 
get from an unreacted to a reacted state must be provided. 
This explanation would then refer to a local crossing of 
a flame front. The evolution of the substance from the 
initial conditions of the propellant to the final con­
ditions of the burnt gases (equilibrium state) is gradual. 
A quantitative description of this evaluation is impossible 
at present. However, an approximate description can be 
obtained if we replace the gradual process with a step­
wise one, where the propellant does not produce any 
appreciable energy release or volume increase up to a 
certain time or up to a certain distance along the engine, 
whereupon it is suddenly transformed into one final 
equilibrium product of reaction. This approximation will 
require that the liquid propellants that are injected 
will have a very short way to travel down the axis be­
fore they come into contact with the fleune (hot gases) 
and are vaporized. The vapors in turn have a very short 
life time and give way to combustion products. This time 
lag has been defined by Crocco and Cheng (2) and has been 
correlated to a space lag. Laboratory experiments(1) 
have shown that the‘flame front is steady in character.
To describe steady flame fronts, one may postulate 
that once all questions concerning mixing and two
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
dimensional flow effects are tractable,one still must 
predict the transition from unreacted mixtures into a 
near equilibrium state with the intermediate states of 
the fluid being, firstly,of minor importance and, secondly, 
very difficult to estimate. This same situation occurs 
in the passage of a fluid through a shock-wave (3) and 
in one-dimensional laminar and turbulent, low-speed flame 
theories (4). The solution to such problems has been 
adequately described with, using the wording of flame 
theories, a reaction wave. Such a wave reduces the 
problem to simple conservation equations applied before 
and after the flame demanding conservation but discon­
tinuity across the wave. Boundary conditions for the 
conservation laws are specified upstream and downstream 
from the wave.
The same philosophy has been adhered to in describ­
ing the operation of a rocket engine. Historically, the 
post combustion temperature has been assumed to be the 
adiabatic flame temperature - just as in flame propaga­
tion problems (5). The first post combustion pressure 
estimate of major importance was simply to use the 
injector pressure arguing that the reaction wave was 
essentially isobaric. Due to the large flow rates and 
momentum exchanges which occur in a rocket engine, there 
is actually a pressure loss associated with the reaction 
wave, this loss was first estimated by Yedlin (6) by 
using a very elementary flow analysis. Actually,
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the post combustion conditions should be such that sonic 
conditions are correctly predicted at the throat of the 
engine. The motivation of this study is the contention 
that present methodology does not properly satisfy the 
throat boundary condition. The objective of the study is 
therefore to properly specify the throat boundary condi­
tion, and then to analyze the motor operation. The effects 
both on the flow-field properties and on the expected per­
formance levels implied by this condition will then be 
determined.
In the next section, we will examine the performance 
evaluation of a rocket engine. We shall review the per­
taining literature, and point out empirical corrections 
which must be currently introduced into the evaluation 
methods. We wish to single out one empirical correction, 
the energy release loss, and show that, if the throat 
boundary condition is satisfied, this artificial factor 
need not be introduced.
In Chapter III, the throat boundary condition will be 
defined. Chapter IV will present the governing equations 
of the type of flow under consideration. In Chapter V, an 
analysis of a seunple problem will be presented.
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CHAPTER 2
PERFORMANCE EVALUATION OF A ROCKET ENGINE
The performance of a rocket engine depends on the 
thrust which is generated relative to some measure of the 
size or weight of the propulsive device. This measure is 
customarily taken to be the mass flow rate of the pro­
pellants necessary to deliver a given thrust. When dis­
charged into a vacuum; it is called the vacuum specific 
impulse. The most accurate determinations of this quan­
tity come from actual measurements on a flight vehicle. 
Obviously, ability to predict this parameter with pre­
cision would be a boon to designers.
Elementary text books on propulsion <6, 7, 8) give 
simple predictive methods for calculating specific 
impulse which are reasonably valid. However, both vehi­
cle designers and buyers have demanded that these values 
be predictable with more accuracy. Efforts to achieve 
some uniformity in design claims and delivered performance 
have resulted in the Interagency Chemical Rocket Propul­
sion Group (ICRPG) choosing a standard set of elaborate 
methods to be used industry wide. These existing methods 
are quite accurate. The heart of this methodology is 
the prediction of the equilibrium state of many gaseous 
species at a high tençerature and pressure.
10
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Although the equilibrium methodology is well accepted 
and used, actual definition of the equilibrium has proved 
difficult. This is because, after all effects such as 
droplet vaporization, reaction kinetics, boundary layer 
growth, multi dimensional flow, etc. are accounted for, 
unacceptable errors are still found in the performance 
models. This discrepency has been named the combustion 
inefficiency. The argument that the combustion is not 
complete, has been previously assumed for the equilibrium 
state, so the available chemical energy to increase the 
kinetic energy of the flow would be less. If the chemical 
energy is less, then the temperature corresponding to the 
post-combustion equilibrium state is smaller than if all 
the propellants completely combust. Once an error is 
introduced here, it would remain in the final calculation 
of the performance parameter.
Once this problem had been identified, researchers 
attempted to explain this discrepancy. No adequate 
explanation has been forthcoming, emd practitioners have 
resorted to introducing an empirical correction in their 
predictions. The manner in which this is accomplished 
will be shown by reviewing performance estimation methods 
and eventually pointing out exactly where the empiricism 
enters the estimation schemes.
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The Perfect Engine
Consider the two-dimensional axisymmetric rocket 
thrust chamber in Figure 2-1. P^ is the ambient pressure 
acting on the external surfaces of the thrust chamber, 
and Pg is the static pressure generated as a result of 
propellant combustion. P^ will vary throughout the 
thrust chamber and is represented as a function of r and 
z coordinates as
P g  =  Pg(r^z) [2-1]
The net force acting on the thrust chamber in the 
negative z-direction is then given as follows
J1<V’P,) da [2-2]
Vacuum specific impulse is defined as the ratio of 
the net force acting on a rocket engine exhausting into 
a vacuum and the main flow rate.
Ispvac - ‘2-=»
where the ambient pressure in [2-2] is set to zero.
This parameter is invaluable in performance calcu­
lations for it is directly calculateable from quantities 
that can be measured, and can always be con^ared to the 
extrapolated values from ground test data. Typically,










Figure 2-1. Calculation of Vacuum Specific Impulse.
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Now setting to zero, and substituting [2-2] to 
[2-3], we can write
=  J J a P d A
[2-4]
The integral in [2-3] must be evaluated over the 
whole control volume. It will be a function of the 
expansion nozzle design, injector/chrmber design, propel­
lant combination, and combustion products. Such a 
solution must therefore include chemical reaction rate 
information of the propellants, three-dimensional flow, 
boundary layer effects, non-equilibrium multi-phase flow, 
etc and is, therefore, too complex to pursue.
Progress is made, however, if the concept of a 
"perfect engine" is introduced. Basically a perfect 
engine is one simple enough to analyze. Perfect engine 
conditions are summarized as follows :
1. One-dimensional flow
2. Adiabatic and reversible compression and expan­
sion
3. Chemical equilibrium among the combustion pro­
ducts throughout the entire expansion process
4. Homogenous composition of combustion products.
Of course calculating the performance this way will 
not be representative of real thrust chamber performance. 
However, it is usually believed that perfect engine 
performance is an upper limit in such calculations.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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although in some cases this is not the case. All in all, 
it is an indicative procedure of the state of a given 
propellant combustion and is therefore very useful.
A momentum balance on the system of Figure 2-1 gives 
the net thrust to be
[2-5]
9
where is the exit pressure, and u^ is the speed.
Note that [2-5] is now a function of combustion product 
dynamics.
Vacuum specific impulse is then given as 
^spvac °
By calculating Igp^^c this equation, the per­
fect engine concept will introduce errors by failure to 
acknowledge losses caused by the physical processes dis­
cussed earlier. One can empirically account for these 
losses by reducing the perfect engine performance by the 
individual error of each process. The next section will 
examine these "losses" and review the current methods 
of estimating the magnitude of each and its affect to the 
overall performance.
Performance Losses.
If one accounts for the physical processes which the 
perfect engine concept omits, then the performance will
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
16
be less than that of the perfect engine. These processes 
are presented in Table 2-1, together with their individual 
magnitude as a percentage change of perfect engine per­
formance as reported in (9).
Table 2-1 
Physical Losses and Their Magnitudes
Processes Typical Loss, %
1. Pinite-reaction rates 
in the expression 0.1 to 3
2. Boundary layer, fric­
tion and heat 
transfer 0.5 to 5
3. Multi-dimensional 
flow, curvature 
divergence 0.1 to 10
4. Non-uniform mixture 
ratio distribution 0 to 5
5. Multi-phase flow, 
solid particles not considered in liquid 
propellant systems
Let us now briefly examine the imperfections and 
review the current attempts in estimating them. Detailed 
discussion of these methods is given by (9).
1. Kinetic loss: This loss arises from the fact
that as the gas velocity increases beyond the nozzle 
throat, the residence time through a given station is 
drastically reduced and the local reaction rates may not
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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be sufficiently rapid to maintain an equilibrium con­
dition.
Now thrust was generated by converting the internal 
energy of the propellants into kinetic energy. If this 
conversion is curtailed a loss will result.
Finate-rate chemistry streamtube analyses are ade­
quate to estimate this loss smd finite-rate method of 
characteristic progreuns are also availeüsle (10).
2. Boundary layer loss: The presence of friction
and heat flux along the boundary of the thrust chamber 
will affect the flow velocity and density near the chêim- 
ber walls such that the total momentum of a perfect 
engine would be reduced. This loss is primarily a function 
of the physical properties of the combustion gases, the 
mode of thrust chamber and nozzle cooling, and thrust 
chamber geometry.
Increasing the temperature difference between the 
coolant boundary gases and chamber wall will increase 
this loss, and conversely increasing the chamber pressure 
will decrease the boundary layer loss. Frank, Voishel, 
and Cole neglected heat transfer through the boundary 
layer for smooth walls, Elliot and Rose assumed a wall 
heat transfer that results in a reduction in stagnation 
enthalpy corresponding to the total heat flow.
3. Multi-dimensional flow, curvature and diver­
gence losses: Two or three dimensional flows occurring
in the thrust chamber and the nozzle result in nonaxially
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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directed momentum, which in turn will reduce the thrust. 
Shocks usually occur because of curvature in the nozzle 
contour. The nonaxially directed momentum or divergence 
effect is commonly accounted for by some divergence fac­
tor, which relates actual momentum to the momentum of a 
one-dimensional axial flow having the seune mass flux and 
exit velocity. An axisymmetric analysis using a method 
of characteristic progreun accurately accounts for this 
loss (10,11).
4. Mixture ratio multidistribution loss. This loss 
can be introduced deliberately or non-intentionally. Ir­
regular mixture ratio distribution will arise when a cool 
or fuel rich mixture is used as a barrier between hot com­
bustion products and the chamber wall so as to reduce heat 
flux in the wall. Non-intentional distribution will arise 
when the propellants are distributed unevenly (12) to the 
injector face. Both axisymmetrical (13) and three-dimen­
sional (14) estimates of this loss have been made.
5. Multi-phase flow loss; Non-gaseous particles 
will decrease the main stream momentum of the combustion 
gases because of the thermal and the velocity lag between 
the two non-homogenous mediums. The volume and mass 
generated by the combustion will decrease; thermal energy 
retained by the non-gaseous particles will lower the 
total energy available for expansion, emd drag resulted 
by the slower moving particles will decrease the momentum.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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This loss is not usually present in liqui^-prope1lant 
systems.
Now if one can simultaneously estimate the magni­
tudes of these losses, a physical interpretation of the 
real engine performance can be calculated by summing up 
all these losses and subtracting them from a perfect 
engine performance. However, care should be given in 
the individual estimation of these losses, for one must 
account for the interaction between them. Mixture mal­
distribution and kinetic losses interact. If the micro­
scopic uniformity of mixing and atomization of the pro­
pellants injected into each streamtube is upset, then 
not all the atoms of fuel and oxidizer will meet and 
react during their residence time in the combustion cham­
ber. This incomplete reaction will reduce the tempera­
ture of the combustion gases and thus properties will 
change. Another factor to interact with the kinetic loss 
is the boundary layer.and friction loss which will fur­
ther reduce the available energy. Other interactions 
between the losses can be easily postulated (15).
Energy Release
The concept of the perfect engine embodies the idea 
of a thrust chamber which is essentially infinite in 
volume— with respect to a nozzle which is of pin-hole 
dimensions. This idea allows one to obtain chamber 
conditions corresponding to a pressure equal to that of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the injected propellants, and an equilibrium, adiabatic 
flame temperature. Real engines have relatively small 
volume thrust chambers and large nozzle throats. These 
model imperfections have been studied in the following 
works.
Extending the perfect engine concept Gordon and 
Zeleznik (5) exeumined the isobaric flame front of Hirsch- 
felder and Curtis (1), and expanded the equilibrium com­
bustion products isentropically. Their results overpre­
dicted the thrust and the vacuum specific impulse. Yedlin 
(16) has treated the equilibrium combustion in a finite 
area duct and calculated the pressure drop. His predicted 
thrust was close to experimental results but he overpre­
dicted the vacuum specific impulse.
Several other attempts, which overpredicted the 
performance by as much as 8 %, to model the equilibrium 
post-combustion state have failed. To account for the 
losses of Tad)le 2-1 and 2-2, Valentine and Pieper (17) 
stated that the equilibrium condition is shifted because 
of incomplete combustion and thus defined a new loss.
Heat loss and friction in the combustion chamber and the 
change in the oxidizer to fuel ratio in the individual 
stream tubes because of poor in^ingement and mixing, 
would result in a reduction in the mixture enthalpy, and 
therefore, less energy would be available for the nozzle 
expansion. To account for the reduced energy, they 
attenqpted to estimate the interaction between the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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combustion inefficiency and the mixture maldistribution 
and kinetic losses. Since the physical properties of the 
combustion gases like molecular weight, specific heat, 
etc. will change with the reduction in the combustion 
temperature, due to the incomplete reaction, they sug­
gested to reduce the specific heat capacities of the 
reactants and calculate a reduced equilibrium energy. 
Experimental evidence supports this effect, but we take 
issue with the explanation offered for this effect and 
will offer a counter explanation in the next chapter.
Lawrence (18) made calculations related to the com­
bustion heat release and deduced the quantities of fuel 
and/or oxidizer in the mixture, which must be inert such 
that the energy (temperature) of the combustion gases 
is reduced.
An attempt to standardize the losses and their mag­
nitudes and develop a national methodology was made by 
the Interagency Chemical Rocket Propulsion Group, shortly 
denoted as the ICRPG.
In ICRPG evaluation of the effect of the energy 
release phenomena to the performance evaluation of a per­
fect engine is given in Table 2-2(9).
Table 2-2. Effecw of Energy Release Loss 
to the Performance Evaluation.
PROCESS TYPICAL LOSS %
6 Energy Release Loss ..... 1.-5.%
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For all its limitations, which we will see shortly, 
the ICRPG model came within 2% of the actual with
no test data and within 1% with experimental data. But 
energy release model data was obtained by difference so 
this number does not mean too much (9). The method to 
reduce the input values for propellant heat of formation 
to account for the lower combustion temperature has its 
limitations, both mechanical and physical. The ICRPG 
model is limited in application as a prediction tool for 
new injector designs. This is a serious limitation for 
the energy release potential of a new injector can only 
be estimated by con^arison to another design whose energy 
release model may not be precise enough for the new de­
sign.
Incomplete energy release has a significant influence 
on kinetic loss and a slight influence on boundary layer 
loss. The interactions must be precisely estimated. 
Moreover, if the propellant vaporization is incomplete, 
the enthalpy reduction in the combustion gases may affect 
the individual loss calculations differently. When com­
bustion is vaporization limited, the kinetic loss would 
be affected quite differently than by the assumption that 
the combustion products are completely vaporized but at 
a reduced enthalpy.
In vaporization limited combustion, the ICRPG model 
is limited in its ability to extrapolate from one nozzle 
ratio to another.
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Kors et al. (19) modified the ICRPG technique so 
as to include the performance loss interactions with 
incomplete vaporization. Vaporization limited combustion 
properties are used to evaluate rocket engine perfor­
mance losses due to incomplete energy release, finite 
rate limited gas expansion, and boundary layer effects.
More current methods will be reviewed later, but 
now reconsider the previous statements concerning the 
boundary condition at the throat of the nozzle which will 
be satisfied when the magnitude of the flow velocity 
at the throat reaches to the speed of sound. This is 
a necessary condition to be satisfied by the post-combus- 
tion equilibrium state. Before expemding this idea, 
however, it is worthwhile to consider the gas dynamics 
equations governed by this boundary condition.
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CHAPTER III
THE DEVELOPMENT OF THE DOWNSTREAM BOUNDARY CONDITION
For the engine assembly of Figure 3-1, the effect of 
area change on isentropic flow will be investigated.
Neglecting changes in elevation, and assuming 
frictionless flow, Euler's equation in differential form 
can be written as
-dP = pu du [3-1]
For a constant mass flow rate, the logarithmic differen­
tial form of the continuity equation is given by
^  ^  ^  = 0 [3-2]
[3-1] and [3-2] can be combined to give
since an isentropic process is being considered, we 
may write
(H) 13-4)
Since mach number is defined as
“ “ c “ f3i>1 [3~5]
24
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When [3-4] and [3-5] are substituted into [3-3] we
get,
âA . dP [i . îii 1 . 1-M*
A pu* I c* J É2PU* [3-6]
Equation [3-1] requires that pressure always decreases 
in an accelerating flow, and increases in a decelerating 
flow. This may be stated as < 0, indicating that the 
differentials of P and u are always opposite in sign.
Using this result, in conjunction with [3-6], the follow­
ing conclusions can be reached:
1. For subsonic flow (M < 1), ^  > 0, ^  < O
2. For supersonic flow, (M > 1),
^  < O, H  > O.
3. For sonic flow (M = 1),
H  -  O, H  - O.
The third condition indicates that the area is at a 
minimum when the Mach number is unity, i a , sonic velo­
city can only be reached at the throat of the nozzle. 
Kunhle, et. al., (2 0 ) give the behavior of the gradients 
of other flow properties during the passage from subsonic 
to supersonic flow.
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Prozan's Method and Its Extensions
If the propellants go through the engine without 
reacting, the entire flow field will be subsonic. If the 
propellants react, sufficient volumetric flow is generated 
to cause sonic velocity at the throat. In which case, the 
equilibrium composition will depend on the post-combus- 
tion temperature and pressure. This temperature gmd pres­
sure will determine if and how close the downstream 
boundary condition will be satisfied. In other words, 
the post-combustion thermodynamic properties will con­
stitute an input to the scheme of calculations in the 
transonic region and at the throat, and, therefore, the 
more exact these properties of the post-combustion flow 
are, the more closely the downstream boundary condition 
will be satisfied. This requires, therefore, that one 
evaluate the equilibrium state from the throat backwards, 
i.e., it is, if we may call it, a quasi-two point bound­
ary problem: a thermodynamic equilibrium state is found
that satisfies the downstream boundary condition, but 
one has to determine the route to this equilibrium. Now, 
we have seen that Pieper, Lawrence and ICRPG have tried 
empirical factors, in the form of energy release loss, 
to represent this state. Prozan (21), however, attempted 
to give it a physical meaning by directly coupling the 
throat condition to the flow calculations. This is ac- 
coir^lished by introducing an area constraint in ratio form; 
at the throat, the ratio equals 1. As an equilibrium
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relation, he chooses to maximize the system entropy 
which is constrained by the governing mass, energy and 
momentum conservation equations. Combustion is to occur 
in the constant area part of the chamber, and post-com­
bustion entropy is a result of combusting the propellants 
and the accompanying diffusional heat flows. Inlet con­
ditions are not calculated but specified (experimentally 
observed values from a steady state test). While little 
changes were predicted in the concentration as a function 
of area ratio by the current methods, Prozan got substan­
tial changes in them. This is analogous to treating some 
of the incoming fuel and/or oxidizers as inert so as to 
decrease the heat of formation and to reduce the tempera­
ture. Prozan claims that results within 1% of the actual 
Ispvac be obtained with directly coupling the choking 
of the flow to the conservation equations. This will 
mean that finite rate, mixing and boundary layer are 
secondary effects, and the principle source of error has 
been the misstatement of the equilibrium state. Artifi­
cial factors should not replace this statement.
Prozan has applied this methodology in the transonic 
region up to the throat. The calculations are
performed using the throat velocity and not performing a 
calculation of the expanding region of the flow. It is 
further limited by using a constant isentropic exponent, 
Y, which appears dominantly in his area constraint, and 
which compromises for numerical accuracy. This analysis
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also predicts loss in total pressure and temperature.
Since Prozan's analysis is limited to regions upstream 
of the throat of the nozzle and since flow field proper­
ties are unknown in the supersonic region, it is worth­
while to review some of the work that has been done to 
model and solve for the flow in the supersonic region.
Prozan and Rocker (22) present an error minimiza­
tion technique for the transonic region. The initial 
application of this technique is to the mixed flow prob­
lem of isentropic, irrotational flow of an ideal gas 
through a nozzle. It is reported that the theoretical 
Mach number distribution predicted with this solution 
agree very closely with experimental cold flow data.
Komianos, et al. (23) describes a non-equilibrium 
streeualine program which can be used to confute all flow 
properties as well as the con^osition along streamlines 
for rocket nozzle and exhaust plume flows. If the ini­
tial flow is a thermo-chemical equilibrium, an equili­
brium solution is used until all species are "broken 
away" from equilibrium. The solution is started at thermo­
chemical equilibrium in the combustion chamber and data 
are utilized on the equilibrium composition, temperature, 
velocity, pressure and average molecular weight in the 
chamber and along the streamlines. Also this program may 
be applied to the solution of any chemically reacting 
flow along a streamline when appropriate chemical reaction 
mechanisms and associated rate constants can be postulated
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and the variation of pressure along the streamline can 
be defined.
Prozan (11) presents a method of characteristics 
model for the calculation of supersonic flow fields. The 
conservation equations for a non-equilibrium flow as well 
as equilibrium and frozen flow are given.
Golden and Bradley (24) present a computer program 
method to incorporate a sudden freeze criterion into a 
one-dimensional nozzle flow program. Farmer et al. (13) 
presented a scheme that utilizes equilibrium conditions 
up to a certain pressure and which then switches to a 
frozen flow calculation. Other finite-rate nozzle pro­
grams are also available.
Until now, we have discussed processes that take 
place in a rocket engine and exeunined the current methods 
of modeling them.
In this next chapter, we will develop a new method. 
Different ways of modeling several processes will be 
shown together with the relations describing them. The 
governing equations will be expamded and a numerical solu­
tion will be presented with an example problem.
In all, we will attempt to prove that a properly 
defined equilibrium state which satisfies the downstream 
boundary condition will show the expected drop in tempera­
ture which current methods predict empirically. A one­
dimensional approach is academic here and it will be used 
only to show the importance of properly defining the
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equilibrium state. Once improvement is achieved, more 
complex systems can be investigated. How combustion is 
initiated and details related to maintaining the flame 
at the assumed position are incidental to the ideas pre­
sented here. While other methods are available, a ther­
modynamic state will be assigned to the system of 
Figure 1-1 by assuming combustion to take place in an 
infinite reservoir. Once combustion is accomplished in 
the combustion chëunber, an isentropic expemsion will be 
made along the nozzle. The post combustion entropy will 
be such that choking will be accomplished at the throat.
To achieve this, the entropy conservation will be directly 
coupled to the system equations. Prozan proposed an ano- 
logous coupling of an area choking ratio to the equili­
brium equations.
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CHAPTER 4 
TECHNICAL DISCUSSION
In this sectiony the governing equations for one- 
dimensional flow-processes in a rocket engine will be pre­
sented. Consider first the nature of a reacting gas mix­
ture. A control volume containing a mixture of gases each 
of which obeys the perfect gas law will be usedy since 
high temperatures and relatively low pressure prevail 
during the process.
The control volume will be chosen as a stream tube 
sized such that one gram of fluid flows through it per 
second. The partial pressure of each species in the mix­
ture is then given by
pi = CgTpyi [4-1]
According to Dalton's law, the system pressure is given 
as g
P = I pi = CjTpY [4-2]
i*l
where ^
y = X yi [4-3]
i=l
Notice that the units on yi are moles i/gm of fluid. The
mole fraction is then given by 
31
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Other necessary quantities for a mixture of ideal 
gases in the subsequent discussion are:
= X Xi ipi [4-5]
i
Cp = I Xi Cpi [4-6]
h = % Xi Hi [4-7]
s * X Xi (Si - anpi) [4-8]
where \J)i, Cpi, Hi and Si are molal molecular weight, 
specific heat, enthalpy and entropy, respectively.
Cpi, Hi and Si are to be defined by the caloric equa­
tion of state as functions of temperature. The quantities 
Cpi, Hi and Si are fitted into polynomial forms by Esch, 
Siripong and Pike (25), and are given by the following 
relationships
Cpi = B^i + Bgi T + B^i + B^i + Bgi [4-9]
Hi «= Bĵ i T + Bgi ^  + Bgi ^  + B^i ̂
[4-10]
3
+ Bgi ij- + B^i [4-11]
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In part E of Appendix, equations [4-5] to [4-8] are 
formed using the molal relationships of equations [4 -9 ] to 
[4-11].
Having defined the nature of the flow, the next step 
will be to state the conservation laws that will hold 
for the flow in the control volume of Figure 4-1.
Conservation Equations
Since this study concerns only the description of the 
post-combustion state in the thrust chamber, the behavior 
of a uniformly mixed propellant system within a stream­
tube is what must be investigated. The conservation equa­
tions for a streamtube control volume which allows dis­
continuities across reaction waves will therefore be pre­
sented.
Consider Figure 4-1. The governing conservation equa­
tions are presented in Liepmann and Roshko (26).for non­
reacting flows.
('iVl “ ^ mass [4-12]
(C^m u) 3̂ + (PA) ̂  + /J PdA = (C^ m u)g + (PA) ̂
momentum [4-13]
C, u,^ C.u^^
hi +  g  = hg + — g—  energy [4-14]
where C^ and C^ are conversion factors for the particular 
system of units used.
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Figure 4-2. Finite Area Combustion
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Equations [4-12] through [4-14] are adequate to define 
an inert flow or one which is in thermodynamic equilibrium 
at each point in the flow field of interests, i.e., flows 
in which the chemical kinetics of the system are fast 
enough - or slow enough - that they need not be considered. 
This is the case in the rocket motor flows presented here­
in —  as will be established in subsequent discussion.
Combustion and Equilibrium
Reconsider the flame discussion of Chapter 1. The 
propellants are injected as two inert streams. Suppose 
at the instant of generation the burnt gases of the pro­
pellants have the same temperature throughout. Once ignited, 
the stream rapidly approaches equilibrium. Assuming that 
this equilibrium state is reached anywhere within the con­
stant area part of the thrust chamber, allows one to postu­
late the change as occuring in a discontinuous fashion.
Hirschfelder and Curtiss (1) have shown that the ef­
fects of temperature fluctuations are of secondary impor­
tance and the flame temperature can be assumed to be the 
temperature of the equilibrium state once "total" combus­
tion is achieved.
A matter of significant concern has been to define 
this equilibrium state. The real process is controlled 
by chemical kinetics. Consider combustion within a 
steadily moving stream in an infinitely long pipe. Two 
immediate boundary conditions arise. The downstream (hot)
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boundary condition is at the extreme positive axial direc­
tion, where the various properties of the burned gas 
approach limiting values. The upstream (cold) boundary 
conditions are harder to specify. Two cases can be con­
sidered. At the cold boundary temperature, the rate of 
formation of combustion products may be either set to 
zero until a given temperature is reached and complete 
burning thereafter or one can use Arrhenius type of 
expression for the temperature dependencies of the rate 
constants. Using the first type of boundary condition, 
the specific reaction rate is taken to be a simple step 
function of the temperature, i.e., zero for temperature 
less than the ignition temperature, and constant for tem­
peratures higher than the ignition temperature. This 
method is called the ignition temperature method. Using 
Arrhenius kinetics, the specific reaction rate is taken 
to vary with the temperature in a continuous manner ac­
cording to an Arrhenius type rate law. This method is 
more exact than the ignition temperature method, but an 
artificial heat sink must be assumed to prevent the flame 
from continuously propagating upstream.
Suppose we take a point at a large distance downstream 
such that all the gradients, including temperature vanish 
with respect to the axial direction and thermal and chemi­
cal equilibrium is achieved. We wish to approximate the 
finite rate.flame propagation solution by assuming equili­
brium of the post-combustion gases to calculate the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
37
equilibrium temperature and other properties at this 
position. The flame temperature will now be approximated 
by the isoenthalpic explosion temperature (adiabatic 
flame temperature) and the post-combustion pressure esti­
mated in some fashion.
Consider the Figure 4-2. The fleune front shows the 
location of the hot gases once ignition has started. The 
location of this flame front was described by Grosso (2) 
by an empirical procedure.
Suppose that the flame front stands upstream of the 
end of the combustion chamber. Suppose also that a regene­
rative type of cooling is used and heat of reaction is 
transferred to the jacket for preheating. Assuming that 
no other heat dissipation to outside exists, the process 
is esentially adied>atic within the streeuntube. The govern­
ing flow equations for the constant area combustion are 
then:
pu = m/Ag [4-15]
+ =4 - finj
.2C, u
[4-17]
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If we now envision Figure 4-2 as an infinitely large 
combustor with a very small exit, then we can assume that 
pressure is constant through the cheunber during the burning 
until equilibrium. The equilibrium temperature is now 
adiabatic flame temperature at the injection pressure.
Since the momentum of the unreacted propellants is negli- 
bly small, the injector face pressure becomes the nozzle 
stagnation pressure, and equation [4-16] becomes trivial.
This phenomena of constant pressure combustion chamber 
is not a bad assumption. Zeleznik and Gordon (27), provide 
a computer program to calculate the adiabatic flame proper­
ties given the injector face pressure and 0/F ratio.
When a finite-area combustor analysis is made, then 
the adiabatic flame temperature is a reasonable upper 
limit for the post-combustion temperature. The equations 
governing the process are P = constant, h = constant, and 
elemental mass balances for the mixture.
By treating the combustion process as an adiabatic 
flame temperature calculation, Gordon et. al. obtained 
higher mass flow rates and overshot the thrust by 1 0 % than 
those measured. The next attempt to improve the combustion 
analysis in the chamber came from Yedlin as reported by 
(18) and, (2 1 ).
Yedlin considered a correction for the finite gas 
velocity in the combustor. He assumed the nozzle expansion 
process isentropic. Then the Mach number at the end of 
the cheunber could be estimated from the relation
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Y & l
1 + (V"l)4 [4-18]
where the specific heat ratio is assumed constant. Real 
engines possess a finite area duct, and the combustion drop 
from the injector pressure in such a duct causes a pres­
sure drop. The momentum conservation law can now be 
applied in the cylindrical combustor yielding a relation 
between the static pressure at the nozzle entrance and the 
injector face pressure
[4-19]
where zero injector momentum is assumed, and ÿ is an 
average specific heat ratio during the combustion, and 
is the nozzle entrance static pressure.
The nozzle stagnation pressure is now obtained via 
the isentropic relation
[4-20]
and Y is taken to be the specific y at the nozzle entrance. 
Thus a new stagnation pressure is obtained to be used 
instead of injector face pressure in performing an ideal 
engine analysis. Equation [4-19] gives a stagnation pres­
sure a factor of about 0.92 of the injector face pressure.
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Using this methodology, Yedlin obtained good agree­
ment between the measured and experimental thrust but mass 
flow rate was tinder predicted by 6 %, Therefore, even though 
this analysis is an improvement, it is not the final answer 
to the combustion chamber analysis problem.
Constrained Equilibrium
This study postulates that the propellants combust 
through a reaction wave to create species which are in 
local equilibrium at each and every point along the stream­
tube. The equilibrium condition being described by a Gibbs 
function which is constrained at every point to satisfy 
the elemental species, momentum and energy equations and 
at the throat to be of sonic velocity. It is anticipated 
that this analysis will predict near adiabatic flame temperar 
tures in the chamber and a post-combustion static pressure 
similar to that predicted by Yedlin.
The conditions for thermodynamic equilibrium is that 
the equilibrium state minimizes the Gibbs function over 
the manifold of states of constant temperature and pressure. 
Thus at equilibrium, Gibbs function is an extremum and 
therefore the variation in it produced by the independent 
variables must vanish.
The Gibbs function for a non-flow system is given by
f = f {T,P,yi} , i = 1 . . . q [4-21]
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and not all the variations in yi are independent. They 
must, as a minimum, satisfy the requirement that the mass 
of each element is constant regardless of how the element 
is distributed among the different chemical species in the 
system.
The yi species will contain certain amounts of element 
j that will be distributed among them. This can be formu­
lated as an equation which will have to be coupled to 
[4-21] to describe the system. If aij represents the num­
ber of atoms of the jth element in the ith species, and if 
the system contains bj grams-atoms of element j, then the 
conservation of the atoms can be written as
q
I aij yi - bj = 0 j=l,r [4-22]
i=r
Equation [4-22] represents r constraints or variations in 
yi. To apply an equilibrium analysis to a particular flow 
system, similar constraint equations will be used for mass 
momentum and energy conservation. These equations are 
[4-12] , [4-13] and [4-17].
A state of equilibrium can also be realized by maximiz­
ing the entropy. Combustion is an irreversible process; 
the entropy will tend towards a maximum until the combustion 
is complete. The post combustion entropy will depend on 
the post combustion temperature, pressure and species con­
centrations, Therefore, the post combustion entropy calcu­
lated with the adiabatic flame temperature method of (27)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
42
will be different (higher) than that calculated with the 
combustion in a pipe method (16). Prozan (21) assumes 
that the combustion to occur in the constant area part of 
the chamber, a reasonable assumption considering the pre­
vailing high temperatures and pressures and considering 
the fuel and oxidizer system in his analysis. If so, 
and if all the irreversibilities like friction, heat loss, 
shock waves, etc., which will increase the entropy are 
assumed non-existent after the combustion, then the post- 
combustion flow will be isentropic along the expansion 
through the nozzle.
This assumption of isentropic flow will enable us to 
use the flow relationships defined in most thermodynamic 
references. Furthermore as we shall see later, using these 
relationships we can calculate local flow properties and 
local stagnation properties. The analysis is presented in 
part E of the Appendix.
Next an attempt will be made to put the conservation 
equations in a suitable form for computation.
Energy
Using equations [4-10] in [4-7] we get
q
h - C i %  (B^i T + Bgi T^/2 + B^i T^/3 + B^i T^/4 
i=l
+ Bgi t V s + Bgi) yi/Y [4-23]
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Now, the kinetic contribution to the total energy can 
be put into a readily available form using the mass balance 
equation,[4-12] for u and perfect gas law, equation [4-2] 
for p. Then,
and equation [4-17] is then given by
g
. h^ = ^  (Bii T + Bgi T^/2 + Bgi T /̂3 + B^i T^/4
+ Bgi T^/5 + Bgi) Y  - [4-24]
=10 = 1 =3 =2 "
Now, equation [4-24] is a function of {T, P and yi}. 
From here on T, P, and yi will be the independent variables 
of our analyses and will be designated as the independent 
set.
Momentum
Using equations [4-12] and [4-13], the momentum con­
servation equation can be rewritten as
Cl 1 + Pa| + 1  PdA =
1
c,, îsLXï + PA I [4-25]
2
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Now, the Integral term can be approximàted by
f2
I:
Po + Pi 
"2--- [4-26]
Using this relation and after some algebra, equation [4-25] 
can be rearranged as
2̂ ^ ^1
Equation [4-27] is also a function of the independent 
set, {T, P, yi}
Entropy
Using equations [4-8] and [4-11]
q
B = I yi/Y (B^i An T + Bji T + B^i T^/2 + B^i T^/3
i=l
+ Bgi T^/4 + B^i - Jin Pyi/Y) [4-28]
Equation [4-28] is also a function of the independent 
set, s = s  {T,P,yi}.
Using the thermodynamic relation
£ B h - Ts [4-29]
a similar expression in polynomial form can be obtained for 
the Gibbs free energy.
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f = C i %  yi/Y (T (1 - An T) - B^i T^/2 - B^i T^ / 6
i=l
- B^i T^/12 - Bgi T^/20 + Bgi - B^i T 
^ ^ t4-30]
f = f  {T, P, yi} [4-31]
The above relationships provide the background infor­
mation necessary to the subsequent discussion. Table 4-1 
gives all the conservation equations.
We have previously looked into the general criterion 
of equilibrium and stated that the only steible condition 
of equilibrium exists at a minimum value of f. There are 
however, constraints which must be applied to the minimi­
zation process, to ensure that the minimum Gibbs free 
energy state also conserves the number of atoms of each 
element present, and, also energy and momentum equations. 
Now, the complete combustion and the formation of an 
equilibrium state is attained by an increase in entropy 
whether it is attained from the left or right of the chemi­
cal reaction. In the equilibrium state the entropy is 
maximum and will stand at the meocimum magnitude, as long 
as there are no further irreversibilities. This requires 
that the independent set calculated between the end of the 
constant area combustion chamber and in the nozzle to
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Table 4-1 Equations Used in the Analysis
m = p u A 14-12]
q
lental I aij yi - bj = 0 j = 1, r [4-22]
i=l
Energy q
(B^i T + Bgi T^/2 + Bgi T^/S 




Entropy s . c ^ X  ^  (B^i An T + Bgi T^/2 + B^i T^/3
•̂ i=l 
Bgi [4-28]
Free Energy f = ^ «  ' =2^ V
-  Bgi -g- -  B^i X Î  "  “ 5^ 5ÏT 
+ B^i T + T An j ) [4-30]
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satisfy the entropy relation, and entropy must be conserved 
in this region. This is given by s = s^ [4-32]
where is the entropy at the nozzlq entrance.
If we now go back and look at the constraint equations 
closely, we can see that not all the variations in the inde­
pendent set or variations in yi, T, and P are not indepen­
dent of each other. These can, however, be made independent 
by introducing Lagrangian multipliers. If there are q 
species of r elements then there are only q - r independent 
variations in yi assuming they all exist in a single phase. 
If now r Langrangian multipliers are introduced, the varia­
tions in yi will be independent. Similarly if a Lagrangian 
multiplier each for the energy, momentum and entropy equa­
tions is introduced, the condition for equilibrium can be 
written as
6{yi,T,P} = f{yi,T,P} + |?aij yi-bj)
+ X® (h + Cg ^  - h^) +
x“ (C4 m u + PA) - |%dA- (C^ m  u + PA)^j 
kX® (s-Sg) [4-33]
to be minimum
where X's are the Lagrangian multipliers. A, E, M, S 
are for atomic elemental, energy, momentum and entropy 
constraints, respectively. Notice that a variable k is
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introduced before the entropy constraint; k ■» 0 for com­
bustion chamber calculations, and k = 1 for post-combustion 
calculations.
The Langrangian multipliers, introduced here as a 
mathematical tool, can be physically interpreted as well.
The represents the contribution of the element j to the 
Gibbs free energy of the system. The X® and X^, X® repre­
sent the contribution to the adiabatic, inviscid and 
reversible nature of the system to the free energy (free 
energy will have a different magnitude without each of 
them).
Non-Dimensionalizing the Equations
The augmented function, equation [4-33] can be written 
in dimensionless form for easier calculations. All the 
terms that the right hand side of equation [4-33] will be 
non-dimensionalized by dividing with the individual refer­
ence values that are denoted by asterisks. The reference 
variables are selected from the adiabatic flame temperature 
results, which will also constitute the initial guess set 
to be used as the input to the program to calculate the 
post-combustion properties in the finite area combustion 
chamber.
The units of Gibbs free energy, f, are given by cal/gm. 
If we divide f by T*, then free energy is dimensionless.
That is.
[4-34]
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Similarly,
h - h/C^ T [4-35]
c! . z  . f l f  / c, V
**o “ V ^ l  ^ [4-36]
Cg has units of cal/gm-cm^ sec  ̂and is the reference 
gas constant given in cal/gm-®K and T* is the reference 
temperature in K**. The dimensionless energy equation is 
then given by
h* + C* u^ - h* = 0 [4-37]
The atom conservation equations have units of moles of 
element j per gram and will be multiplied by the reference 
molecular weight of the mixture, Y*. This can be written 
as
(2 aij yi - bj) Y* = 0 j = 1,2,...r [4-38]
where has the units gm/mole of mixture.
Furthermore, the momentum equation is divided by 
reference area and reference pressure, i.e.. A* and P*, 
respectively, and is also mode dimensionless.
f2
((C^ m u + PA) + (^ PdA - (C^ m u + PA)g)=0 [4-39]
Note that has the dimensions of atm-m sec^/gm and A*
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We had previously indicated that for the combustion 
chamber calculation, the integral term in the momentum 
equation became zero because = A^. We can therefore 
get a simplified relation by dividing the momentum equation 
by area and by using the continuity equation for m.
C. m u
=4 "ini "ini + ^ni ' 2̂
where for station 1 , injection conditions were used. 
Equation [4-40] has the dimensions of pressure and will 
be non-dimensionalized by dividing with P*
« V  + " ' i n i  ==0
P
Equation [4-41] is strictly for the combustion area geometry.
Similarly, entropy equation will be non-dimensionalized 
by dividing with C^*.
(s-Sg)/C^^* = 0 [4-42]
The above analysis of non-dimensionalizing can be 
realized because we made no physical change in the augmented 
function for we are dividing the free energy and the con­
strains with constant factors.
The augmented function can now be written in dimen­
sionless form as
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G* = f* + Xj aij y i - b j ]  + X® (h*+ -h^*)
ĵ (Ĉ  m u + PA)^ + PdA - (C4 m u + PA)gj
+ kX® {s-s^}) [4-43]
The solution of equation [4-43] will be attempted by the 
following numerical analysis.
Numerical Analysis
The augmented function of [4-43] can be rewritten as 
follows
•j
energy, momentum and entropy constraints defined in 
Table 4-1 respectively.
We have q + 2 + r + 3 independent variables in equation 
[4-44], i.e, q species, temperature, pressure, r Lagrangian 
multipliers for atomic balance constraints and 3 Lagrangian 
multipliers for enthalpy,momentum and entropy.
In order that the solution of [4-44] be a minimum, the 
partial derivatives of G* with respect to the independent 
variables will have to be zero, q + r + 5 partial deriva­
tives must be evaluated, simultemeously. The partiale of
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G with respect to the concentrations, temperature and 
pressure are highly non-linear. If matri* techniques are 
used for the evaluation of the q + r + 5 partiale, caution 
should be taken, for some of the aij stochiometric coeffi­
cients are zero for some species and they will make the dia­
gonal array singular, thus making a matrix solution difficult. 
This study tried several matrix techniques; all were unsuc­
cessful.
Another solution method for [4-44] is to use search 
techniques. A direct search method,similar to Powell's (31) 
was used and a solution was obtained. The algorithm of this 
technique is described in part C of Appendix (28). The 
method involves obtaining a new set of directions for the 
search vector Xt, by treating the G* in [4-44] as an error 
function and finding its minimum by a relative minimization 
procedure. It is closely related to the method of parallel 
tangents,
Looking back to equations [4-43] and [4-44], the search 
vector Xt has q + r + 5 dimensions. However, its dimensions 
can be made less if all the Lagrangian multipliers in [4-44] 
are treated as one constant. Notice that each Lagrangian 
multiplier is multiplied by a constraint equation that 
is equated to zero, and any such non-zero product will re­
flect the deviation from the global minimum, and show that 
the constraint equation(s) is(are) not satisfied. This 
means that if the Lagrangian are multipliers which
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are only roughly estimated, the solution will still be 
successful, and these multipliers need not be re-evaluated 
at each iteration step during the marching. Since 6 * is 
approximately equal to t, any reasonable value of the Xte 
will have a weak effect on G*. Note that assuming a 
constant X*,where X* is a reference Lagrangian multiplier, 
in essence, couples constraint equations of very small.
0 small compared to f . This analysis, therefore, tolerates 
certain small errors in fulfilling the constraints on the 
system, yet it is useful and cuts the number of independent 
variables by r + 3.
Summarizing the eibove equation on equation [4-44] we 
can write
* ..*2 . * 2  
G = f + X (Q^ + Q® + (
Q's are squared to insure that all error is positive. Note 
that G* is now a function of {yi, P and T}. The search 
vector now shall contain (q + 2 ) variables, where q is the 
number of species.
Having developed fhe equations describing the system, 
an example problem will now be presented and its solution 
will be attempted using îdiis analysis.
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CHAPTER 5 
EXAMPLE PROBLEM
Combustion of Og/H^ will be chosen as the example case. 
This is a relatively simple system in which combustion 
products are well defined, and this system is of consider- 
cible importance to the industry.
J-2 engine of the Saturn V launch vehicle employs 
hydrogen as fuel and oxygen as oxidizer. Conditions simu­
lating the J-2 engine are used in the exeunple problem cal­
culations. Pertinent dimensions of the J-2 engine are 
given in Table 5-1 together with additional test parameters 
(21).
The combustion products will constitute of six species. 
These are water vapor, hydrogen gas, hydrogen atom, oxygen 
atom, hydroxide, and oxygen gas. Table 5-2 shows the 
stochiometric coefficients, aij, for these species that 
are used in equation [4-2^.
The injection rates are given in gm/sec in Table 5-1. 
They are converted to mole per greun basis below
= ^ 1  "= “ 0*152635
^o = ^2 - riyliëfss = 0.0529602 fiuia
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Table 5-1.
J-2 Engine Test Data (S-IV B Test 041A)
Injector Face Chamber Pressure: 
Liquid Hydrogen Mass Flow Rate: 
Liquid Oxygen Mass Flow Rate: 

































2 2 0 1 1 0
0
j» 2 0 1 1 0 1 2
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If now 1 gm./sec. of fluid is assumed to flow in the control 
volume of Figure 4-1, then the cross sectional areas in 
Table 5-1 have to be rescaled.
Using the continuity equation of [4-12] and dividing 
the cross sectional area by the total mass flow rate, the 
scaled chamber, throat and exit areas are given in Table 
5-3.
Table 5-3.
Combustion Chamber, Throat and Exit Cross-Sectional 
Areas Scaled to 1 gm/sec Mass Flow Rate
A^, m 2 At, m 2 Ag, m 2
0.695 X 10"® 0.439 X 10"® 0.11935 X 10"^
Using the data in Tables 5-1, 5-2, and 5-3 a solution 
to equation [4-48] will now be attempted. To start 
the solution, initial values of pressure, temperature and 
species concentrations are needed. Adiabatic flame calcula­
tions will prove invaluable in providing an initial inde­
pendent set. Adiabatic flame analysis was presented in 
Chapter 4. This involved burning the propellants at con­
stant stagnation pressure in an infinite area cut. This 
assumption will eliminate the momentum constraint of [4-27]. 
The augmented function of equation [4-48] is thus reduced 
to
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G* - f* + X* (Q^ + Q® ) [5-1]
Note that k= 0 for the combustion chamber calculations, 
and entropy constraint does not appear.
To start the solution of [5-1], Prozan's (21) adiaba­
tic flcune temperature results will be used. Note now 
G = G {pj^^j, yi}. This has been done and the
results of the present analysis are given in Table 5-4 
together with the results of (21). The comparison is en­
couraging.
Note that the eibove analysis assumes that the propel­
lants are pumped, injected, burned and are presently at 
the nozzle inlet still at the same pressure. Although 
one-dimensional isobaric fleunes are observed, a certain 
pressure drop is expected to enable pumping the propel­
lants up to the nozzle inlet. Again in Chapter 4, Yedlin's 
modification of the nozzle stagnation pressure was presented. 
Yedlin obtained a pressure, which was 8 % lower than the 
injection pressure by making a finite-area analysis.
Therefore as a next step in the calculations, equation 
[4-48] will be solved to predict this pressure drop.
In c lu d in g  th e  momentum c o n s tra in t  th e  augmented func­
t io n  is  g iven  by
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TABLE 5-4.
ADIABATIC FLAME TEMPERATURE RESULTS 
COMPARED TO PROZAN'S ANALYSIS
V a r ia b le P res en t A n a ly s is Ref. 20
P(atm ) 52.62 52.62
T(»K) 3397.8 3404.0
Y (gm/mole) 12.608 1 2 . 6 8
fmole i l  
Hg I  gm j 0.02278 0.0233
fmole i l
HgO t g m  J 0.049683 0.0496
„  fmole i l  
0  [ gm J 0 . 0 0 0 2 0.00019
„  fmole i l  
H I gm j 0.00282 0.0028
fmole i l
^OH [ ^  “ J 0.00278 0.00267
Y fmole i l  
O 2 I  gm J 0.00017179 0.000158
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G* = f* + X* (Aj^ + Q® + q“ ) 15-2]
The momentum conservation equation was given by equa­
tion [4-41] for the combustion chamber as
+ C4 Pinj "inj' ' + <=4 ”> “>̂
Note that p for the system is not available readily.
However, elemental injection density data is available by
(29) , and '^inj^ term can be calculated by the follow­
ing relation for the mixture.
^inj ^inj “ ^inj-H ^inj-H + ^inj-o^inj-o [5-4]
where elemental and injection densities and velocities are 
used.
The adiabatic flame temperature results of Table 5-4 
will be used as inputs of the independent variables to 
solve equation [5-2]. This has been done and the results 
are given in the first column of Table 5-5. Also given in 
Table 5-5 are adiabatic fleune results.
It is at this point worthwhile to test how close the 
equilibrium is reached. This shall be done by performing 
an equilibrium minimization program of del Valle and Pike
(30), at the same 0/F ratio. The free energy here is con­
strained with the elemental balances. The results of this 
analysis is shown in Table 5-6 for chosen temperature and
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TABLE 5-5. Post-combustion Results of Independent 





Variable 0 % -1 % -1.5% -1.56%
P (atm) 41.961 42.02 42.28 42.79 52.62
T («K) 3384.23 3368.27 3351.67 3343.74 3397.8
Ÿ (gm/mole) 12.680 12.6823 12.6727 12.6481 12.608
y_ mole i/gm 
of fluid 0.02322 0.0232163 0.0232163 0.0232163 0.02278
y_ mole i/gm 
of fluid 0.05057 0.05043 0.050116 0.04977 0.049683
y^ mole i/gm 
° of fluid 0 . 0 0 0 1 1 0.000164 0.0001892 0.0001892 0 . 0 0 0 2
y_ mole i/gm 
® of fluid 0.002785 0.002792 0.0027915 0.0027915 0.00282
y „  mole i/gm 
of fluid 0.00229 0.002473 0.002665 0.002665 0.00278
y^ mole i/gm 
° 2  of fluid 0.0000003 0.0000004 0 . 0 0 0 0 0 0 1 2 0 . 0 0 0 0 0 0 1 1 0.0001721
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pressure. Equilibrium concentrations calculated by both ana­
lyses are in good agreement
The assumption in Chapter 4 was that combustion was 
complete in the chamber, and assuming no other irreversible 
effects, entropy has reached to its maximum value. The 
entropy is evaluated from equation [4-28].
The augmented function of [4- 45] shall now require 
entropy conservation. This is given by
* 2 *2 * 2 *2 
G* = f* + X*(Qj + Q® + q“ + Q® ) [5-5]
where k is set to k = 1 .
The next step in the calculations is to optimize 
[5-5 ] as the flow proceeds past the nozzle inlet towards 
the nozzle throat. The momentum equation in the nozzle is 
to be satisfied for flow through the variable area. There­
fore equation [4-27] will be used for momentum.
A marching procedure will be used to reach to the 
throat. This will involve taking several cross sectional 
area increments along the axis.
The decreasing area-step will be implied as follows. 
Let the cross-sectional area at the 2th station be given 
by
[5-6]
where a, b, and c are constants. They will be calculated 
by using the downstream and upstream boundary conditions.
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TABLE 5-6.
EQUILIBRIUM INDEPENDENT SET COMPARED TO A FREE ENERGY 
MINIMIZATION STUDY, 0/F RATIO = 5 . 5  (REF. 26)
VarlcJsle Present Analysis Ref. 26
P (atm) 45.23 45.23
T (®K) 3337.95 3337.95
\ { ^ ] 0.01466 0.01480
\ o [ ^ ] 0.033635 0.03334
fmole i 1 
Yq I gm J 0.0004936 0.000511
fmole i 1 
Yh I gm j 0.0015616 0.001653
-o h ( = ^ ) 0.0014995 0.001703
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"t
b
A = MM 
^ = 0




= ^c + m  A - [5-9]
Notice that [5-9] is function of MM. The initial steps in the 
throat direction are larger, and in the neighborhood of 
throat area, smaller. This fit seemed to decrease the 
noise in the numerical calculations. It has been exper­
ienced, that, as the calculation scheme approached to the 
critical throat area, fluctuations in the Mach number 
occurred, when the area was decreased by equal sized steps. 
This fit helped reduce the overall noise. The mechanics 
of the marching procedure is given in part A of Appendix.
The relationships for speed of sound provided in part 
D of Appendix. For the reacting gas mixture speed of 
sound is given by equation [D-1]
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- (H)̂
This partial can be approximated by
IPo - P&4 1 J [5 -1 1 ]
where I and A-1 are successive nodes. Similarly, the 
specific heat ratio can be approximated by
The I th node will be the node whose cross-sectional area 
is used in the immediate search. Before the next iteration, 
conditions at I are set to A- 1  and a new increment in the 
cross-sectional area is taken. Note that combustion chamber 
results provide the initial A- 1  th properties.
Mach number was given in part D of Appendix from the 
relation
M :
and Mach number [5 -1 3 ] is  e v a lu a te d  a t  each A.
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Determining the Correct Equilibrium State
At A^ = A^, the boundary condition at the throat must 
be satisfied. As it was stated earlier in Chapter 1, the 
flow will show no indication of reaction of the propellants 
if choking is not physically realized at the throat. It 
follows that near equilibrium state at the combustion 
chamber exit/nozzle inlet will not be obtained, and the 
combustion products will not flow at sonic speed at the 
throat. Earlier in the analysis, complete combustion of 
the propellants in the combustion chamber was assumed.
This was the same approach (18) and (21) have used. Accord­
ingly the post-combustion state at the nozzle inlet must 
also be the equilibrium state, and when this same state 
does not predict choking at the throat, then it is not 
properly defined at the chamber exit.
In Chapter 2, the performance of an ideal engine was 
examined, and it was stated there that because this line 
of approach neglected some real chemical and physical 
phenomena, its prediction of the performance was higher 
than what would be expected if real processes were account­
ed for in the analysis. The poor combustion equilibrium 
state of the perfect engine should therefore reflect one 
way or another some adjustment to satisfy choking pheno­
mena which is a real, physical process.
One choice for this adjustment will be by calculating 
a new post-combustion entropy. It shall follow from the 
above discussion that post-combustion entropy be lower if
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the real processes were to be included. It is not known 
off-hand how big a hinderance the real phenomena may cause, 
but it shall be assumed that a small percentage error in 
the entropy calculation was introduced by a perfect engine 
analysis. The condition of equilibrium was towards a mini­
mum of [4-30] constrained by the conservation equations.
A perfect engine solution of equation [5-5] will yield 
lower G* value than had some imperfections in the model 
were accounted for. Therefore entropy obtained from equa­
tion [4-48] should be lower than its perfect engine value.
The chamber entropy will now be empirically reduced 
towards obtaining the proper nozzle inlet equilibrium state 
such that M = 1 at the throat. Small cumulative percentage 
changes are taken in entropy, until the boundary condition 
at the throat is satisfied.
Everytime the entropy is incremented, the combustion 
cheunber equilibrium state is redetermined by optimizing 
equation [5-5]. Table 5-5 shows the result of the above 
analysis in combustion chamber for a 0, 1, 1.5 and 1.56 
percent change in entropy. At 1.56% change, the Mach 
number at the throat was under the tolerance accepted for 
the convergence. Tedale 5-7 shows the behavior of Mach 
number at the throat for the respective changes in entropy 
together with the throat for tiie respective changes in en­
tropy together with the throat pressure and temperature at 
each increment in entropy.
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Table 5-7. Effect of Entropy on the Throat Conditions
Changes in Entropy
Variables 0 % -1 % 1.5% 1.56%
“t 1.06106 1.05649 1.03770 0.995425
^t 27.187 27.23 27.70 29.149
3113.16 3103.25 3097.23 3104.5
12.724 12.712 12.691 12.6841
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It is very important that we understand here that we 
are not introducing an error at will to the analysis by 
this empirical change in entropy. What is really done is 
that a new equilibrium state is determined. Yet this new 
equilibrium state still shall satisfy the conservation 
equations within whose boundzuries the system is defined.
To prove this point, conservation equations for mass, momen­
tum and energy are solved for injection station and head 
end of the f leune (nozzle inlet). The results are given in 
Table 5-8 for different entropy levels. Notice that 
mass, momentum and energy are conserved within practical 
limits for each equilibrium state.
In Table 5-9 , temperature, pressure, and Mach number 
for a reacting mixture is presented at the optimum change.
Comparison with the Frozen Flow
In part D of Appendix, Mach number for a non-reacting 
ideal gas in isentropic flow is given by
15-14]
also stagnation temperature and pressure are related to 
the static temperature and pressure by
%  -1 +  [ ï ^ )  [5-15]
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Taüble 5- 8 . Change in Magnitudes of Conservation Equations 






























Table 5-9. Temperature, Pressure and Mach Number 
in the Subsonic Zone (-1.56% charge 
in exit).
No. Temperature, ® K Pressure, atm Mach No.
1 3342.087 42.787 0.4712
2 3340.26 42.786 0.48553 3339.38 42.78 0.50034 3336.38 42.77 0.51685 3333.89 42.71 0.5375
6 3330.9 42.60 0.52967 3327.4 42.44 0.5349
8 3323.4 42.24 0.54459 3318.89 41.987 0.5563
10 3313.89 41.689 0.5695
1 1 3308.35 41.35 0.5837
1 2 3302.3 40.96 0.59913 3295.7 40.54 0.61514 3288.6 40.08 0.632315 3280.92 39.58 0.6516 3272.7 39.04 0.668517 3263.93 38.47 0.687718 3254.8 37.88 0.706719 3245.3 37.26 0.727
20 3235.18 36.62 0.749
2 1 3224.56 35.95 0.77
2 2 3213.6 35.27 0.73323 3201.77 34.55 0.81624 3189.5 33.83 0.838825 3176.3 33.05 0.864526 3161.96 32.23 0.890727 3146.29 31.35 0.919228 3131.38 30.54 0.94429 3111.31 29.467 0.979830 3108.99 29.35 0.956431 3106.84 29.24 0.97932 3104.95 29.14 0.9954





These relationships in equation 15-15] and [5-16] will 
be used to con^eure the results of a reacting flow and a 
non-reacting flow. The difference is clear if equation 
[5-14] and [5-13] for Mach number-are cos^ared. [5-14] has 
no pressure dependence in it and is therefore only indica­
tive of a frozen flow. In figures 5-1, 5-2 and 5-3 frozen 
flow predictions of local temperature, pressure and Mach 
number are plotted against the result of this analysis at 
1.56% change (Table 5-91 Note that specific heat ratio y is 
calculated at each step in these figures. The solid curve 
indicates if the same analysis was made if the specific 
heat ratio of the chamber exit was left constant; this 
would then be equivalent to treating the flow frozen.
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FIGURE 5-1.
TEMPEMATUME VS. NUMBER OF NODES IN THE SUBSONIC REGION 
C A L C U L A T E D  T E M P E R A T U R E  V 3 .  I D E A L  T E M P E R A T U R E
16.00 all. 00 
S T A T I O N  N O
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FIGURE 5-2.
PRESSURE VS. NUMBER OF NflJES IN THE SUBSONIC REGION
C A L C U L A T E D  P R E S S U R E  V S .  I D E A L  P R E S S U R E
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The local temperature and pressure calculated by 
these relations are satisfactorily close to the same vari­
ables calculated by present analysis. About 2.7% and 2.1% 
difference between the predictions of this analysis and 
that of equations [5-17] and [5-18] were found in tempera­
ture and pressure, respectively.
The relationship between Mach number and area at any 
point along the flow axis was given by equation [4-18]
2(y-1) [5-19]
For constant specific heat ratio [5-19] has been inte­
grated and the results are shown in Figure 5-5.
In Figure 5-4 the specific heat ratio for a reacting 
and non-reacting mixture are given for the nozzle. Note 
that as the speed of the flow increased, the near equili­
brium flow approach to near frozen flow. This phenomena 
influenced several analyses for the supersonic region cal­
culations, and was briefly described when equilibrium analy­
ses were examined in Chapter 4.
The reader is referred to part D of Appendix for more 
discussion about reacting and non-reacting flow thermody­
namic! relationships.
Exit Plane CaIculations
Once the throat results are established at 1.56% change 
in entropy, we shift to the exit section calculations. This
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Figure 5-4.
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is the section where the temperatures and pressures rapidly 
decrease, and Mach number goes sharply supersonic.
Performing the same analysis towards the exit plane, 
the calculations reach to the exit area.
Table 5-10 gives the variables of Table 5 - 9  in the 
supersonic region. The results of Table 5-12 are plotted 
in Figures 5-5, 5-6 and 5-7 where the ideal conditions are 
shown.
Sensitivity
Until now nothing has been said about the behavior of 
the analysis at different size area increments along the 
flow axis, other than at the time when a quadratic fit 
was obtained to approximate the area earlier. Taking small­
er or larger steps in area in the exit direction did influ­
ence the flow properties. In Table 5-11, the same param­
eters of Tcd)le 5- 10 are given for the same analysis using 
half as many steps in increasing the area are taken.
Notice that the properties are not spread as observed from 
the analysis using smaller area increments in marching.
This is a common feature of finite difference analyses 
where taking smaller step sizes, improves accuracy of the 
approximation. The magnitude of the error function was 
almost half as big when the number of nodes along the axis 
were doubled. The results of Table 5-10 were determined 
by taking, MM, the number of stations equal to 32. The same 
analysis for 64 stations was not available because the 
execution time was too great.
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TABLE 5-10. Temperature, Pressure and Mach Number 
in the Supersonic Region.
Node
No. Temperature Pressure MachNo.
1 3465.97 25.145 1.1172 3048.79 22.217 1.1593 3048.59 19.628 1.1864 2989.28 16.186 1.2255 2907.38 13.378 1.3086 2757.10 10.070 1.4467 2621.09 7.813 1.6148 2801.62 6.227 1.7709 2396.71 5.066 1.91610 2304.83 4.192 2.05211 2222.74 3.510 2.17712 2148.02 2.964 2.29213 2078.78 2.518 2.39914 2013.63 2.148 2.49915 1952.06 1.839 2.59516 1893.26 1.578 2.68717 1836.87 1.356 2.77618 1782.64 1.168 2.86419 1730.37 1.007 2.95020 1679.89 0.870 3.03621 1631.08 0.751 3.12022 1583.82 0.650 3.20523 1539.02 0.563 3.29524 1497.28 0.487 3.36025 1448.72 0.422 3.46226 1405.55 0.366 3.50427 1363.00 0.317 3.62428 1321.19 0.274 3.71129 1280.19 0.237 3.80030 1236.81 0.204 3.86931 1198.31 0.177 4.00732 1160.75 0.153 4.098
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Figure 5-5.
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Figure 5-7.
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Table 5-11. Temperature, Pressure and Mach Number in the 
Supersonic Region (16 Nodes).
No.
Node Mach No. Mach No.Temperature Pressure ing) (No^ïëacïing)
1 3082.73 21.95 1.184 1.072
2 2067.24 17.32 1.217 1.092
3 2915.73 12.05 1.318 1.253
4 2698.93 7.74 1.535 1.527
5 2479.12 5.03 JL.784 1.824
6 2280.39 3.38 2.036 2.107
7 2110.61 2.35 2.283 2.359
8 1967.45 1.68 2.517 2.577
9 1842.16 1.22 2.729 2.775
10 1730.05 0.90 2.926 2.956
11 1620.34 0.66 3.099 3.157
12 1528.96 0.49 3.321 3.320
13 1442.45 0.37 3.483 3.484
14 1360.37 0.78 3.647 3.650
15 1782.50 0.21 3.814 3.819
16 1208.73 0.16 3.985 3.992
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It has been observed that the calculation scheme was 
also sensible to the selection of the reference Lagrangian 
multiplier, the lower limits on the concentrations and to 
the minimization routine convergence parameters.
Calculation of the Vacuum Specific impulse
The criterion for the performance of a rocket engine 
was stated to be the vacuum specific impulse in Chapter 2.
^spvae
"3 “e [5-191
since 1 gm/sec reference mass flow rate was chosen.
The results are shown in Table 5-12.
Mass flow rate is rescaled and converted to the similar 
units of the references for comparison. Also given in 
Table 5-12 are the exit pressure valcues calculated by this 
analysis compeured to those predicted by the two references.
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CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE WORK
In this study an analytical technique has been developed 
to investigate the phenomena of choking on the performance 
of a rocket engine. This phenomena was evaluated and found 
to have about the same effect as the empirical correction, 
termed energy release loss. Therefore, proper choking of 
the flow may be interpreted as the explanation of this appar­
ent performance loss.
The basis of the analytic method is to evaluate a free 
energy function constrained with the mass, momentum and 
energy conservation equations for the combustion chamber 
conditions with the requirement of choking the flow at the 
nozzle throat serving as a boundary condition. The flow is 
assumed isentropic once the propellants combust and this 
constraint is coupled to the augmented function discussed 
above. Parameters influencing the Vapor specific impulse 
are then predicted at the exit.
The J-2 rocket engine was arbitrarily chosen as an 
exeunple with which to demonstrate the effect anticipated; 
its operation was described by previously published data.
The assumption of equilibrium flow is invaluable in 
thrust calculations because of its relative simplicity. The 
results found by this analysis indicate that choking has a
84
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Ref. 16 Ref. 27 TestData
Nozzle exit 
pressure, atm 0.1533 0.1605 0.1666 0.1798
Specific
impulse, sec 433.5 431.9 447.0 447.1
Total mass 
flowrate, 
lb/sec 547.29 545.0 510.0 551.0 546.27
Thrust (lb) 
in vacuum 2.36x10® 2.346x10® 2.28x10® 2.46x10® 2.255x10®
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The numerics of the solution reported herein may be 
improved; at the expense of compututation time and, perhaps, 
by use of better optimization methods. Mach number is cal­
culated from a finite-difference approximation and it is 
therefore necessary that this approximation be as accurate 
as possible. It is therefore recommended that more incre­
ments in the cross-sectional area be taken, since this would 
improve approximation. Note that theecheck on the boundary 
condition is strictly from this approximation. A better 
approximation can be achieved if second order finite dif­
ferencing Is used. This will necessitate establishing 
three points along the axis before the formula may be ap­
plied. However, for the last step involving the throat area, 
since the A+1 th step is not availed>le, a first order back­
ward differencing is necessary, where the £-1 th step is 
available again from a quadratic approximation.
Double precision and tighter convergence criteria for 
the variables and error function is already built in the 
program. A further improvement in the numerics may be ob­
tained by increasing the number of searches allowed and 
probably by obtaining an optimum lower limit on the concen­
trations, such that they are different from zero.
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conversion factor, 1.0133 x 10®
NOMENCLATURE
A area,
ai] stochiometric coefficient, atoms per molecule
bj injection flow rates of element j, gm-moles of
j/gm of fluid
B.i-B-i coefficients of thermodynamic polynomial fits, 
of species T > 1000®K
c speed of sound, m/sec
C^ gas constant 1.98 cal/mole-®K




Cp heat capacity per mole
E,i-E-i coefficients of thermodynaunic polynomial fits, 
 ̂ ' 300 < T®K < 1000
e energy, cal/gm
Et error function




h enthalpy of mixture, cal/gm
h^ stagnation enthalpy, cal/gm
H. molal enthalpy, cal/mole
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^spvac vacuum specific impulse, sec
j pertaining to element
k switch to indicate combustion chamber or nozzle
calculation
m mass flow rate, gm/sec
M Mach number
MM number of nodes along the axis
Avogadro's number
0/F oxidizer to fuel ratio
O's constraint equations
pi partial pressure, atm
p total pressure, atm
pQ stagnation pressure, atm
q number of species
r number of elements
s mixture entropy, cal/gm ®K
Si molal enthalpy, cal/mole ®K
t parameter, general notation for independent
variables
T absolute temperature, ®K




xi mole fraction of specie i
search vector 
yi moles of i/mass of fluid
Y total number of moles/mass of fluid







Y molecular weight, gm/mole
X Lagrangian multiplier
Y specific heat ratio, nonreacting
Ys specific heat ratio, reacting
Superscripts
* pertaining to reference
min. pertaining to minimum
Subscripts
af pertaining to adiabatic flame
c pertaining to chamber
e pertaining to exit
inj pertaining to injection
£ pertaining to nodes
min pertaining to minimum
o pertaining to stagnation
t pertaining to throat
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In this section, a computer program will be presented 
to solve the example problem.
The main goal of the calculations is to determine the 
independent variables; however, several other quantities 
and properties are also calculated.
The calculation procedure follows four steps. These 
are: a) calculations in the combustion chamber, b) calcu­
lations in the subsonic flow zone up to the throat of the 
nozzle, c) determination of the proper post-combustion 
equilibrium state, such that the throat boundary condition 
is satisfied, d) calculations in the supersonic zone up 
to the exit plane.
To start the program, initial values of the indepen­
dent set of variables have to be supplied. These values 
have to reflect an estimate of post combustion conditions. 
Previously, we have considered adiabatic flame temperature 
calculations. For an infinite area combustor, a gas mix­
ture was to be completely burned at constant pressure. 
Subject to this assumption, the injector face pressure 
became the nozzle stagnation pressure. Gordon et al.( 27 ) 
developed a program which computes the adiabatic flame
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properties at this prewsure. As input it requires empirical 
values of the injector face pressure (which is taken to be 
equal to the stagnation pressure) and oxygen to fuel ratio 
of the propellants. Such a procedure can provide a start 
for finite area calculation. Prozan (21) used this basic 
idea to calculate adiabatic flame data for input to a nozzle 
flow program. This research utilized Prozan*s analysis to 
initiate calculations in the thrust cheunber. The resulting 
numbers are in good agreement with both Prozan* s and Gordon* s 
results.
The computer program presented in Section F contains a 
driver (or main) program and subroutines CSTFN, ÏERMO,
SOUND, MNWD3B, and RLMNQ3.
Input Listing
All inputs to the program are either read from the cards 
or supplied by a block data routine. The basic input con­
sists of (1) the independent set: pressure, temperature,
and species concentrations. (Note that the element concen­
trations correspond exactly to the mixture 0/F ratio of the 
system), (2) all data relating to the properties of the
species : molecular weights, coefficients fot thermodynamic
curve fits, (3) engine data: cross-sectional areas, mass
flow-rates, injection pressure, thrust, and (4) data relating 
to the numerical analysis : number of nodes, number of sigr
nificant digits desired, the bounds on variables.
These are discussed as they appear within various sub­
routine descriptions.
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Main Program Operation
A basic logic diagram for the main program is given 
in Figure A-1. Using an initial estimate of the inde­
pendent set, the driver program calls TEBMO to calculate 
initial fits for the thermodynamic functions of Table 4-1. 
Initially, the area change is zero. Using the combustion 
chamber area, MMWD3B is called to determine a post-com- 
bustion equilibrium state. Entropy is calculated with the 
independent set at this state. SOUND is called to calcu­
late flow and thermodynamic properties in the chamber. 
Before switching to the nozzle calculations, all the post­
combustion properties are stored for further use.
The converging flow from the end of the combustion 
chamber to the nozzle throat is calculated by a marching 
technique. The integral term in the momentum equation is 
evaluated by a backward finite-difference technique (see 
Chapter V). In essence, for each area change of Figure 
A-2 TERMO is called to update the momentum and kinetic 
energy terms at that cross-sectional area, HNWD3B is 
called to minimize (4-55) and calculate the independent 
variables, SOUND is called to calculate, among other 
properties, mach number. Note that number of increments 
or steps in the axial direction is given by MM. When 
the throat area is reached at the MMth station, the throat 
mach number is compared to unity. If the test shows the 
flow to be choked, the calculations proceed into the super­
sonic region. If not, then the post-ccznbustion entropy


















Figure a -1. Basic Logic 
Diagram.CALCULATE
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
97
is decreased by a small amount. NNWD3B is called to redeter­
mine the independent set at the combustion chamber cross- 
sectional area. Note that this entropy change is cumula­
tive. The size of this change is determined by a simple 
logic. In the program, initial jumps of 1% and then 0.5% 
are made before smaller increments are taken to obtain a 
stable solution. The direction of the change is also 
monitored to insure the proper effect on the Mach number.
When this change in entropy provides the necessary 
set that satisfies the Mach number test at the throat, 
the calculations are switched to the diffuser. A similar 
marching procedure achieves the area increase. Note that 
the number of increments in area in this direction can be 
different from that used in marching to the throat.
The area increments in the subsonic region are fit 
with a quadratic polynomial, and in the supersonic region, 
with a logarithmic curve. Note that the constants appear­
ing in these fits will depend on the number of steps 
along the axis. These fits were presented in Chapter 5.
The idea is that as the system gets critical - in the 
neighborhood of the throat region - from both directions - 
these fits provide smaller area increments which, in 
turn, help stabilize the search.
Logical variables regulate the directions of the cal­
culations. When BURDUR is .FALSE., then combustion cham­
ber properties are calculated. When BANDIR is .TRUE., then 
the search includes the entropy constraint to minimize a









Figure Ar’2. Marching Procedure.
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new equilibrium state once a change is initiated in the 
original entropy value. When BMK E S  is .TRUE., then the 
calculations are restricted to the supersonic zone.
When the exit area is reached, the vacuum specific impulse 
is calculated.
The next section, B, will present the development of 
the cost function. Section C presents the minimization 
routine to optimize this cost function. D and E present 
the calculation of flow and thermodynamic properties and 
the curve-fits to thermodynamic functions, respectively. 
The program nomenclature is presented on the next
page.



























is the switch for TERMO to 
read in the polynomial fit 
coefficients.
is the switch between the com­
bustion chamber and the nozzle 
calculations. When set to 
FALSE, the program computes 
combustion chamber results.
is.the switch between the cal­
culations coming towards the 
throat and coming from the 
throat to the exit. When set 
to TRUE, the supersonic region 
calculations are made.
ieuithe switch for combustion 
chamber calculations including 
the new entropy value.
denotes the station whose cross 
sectional area is used in cal­




Array that contains the Y^
Summation of Y^
Array that contains the post­
combustion species concentra­
tions, to be stored.
Post-combustion pressure to 
be stored.
Post-combustion temperature, to 
be stored.
The A-lth and the ith area.
Exit and throat, and combustion 
chamber areas, respectively.




EPS5 Real, Input The percentage with which en­
tropy must be changed.
EPS6 Real, Input Tolerance on the throat mach 
number.
MM Integer,
Input Total number of nodes along the axis.
MA Integer,
Input order of the system.
NS Integer,
Input Total number of species.
MACHNO Real, Input Real mach number.
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B. Formation of Error Function 
Subroutine CSTFN
Subroutine CSTFN is the subprogram that defines the 
error(cost) function which is to be minimized. The error 
function was presented in Chapter 5 as:
* * * _ *2 *2 *2 
G = f + X (Q^ + Og + Q® + + kQ® ) [B-11
and G* was
G* = G*(P,T,yi} [B-2]
The magnitudes of the independent variables in 
[B-2] will be determined when equation [B-1] is minimized. 
A qualitative understanding of the manner in which these 
variables change during the flow in a rocket engine can 
be obtained from standard textbooks on Rocket Propulsion, 
such as ( 5 ), ( 30). As the gases flow from the nozzle 
inlet through the throat to the exit, both temperature 
and pressure will decrease. The tendency toward equili­
brium will then favor those states which reduce the dis­
sociation of gases. In chapter 5, the species that are 
formed as the products of the combustion of hydrogen and 
oxygen were discussed. It follows that the [HgO] con­
centration should increase and the [H], [H^], [OH], [Og] 
and [O] concentrations should decrease. This is indeed
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the case, we refer to the tabulated values on hydrogen/ 
oxygen combustion ( 29 ),
A search vector Xt is formed such that it contains 
all the independent variables, and then a search is per­
formed for the minimum of IB-1]. The search vector will 
be instructed to seek those directions where equilibrium 
is favored. Envision a search domain whose boundaries are 
constructed by some upper and lower limits on the inde­
pendent variables, then the search vector shall be required 
to operate within that region. Obviously, since negative 
valued independent variables are not acceptable, non-nega­
tivity in the independent set shall be the lower bound 
of this domain. An upper bound will also be assigned to 
each variable.
In the combustion chamber, upper limits for all the 
variables other than the [HgO] concentration would be 
the adiabatic flame temperature calculation results.
In turn, the post-combustion state of variables will be 
the upper limit, for the first step toward throat. The 
same type of reasoning can be applied during the march 
toward the exit.
Since a steady increase in [H^OT concentration is 
sought as the temperature and pressure decrease, the y^ ^ 
at each iteration will be the lower limit for the search 
domain on this variable.
The [Hg] concentration behavior is peculiar, when 
pressure and temperature are sufficiently low. The steady
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decrease in its concentration reverses itself once the 
temperature is about 1700 ®K, and 0.1 atm (29). In this pro­
gram the constraint on [Hg] is removed once the flow tem­
perature and pressure are near that critical state.
The selection of bounds are arbitrary, however, it 
is numerically feasible to assign individual limits for 
each variable that are in proportion to the relative mag­
nitudes of the variables. This will save time when the 
search vector can search within tighter bounds. Therefore, 
a very small number is selected for concentration bounds 
to imply non-negativity while larger values of comparable 
limits are selected for pressure and temperature.
To keep the search vector within the required domain, 
forcing or penalty functions sure be used. A large con­
stant WAV is defined to be the penalty each time the search 
vector returns with a variable outside the domain; thus,
COST = WAV (Xt^^^ - Xtj^)^ [B-33
(Bound)
where A+ 1 and £ represent the successive nodes along the 
flow axis. Note that Xt^^^ is outside the desired domain 
is differenced from the desired bound and the difference 
is squared to avoid introducing negative effects to the 
COST. This penalty will then be added to the total error 
function. Note that Xt contains the independent set and 
this operation in [B-3] is performed for each variable.
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Care must be given to the selection of the WAVs, since 
there is a great difference in magnitude among variables, 
assigning individual penalties to the variables is in 
order. Also, the WAVs should be compatible in magnitude 
to the total cost, i.e., one should not select too large 
WAVs for this may create confusion in the selection of 
the direction for the next function evaluation. Care also 
should be given in the selection of how close is
allowed to get to the upper and lower bounds of the vari­
ables before it is punished. It is therefore necessary 
that we define some small values for each of the indepen­
dent variables such that the varieübles will be allowed to 
stray close to the respective bounds. If we define EPS 
to be this small quantity, equation [B-3] is then given as
^Z+1 [B-4] 
(Bound)
Again, equation [B-4] has to be evaluated for each variable. 
A descriptive qualitative explanation is shown in Figure 
B-1. Note that as the search on Xt for one independent 
variable comes close to the bound from either direction, 
the error is increased to show that that particular seen:oh 
direction is unfeasible.
After the initial process of examining the bounds of 
Xt is completed, and an error due to the penalties, if any, 
has been accumulated, the COST function of [B-1] is formed. 
With the new Xt that contains the independent variables.
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EPSt
limit X Xt,h limit
Figure B-1. Relative Bounds on Variables.
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*̂̂ 2 limit No
Yes
Yes










DCOST ■ DCOST + 
WAV(Xt.̂ ĵ  - (Xtĵ +
EPSt)r_____
Xt - X%2imit
Xt -  T -.x(t)
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magnitudes of the free energy and of the constraints 
equations will be calculated. [B-1] will then contain 
these and the penalties.
A 2 A 2 E . 2 M 2 S 2G* = f* + \* + Q  + Q, *2 ^ jçQ *2)
i
+ I COST = DCOST [B-4]
where DCOST contains the magnitude of all the errors.
The magnitude of this combined error is sent back to 
the calling program.
Each time the subroutine is called, the COST is reset 
to zero and the locus of the Xt vector is then tested.
Note that the calculations of and Qg are regulated 
by the logical switches. When combustion chamber calcu­
lations are performed, then BURDUR is .FALSE., and 
Qg = 0, and has the simplified form of Equation [4-40] 
where the area term is conveniently eliminated. If, how­
ever, the search is still within the combustion chamber, 
but with a new entropy value, then BANDIR is .TRUE. For 
the marching procedure within the nozzle BALKES is .FALSE, 
until the throat and thereafter set to .TRUE.
A logical diagram is provided in Figure B-2.












Contains the magnitude of 
the error function. It is 
combined of penalties on 
the independent set and on 
the augmented function.
The name of the array that 
contains the independent 
set.


















Small allowable deviations 
from the upper and lower 
bounds of ^ e  independent 
variables for pressure, 
temperature and concentra­
tions.
Name of the array that con­




Momentum, at the ■ prés­
ent station, and at the 
previous station, respec­
tively.
Reference values for the gas 
constants, temperature, 
area, mixture molecular 
weight and pressure, res­
pectively.
Upper and lower bounds on 
the independent set.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CSTFN VARIABLES (Cont'd)
Name Type Function
TOLD, FOLD, Real Independent set correspond-
etc. ing to the previous station.
WAV1,WAV2, Real Penalty functions of pres-
WAV3 sure, temperature and con­
centrations , respectively.
XM Real Product of mass flow rate
and the Injection velocity.
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c. Minimization Technique 
Subroutine MNWD3B and RLMNQ3 (McPhate)
This program has been supplied by Professor A. J, 
McPhate (28) and is available at the L.S.U. Computer 
Library. It is.a modified version of Powell's technique 
(31).
In this section the general nature of the search will 
be discussed. For program mechanics, (28) has to be con­
sulted.
The procedure is supplied in two subroutines; RLMNQ3 
and MMWD3B.
MNWD3B is closely related to the method of Parallel 
Tangents. To find the minimum of a function, Et, of N var­
iables, a base point Xt is fixed. Using this base point and 
for each of the N variables, a search is performed in the 
coordinate directions, and a point Xt^ is determined where 
the Et is minimum.
This is shown in Figure C-1. Using this point Xtĵ  and 
parallel to the direction of the old (in this case the 
vertical coordinate axis) search, a new search is performed 
until point Xtg is reached where Et is minimum.
A new direction is then determined using the base point 
Xt and calculating the minimum at Xtg. Notice that Xtg lies





Figure C-1. Isocontours of the Error Function 
and the Minimization Routine.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
113
in the direction of the line connecting Xt and Xt^. This 
direction and the direction between Xt and Xt^ is a new 
set of conjugate directions. Again a new step is taken 
parallel to the old direction (in this case Xt ■«-*■ Xt) and 
minimum at Xt^ is calculated. Each time a minimum is cal­
culated, in this manner, the direction vector is replenished 
with new directions. This procedure is continued in the 
same manner until the global minimum is reached.
The calculation of the minimum is very important. This 
is because the direction for the next search is determined 
by the location of the minimum on the isocontour represent­
ing the error function. It is therefore necessary that the 
local minimum estad)lished on the contour is a true minimum.
The minimization is done in subroutine RLMNQ3.
RLMNQ3 is a cubic interpolating algorithm to approxi­
mate the relative minimum of a function of N vaxiedsles. By 
relative minimum is meant, a one-dimensional minimum in the 
sense that the search vector XT is constrained to lie along 
a fixed one-dimensional manifold. The search vector is 
given by
Xt = Xt* + ts
where Xt is a fixed reference point in the N space, t is a 
parameter, and s is the search direction vector.
If the cost function is defined as
Et » È{Xt + ts} (C-2]
then, to find the extremum of [C-2], we seek that value of
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t, say a, that makes
^  - 0 [C-31
Then, the relative minimum will lie at
[C-4]
RLMNQ3 attempts to get a cubic fit tc [C-2] by assum­
ing Et is cubic in nature and can be approximated by four 
function values tc fit into
[C-5] 
then
^  = 0 = 3at^ + 2bt + c [C-6]
If at this point, a transformation is made such that
a + 3a 
—b b
then [C-6] is
at^ - 2bt + c = 0 [C-7]
and extremum points of [C-7] are located at,
t = b + '̂ b^-ac [C-8]
a
The second derivative must be computed to see which 
one of these points will define the minimum.
= 0 = 2at - 2b [C-9]
dt^
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It is required that [C-9] be greater than zero. If 
[C-8] is substituted into [C-9], then
2a b; + b —ac - 2b > 0
+ *̂ b -ac > 0 .  [C-10]
Therefore, the positive root should give the cubic 
minimum.
In the program, -a is computed and tested. If the 
value represents a minimum, i.e., if a > 0, then the mini­
mum point is computed; if not, a step is taken in the down­
hill direction and (Etĵ ,tĵ ) is discarded, and another attempt 
is made for a > 0.
Once the minimum for quadratic fit is established, then 
a is kept for the cubic fit.
The coefficients a, b, and c are evaluated from Lagrange 
interpolation algorithm, by using the information obtained 
from the initial two searches in the coordinate directions, 
and by using the minimum calculated by solving for =
- b/2a, the quadratic minimum.
Calling Directions for the Minimization Poutine
A set of dummy arrays must be defined in the main pro­
gram. These are ZA(MA), ZB(MA), A C (MA), ZD(MA,MA) where 
MA is the order of the system.
Other pertinent calling data are supplemented in the 
BLOCK DATA. These are CUTOFF, NA and KA. CUT0FF is defined
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to be a very large negative number and is a check on the 
error. The number of significant digits in the error 
function and the variables are given by NA, note NA <_ 6. KA 
is the maximum number of iterations, the minimization pro­
cedure is allowed to be performed.
In the program, NA « 6, KA * 500, CUT0PP = 1.0 x 10^®.
The independent set must be mapped on the search vec­
tor, XSt, before the call to MNWD3B, and remapped after the 
return.
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HNWD3B VABIASLES
Argument list: N, XS, CSTNEW, XZ, NEX, NCP, NIT, ITR,












Order of the system. May be 
a constant of variable in 
the calling argument list.
The name of the array that 
the solution is to be stored 
in. XS will contain the 
solution on return.
The name of the variably that 
will contain the cost at the 
minimum.
The neune of the array that 
contains the initial estimate 
of the location of the minimum.
The number of significant 
digits (Base 10) wanted in 
the solution vector. May be 
a variable or constant at 
call time.
0 < NEX < 6 for IBM 360 
0 < NEX <14 for CDC 6600 
NEX <=> M^
The number of significant 
digits (Base 10) wanted in 
the cost function. If during 
one iteration the cost does 
not decrease in at least the 
NCF th digit convergence is 
assumed NCF <=> M^
Plays a dual role. If posi­
tive, the routine prints out 
a status report each itera­
tion. If negative, the 
routine prints nothing. Also
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MNWD3B VARIABLES (cont'd)
Type Function
the absolute value is the 
number of iterations that 
will be allowed. May be 












Number of iterations taken 
by the minimization routine.
A cutoff value for the cost 
function. Should the cost 
function fall below this 
value, MNWD3B returns to the 
calling progrzun. CUTOFF 
would be used whenever we 
would only be interested in 
finding a feasible region.
The name of an array that 
contains at least room for 
N words. SEN is uSed to 
keep track of the sensitivity 
of the cost function.
The name of an array that 
contains N words of storage 
XW is in the sequence
XtoXt. + (t) St.
The name of an array that 
contains N words of storage. 
XT is used as st.
The name of an array that 
contains N words of storage. 
DVM is tdie direction vector 
matrix, and the columns of 
DVM are the vectors 
St, t = 1,N.
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LIST OF RLMNQ3 VARIABLES 







The name of the cost function 
subroutine.
X.(O) vector, the name of the 
array that contains the starting 
point for the search.
S vector, the name of the array 
that contains the direction of 
the seeurch.
Real, Input, As input AL gives an initial 
Output estimate of the location of min .
As output AL contains the found 
value of the minimum.
Real, Output Work space. X is sued to store 
all X. for call to the cost 
program. Before return to the 
program calling RLMNQ3, X is 








As input, PM contains the cost 
value at X^, or Xt(O). As out­
put PM contains the cost function 
value at Xt(a) or t«a, the mini­
mum value found in the search.
Contains the relative tolerance for convergence in t.
Contains the relative tolerance 
for convergence in the cost 
function.
Order of the system.
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D. Calculation of Mach Number and the Development 
of Flow and Thermodynamic Properties
Subroutine Sound
This subroutine is called from the main program to 
calculate the local flow and thermodynamic properties and 
Mach number at each successive node along the flow axis. 
Availad)le for use are stagnation ten^erature and pressure, 
mixture molecular weight, heat capacity, specific heat 
ratio, density, flow velocity, speed of sound, Mach number, 
enthalpy, entropy, free energy and temperature and pressure 
of a frozen flow.
Before discussing the program mechanics, let us brief­
ly review and develop relationships we shall use in the 
program. These relationships are available in
Mach Number
% e  speed of sound in a pure substance is defined 
o 2 » g [ | | j ^  [D-11
Mach number is defined as
m
1/21 [D-2]
For a perfect gas, [D-1] reduces to
c^ = Yg CgT/Y [D-3]
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Stagnation Properties
For an isentropic process, the definition of stagna­
tion (total) properties are very useful. If energy is to 
be conserved, then the magnitude of the total energy in 
an isentropic flow should always equal summation of 
static (internal) and kinetic energies, viscous dissipa­
tion, and negligible potential energy.
C. 2ho = h + u^ [D-4]
where h = e + p/p, and where the subscript o denotes 
stagnation enthalpy. Using perfect gas relationship, an 
expression for stagnation temperature can be obtained from 
[D-3].
Y-l") [D-5]
For an isentropic flow an equally useful expression for 




where temperature and pressure at any point in the flow 
are related to the stagnation temperature and pressure, 
respectively.
These relationships are simplified when M = l .  Equa­
tions [D-6] and [D-7] can be simplified to
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2 [D-81
( ÿ & J
A :
[D-91
An equally useful relationship is the equation relat­
ing the flow area at any point along the flow to the area 
at the section where M = 1
1 + [D-IOJ
The relationships given in D-8 and D-9 and D-10 are readily 
available for a given specific heat ratio and stagnation 
properties, and can be compared to the behaviour of some 
parameters that are calculated by analyses using [D-1] 
for the calculation of speed of sound instead of [D-3]. 
Gordon and Zeleznik ( 5) treat the evaluation of Mach 
number of the flow of mixture from [D-1] and [D-3] as 
being from a reacting and a nonreacting mixture.
The ideal gas law was given earlier
q
pi « Cg Tp^^^ yi [D-11]
Let ni be the number of moles per unit volume. Note, ni 
can be varieüüle or constant when temperature and/or 
pressure changes. If ni is constant, then the internal 
energy satisfies the relation
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
[̂} » 0 ID-12]
T, ni
where v is the volume per mole.
Gordon, et al., ( 5) call this case a non-reacting 
mixture. If a gas mixture obeys [D-11] but not [D-12], 
then it is called reacting. When thermodynamical deri­
vations are performed, then these two cases will represent 
the extreme limits of infinitely fast reactions, where 
the rate controlling reacting has time to reach equilibrium 
(reacting) and of infinitely slow reactions where the 
equilibrium or near-equilibrium state has not been reached 
(non-reacting).
For a non-reacting mixture, the Mach number is given 
by [D-3]. Notice that M is a function of temperature and 
specific heat ratio, and not a function of pressure.
When pressure effects are to be included, then y can be 
corrected to include the pressure effect. Gordon and 
Zelernik give the following partial derivative for the 
specific heat ratio
f 3 in Pi 
- [ y w 7 J g [D-13]
where Yg denotes the specific heat ratio for the reacting 
mixture, y is related to y by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ID-14]
and using [D-14] and some algebra, the speed of sound is 
given by




Other properties of the flow are obtained by using 
the following relationships of a mixture of ideal gases.
Y = I ÿ  Yi
Cp = I ̂  Cpi
h = I ÿ  Hi
s = Y ̂  (Si - &n pi)
f = J Hi - T (^3^ (si - An pi)
(l=q7îç)
i=l,q [D-17]
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PlBCUSBion of the Program
The Bwltch between combustion chamber properties and 
the nozzle properties is regulated by the logical variable 
BURDUR. When it is .FALSE., the combustion chamber flow 
and thermodynamic properties are calculated. The stagna­
tion values are evaluated and a specific heat ratio for 
a frozen analysis is determined.
When the cross-sectional area of changed, i.e., when 
marchings starty then density is determined and the speed 
of sound is approximated from equation [D-1]
c2 _ ( H ]  . (p^ p^~^] CD-181
Similarly Yg is given by Equation [D-13]
- ( ^ 1 .  ■
[D-19]
where &-1 and £ denote successive nodes along the axis.
Mach number is calculated and so are the properties of the 
flow, from [D-6], [D-7] and [D-17]. Note that y is also 
available at each node and can be compared to its combus­
tion chamber value. When the throat area is reached then 
[D-8] and [D-9] are calculated.
The pressure and density are stored in the array PN 
and RHON, respectively. Note that these two arrays have to 
be dimensioned at least by the number of nodes to reach 
the initial areas, A^ and A^. For the first station £
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in the throat direction, the i-1 th station is the com­
bustion chamber, and PNOT and RHOC denote the pressure 
and density of the A-1 th station, respectively.
Input Listing
The basic input should contain moleoulaur weights of 
the species, thermodynamic curve fits, mass flow rate, 
cross-sectional areas, injection pressure and stagnation 
anthalpy.
SOUND VARIABLES
AMOLWT Real, Input Name of the array that con­
tains the atomic weight of 
each species.
RHON Real Name of the array that con­
tains the density of mixture 
at each node, must have MM 
dimensions.
PN Real Name of the array thht con­
tains the pressure at each 
node, and must be MM 
dimensioned.
AY Real Name of the array that con­
tains the mole fractions.
RHOC Real Density in the combustion
chamber.
In general, the remaining nomenclature closely follows 
the nomenclature of the Chapters 4 and 5; it is modified 
only to fit the 6 letter FORTRAN language, i.e., MACHNO. 
Similarly, variables end with C, N, I, and E to indicate 
combustion chamber,nozzle, ideal and exit properties 
respectively, i.e., CC, CN, CNI, denote the speed of
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sound at the combustion chamber, within nozz&e for real 
and ideal gases, respectively.
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E. Calculation of Mixture Enthalpy, Entropy 
and Free Energy
Subroutine TEBMO
This subroutine is called both from the main program 
and CSTFN to calculate and consistently update the magni­
tudes of the polynomials describing the mixture heat capa­
city, enthalpy, free energy and entropy everytime the 
search vector returns with a set of independent variables 
and an optimum set is calculated. Also calculated are 
the kinetic energy and momentum terms that appear in the 
energy and momentum balances, respectively.
Standard heat capacity data is available from BPL-TR- 
70-3 (25 ). Heat capacity is fitted to the following 
polynomial form 
Cpi = (Bĵ i + Bgi T + Bgi T^ + B^i + Bgi T^) [E-1]
Let us assume we have a mixture composed of ideal gases. 
Then, the mixture heat capacity is given as
Cp = C. % 3 ^  Cpi [E-2]
■^i«l ^
other properties of this mixture are 
9 .
h = I 3^ Hi [E-3]
i=l
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
129
9
8 = 1  ^  (Si - pi) [e-4]
i=l
Where Hi and Si are functions of temperature only.
(25) gives the following fits for Hi and Si
Hi = Cj(B^i T + B^i ^  + Bji ÿ
+ B^i —  + Bgi -g- + Bgi [E-5]
Si = Cj^(B^iin T + Bji T + B^i ^
iji3 ^4
+ B^i ^  + Bgi ^ + B^i) [E-6]
To obtain the mixture enthalpy and entropy, [E-5] and 
[E-6] have to be summed up on mole fractions. [E-3] and 
[E-4] then become
h = Cl X ^  (Bii T + Bgi ^  + Bgi 2^
+ B^i ^  + Tji ^  + Bgi) tE-7]
' ^1  ̂^  (B^i in T + Bgi T + Bgi ^  
fp3 m4
B^i + Bgi ^  + B^i - in pi) [E-8]
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An expression for free energy can be obtained from 
the relation
f = h - Ts [E-9]
or using [E-7] and [E-8]
f “ Cl X (B^i T (1-in T) - Bgi ^
- Bji -j. - 13 - Bgi ^  + Bgi - B^i T
+ T An pi) IE-10]
In (25) # the fits for the species heat capacity,
enthalpy, entropy and free energy are given in dimension- 
less form, .i.e, they are available as
pPi/Cj^, Hi/C^T, and Si/C^ .
In the actual process of calculating the enthalpy and 
free energy, both enthalpy and free energy are multiplied 
by T.
Also, in this subroutine, the momentum and kinetic 
energy terms are calculated each time TEFMO is called.
The coefficients of the curve fits are read into the 
subroutine, the first time it is called. This is regulated 
by the logical variable BURSA. They are available for two 
temperature changes. The correspondance between the coef­
ficients in the curve fits and those in the program are 
shown in Table E-1.
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TABLE E-1. Curve Fit Coefficients for Different 
Temperature Ranges.
298 < T' K < 1000 1000 < T ®K
E,i = ®1^ Bii
E^i =
Eji = B3i
E4i = B4i B4i
E^i = Bgi Bgi
=6^ =
E,! = Byi B^i






f = SUM2 + SUMS
s = SÜM3 - SUM4
also: C.mu RMG
' 4 RMH
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COMPUTER PROGRAM 
LISTING
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MAIN PROGRAM. 







COMMON / AKDEN/ BURDUR,BANDIR.BALKES 
COMMON /EXIT/ UE.PT 
COMMON /AMARA/ EPS5.EPS6 
COMMON /ALI/ P,T,Y(6),SY
COMMON /VELI/ T E R M K 6>•TERM2(6),TERM3(6),TERM4(6). 
* SUMI.SUM2.SUM 3.SUM4,SUMS.RMG.RMH
COMMON /EPLER/ EPS 1•EPS2,EPS3,EPS4 
COMMON /NULL/ NS,MA,NN,NA, MM 
COMMON /BMOLWT/ AMOLWTI6)
COMMON /PEL 1/ ACl,AC2.AT,AE 
COMMON /DELI/ XM.XMU 
COMMON /CIS/ Cl ,C2,C3,C4,C5 
COMMON /SES/ MACHNO 
COMMON /ORCAN/ WAVl,WAV2,WAV3 
COMMON /HAYAT/ ENTRO
COMMON /HASAN/ TOLD,POLD,YOLDI6),RMHOLD 
COMMON /FLOW/ FL0RT(2),H0 
COMMON /COSTCT/ CUTOFF 
COMMON/ STAG/ C6,C7,C8,C9 
COMMON /REF/ CIREF , TREF,AREF,AMWREF ,PREF 
COMMON /FINJ/ PINJ.CL 
COMMON /NEK TAR/ IJ 
COMMON /KUTU/KA
COMMON /EXTPLN/ PLLIMT,TLLIMT•YLLIMT(6)
COMMON /GCONS/ GC 
COMMON/THROAT/ MANA
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MAP THE INITIAL GUESSES ON THE INDEPENDENT VARIABLES 
T=TOLD
PE=POLD 
DO 10 1=1. NS 
Y( I)= YOLDII)
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DO 30 1=1,NS 
SY=0.0
DO 30 1=1,NS 












STORE THE INDEPENDENT SET
DO 40 1=1,NS 
YOLDI I)=Y(l)





* * * * * **********







C SWITCH TO NOZZLE CALCULATIONS
C **********************************************
C
50 IJ = IJ + i'l
C
C INCREMENT THE AREA
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ACl=AC2 
IFCBALKES) GO TO 55 





* * * * *****************
START MINIMIZATION
MAP UP THE INDEPENDENT VARIABLES ON XS'S
XS( I )=P 
XS( 2 )=T 
DO 60 1=1,NS 
XS( 1 + 2 )=Y( I)
CALL MNWD3B(MA.XS.CSTNEW.XS.NA.NA.-KA.CUTOFF.ITR. 
' ZA.ZB.ZC.ZD)




DO 70 1 = 1.NS 
Y( I )= XS C1 + 2)




MACH NO IS CALCULATED AT EACH STATION









DO 80 1= I.NS 






IF (Us NE* MM) GO TO 50 
IFIBALKES) GO TO I5C
C
C PERFORM THE MACH NO CHECK
C
IF(MANA*EO*U*AND*MACHNO*LT*1*0) STOP
IFI DABS(MACHNO-1*ODO)*GT*EPS6) GO TO 90
GO TO 120
C
C ADJUST THE ENTROPY
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
IFIMANA.LE. 1 ) GO TO 105
IF(MACHNOeGT*l#0#AND,MANA#GT.l) GO TO 96 
AM3=MACHN0
IFI AM3eGT* UO) GO TO 92  
AM2=AM3 
ENTR02 = ENTR0 
GO TO 95
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ENTR 0=ENT RO-ENTRO *EPS5 









MR I TE(6* 250)ENTRO.EPSOLD 
C RECALCULATE THE INDEPENDENT SET




DO lOe I = I.NS 
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CALL TERMO 
* * * * * * * * * * * * * * * * * * * * * * * * * *
MAP UP THE INDEPENDENT VARIABLES ON XS'S
XS(I)=P 
XS(2)=T 
DO 110 1=1.NS 
110 XS( 1+2 )=Yt I >
CALL MNWD3BI MA,XS,CSTNEW.XS.NA.NA.-KA.CUTOFF. ITR. 
♦ ZA.ZB.ZC.ZD)




DO 130 1=1.MS 
Y( I )= XS < 1+2)








* * * * * * * * * * * * * * * * * * * * * * * * * *
BUROUR=«TRUE«
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C STORE THE INDEPENDENT SET
C













C THHAOT c a l c u l a t i o n s
C***«*********************************






C CALCULATIONS OF THE EXIT PLANE
C*************************************
ISP = ( UE+PT*AE*C5 )/GC 
WRITEI6.27D) ISP
FORMAT STATEMENTS 
FORM AT(I HI,35X. *INTIAL GUESSES'./30X,'************ ' ///)
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SUBROUTINE CSTFN(DCOST.X.N) 




COMMON /EXTPLN/ PLLIMT,TLLIMT,YLLIMTI 6)
COMMON /ALI/ P,T,Y(6).SY 
COMMON /NULL/ NS,MA,NN.NA,MM 
COMMON /PELI/ ACl.AC2.AT.AE 
COMMON /DELI/ XM.XMU 
COMMON /CIS/ Cl,C2,C3,C4,C5 
COMMON /REF/ CIREF.TREF.AREF•AMWREF,PREF 
COMMON /VELI/ TERM1(6)•TERM2(6)•TERM3(6)•TERM4(6)• 
* SUMl,SUM2$SUM3,SUM4.SUM5.RMG.RMH
COMMON /HASAN/ TOLD.POLDtYOLD{6).RMHOLO 
COMMON /FINJ/ PINJ.CL 
COMMON /ORGAN/ WAVl,WAV2.WAV3 
COMMON /EPLER/ EPSI.EPS2,EPS3,EPS4 
COMMON /FLOW/ FLORT<2)tHO 
COMMON /AKDEN/ 8URDUR.BANDIR,BALKES 
COMMON /HAYAT/ ENTRO 
COMMON /NEKTAR/ IJ
DCOST=OoO
SET HERE THE BOUNDS ON THE VARIABLES
PHL1MT=P0L0
THLIMT=TOLD
MAP THE X'S ON THE INDEPENDENT VARIABLES
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15 P=X(l)










IF(PaGToCPLLIMT+EPSl)) GO TO 20
PEX=P-PLLIMT-EPSl
DCOST= DCOST+ WAV1*CPEX*PEX)
IF(PnLT.PLHMT 1 P=PLLIWT 
20 CONTINUE












IF(T*LT.<THLIMT-EPS2 ) ) GO TO 50 






50 00 70 1=1.NS
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IF(Y( I)5GT*{YLLIMT( D+EPS4)) GO TO 70 









90 DO 100 1=3.NS
IF(Y( I)oLT«(YOLDII )-EPS4) ) GO TO 100 
YEX= Y(I)-YOLD(I)*EPS4 
DC0ST=DC0ST+WAV3*(YEX*YEX)
IF(Y(I )«GT»YOLD( I) ) Y(I)=YOLD«I>
100 CONTINUE
IFCBALKES) GO TO 96 
IF(Y( 1 )oLT.( YOLDd )-EPS4) » GO TO 80 
YEX=Y(1 )-YOLD(1)+EPS4 
DCOST=DC0ST+WAV3*(YEX4YEX1
IFtYIl )«GT*YOLDll) ) Y(l)=YQLDd)
C
105 SY=0.0
DO lie 1=1.NS 
0 SY=SY+Y(I)
CALL TERMO 
* * * * * * * * * * * * * * * * * * *
F=0# 0 
01= 0.0
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SUBROUTINE SOUND 









COMMON /PEL 1/ AC1.AC2.AT.AE
COMMON /DELI/ XM.XMU
COMMON /SES/ MACHNO
COMMON /VELI/ TERM1(6).TERM2(6)•TERM3(6).TERM4<6). 
* SUM1.SUM2.SUMS.SUM4.SUMS.RMG.RMH
COMMON /BMOLWT/ AM0LWT(6)
COMMON /STAG/ C6.C7.C8.C9 
COMMON /EXIT/ UE.PT 
COMMON /NEKTAR/ IJ 
COMMON/THROAT/ MANA
IF(BURDUR) GO TO 10
COMBUSTION CHAMBER PROPERTIES 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
CALCULATE MOLWT.HEAT CAPACITY.GAMMA OF MIXTURE
CPMIX=C.O 
AMWT =C.O 
DO 20 1=1 ,NS 
AY( I)=Y( I )/SY 
AMWT= AMVKT + AYC I )*AMOLWT( I )
CPMIX=CPMIX+AY(I)*TERM4(I)
20 CONTINUE




















WRITE (6.220) PSTAG, TSTAG















DENSTY= RHONC IJ )*l«CD-6
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ESTIMATE THE MACHNO .GAMMAS
VN=XM/( AC2*RH0N(Un 
IF(IJsEQ*1) GO TO 40




CE= DABSKPNI 1 )-PNOT )/( RHONC 1 )-RHOC) )





VJRITEC 6. 230 IDENSTV.VN.CN,MACHNO
WRITE(6«260) GAMMAS








AYC I )= VC 1)/SY
AMVKT = AMWT + AYC I )*AMOLWT( I )
CPMIX= CPMIX4-AYC I )4TERM4( I )
GAMMA= l#0/(1#-1*/CPMIX)
CNI = DSQRTCC GAMMA*T*C2*CS)/AMWT)
MACHI= VN/CNI 
WRITE(6.270) GAMMA.AMWT.MACHI




§ 5 < P  Î *  5 . t i s»'| ! ill b i II! “
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DIMENSION B1(6).B2(6) ,B3C6).84(6)«B5<6).86(6).87(6) 
DIMENSION El(6).E2(6)tE3(6).E4(6).E5(6).E6(6).E7(6) 
COMMON /EGE/ BURSA 
COMMON /ALI/ P.T.Y(6).SY 
COMMON /NULL/ NS.MA.NN.NA.MM 
COMMON /PELI/ACl.AC2.AT.AE 
COMMON /DELI/ XM.XMU 
COMMON /CIS/ Cl.C2.C3.C4.C5
COMMON /VELI/ TERM 1 ( 6 ) .TERM2 ( 6 ) .TERM3 ( 6) . TERM4 ( 6 ) .
* SUMl.SUM2.SUM3.SUM4.SUMS.RMG.RMH
IF (BURSA) GO TO 20
READ THE HEAT CAPACITY POLYNOMIAL FITS
8 DC 10 1=1,NS
HEAD ( 5. 100 ) B i d  ) .B2( I ).B3( I ) .84(1) .85 ( I ) . 86 ( I ) .B7( I ) 
READ!5, 110 ) EICI).E2(I ).E3(I) .E4(I)«E5(I) .E6(I).E7( I)
10 CONTINUE
20 IF(T.GT#1000) GO TO 25
DO 11 1=1.NS
81( I ) = E1( I )
B2(I)=E2(I)
B3(I)=E3(I)
B4( I )=E4( I )
85( I ) = E5(I)
86( I ) = E6( I)
11 B7(l »=E7( I)
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IGO FORMAT* 7D10*8) 
110 FORMAT* 7010# 81
RETURN
END
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ITMX = lABSC NIT )
REV=.FALSE.
RYT = MT.GT.OO 
RFYN = «FALSE*
ONCE=«FALSE«
EPSX = S3«1**NEX 
EPSCF = 0*1**NCF 
EPSXW =DSQRT( EPSX )
EPSXWS=OSORT( EPSXW )
EPSCFW =DSQRT( EPSCF )
RN = l.O/N
DO 900 1=1,N
XSCI ) = XZ( I)
9C3 SEN(I)=DABS( XZCI) )*EPSXWS 
CSTOLD = 1«0D70 
CALL CSTFNICSTNEW,XS.N)
NSN = CO 
ITR = 00 
ALW= 0«5D0 
1000 NEW = «TRUE*
H O C  IF( ITR«GT«ITMX ) GOTO 9000
IF(CSTNEW.LE*CUTOFF) GO TO 9000 
ITR = ITR + 0 1  
IF( *NOT*NEW ) GOTO 2000 
RNS = l«0/( NSN + 01 )
NSN = CO
DO ICIC 1=1.N
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2021 SEN( J)= SEN* J ) + DABS* AL*XT* J) )
NSN = NSN + <il
NEW =DABS* AL ♦ AXT ) #LE# EPSXW 
IF* ONCE» QNCE=NEW 
GOTO IICO 




EPSXW =DSQRT* EPSX*EPSXW »
EPSCFW =DSQRT* EPSCF*EPSCFW )
GOTO inoo 
8050 IF* RFYN ) GOTO 9003 
RFYN = .TRUE#
ALW= 5*00-02 
EPSXW = EPSX 
EPSCFW = EPSCF 
GOTO 1000
9039 IF* RYT ) WRITE* 6*200 )* ITR.CSTNEW*XS* IK».IK=l,N ) 
200 FORMAT*IHO,5X,'RETURNING FROM ITERATION NO ='.13.//. 
♦ 5X,' COST = •*D13o5*/
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50 DO 51 J=1.N
51 X(J) = XZ(J) + S(J)*D(MPl)
IF( M*E0.MP1 )GOTO 52 
CALL COSTl F(MPl).X.N)
52 GOTO IRT. ( 1100.1400.3020.9020)
1000 IF(DABS( AL )#LT.TOLX ) AL = TOLX
H = AL 
HMX = 10.*H 
F(l) = FM 
D(l) =
D( 2 ) = H
ASSIGN 1100 TO IRT 
GOTO 50
1100 IF( F(2)*LT.FC1) ) GOTO 1200
H = -H 
GOTO 13<;D 
1200 H = 2»C*H 
1300 MPI = 3 
0(3) = H 
1350 ASSIGN 1400 TO IRT 
GOTO 50 
1400 M = 3
MPI = 4 
1500 A = 0.
8 = 0 »
C = 0.
DO 1600 1=1. M 
PI = F(I)
SI = 0.
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S2 = 0*
00 15B0 J=1,M
IF( JuEQcl ) GOTO 1580
PI = PI/I D( D-DIJ) )
SI = SI + DIJ)
IFC MaE0»3 ) GOTO 1580 
IF! J«EO«M ) GOTO 1580 
L = J+ÛI 
DO 156? K=L,M 
IF! K«EC*1 ) GOTO 1560 
32 = 52 + DIJ )*DIK )
1560 CONTINUE 
158v CONTINUE
8 = B + S1*PI 
IFI M«E0»3 ) GOTO 1600 
C = C + S2*PI 
160 3 CONTINUE
IFI MoEQo4 ) GOTO 1700 
1650 IFI A.GTeOe IGOTO 1800 
IFI M«EQ.4 ) GOTO 9000
2000 L = 1
DO 2020 J=2.M 
2020 IFI FI Jl.GT.FIL) ) L = J
IFI FIMPl>«GT»FIL) ) GOTO 9000 
D I D  = CIMPl)
F I D  = FIMPl )
IFI M.NE.2 ) GOTO 2040 
UI 3) = DI3 ) + H 
H = 2.*H 
HMX = 2.* HMX 
GOTO 1350
2040 IFI MoEO.4 ) GOTO 1500
2041 M = 4
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MPI = 5 
GOTO 15^0 
1800 DC MPI) = 0#5*B/A 
GOTO 30v>0 




DC 5) = B*B-A*C
IFC DC5)#GE*0. ) GOTO 1760
DC 5) = *?•
1760 DC 5) = C B+DSORTC DC5) ) )/A
3COO IFC C DC MPI)-DCM)-HMX)*HMX «LE# 0# ) GOTO 3010
DC MPI ) = DCM) + .HMX 
HMX = HMX+HMX 
30 10 ASSIGN 3020 TO IRT 
GOTO 50
3020 EPSX = TOLX*CDABSC DCMPl) )+TOLX )
EPSC = TOLC*CDABSCFCMPl)l+TOLC )
J = 0
DO 3030 1=1.M
IFCDABSC DC I)-DC MPI) )«LE«EPSX ) GOTO 9000 
303C IFCDABSC FCI)-FCMPl) )«LE*EPSC ) J=J+1 
IFC J«GT«2 ) GOTO 9000 
IFC M«F0«4 ) GOTO 200C 
GOTO 2041 
9000 DO 901( 1 = 1.M
9010 IFC FC I )«LT«FCMP1) > MP1=I
IFC MP1,EQ«M+1 ) GOTO 9020 
M = MPI
ASSIGN 902C TO IRT 
GOTO 50 
90 20 AL = DCMPl)
FM = FCMPl)
RETURN
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