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1. Introduction
As we well known, the discrete time population models governed by difference equations are more appropriate than
the continuous time population models governed by differential equations when the populations have non-overlapping
generations or the size of the population is rarely small. In addition, discrete time models can also provide eﬃcient compu-
tational models of continuous time models for numerical simulations.
In recent years, the dynamical behaviors, such as, the local and global stability of equilibrium point, persistence,
permanence and extinction of species and the existence of positive periodic solutions and positive almost periodic solu-
tions, etc., for the discrete time population models have been extensively studied. Many important results can be found
in articles [1–5,7,9–11,13–28,30,33,34] and the references cited therein. Particularly, the persistence, permanence, global
stability and the existence of positive periodic solutions for discrete-time single-species models are studied in articles
[2,11,18,22,25–28,34].
In [29,32], Teng and Yang studied the following nonautonomous continuous-time single-species Kolmogorov model with
delays
dx(t)
dt
= x(t) f (t, xt). (1)
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stability. See Theorems 3.1–3.2+ in [29] and Theorems 3.1–3.2+ in [32]. Following the same idea and the same method
given in [27,28], we can easily derive the following discrete analogues of continuous-time model (1), that is, the following
general nonautonomous discrete-time single-species Kolmogorov model with delays
x(n + 1) = x(n)exp{ f (n, xn)}. (2)
However, we see that the research works on the dynamical behaviors for model (2) up to now are still few. A natural
problem namely is whether the results obtained in [29,32] for continuous-time model (1) can be extended to discrete-time
model (2). In this paper, our main purpose is to establish a series of suﬃcient conditions on the boundedness, persis-
tence, permanence and global attractivity of solutions for model (2) by developing the research method given in [29,32] for
continuous-time model (1) and in [18] for a class of scalar functional differential equations.
This paper is organized as follows. In Section 2, we will state and prove main results on the boundedness, persistence
and permanence of solutions for model (2). In Section 3, we will state and prove main results on the global attractivity of
solutions for model (2). In Section 4, an example is given to illustrate our main results.
2. Persistence
2.1. Assumptions
Let N denote the set of all nonnegative integers. For any set I ⊂ R , we denote IN = {[s]: s ∈ I}, where for any s ∈ R ,
[s] denotes the integer part of s. For an integer m  0, we denote by D[−m,0]N the space of all discrete-time functions
φ : [−m,0]N → R with norm
‖φ‖ = sup{∣∣φ(s)∣∣: s ∈ [−m,0]N}.
Let
D+[−m,0]N =
{
φ ∈ D[−m,0]N : φ(s) > 0, s ∈ [−m,0]N
}
.
For model (2), we assume that f (n, φ) is a functional from N × D+[−m,0]N to R and f (n, φ) is continuous with respect
to φ. Further, we deﬁne xn(s) = x(n + s) for all s ∈ [−m,0]N .
By the biological background of model (2), throughout this paper we always assume that all solutions of model (2) satisfy
the following initial conditions:
x(s) = φ(s) for all s ∈ [−m,0]N , (3)
where φ ∈ D+[−m,0]N .
It is easy to show that any solution x(k) of model (2) with initial condition (3) is positive, that is, x(k) > 0 for all k ∈ N .
For model (2), we introduce the following assumptions.
(A1) There are constants k1 > 0, α1  0 and integers ω1 > 0, T1  0 such that
(i) f (k, φ) α1 for all k ∈ N and ϕ ∈ D+[−m,0]N .
(ii)
∑k+ω1−1
s=k f (s, φ) 0 for all k T1 and φ ∈ D+[−m,0]N with infθ∈[−m,0]N φ(θ) k1.
(A+1 ) There are constants k1 > 0, α1  0, β1 > 0 and integers ω1 > 0, T1  0 such that
(i) f (k, φ) α1 for all k ∈ N and φ ∈ D+[−m,0]N .
(ii)
∑k+ω1−1
s=k f (s, φ) < −β for all k T1 and φ ∈ D+[−m,0]N with infθ∈[−m,0]N φ(θ) k1.
(A2) There are constant k2 > 0 and integers ω2 > 0, T2  0 such that
k+ω2−1∑
s=k
f (s, φ) 0 for all k T2, φ ∈ D+[−m,0]N , ‖φ‖ k2.
(A+2 ) There are constants k2 > 0, β2 > 0 and integers ω2 > 0, T2  0 such that
k+ω2−1∑
s=k
f (s, φ) β2 for all k T2, φ ∈ D+[−m,0]N , ‖φ‖ k2.
(A3) For any constant h 0, there is an l(h) > 0 such that∣∣ f (k, φ)∣∣ l(h) for all k ∈ N, φ ∈ D+[−m,0]N , ‖φ‖ h.
J. Liu et al. / J. Math. Anal. Appl. 378 (2011) 403–417 4052.2. Main results
Let k∗1 = k1 exp(α1m). Firstly, on the boundedness and ultimate boundedness of positive solutions of model (2), we have
the following results.
Theorem 2.1. Suppose that assumption (A1) holds. Then for any positive solution x(n) of model (2) there is an integer m1  0 such
that
(a) if x(m1) k∗1 , then x(n) k∗1 exp(α1ω1) for all nm1;
(b) if x(m1) > k∗1 , then x(n) x(m1)exp(α1ω1) for all nm1 .
Proof. We ﬁrst give the following claim.
Claim 2.1. Under assumption (A1), if x(n∗) > k∗1 for some n∗ , then x(n) > k1 for all n ∈ [n∗ −m,n∗]N .
In fact, if Claim 2.1 is not true, then there exists an integer n1 ∈ [n∗ −m,n∗)N such that x(n1) k1 and x(n) > k1 for all
n ∈ [n1 + 1,n∗]N . It follows from condition (i) of assumption (A1) that
x(n + 1) = x(n)exp( f (n, xn)) x(n)exp(α1) for all n ∈ [n1,n∗ − 1]N .
Hence,
x
(
n∗
)
 x(n1)exp
((
n∗ − n1
)
α1
)
. (4)
If α1 > 0, then from (4) we have
m = 1
α1
ln
k∗1
k1
<
1
α1
ln
x(n∗)
x(n1)
 n∗ − n1 m
which leads to a contradiction. If α1 = 0, then we have k∗1 = k1 and from (4)
x
(
n∗
)
 x(n1) k∗1
which leads to a contradiction with x(n∗) > k∗1. Therefore, Claim 2.1 holds.
Let n∗1 =max{m, T1}. Suppose ﬁrstly x(n∗1) > k∗1. There are following two cases to be considered.
Case 1. x(n) > k∗1 for all n n∗1. From Claim 2.1 we can obtain
x(n) k1 for all n n∗1 −m.
For any n > n∗1, we choose an integer p  0 such that n − 1 ∈ [n∗1 + pω1,n∗1 + (p + 1)ω1)N . From condition (ii) of assump-
tion (A1), we further have
x(n) = x(n∗1)exp
{
n−1∑
s=n∗1
f (s, xs)
}
= x(n∗1)exp
{ n∗1+pω1−1∑
s=n∗1
f (s, xs) +
n−1∑
n∗1+pω1
f (s, xs)
}
 x
(
n∗1
)
exp
{
n−1∑
s=n∗1+pω1
f (s, xs)
}
 x
(
n∗1
)
exp{ω1α1}.
This shows that conclusion (b) of Theorem 2.1 holds for m1 = n∗1.
Case 2. There exists an integer m1  n∗1 such that x(m1) k∗1. In this case, we will prove
x(n) k∗1 exp(α1ω1) for all nm1. (5)
Suppose that (5) is not true, then there exist integers n1 and n2 with m1  n1 < n2 such that
x(n1) k∗, x(n2) > k∗ exp(α1ω1)1 1
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x(n) > k∗1 for all n ∈ (n1,n2]N .
From Claim 2.1 we can obtain
x(n) > k1 for all n ∈ (n1 + 1−m,n1 + 1]N .
Hence,
x(n) > k1 for all n ∈ (n1 + 1−m,n2]N .
Choosing an integer p  0 such that n2 −1 ∈ [n1 + pω1,n1 + (p+1)ω1)N . From condition (ii) of assumption (A1), we further
have
k∗1 exp(α1ω1) < x(n2)
= x(n1)exp
{ n2−1∑
s=n1
f (s, xs)
}
= x(n1)exp
{
f (n1, xn1) +
n1+pω1∑
s=n1+1
f (s, xs) +
n2−1∑
s=n1+pω1+1
f (s, xs)
}
 x(n1)exp
{
f (n1, xn1) +
n2−1∑
s=n1+pω1+1
f (s, xs)
}
 x(n1)exp
{
α1 + α1
(
n2 − 1− (n1 + pω1)
)}
 x(n1)exp(α1ω1)
 k∗1 exp(α1ω1).
This leads to a contradiction. Hence, (5) is true. This shows that conclusion (a) of Theorem 2.1 holds.
Next, we suppose x(n∗1) k∗1. A similar argument as in the proof of Case 2, we can prove
x(n) k∗1 exp(α1ω1) for all n n∗1.
Therefore, conclusion (a) of Theorem 2.1 is true for m1 = n∗1. This completes the proof of Theorem 2.1. 
Theorem 2.2. Suppose that assumption (A+1 ) holds. Then for any positive solution x(n) of model (2), there is an integer m1  0 such
that
x(n) k∗1 exp(α1ω1) for all nm1.
Proof. If assumption (A+1 ) holds, then assumption (A1) also holds. Therefore, from the proof of Theorem 2.1, we only need
to prove that if x(n∗1) > k∗1, then there exists an integer m∗1 > n∗1 such that
x
(
m∗1
)
 k∗1, (6)
where n∗1 = max{m, T1}. Otherwise, we have
x(n) > k∗1 for all n n∗1. (7)
From Claim 2.1, we can obtain
x(n) k1 for all n ∈
[
n∗1 −m,∞
)
N .
For any n > n∗1, choosing an integer p  0 such that n − 1 ∈ [n∗1 + pω1,n∗1 + (p + 1)ω1)N , then directly from model (2) and
condition (ii) of assumption (A+) we have1
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{
n−1∑
s=n∗1
f (s, xs)
}
= x(n∗1)exp
{ pω1−1∑
s=n∗1
f (s, xs) +
n−1∑
pω1
f (s, xs)
}
 x
(
n∗1
)
exp{−β1p +ω1α1}.
From this, we directly have limn→∞ x(n) = 0, which leads to a contradiction with (7). Therefore, (6) is true. This completes
the proof of Theorem 2.2. 
Next, on the persistence and permanence of positive solutions of model (2), we have the following results.
Theorem 2.3. Suppose that assumptions (A1)–(A3) hold. Then for any positive solution x(n) of model (2) there exist constant α2 > 0
and integer m2  0 such that
(a) if x(m2) k∗2 , then x(n) k∗2 exp(−α2ω2) for all nm2;
(b) if x(m2) < k∗2 , then x(n) x(m2)exp(−α2ω2) for all nm2 , where k∗2 = k2 exp(−α2m).
Proof. Let x(n) be any positive solutions of model (2). From Theorem 2.1, we see that there is an integer m1  0 such that
x(n) R for all nm1, where R = k∗1 exp(α1ω1) if x(m1) k∗1 and R = x(m1)exp(α1ω1) if x(m1) > k∗1. Let
α2 = sup
{∣∣ f (k,ϕ)∣∣: k ∈ N, φ ∈ D+[−m,0]N , ‖ϕ‖ R}.
From assumption (A3) we have α2 < ∞. Further, we have the following claim.
Claim 2.2. If x(n∗) < k∗2 for some n∗ , then x(n) < k2 for all n ∈ [n∗ −m,n∗]N .
In fact, if Claim 2.2 is not true, then there exists an integer n2 ∈ [n∗ −m,n∗)N such that x(n2) k2 and x(n) < k2 for all
n ∈ [n2 + 1,n∗]N . Since
x(n + 1) = x(n)exp( f (n, xn)) x(n)exp(−α2) for all n ∈ [n2,n∗ + 1]N ,
we obtain
x
(
n∗
)
 x(n2)exp
{−α2(n∗ − n2)}. (8)
If α2 = 0, then from (8) we have x(n∗) x(n2) k2 and k∗2 = k2 which leads to a contradiction with x(n∗) < k2. If α2 > 0,
then from (8) we also have
m = − 1
α2
ln
k∗2
k2
< − 1
α2
ln
x(n∗)
x(n2)
 n∗ − n2 m
which leads to a contradiction. Therefore, Claim 2.2 holds.
Let n∗2 =max{m1 +m, T2}. Suppose ﬁrstly x(n∗2) < k∗2. We also consider following two cases.
Case 1. x(n) < k∗2 for all n n∗2. From Claim 2.2 we can obtain
x(n) k2 for all n n∗2 −m.
For any n > n∗2, choosing an integer p  0 such that n − 1 ∈ [n∗2 + pω2,n∗2 + (p + 1)ω2)N , then from assumptions (A2) and
(A3) we have
x(n) = x(n∗2)exp
{
n−1∑
s=n∗2
f (s, xs)
}
= x(n∗2)exp
{ n∗2+pω2−1∑
s=n∗2
f (s, xs) +
n−1∑
s=n∗2+pω2
f (s, xs)
}
 x
(
n∗2
)
exp
{
n−1∑
s=n∗2+pω2
f (s, xs)
}
 x
(
n∗2
)
exp(−α2ω2).
This shows that the conclusion (b) of Theorem 2.3 holds for m2 = n∗ .2
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x(n) k∗2 exp(−α2ω2) for all nm2. (9)
Suppose that (9) is not true, then there exist integers n1 and n2 with m2  n1 < n2 such that x(n1)  k∗2, x(n2) <
k∗2 exp(−α2ω2) and
k∗2 exp(−α2ω2) x(n) k∗2 for all n ∈ [n1,n2]N .
From Claim 2.2 we can obtain
x(n) k2 for all n ∈ (n1 −m,n1]N .
Hence,
x(n) k2 for all n ∈ (n1 −m,n2]N .
Choosing an integer p  0 such that n2 − 1 ∈ [n1 + pω2,n1 + (p + 1)ω2)N , then from assumptions (A2) and (A3) we can
obtain
k∗2 exp(−α2ω2) > x(n2)
= x(n1)exp
{ n2−1∑
s=n1
f (s, xs)
}
= x(n1)exp
{
f (n1, xn1) +
n1+pω2∑
s=n1+1
f (s, xs) +
n2−1∑
s=n1+pω2+1
f (s, xs)
}
 x(n1)exp
{
f (n1, xn1) +
n2−1∑
s=n1+pω2+1
f (s, xs)
}
 x(n1)exp
{−α2 − α2(n2 − 1− (n1 + pω2))}
 k∗2 exp(−α2ω2).
This leads to a contradiction. Hence, (9) is true. This shows that conclusion (a) of Theorem 2.3 holds.
Next, we assume x(n∗2) k∗2. A similar argument as in the proof of Case 2, we can obtain
x(n) k∗2 exp(−α2ω2) for all n n∗2.
This shows that conclusion (a) of Theorem 2.2 is true for m2 = n∗2. This completes the proof of Theorem 2.3. 
Theorem 2.4. Suppose that assumptions (A+1 ), (A
+
2 ) and (A3) hold. Then there is a constant m0 > 0 such that for any positive solution
x(n) of model (2) there is an integer m2  0 such that
m0  x(n) k∗1 exp(α1ω1) for all nm2.
Proof. Let x(n) be any positive solution of model (2). From Theorem 2.2, we obtain that there exists an integer m1 > 0 such
that
x(n) k∗1 exp(α1ω1) for all nm1.
Let
α2 = sup
{∣∣ f (k,ϕ)∣∣: k ∈ N, ‖ϕ‖ k∗1 exp(α1ω1)}
and k∗2 = k2 exp(−α2m), then α2 and k∗2 are independent of any positive solution of model (2). If assumptions (A+1 ) and
(A+2 ) hold, then assumptions (A1) and (A2) also hold. Therefore, from Theorem 2.3 we only need to prove that if x(n∗2) < k∗2,
where n∗2 = max{m1 +m, T2}, then there exists an integer m2 > n∗2 such that
x(m2) k∗2. (10)
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x(n) < k∗2 for all n n∗2.
Then, from Claim 2.2 we have
x(n) k2 for all n ∈
[
n∗2 −m,n∗2
]
N .
Hence,
x(n) k2 for all n ∈
[
n∗2 −m,∞
)
N .
For any n n∗2, we choose an integer p  0 such that n− 1 ∈ [n∗2 + pω2,n∗2 + (p+ 1)ω2)N . From assumptions (A+2 ) and (A3)
we obtain
x(n) = x(n∗2)exp
{
n−1∑
s=n∗2
f (s, xs)
}
= x(n∗2)exp
{ n∗2+pω2−1∑
s=n∗2
f (s, xs) +
n−1∑
s=n∗2+pω2
f (s, xs)
}
 x
(
n∗2
)
exp{β2p −ω2α2}.
This implies limn→∞ x(n) = ∞, which leads to a contradiction. Therefore, inequality (10) holds. From conclusion (a) of
Theorem 2.3, we obtain immediately
x(n) k∗2 exp(−α2ω2) for all nm2.
Choosing m0 = k∗2 exp(−α2ω2), then we see that Theorem 2.4 holds. This completes the proof of Theorem 2.4. 
Particularly, when model (2) is ω periodic, that is, there is an integer ω > 0 such that f (n + ω,φ) = f (n, φ) for all
(n, φ) ∈ N × D+[−m,0]N , then as a consequence of Theorem 2.4 we have the following corollary.
Corollary 2.1. Suppose that model (2) is ω periodic and
∑ω−1
s=0 f (s,0) > 0. If there are constants α1 > 0, β1 > 0 and k1 > 0 such that
f (k, φ) α1 for all k ∈ N, φ ∈ D+[−m,0]N (11)
and
ω−1∑
s=0
f (s, φ) < −β1 for all φ ∈ D+[−m,0]N , inf
θ∈[−m,0]N
φ(θ) k1, (12)
then the conclusion of Theorem 2.4 holds.
Proof. Let β2 = 12
∑ω−1
s=0 f (s,0). From the continuity of f (n, φ) with respect to φ, we obtain that there is a constant k2 with
0< k2  k1 such that
ω−1∑
s=0
f (s, φ) β2 for all φ ∈ D+[−m,0]N , ‖φ‖ k2.
Thus, from condition (11) we see that assumption (A+1 ) holds. By the periodicity of f (n, φ) with respect to n, we obtain
k+ω−1∑
s=k
f (s,ϕ) =
ω−1∑
s=0
f (s,ϕ) for all k ∈ N.
From this and condition (12) we see that assumptions (A+2 ) and (A3) hold. Therefore, from Theorem 2.4, we obtain that
Corollary 2.1 is true. This completes the proof of Corollary 2.1. 
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3.1. Preliminaries
In order to obtain the global attractivity of model (2), we ﬁrst introduce the following results on the global attractivity
of zero solution for a class of scalar functional differential equations which were established in [8].
We denote by C[−τ ,0] the Banach space of all continuous function φ : [−τ ,0] → R with the norm
‖φ‖ = max
−τs0
∣∣φ(s)∣∣.
We consider the following scalar functional differential equation
dy(t)
dt
= w(t, yt), (13)
where functional w(t, φ) is deﬁned on R+ × C[−τ ,0] and yt ∈ C[−τ ,0] with yt = y(t + s) for all s ∈ [−τ ,0], where
R+ = [0,∞).
For Eq. (13), we introduce the following assumptions.
(H1) Functional w(t, φ) satisﬁes the Caratheodory condition. Moreover, for any constant q ∈ R there exists a θ(q) 0 such
that if φ ∈ C[−τ ,0] satisfying φ(s) q for all s ∈ [−τ ,0] then we have w(t, φ) θ(q) almost everywhere for t ∈ R+ .
(H2) There exist a piecewise continuous function λ : R+ → (0,∞) and a constant b 0 such that
− λ(t)M(φ)
1+ bM(φ)  w(t, φ)
λ(t)M(−φ)
1− b(−φ)
for all t ∈ R+ , where the ﬁrst inequality holds for all φ ∈ C[−τ ,0] and the second inequality holds for any
φ ∈ C[−τ ,0] satisfying φ(s) > −b−1 for all s ∈ [−τ ,0], where M(φ) = max{0,maxs∈[−τ ,0] φ(s)} and when b = 0 we
take −b−1 = −∞.
(H3) For any continuous p : R+ → R satisfying limt→∞ p(t) exists and is non-zero, the integral
∫∞
0 w(s, ps)ds diverges.
(H4) There exists a constant T  τ such that α(T ) 32 if b > 0 and α(T ) <
3
2 if b = 0, where
α(T ) = sup
tT
t∫
t−τ
λ(s)ds.
Lemma 3.1. (See [8, Theorem 2.5].) Assume that (H1)–(H4) hold. Then all solutions of Eq. (13) converge to zero as t → ∞.
3.2. Main results
First, for any sequence g : N → R , we denote gM = limsupn→∞ g(n) and gL = lim infn→∞ g(n). For model (2), we intro-
duce the following assumptions.
(A4) For any constant r ∈ R there exists a θ(r) 0 such that for any x, x∗ ∈ D+[−m,0]N with φ(s) r for all s ∈ [−m,0]N
we have
f
(
n, x∗
)− f (n, x) θ(r) for all n ∈ N,
where φ(s) = ln( x∗(s)x(s) ) for all s ∈ [−m,0]N .
(A5) There exist a sequence an > 0 for all n ∈ N and a constant b 0 such that
− anM(φ)
1+ bM(φ)  f
(
n, x∗
)− f (n, x) anM(−φ)
1− bM(−φ)
for all n ∈ N , where the ﬁrst inequality holds for all x, x∗ ∈ D+[−m,0]N and the second inequality holds for any
x, x∗ ∈ D+[−m,0]N satisfying φ(s) > −b−1 for all s ∈ [−m,0]N , where
M(φ) = max
{
0, max
s∈[−m,0]N
φ(s)
}
,
and when b = 0 we take −b−1 = −∞.
(A6) For any sequences u,u∗ : N → R+ satisfying uL > 0, uM < ∞, u∗L > 0, u∗M < ∞ and limn→∞ ln( u
∗(n)
u(n) ) exists and is
non-zero, the series
∑∞
n=0[ f (n,u∗n) − f (n,un)] diverges.
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3
2 if b = 0, where
α(m0) = sup
km0
k+m∑
s=k
as.
Theorem 3.1. Suppose that (A1)–(A7) hold. Then for two positive solutions x(n) and x∗(n) of model (2) we have limn→∞(x(n) −
x∗(n)) = 0.
Proof. First, for any φ ∈ C[−m,0], we deﬁne a φ ∈ D[−m,0]N satisfying φ(s) = φ(s) for all s ∈ [−m,0]N .
From Theorem 2.3, there exist constants H  h > 0 such that
h x(n), x∗(n) H for all n ∈ N. (14)
Let
y(n) = x(n)
x∗(n)
, (15)
then model (2) becomes
y(n + 1) = y(n)exp[ f (n, (x∗ y)n)− f (n, x∗n)], (16)
where (x∗ y)n(s) = x∗(n + s)y(n + s) for all s ∈ [−m,0]N . Further, let
u(n) = − ln y(n), (17)
then Eq. (16) becomes
u(n + 1) = u(n) + g(n,un), (18)
where
g(n,un) = −
[
f
(
n,
(
x∗e−u
)
n
)− f (n, x∗n)]
and (x∗e−u)n(s) = x∗(n + s)e−u(n+s) for all s ∈ [−m,0]N .
Deﬁne functional w(t, φ) : R × C[−m,0] → R as follows: for any t ∈ R and φ ∈ C[−m,0], w(t, φ) = g(n, φ) for all t ∈
[n,n + 1), where n ∈ N . We consider the following scalar functional differential equation
dy(t)
dt
= w(t, yt). (19)
Let v(n) be any solution of Eq. (18) with initial condition v(s) = ψ(s) for all s ∈ [−m,0]N . We can choose a function
φ ∈ C[−m,0] such that φ(s) = ψ(s) for all s ∈ [−m,0]N . Let y(t) be the solution of Eq. (19) satisfying initial condition
y(s) = φ(s) for all s ∈ [−m,0]N . Obviously, y0 = φ = ψ and y(0) = ψ(0). For any n ∈ N , when t ∈ [n,n + 1), we ﬁrstly have
w(t, yt) = g(n, yt). Since [t −m, t]N = [n −m,n]N for t ∈ [n,n + 1), we can obtain
yt(s) = y(s) = y(n + r) = yn(r) = yn(r)
for all s ∈ [t − m, t]N and r ∈ [n − m,n]N . Hence, g(n, yt) = g(n, yn) for t ∈ [n,n + 1). Consequently, for any n ∈ N , when
t ∈ [n,n + 1) we ﬁnally have
w(t, yt) = g(n, yn).
From n to n + 1 integrating Eq. (19) we can obtain
y(n + 1) − y(n) =
n+1∫
n
w(t, yt)dt = g(n, yn).
From this and combining Eq. (18), we further obtain
y(1) = y(0) + g(0, y0) = ψ(0) + g(0,ψ) = v(1)
and consequently, y1 = v1. Furthermore,
y(2) = y(1) + g(1, y1) = v(1) + g(1, v1) = v(2)
412 J. Liu et al. / J. Math. Anal. Appl. 378 (2011) 403–417and consequently, y2 = v2. By the induction, we can obtain
y(n) = y(n − 1) + g(n − 1, yn−1) = v(n − 1) + g(n − 1, vn−1) = v(n)
and consequently, yn = vn for all n ∈ N . Therefore, we ﬁnally obtain v(n) ≡ y(n) for all n ∈ N .
From the deﬁnition of functional w(t, φ), we easily see that, when f (n, φ) satisﬁes assumption (A4), w(t, φ) satisﬁes
assumption (H1). In fact, for any constant q ∈ R and function φ ∈ C[−m,0], we can choose x, x∗ ∈ D+[−m,0]N such that
x(s) = x∗(s)exp(−φ(s)) for all s ∈ [−m,0]N .
Thus, when φ(s)  q for all s ∈ [−m,0] we have φ(s) = ln( x∗(s)x(s) )  q for all s ∈ [−m,0]N . Since for any t ∈ R , when t ∈[n,n + 1),
w(t, φ) = g(n, φ).
From the deﬁnition of g(n, φ), we have
g(n, φ) = −[ f (n, x) − f (n, x∗)].
Hence, when assumption (A4) holds, we can obtain
w(t, φ) θ(q) for all t ∈ R+.
This shows that, when assumption (A4) holds, then assumption (H1) also holds.
We deﬁne the piecewise continuous function λ : R+ → R+ as follows. For any t ∈ R+ , when t ∈ [n,n + 1), we have
λ(t) = an . Thus, for any t ∈ [n,n + 1), n ∈ N and φ ∈ C[−m,0], we have
w(t, φ) = g(n, φ) = f (n, x∗)− f (n, x) anM(−φ)
1− bM(−φ) (20)
and
w(t, φ) = g(n, φ) = f (n, x∗)− f (n, x)− anM(φ)
1+ bM(φ) . (21)
Since,
M(φ) =max
{
0, max
s∈[−m,0]φ(s)
}
max
{
0, max
s∈[−m,0]N
φ(s)
}
= M(φ)
and
M(−φ) = max
{
0, max
s∈[−m,0]
(−φ(s))}max{0, max
s∈[−m,0]N
(−φ(s))}= M(−φ),
from (20), (21) and the deﬁnition of λ(t) we further obtain
− λ(t)M(φ)
1+ bM(φ)  w(t, φ)
λ(t)M(−φ)
1− b(−φ)
for all t ∈ R+ . This shows that, when assumption (A5) holds, then assumption (H2) also holds.
For any continuous function p : R → R satisfying limt→∞ p(t) exists and is non-zero, we choose sequences u,u∗ : N → R+
satisfying uL > 0, uM < ∞, u∗L > 0 and u∗M < ∞ such that u∗(n) = u(n)exp(p(n)) for all n ∈ N . Obviously, we have
limn→∞ ln( u
∗(n)
u(n) ) exists and is non-zero. Since,
∞∫
0
w(t, pt)dt =
∞∑
n=0
n+1∫
n
w(t, pt)dt
=
∞∑
n=0
n+1∫
n
g(n, pt)dt
=
∞∑
n=0
n+1∫
n
[
f (n,un) − f
(
n,u∗n
)]
dt
=
∞∑[
f (n,un) − f
(
n,u∗n
)]
,n=0
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0 w(t, pt)dt also diverges. This shows that, when assumption (A6) holds, then assumption (H3) also holds.
Lastly, since λ(t) = an for t ∈ [n,n + 1) and n ∈ N , we have, for T =m0 +m,
α(T ) = sup
tT
t∫
t−m
λ(s)ds = sup
km0
k+m∑
s=k
as.
This shows that, when assumption (A7) holds, then assumption (H4) also holds.
Therefore, from Lemma 3.1 we obtain that any solution y(t) of Eq. (19) converges to zero as t → ∞. Since u(n) = y(n)
for all n ∈ N , we further have that any solution u(n) of Eq. (18) also converges to zero as n → ∞. Consequently, from (14),
(15) and (17) we ﬁnally have
lim
n→∞
(
x(n) − x∗(n))= 0
for any two positive solutions x(n) and x∗(n) of model (2). This completes the proof of Theorem 3.1. 
4. Applications
We see that the continuous time nonautonomous Allee-effect model of delayed differential equations:
dx(t)
dt
= x(t)(a(t) − b(t)xp(t − σ(t))− c(t)xq(t − τ (t)))
have been extensively studied. Many important results on the boundedness, persistence and permanence of species, the
existence of positive periodic solutions and the global attractivity of the model are obtained in [6,12,29–32].
In this section, as application of Theorems 2.1–2.4 and Theorem 3.1, we discuss the following discrete time nonau-
tonomous delayed Allee-effect model
x(n + 1) = x(n)exp{a(n) − b(n)xp(n − σ(n))− c(n)xq(n − τ (n))}, (22)
where n ∈ N , p and q are constants with 0 < p  q, a(n), b(n), c(n), σ(n) and τ (n) are bounded sequences deﬁned on N
with c(n) 0, σ(n) 0 and τ (n) 0 for all n ∈ N .
The following special case of model (22)
x(n + 1) = x(n)exp{a(n) − b(n)xp(n −ω) − c(n)xq(n −ω)}
has been discussed in [27,28]. The suﬃcient conditions on the existence of positive periodic solutions, the oscillatory and
asymptotic behavior of positive periodic solutions are established. See Theorem 2.1 in [27] and Theorems 3.1–3.5 in [28].
Let m = maxn∈N {σ(n), τ (n)} and au = supn∈N |a(n)|. For model (22), we ﬁrstly introduce the following assumption.
(B1) There exists an integer ω > 0 such that
lim inf
k→∞
k+ω−1∑
s=k
a(s) > 0, lim inf
k→∞
k+ω−1∑
s=k
(
b(s) + c(s))> 0.
From assumption (B1), we can choose constant k1 > 0 and integer T0 > 0 such that
k+ω−1∑
s=k
[
a(s) − b(s)kp1 − c(s)kq1
]
< −1 for all k T0.
Let constant H = k1 exp(au(m +ω)). We have the following result.
Theorem 4.1. Suppose that assumption (B1) holds and b(n) 0 for all n ∈ N. Then there is a constant h > 0 such that for any positive
solution x(n) of model (22) there is an integer T > 0 such that
h x(n) H for all n T .
Furthermore, if there is an integer m0 m such that
sup
km0
k+m∑(
b(s)pHp + c(s)qHq)< 3
2
, (23)s=k
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lim
n→∞
(
x(n) − x∗(n))= 0.
Proof. Let
f (n,ϕ) = a(n) − b(n)ϕp(−σ(n))− c(n)ϕq(−τ (n)).
From assumption (B1), we can choose constant k2 > 0 and an integer T  T0 such that
k+ω−1∑
s=k
[
a(s) − b(s)kp2 − c(s)kq2
]
>
1
2
au for all k T .
Hence, for any φ ∈ D+[−m,0]N with infθ∈[−m,0]N φ(θ) k1 and k T we have
k+ω−1∑
s=k
f (s, φ) =
k+ω−1∑
s=k
(
a(s) − b(s)φp(−σ(s))− c(s)φq(−τ (s)))

k+ω−1∑
s=k
(
a(s) − b(s)kp1 − c(s)kq1
)
< −1.
This shows that assumption (A+1 ) holds. Further, for any φ ∈ D+[−m,0]N with ‖φ‖ k1 and k T we also have
k+ω−1∑
s=k
f (s, φ) =
k+ω−1∑
s=k
(
a(s) − b(s)φp(−σ(s))− c(s)φq(−τ (s)))

k+ω−1∑
s=k
(
a(s) − b(s)kp2 − c(s)kq2
)
>
1
2
au.
This shows that assumption (A+2 ) also holds. Assumption (A3) obviously holds. From Theorem 2.4 we obtain that there
exists a constant h > 0 such that for any positive solution x(n) of model (22) there is an integer T  0 such that
h x(n) H for all n T , (24)
where H = k1 exp(α1(m +ω)) and α1 = au .
For any constant r ∈ R , we choose θ(r) = (bu pHp + cuqHq)|r|, where bu = supn∈N b(n) and cu = supn∈N c(n). Let x, x∗ ∈
D+[−m,0]N with φ(s)  r for all s ∈ [−m,0]N , where φ(s) = ln( x∗(s)x(s) ) for all s ∈ [−m,0]N . From (24), without loss of
generality, we can assume x(s), x∗(s) H for all s ∈ [−m,0]N . Applying the mean-value theorem, we obtain
f
(
n, x∗
)− f (n, x) = −b(n)(x∗p(−σ(n))− xp(−σ(n)))− c(n)(x∗q(−τ (n))− xq(−τ (n)))
= −b(n)(exp(p ln x∗(−σ(n)))− exp(p ln x(−σ(n))))
− c(n)(exp(q ln x∗(−τ (n)))− exp(q ln x(−τ (n))))
= −b(n)p exp(pη1(n))(ln x∗(−σ(n))− ln x(−σ(n)))
− c(n)q exp(qη2(n))(ln x∗(−τ (n))− ln x(−τ (n)))
= −b(n)p exp(pη1(n)) ln
(
x∗(−σ(n))
x(−σ(n))
)
− c(n)q exp(qη2(n)) ln
(
x∗(−τ (n))
x(−τ (n))
)
, (25)
where η1(n) is situated between ln x∗(−σ(n)) and ln x(−σ(n)) and η2(n) is situated between ln x∗(−τ (n)) and ln x(−τ (n)).
Since
ln
(
x∗(−σ(n))
x(−σ(n))
)
 r, ln
(
x∗(−τ (n))
x(−τ (n))
)
 r for all n ∈ N,
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f
(
n, x∗
)− f (n, x) θ(r) for all n ∈ N.
This shows that assumption (A4) also holds.
Choosing an = b(n)pHp + c(n)qHq for all n ∈ N , then from (25) we can obtain
−anM(φ) f
(
n, x∗
)− f (n, x) anM(−φ)
for all n ∈ N . Therefore, assumption (A5) holds for b = 0.
For any sequences u,u∗ : N → R+ satisfying uL > 0, uM < ∞, u∗L > 0, u∗M < ∞ and limn→∞ ln( u
∗(n)
u(n) ) exists and is non-
zero, from (25) we have
f
(
n,u∗n
)− f (n,un) = −b(n)p exp(pη1(n)) ln
(
u∗(−σ(n))
u(−σ(n))
)
− c(n)q exp(qη2(n)) ln
(
u∗(−τ (n))
u(−τ (n))
)
, (26)
where η1(n) is situated between lnu∗(−σ(n)) and lnu(−σ(n)) and η2(n) is situated between lnu∗(−τ (n)) and lnu(−τ (n)).
From (26) and assumption (B1) we easily see that the series
∑∞
n=0[ f (n,u∗n)− f (n,un)] diverges. Therefore, assumption (A6)
holds.
Lastly, from condition (23) we see that assumption (A7) holds for b = 0. Therefore, from Theorem 3.1, we ﬁnally obtain
that for any two positive solutions x(n) and x∗(n) of model (22)
lim
n→∞
(
x(n) − x∗(n))= 0.
This completes the proof of Theorem 4.1. 
Next, for model (22), we introduce the following assumption.
(B2) p < q, σ(n) = τ (n) for all n ∈ N and there exists an integer ω > 0 such that
lim inf
k→∞
k+ω−1∑
s=k
a(s) > 0, lim inf
k→∞
k+ω−1∑
s=k
c(s) > 0.
From assumption (B2), we can choose constant k1 > 0 large enough and integer T0 > 0 such that
k+ω−1∑
s=k
[
a(s) + (∣∣b(s)∣∣kp−q1 − c(s))kq1]< −1 for all k T0.
Let constant H = k1 exp(α1(m +ω)), where
α1 = sup
{
a(n) − b(n)xp − c(n)xq: x 0, n ∈ N}.
We further have the following result.
Theorem 4.2. Suppose that assumption (B2) holds and b(n) is not nonnegative sequence for all n ∈ N. Then there is a constant h > 0
such that for any positive solution x(n) of model (22) there is an integer T > 0 such that
h x(n) H for all n T .
Furthermore, if there is an integer m0 m such that
sup
km0
k+m∑
s=k
(∣∣b(n)∣∣php−q + c(n)q)Hq < 3
2
, (27)
then for any two positive solutions x(n) and x∗(n) of model (22)
lim
n→∞
(
x(n) − x∗(n))= 0.
Proof. In fact, from assumption (B2), we can choose constant k2 > 0 small enough and an integer T  T0 such that
k+ω−1∑ [
a(s) − ∣∣b(s)∣∣kp2 − c(s)kq2]> 12au for all k T .
s=k
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k+ω−1∑
s=k
f (s, φ) =
k+ω−1∑
s=k
(
a(s) − b(s)φp(−σ(s))− c(s)φq(−σ(s)))

k+ω−1∑
s=k
(
a(s) + ∣∣b(s)∣∣kp1 − c(s)kq1)
=
k+ω−1∑
s=k
(
a(s) + (∣∣b(s)∣∣kp−q1 − c(s))kq1)
< −1.
This shows that assumption (A+1 ) holds. Further, for any φ ∈ D+[−m,0]N with ‖φ‖ k1 and k T we also have
k+ω−1∑
s=k
f (s, φ) =
k+ω−1∑
s=k
(
a(s) − b(s)φp(−σ(s))− c(s)φq(−σ(s)))

k+ω−1∑
s=k
(
a(s) − ∣∣b(s)∣∣kp2 − c(s)kq2)
>
1
2
au.
This shows that assumption (A+2 ) also holds. Assumption (A3) is obvious. From Theorem 2.4 we obtain that there exists a
constant h > 0 such that for any positive solution x(n) of model (22) there is an integer T  0 such that
h x(n) H for all n T . (28)
For any constant r ∈ R , we choose θ(r) = (|b|u php−q + cuq)Hq|r|, where |b|u = supn∈N |b(n)| and cu = supn∈N c(n). Let
x, x∗ ∈ D+[−m,0]N with φ(s) r for all s ∈ [−m,0]N , where φ(s) = ln( x∗(s)x(s) ) for all s ∈ [−m,0]N . From (28), without loss of
generality, we can assume x(s), x∗(s) M for all s ∈ [−m,0]N . Applying the mean-value theorem, we obtain
f
(
n, x∗
)− f (n, x) = −b(n)(x∗p(−τ (n))− xp(−τ (n)))− c(n)(x∗q(−τ (n))− xq(−τ (n)))
= −b(n)(exp(p ln x∗(−τ (n)))− exp(p ln x(−τ (n))))
− c(n)(exp(q ln x∗(−τ (n)))− exp(q ln x(−τ (n))))
= −b(n)p exp(pη(n))(ln x∗(−τ (n))− ln x(−τ (n)))
− c(n)q exp(qη(n))(ln x∗(−τ (n))− ln x(−τ (n)))
= −(b(n)p exp(pη(n))+ c(n)q exp(qη(n))) ln( x∗(−τ (n))
x(−τ (n))
)
= −(b(n)p exp((p − q)η(n))+ c(n)q) exp(qη(n)) ln( x∗(−τ (n))
x(−τ (n))
)
, (29)
where η(n) is situated between ln x∗(−τ (n)) and ln x(−τ (n)). Since
ln
(
x∗(−τ (n))
x(−τ (n))
)
 r for all n ∈ N,
from (29) we can obtain
f
(
n, x∗
)− f (n, x) θ(r) for all n ∈ N.
This shows that assumption (A4) also holds.
Choosing an = (|b(n)|php−q + c(n)q)Hq for all n ∈ N , then from (29) we can obtain
−anM(φ) f
(
n, x∗
)− f (n, x) anM(−φ)
for all n ∈ N . Therefore, assumption (A5) holds for b = 0.
For any sequences u,u∗ : N → R+ satisfying uL > 0, uM < ∞, u∗L > 0, u∗M < ∞ and limn→∞ ln( u
∗(n)
u(n) ) exists and is non-
zero, from (29) we have
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(
n,u∗n
)− f (n,un) = −(b(n)p exp((p − q)η(n))+ c(n)q) exp(qη(n)) ln
(
u∗(−τ (n))
u(−τ (n))
)
, (30)
where η(n) is situated between lnu∗(−τ (n)) and lnu(−τ (n)). From (30) and assumption (B2) we easily see that the series∑∞
n=0[ f (n,u∗n) − f (n,un)] diverges. Therefore, assumption (A6) holds.
Lastly, from condition (27) we see that assumption (A7) holds for b = 0. Therefore, from Theorem 3.1, we ﬁnally obtain
that for any two positive solutions x(n) and x∗(n) of model (22)
lim
n→∞
(
x(n) − x∗(n))= 0.
This completes the proof of Theorem 4.2. 
Remark 1. From Theorems 2.1–2.4 and Theorem 3.1, we easily see that the results on the boundedness, persistence, per-
manence and global attractivity of solutions obtained in [29,32] for continuous time single-species models of delayed
differential equations are similarly extended to discrete time single-species models of delayed difference equations.
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