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ABSTRACT
The selection of the current combination of parametric values
(instantaneous field of view, number and location of spectral bands,
signal-to-noise ratio, etc.) of a multispectral scanner is a complex
problem due to the strong interrelationship these parameters have with
one another. In this paper the results of an empirical study of this
problem are presented. The study was done with the proposed scanner
known as Thematic Mapper in mind. Since an adequate theoretical
procedure for this problem has apparently not yet been devised, an
empirical simulation approach was used with candidate parameter values
selected by heuristic means.
The results obtained us-*.ng a conventional maximum likelihood
pixel classifier suggest that although the classification accuracy
declines slightly as the IFOV is decreased this is more than made up
by an improved mensuration accuracy. Further, the use of a classifier
involving both spatial and spectral features shows a very substantial
tendancy to resist degradation as the signal-to-noise ratio is decreased.
And finally further evidence is provided of the importance of having at
least one spectral band in each of the major available portions of the
optical spectrum.
h
*This work was supported by NASA under Contract NAS9-14016
	 \T_
	
f
	
T	
.t
An Empirical Study of Scanner Svstem Parameters*
by
David Landgrebe
Larry Biehl and
William Simmons
Laboratory for Applications of Remote Sensing
Purdue University
INTRODUCTION
An important question in remote sensing is "what is the optimum
set of specifications for a multispectral scanner system?" The
correct answer depends upon the index of performance selected as well
as the class of applications for which the sensor system is to be
optimized.
There are several ways to attack this question; one is empirically,
i.e. using experimental data to simulate various sensor parameter com-
binations. It is the results of such a study which are to be reported
in this paper.
The ability to derive information from remotely sensed data gathered
at a given time rests upon five classes of parametric values. These
are:
1. The spatial resolution and spatial sampling characteristics
2. The spectral sampling and bands used
3. The signal-to-noise characteristics
4. The amount of ancillary data available
5. The classes to be used, i.e. the particular information
desired
It is especially important to note that these factors are inter-
related to one another. Thus, assuming an empirical approach, the
problem resolves itself to searching a five dimensional parameter
*This work was supported by NASA under Contract NAS9-14016
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space relative to the index of performance. It is obvious that this
search cannot be done in an exhaustive fashion due to the size of a
five parameter space, i.e., the number of possible combinations of the
parameters. In this study the search was localized around the proposed
Thematic Mapper parameters l , a region suggested by the state of the art
of constructing spaceborne multispectral scanners and the expected cost
factors involved. Even so, it was necessary to limit the number of
combinations tested. The scope of this investigation was primarily
limited to three parameters - spatial resolution, noise level, and
spectral bands although some variation in others was introduced.
There were two indices of performance used in this study. One is
the accuracy achieved on multispectral pixels drawn from the central
portions of agricultural fields. In this case emphasis is placed upon
the identification portion of the analysis task.
The second index of performance is the accuracy with which the
correct areal proportions of each class in the flight line used could
be estimated; this was done by determining the proportion of pixels
assigned to each class by the classifier. In this case not only are
"pure" pixels from the central portion of agricultural fields involved,
but so are composite or multiclass pixels which overlap the field
boundaries.
The general scheme of the study then was to simulate the desired
parameter set by linearly combining the original pixels of the
airborne data (IFOV ti 6 meters) to form simulated pixels of the
desired IFOV, then to classify this flight line using a machine
implemented Gausian maximum likelihood pattern classification algorithm,
and measure the index of performance.
e
a-
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SIMULATION TECHNIQUES
Data Utilized - Both airborne multispectral scanner data and field
spectrometer data were used in this study. The multispectral scanner
data was collected by the 24 channel MSDS system2
 aboard an NC-130
over Finney County, Kansas, and Williams County, North Dakota, during
the 1974-1975 growing season. Two flight lines of the MSDS data were
selected for this study from a larger list of candidates. They were
selected because the data quality was good, because they were collected
at a suitable time in the crop calendar and because the location of the
two sets was significantly different.
The spectrometer data used was collected by the NASA/JSC heli-
copterborne FSS S191-H system*, and the Purdue/LARS Exotech 20C
system 3 over the Finney and Williams Counties intensive test sites
and agricultural research farms. The spectrometer data also included
data collected over the Purdue Agronomy Farm by the Exotech 20C
system during the summers of 1972, 1973, and 1974. The spectrometer
data were used to study wavelength band selections as well as to
calibrate the airborne data for purposes of determining the signal-to-
noise ratio.
Ground observations including field areas, crop types, and field
maps collected by USDA-ASCS personnel and color IR photography
collected by the NC130 aircraft were used to support the multispectral
scanner and spectrometer overflights.
*This instrument is a modified version of the type of spectroradiometer
carried aboard the Skylab spacecraft as a part of Earth Resources
Experiment Package, experiment number 5191.
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Table 1. MSDS Data Selected
for Simulation
Site	 Date	 Comments
Finney County, KS 	 7/6/75	 Moderate banding
Williams County, ND	 8/16/75	 Good set
i-5-
Preparation of Simulated Data - T.e simulation technique included
spectral, spatial and radiometric considerations. A general discussion
of the simulation technique is given in this section. A more detailed
discussion of spatial simulation algorithms is given in reference 4.
a) Spectral Bands
MSDS system spectral bands which best matched proposed Thematic
Mapper bands were selected. As seen in Table 2, the bands were
relatively well matched. A combination of two MSDS bands was required
to simulate one infrared band. The MSDS .53-.57 micrometer band was
unavailable, and the .57-.63 micrometer band was substituted for
simulation of the .52-.60 Thematic Mapper band. This substitution
was recognized as suboptimal but the best alternative. The .74-.91
micrometer band was simulated as a result of speculation that Thematic
Mapper bands 4 and 5 may be combined. A total of eight bands, therefore,
were simulated.
Bands 4 and 5 were combined to form the .74-.91 micrometer band
by equal weighted averaging after conversion to the reflectance domain.
The combination of thermal bands was similarly achieved using the
radiance domain.
b) Mean Angle Response Adjustment
A correction algorithm was applied to compensate for the non-uniform
angular response characteristic due to the relatively wide view angle
of the MSDS sensor. This effect is usually noted as one side of image
nadir appearing brighter than the other side s . The primary cause of
the effect is that the scanner sees illuminated portions of the target
at certain view angles and the shaded side at other angles. The correction
made was to normalize the average scene response for each look angle.
The normalization was made on each flight line independently. The
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method used for angle correction was:
.compute the average response of each look angle
-smooth the average to the least square error third order
polynomial fit
-compute the inverse polynomial multiplicative correction
function required to transform the polynomial curve to
a constant value
-apply the correction function to each scan line 	 ....
c) Spatial Degradation
The spatial degradation procedure assumed a Gaussian total system
undulation transfer function and compensated for aircraft scanner
geometric distortions of unequal size and spacing of picture elements
relative to scan look angle.
Figure 1 shows a conceptual illustration of the simulated system
spatial response. The simulated picture element in the scan line
direction has a Gaussian point spread function with the IFOV specified
as the distance between the half amplitude points; the Gaussian
function is truncated beyond the 10 percent amplitude. In
the along track direction, the point spread function is square. Using
this definition of system point spread function, each degraded picture
element was computed as the weighted average of higher resolution
MSDS picture elements. Center-to-center spacing of degraded picture
elements was equal to the width of the IFOV being simulated.
The aircraft scanner geometric distortion of unequal size and
spacing of picture elements relative to scan look angle was accounted
for. This "bow-tie" effect was factored into the computation of the
weighting coefficients used to compute degraded pixel values. Since
the coefficients used to counter the bow-tie effect were different
for each simulated look angle, new weighting coefficients were cal-
culated for each simulated pixel.
ANDSAT D
Aircraft 6 meter
resolution elements
Simulatedsystempoint spread function
r4
_7_
^--Half amplitude
Cross track
Down track
Figure 1. Conceptual Illustration of a Picture Element
Viewed from the Satellite
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Table 2. Correspondence of Thematic
Mapper and MSDS Channels
r
Proposed
Channel Thematic Mapper Bandsl
1 .45 -	 .5211m
2 .52 -	 .60
3 .63 -	 .69
4 .74 -	 .80
5 .80 -	 .91
6 1.55	 1.75
7 3.0.4 -	 12.5
8 .74 - .91
MSDS Bands
.46 - .50um
.57 - .63
.64 - .58
.76 - .80
.82 - .87
1.52 - 1.73
10.0 - 11.0+11.0 - 12.0
.76 -	 .80+.82 -	 .87
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d) Reflectance Scaling
Calibration of MSDS data was requirel to allow combinations of
reflective bands as discussed above and to appropriately scale the data
according to specified Landsat dynamic range parameters, see Table 31.
To satisfy these requirements, calibration was achieved by:
-assuming the scanner black-body calibration source response
corresponds to zero scene reflectance,	 w• j
-assuming the scanner calibration lamp corresponds to a
scene reflectance equal to the lamp equivalent reflectance,
-and using linear interpolation from these two calibration points.
Lamp equivalent reflectance data w«s supplied by NASA/JSC. It
was recognized that this method is not extremely accurate but it
was believed to be adequate for purposes of band combination and
dynamic range scaling. A more accurate calibration procedure is
described below.
e) Signal-to-Noise Degradation
Ideally, the degraded data will have a negligible noise level such
that the impact of various noise levels on classification accuracy
could be studied. In this case, however, the input data noise level
was extremely high and the noise level after spatial degradation was
approximately equal to the level specified for the Landsat-D system.
To study the effect of additional noise, however, specific quantities
of noise were added. Noise was added in the form of white Gaussian
random numbers with standard deviation scaled to the desired noise
equivalent reflectance. Additional details on noise considerations
and calibration requirements necessitated are given in the section
on evaluation of simulated data.
-10-
f) Implementation
The simulation process was implemented in four computer processing
phases. The phases were:
-selection of spectral bands prom the MSDS 24 channel computer
data tape and reformatting the data into the LARSYS Version
3.0 format6.
-scan angle response normalization
*band combination, spatial degradation, and dynamic range
adjustment
-addition of noise
Each phase produced separate outputs designed for analysis and
processing in subsequent phases. Modularized processing had the
advantage of providing data for analysis which had been processed in
various stages of simulation. In addition, the method reduced pro-
cessing redundancies. For example, a data set could be processed
in phase four several times, each time adding a different level of
noise, without the necessity of repeating previous processing steps.
A total of 36 data runs were prepared for analysis. Four spatial
resolutions were simulated for two flights of two dates. Seven levels
of noise were added to the two flghtlines. A list of data stab
generated is shown in Table 4.
Evaluation of the Simulated Data - Examinations of the 24-channel
multispectral scanner, (MSDS) data revealed the presence of problems
which resulted in limiting its usefulness. The true impact of the data
problems were not known until simulation data were generated and
classification results completed. Data quality problems present in
the data are banding, bit errors, saturation, and inoperative bands.
Banding is evidenced in the imagery as alternating dark and light
shading. The frequency of the banding varied from three to sixteen
scan lines per band cycle for the flightlines considered. The banding.
am­
 I
1	 I !
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Table 3. Proposed Thematic Mapper Parametersi
Saturation Noise Spatial
Band Surface NEAP Resolution
(Micrometers Reflectance NEAP (Meter.)
.45  -	 .52 20% .005 30 - 40
.52 -	 .60 58% .005 30 - 40
.63 -	 .69 53% .005 30 - 40
.74 -	 .80 75% .O!'5 3C - 40
.80 -	 .91 75% .005 30 - 40
1.55 -	 1.75 jG .005 30 - 40
10.4 - 12.5 270 - 330K .5K 90 - 200
.74 - 91 75% .005 30 - 40
4.. 1
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can be seen in all MSDS reflective spectral ch p nnels (1-13) and
c-annels 21 and 22 of the thermal data. Imagery illustrating the banding
is shown in Figure 2. The banding signal amplitude has 1-15 data
counts with larger amplitudes noted in spectral bands 1-8. It has beep
learned that the banding was probably caused by a loose mechanical
joint within the detector housing and vibration of certain signal
cables. The spatial degradation process significantly reduced the
banding. Imagery illustrating the extent of banding noise reduction
is shown in Figure 3.
System bit errors were noted in all spectral bands. This problem
is illustrated in Figure 4. The histogram shows a much higher frequency
of occurance of odd data counts than even. In addition, various higher
order bit errors were indicated in various spectral bands. The bit
errors tended to be masked by the spatial degradation process as
illustrated in Figure 5; nevertheless, the impact on information content
of the data must still be present.
Full scale saturation (data count 255) was noted in several
spectral bands of several flightlinej. Saturation occured not only
for roof top and highway data, but also for agricultural areas which
are of interest for analysis purposes. Saturated data points were
omitted from all analysis since their values do not represent an
accurate measure of relative scene radiance.
Sensor spectral bands for the .53-.57 and 4.5-4.75um ranges were
inoperative for all data collection missions.
Procedure for Absolute Reflectance Calibration - As discussed
in another section, MSDS data were calibrated to reflectances using
available saturation reflectance data with the assumptions of zero
electronic offset and no atmospheric effects. This calibration was
nee' 3 for band combination and range adjustments. After initial
simulation data sets were generated and evaluated a refined calibration
-	 -
11.0-17.0 sUrmeter bsad
6 motor Irm
10.0-12.6 aler4"tor bpi/
120 motor IVM
f
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Figure 2. Unprocessed MSDS Data Showing Banding Noise
Figure 3. Simulated Data Showing Reduced Banding Noise
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Table 4. Simulation .Oats Sets Analyzed
Test Date Simulated Noise Added**
LARS Run Site Collected Resolution* NEAp
75001730 Williams 8/15/76 30 0
75001740 Williams 8/15/76 40 0
75001750 Williams 8/15/76 50 0
75001760 Williams 8/15/76 60 0
75003730 Finney 7/6/76 30 0
75003740 Finney 7/6/76 40 0
75003750 Finney 7/6/76 50 0
75003760 Finney 7/6/76 60 0
75001731 Williams 8/15/76 30 .0025,	 .005,	 .0075
thru
75001737 .01,	 .015,	 .02,	 .03
75001741 Williams 8/15/76 40 .0025,	 .005,	 .0075
thru
75001747 .01,	 .015,	 .02,	 .03
75003731 Finney 7/6/76 30 .0025,	 .005,	 .0075
thru
75003737 .01,	 .015,	 .02,	 .03
75003741 Finney 7/6/76 40 .0025,	 .005,	 .0075
thru
75003747 .01,	 .015,	 .02,	 .03
*Reflective data only, all thermal data at 120 meters
**For thermal channel NEAT is 100 times value listed
dilb..
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procedure was implemented. (The project time frame did not permit use of
the refined procedure during the simulation processing.) The primary
purpose in implementing the refined procedure was to enable an accurate
determination of signal-to-noise levels and to enable accurate addition
of noise for simulation of data with higher noise levels. The steps
followed in this refined procedure was as follows.
Near the time of a low altitude MSDS overflight, reflectivity
spectra of five canvas calibration gray panels were determined by a
truck mounted spectroradiometer system referenced to pressed barium
sulfate powder. Gray panel reflectivities and MSDS response data
were related through linear regression. The regression equation,
transforming low altitude MSDS data to absolute scene reflectivity,
was then used to compute mean reflectivities of agricultural fields
within the low altitude flightline. Being clearly distinguishable
in the high altitude MSDS data (actual panels were not), these large
fields were then used as calibration panels for the higher altitude
case. Field reflectivities were related to MSDS high altitude
relative response data through linear regression yielding a linear
function which could then be used to transform high altitude relative
data to (absolute) reflectance.
A least square error regression analysis was used which yielded
the coefficients to the equation
y =A+Bx
For purposes of noise level computation, only the B term is needed.
The noise level N is then
N = Ba
where B is the reflectance transform term from the regression analysis
l
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and a is the standard deviation of data values when scanning a constant
target. Sigma was derived from the sixteen samples per scan line
collected as the scanner low black body calibration source was viewed.
The sixteen samples per scan line of calibration data were treated as
an image and spectrally degraded in the same way as the ground scene
data producing one calibration sample per simulated scan line. The
standard deviation of the simulated calibration samples multiplied
by B is the measure of noise used. Table 5 shows noise levels derived
in this fashion. In addition, the B term was uses: to determine the
magnitude of random numbers required in order to add a specified level
of noise to the data. The standard deviation, a, of the random numbers
required to add a NEAp of N is
Na.B
And finally, to test the functioning of the scan angle response
normalization algorithm, the 30 met-•s data from the North Dakota flight
line was analyzed with a procedure intended to find if any
effects of sun or scanner angle could be seen in the classification.
The flight line was divided lengthwise into thirds and training fields
were taken from each third. The three training sets were compared in
the SEPARABILITY processor of LARSYS Version 3.16 and no apparent
differences due to location across the flightline could be seen. The
flightline was also classified with the combined training sets and
again no differences associated with training set locations were found
in the classification.
Analysis Procedures Used
Each analyst was allowed some freedom in the training set
selection but the procedures used did not differ greatly. Each analyst
-18-
Table 5. Noise Levels of Simulation Data Before Adding Noise
Williams County, ND Finney County, KA
August 15,	 1975 July 6,	 1975
NEdp NEAp NEDp NEAP
Wavelength 30 Meter 40 Meter 30 Meter 40 Meter
Band Resolution Resolution Resolution Resolution
.46 -	 .50 .001 .001 .003 .002
.57 -	 .63 .002 .002 .009 .005
.64 -	 .68 .006 .005 .017 .010
.76 -	 .80 .008 .008 .022 .012
.82 -	 .87 .006 .005 .004 .003
1.52 - 1.73 .003 .003 .023 .013
.76 -	 .87 .004 .004 .009 .005
.- M
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selected areas from which training fields were taken. One flightline
was divided into one mile wide strips across the full width and
alternating strips were used for training. The other flightline was
divided into three two-thirds mile strips down the full length of the
flightline and alternating one by two-third mile sections were used for
training. In each case, then, training sets were taken from one half
of the area and were distributed systematically over the entire
flightline. These candidate training areas were clustered primarily
for image enhancement of the field boundaries so that the training
fields could be more easily selected. There was, however, an additional
effect from clustering. This was the definition of spectral subclasses
within fields and when subclasses were found the analyst could adjust
the training sets to sample them.
Color infrared photographic mosaic prints were made from photo-
'	 graphic data collected concurrently with the scanner data. Informational
class information provided by ground observations was transfered to
clear plastic overlays on the mosiac print. The analyst could then
easily locate the corresponding fields in his cluster maps and assign
the field coordinates to the informational classes.
Statistics were calculated for each training area and compared
using the LARSYS SEPARABILITY processor. Similar classes were
combined, where indicated, and the data set was used to classify the
flightline. Training areas were included in the test fields but actual
field boundaries did not necessarily correspond between the training
and test fields since the test fields had been pre-selected for the
entire flightline.
10
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The entire training set selection procedure was repeated for each
resolution size so that any effects on training set selection which
	
might be caused by data point resolution size would be included in	 +
the analysis results. An example is the increasing difficulty and
eventual impossibility of selecting samples from small, or narrow,
fields as the resolution size increases.
	
The two indices of performance previously mentioned were each	 go-
applied. Classification (identification) accuracy was evaluated
using test sample performance while proportion estimation (identifi-
cation and mensuration) was carried out over the flightline as a
whole. Further details on each of these is as follows.
The test performance is the overall classification. accuracy
(number of test pixels correctly classified divided by the total number
of test pixels) of the test field pixels. The test fields were
selected in the original six meter data by choosing the largest
rectangular block of pixels that would fit within the agricultural
field so that no boundary pixels were included. The test field
boundaries were then found in the degraded spatial resolution such that
no "super" pixels (degraded spatial resolution pixels) containing
boundaries were included. Some of the original test fields were
discarded in this process because they became too small, i.e. there
were no pure field center "super" pixels.
The RMS error of information class proportion estimates for the
flightline was found by calculating the percent of the flightline
classified as a particular class and comparing it with the ASCS ground
collected estimate using equation (1).
-21-
N
E	 (Ci _CI i)2
RSM Error i=1
N	 (1)
where N = number of information classes
C i = percent classified as information class i
C' i = percent of class i estimated from ASCS ground
collected data
The informational classes used for the two flightlines are given in
Table 6.
Landsat 2 data for the two flightlines were also analyzed, but
test fields were not selected for the Landsat data.
RESULTS
Spatial Resolution Parameter - The test performance results indicate
a general upward trend as the IFOV increases from 30 meters to 60
meters for the two flightlines (see Figure 6). The upward trend in
the test performance of the two flightlines is presumed to be caused
by the better signal-to-noise ratio in the larger instantaneous field
of view (IFOV) data. A 60 meter pixel is simulated by averaging
approximately 100 six meter pixels as compared to approximately 25 for
a 30 meter pixel.
The number of test fields varied in inverse relation to the IFOV,
since as the IFOV increased, the probability that some test fields
would not contain any pure pixels increased. To determine if this
situation rather than improved signal-to-noise ratio might have caused
the upward trend in the classification performance for larger IFOV's
a common sit of test fields were selected to test the performance of
the classifications. The test performance increased slightly, 0 to .7%,
however, the trend was the same.
i
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Table 6. Informational Classcs Used in the Analysis
Williams County, ND
	
Finney County, KA
40
8/15/75	 7/6/75
Harvested Wheat
	
Harvested Wheat
Unharvested Wheat
	
Corn
Grasses/Pasture 	 Grain Sorghum
Fallow
	 Grasses/Pasture
Other (corn-oats)
	
Fallow
0
090
30/120
:g 15 N .N. Dakota
40/120	 50/120
	 60/120
Reflective / Emissive IFOV (m 1
Ruv
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Figure 6. Classification Performance vs. Spatial Resolution
----- 7/6 Kansas
&p_,	
8/15 N. Dakota
EW
--	 ---- --------
M^-
0
30/120
	 40/120	 50/120	 &V20	 80
Reflective/Emissive IFOV (m)
	
LANDSAT 2
Figure 7. RMS Error of Proportion Estimates vs. Spatial
Reaolution Using Channels 2, 3, 4, 5, 6 and 7
r
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The decreased percentage of field center pixels as the IFOV
increases can be noted from the percent of the flightlines used for 	
•
test (see Table 7). The percentage of field center pixels used for
testing dropped approximately 10 percent from 30 to 60 meters.
Table 7 also indicates that a significantly higher proportion
61»
of the Kansas flightline was used for testing than the North Dakota
flightline. This is due to the larger field size in Kansas (see Table
8) .
The RMS error of the proportion estimates for the flightline
(Figure 7) indicate that the least error is obtained using a 30 meter
spatial resolution. The RMS error increased as the IFOV increased from
30 meters to 40 meters to 50 meters and then leveled off or dropped
slightly as the spatial resolution increased from 50 meters to 60 meters.
The UIIS error increased again for the Landsat 2 data. The Landse.t 2
data have an IFOV of approximately 90 meter£ tf the definition of
spatial resolution being applied for the Thematic Mapper is used; the
spatial resolution of Landsat 2 is more commonl y known as 80 meters.
The reduced error in the proportion estimates as the IFOV is reduced
is due to the increased ratio of pure field center pixels to boundary
pixels. The test performance criterion was based only on the pure field
center pixels. Man, errors occur in classifying boundary pixels because
very often they are not similar to either of the classes that they
represent. For example, a pixel including both bare soil and wheat
may appear similar to grass.
The criteria using RMS proportion estimation error includes the
boundary errors; however, it should be noted that they are not a direct
measure of boundary errors.
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It is possible for the boundary errors to cancel each other over a
given area so that the proportions estimates obtained from the classi-
fications are more nearly correct. The proportion estimation error,
however, would seem to be the preferred in aex of performance for an
overall comparison of the differences of spatial resolutions, because
this criterion is based on all pixels in the flightline, and both
identification and mensuration are involved. Better area estimates
are clearly possible with the small of the five IFOV's.
An analysis of variance was run on the RMS errors for the four
resolutions using the RMS errors for the twelve sections in each of
the two flightlines to determine if the differences were significant.
A partially nested design with equal cell sizes from the BM Biomedical
Computer Programs was used (BMD08U) 7 . The differences in the RMS
errors for the four resolutions were significant at the .05 significance
level (see Table 9).
Noise Level Parameter - The analysis technique for the noise level
parameter included using the training fields selected in the no noise
added case and re-estimating the multivariate Gaussian statistics in
each of the seven noise-added data sets for a particular 1FOV and
flightline. Each of the noise added data sets were then classified using
simulated Thematic Mapper channels 2, 3, 4, 5, 6, and 7. See Figures
8 and 9.
To actually simulate different noise levels in data from satellites,
the variable of analyst's determination of field boundaries might have
been included. This would have necessitated the time consuming routine
of the selection of training areas from each noise added data set
independently from the other sets. Tests were run which illustrated
j
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Table 7. Percentage of Test Sites Used for Training and Test
Performance Percentage of Test Site for Given Resolution (m)
Crite-ia 30 40	 50 60
Kansas 7/6
Train 25 35	 36 31'
Test 55 50	 46 42
North Dakota 8/15
Train
	
19	 21	 20	 21
'rest	 27	 24	 23	 19
F
EU
N. Dakota
Kansas
.03 (x 1000	 .01	 .02
Noise Added (NEAP or *NEAT)
a^
U_
N. Dakota
Cana s
.01	 02	 .03 ( x 100)
Nose Added (NEAP or *NEAT)
0
Figure 8. Cla3sification Performance vs. Noise Added for 30/120
Meter Resolution. Channels used for Classifications
were 2, 3, 4, 5, 6, and 7.
Figure 9.
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Classification Performance vs. Noise Added for 40/120
Meter Resolution. Channels used for Classifications
were 2, 3, 4, 5, 6, and 7.
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Table 8.	 Characteristics of the Agricultural Fields by Flightlines
Location	 Date	 No. Fields Ave. Field Size Field Size Range
Hectares (acres) Hectares (acres)
Kansas
	
716/75	 187 15.9 (39.3) .4-65 (1-161)
N. Dakota	 8/15/75	 250 11.9 (29.3) .4-194 (1-480)	 ...
I
i
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Table 9. Analysis of Variance Results for Spatial Resolution
Source Sum of Squares Deg. of Freedom Mean Square
I - resolution 1.83 3 .61
J-- flightline 1.94 1 1.94
K(J) - sections 19.87 22 .90
IJ .57 3 .19
IK(J) 4.99 66 .08
N&-
F value {I/IK(J)} = 8.10	 F.95(3.99) '^ 2.76
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that the data clustered nearly the same for the noise levels of .0025 to
.015 NEAP added. The field boundaries, however, were difficult to
distinguish in the cluster maps for the noise levels of .02 and .03 NEAp
added levels. In light of these results the performances found for the
.02 and .03 NEAP noise added levels may be optimistic, since the field
boundary delineation difficulty is not included.
The original plans were to simulate the .005 NEAp noise level
planned for the Thematic Mapper for all channels (also .01 NEAp for
channel 6) together with .5, 1.3, 1.6, 2 and 3 times that noise level.
The noise level present in the original MSDS data, however, was too
high for the original plans. After the averaging to simulate 30 to 60
meters, the noise level for the channels were of the same magnitude as
planned for the Thematic Mapper - the 0 added noise case. To simulate
higher levels .0025, .005, .0075, .01, .015, .02, and .03 NEAP (x100 for
NEAT) noise levels were added to the 0 added set. The calibration
for the noise addition was obtained using the grey panels at the cali-
bration location in the intensive test site and the truck mounted
spectrometric data as previously described.
In each of the four data sets analyzed across all eight noise levels,
once the level of noise added became greater than the noise already in
the data, the train and test performances fell off significantly. It
is difficult, however, to draw any conclusions relative to the Thematic
Mapper since the noise levels were not constant across all bands.
Spectral Band Parameter - The first analysis technique for the
wavelength band set as the parameter consisted of selecting training
areas to represent spectral classes from cluster maps obtained using
simulated Thematic Mapper channels - 2, 3, 4, 5, 6 and 7 - the same
technique as used for the spatial resolution parameter.
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The simulated 30 meter North Dakota - 8/1, and Kansas - 7/6 flightlines
were then classified using four different feature sets. The results
are in Figures 10 and 11.
The four feature sets selected resulted from considerations of
possible ways to reduce the number of proposed channels to six plus
attempts to grossly simulate the present Landsat 1 and 2 scanners.
Channels 1, 2, 3, 4, 5, 6 and 7 represent the originally proposed
Thematic Mapper channels l . Channels subsets 2, 3, 4, 5, 6 and 7 and
1, 2, 3, 6, 7 and 8 represent frequently discussed combinations of
six channels. Channel 8 is the combination of channels 4 and 5. Feature
set 2, 3, 4, and 5 grossly approximates the same spectral range as
covered by the present Landsat 1 and 2 scanners.
The results_ indicate that slightly higher performances are possible
for these data sets whet: Thematic Mapper channel 1 is included. The
results also indicate little or no change in performance if Thematic
Mapper channels 4 and 5 are combined into one channel. An analysis cf
variance was run for three feature sets (feature set 2, 3, 4, and 5 was
not included) using the RMS errors for the twelve sections in each of the
two flightlines to determine if the differences were significant. The
same analysis of variance design as described above for the spatial
resolution was used. The differences in the RMS errors for the three
feature sets were significant (only slightly) at the .05 significance
level (see Table 10). It is possible that the previously described
unusual noise in the MSDS data is acting to minimize any significant
differences due to spectral band changes.
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Figure 10. Classification Performance vs. Spectral Bands. The Spatial
Resolution was 30/120 Meters.
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Figure 11. RMS Error vs. Spectral Bands. Spatial Resolution was 30/120
Meters.
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A second analysis technique relative to spectral band selection is
to study the correlation of the proposed Thematic Mapper (T.M.) channels.
While correlation (or the lack of it) is not, in general, a direct
indicator of the useful information content of a feature, it tends to
correctly show trends. The correlation studies were conducted for the
agricultural crops in the intensive test sites and at the Purdue
Agronomy Farm, sampling the growing season using spectrometer data. The
correlation of the proposed Thematic Mapper band .52 - .60pm and the MSDS
	
.o.
substituted band .57 - .63um was also studied. Concern existed that the
.57 - .63um channel of the MSDS data did not represent the .52 - .60pm
Thematic Mapper channel well. Also included in the correlation study
were the Skylab S192 scanner bands which cover the range between
1.0 and 1.3um which the proposed Thematic Mapper does not at present
include. The cross correlation tables thus derived are shown in
Tables 11 - 13*. Specifications for the data sets used are given in
the Table captions.
The correlation of T.M. band .52 - .6N m and MSDS band .57 - .63um
for the agricultural crops given in the tables ranged between .93 and .99.
This tends to indicate that the use of the MSDS band .57 - .63pm can
represent the T.M. band reasonatly well, even though the MSDS band
includes part of the slope between the green peak reflectance and the
chlorophyll absorption band in the red.
Concern also exists that T.M. bands .74 - .80pm and .80 - .91pm
are highly correlated or more strongly stated - entirely redundant.
The results of the correlation study support other studies showing that
the channels are highly correlated. The correlation of the two channels
ranged between .98 and 1.0. The plot shown in Figure 12 illustrates the
high degree of correlation in the simulated channels using the MSDS
data for the entire 8/15 North Dakota flightline.
*Additional such results are given in reference 4
w	
f
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Table 10. Analysis of Variance Results for Classification Feature Sets
Source Sum of Squares Deg. of Freedom Mean Square
I - feature set .16 2 .06
J - flightline .01 1 .01
K(J) - sections 27.4 22 1.24
IJ .02, 2 .01
IK(J) .04 44 .01
F value {I/IK (J)} - 5.96	 F	 (2.44) 
x
 5.14
.95
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Table 11
Correlation of Selected Wavelength Bands Using Spectrometer Data
Location: Purdue University Agronomy Farm, West Lafayette, Indiana
Instrument: Exotech 20C
Dates: July 6 - August 29, 1972; July 6 - October 5, 1973;
July 16 - August 15, 1974	 ,r„
Crop	 No. Observations
Corn	 353
Soybeans	 105
Bare Soil	 66
CORRELATION MATRIX
SPECTRAL	 0.52	 0.57	 0.63	 0.74	 0.80	 0.98	 1.09	 1.20
	 1.55
BAND	 0.60	 0.63	 0.69	 0.80	 0.91	 1.08	 1.19	 1.30	 1.75
0.52
0.60	 1.000
0.57
0.63	 0.993	 1.000
0.63
0.69
	 0.963	 0.987	 1.000
0.74
0.80	 -0.020 -0.064 -0.120 1.000
0.80
0.91	 -0.038 -0.080 -0.136 0.981 	 1.000
0.98
1.08	 0.015	 -0.022 -0.069 0.958	 0.941	 1.000
1.09
1.19	 0.040	 0.010	 -0.026 0.923	 0.904	 0.976	 1.000
1.20
1.30	 0.092	 0.084	 0.063	 0.848	 0.841	 0.904	 0.936	 1.000
1.55
1.75	 0.252	 0.301	 0.348	 0.292	 0.281	 0.423	 0.511	 0.719	 1.000
E
,i
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Table 12
Correlation of Selected
	 Wavelength Bands Using Spectrometer Data
	
.+e
Location: Intensive Test Site, Finney County, Kansas
Instrument: FSS/S191H
Date: November 5, 1974
Crop	 No. Observations
	 Crop	 No. Observations
Wheat	 1073
	 Pasture	 10
Alfalfa
	 76	 Grain Sorghum
	 102
Corn	 248	 Fallow	 152
CORRELATION MATRIX
SPECTRAL 0.45 0.52 0.57 0.63 0.74 0.80 0.98 1.09 1.20	 1.55
BAND 0.52 0.60 0.63 0.69 0.80 0.91 1.08 1.19 1.30	 1.75
0.45
0.52 1.000
0.52
0.60 0.965 1.000
0.57
0.63 0.956 0.984 1.000
0.63
0.69 0.909 0.946 0.985 1.000
0.74
0.80 -0.028 0.155 0.051 0.041 1.000
0.80
0.91 -0.078 0.106 0.011 0.014 0.994 1.000
0.98
1.08 -0.019 0.166 0.091 0.113 C.962 0.977 1.000
1.09
1.19 -0.014 0.142 0.065 0.093 0.920 0.34 0.958 1.000
1.20
1.30 O.C74 0.209 0.147 0.184 0.840 0.854 0.905 0.949 1.000
1.55
1.75 0.782 0.816 0.851 0.878 0.075 0.065 0.171 0.136 0.255	 1.000
0jgYN
OF 
pw QU GE .M
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Table 13
Correlation of Selected Wavelength Bands Using Spectrometer Data
	
r..
Location: Agricultural Research Farm, Cardan City, Kansas
Instrument: Exotech 20C
Dates: October 18 - November 5, 1974
Crop	 No. Observations
	 crop	 No. Observations
Wheat	 33	 Corn	 6
Crain Sorghum	 17	 Soybeans	 3
Sugar Beets
	 11	 Alfalfa
	 1
Bare Soil	 3
CORRELATION MATRIX
SPECTRAL 0.52 0.57 0.63 0.74 0.80 0.98 1.09 1.20 1.55	 10.40
BAND 0.60 0.63 0.69 0.80 0.91 1.08 1.19 1.30 1.75	 12.50
0.52
0.60 1.000
0.57
0.63 0.928 1.000
0.63
0.69 0.753 0.9,-0 1.000
0.74
0.80 -0.137 -0.371
-0.533 1.000
0.80
0.91 -0.190 -0.392 -0.515 0.985 1.000
0.98
1.08 -0.185 -0.314
-0.374 0.907 0.962 1.000
1.09
1.19 -0.097 -0.177 -0.207 0.823 0.895 0.978 1.000
1.20
1.30 0.156 0.197 0.232 0.504 0.596 0.769 0.881 1.000
1.55
1.75 0.575 0.807 0.907 -0.629 -0.610 -0.456 -0.276 0.196 1.000
10.40
12.50 0.078 0.207 0.284 -0.207
-0.199 -0.144 -0.082 0.052 0.312	 1.000
G	
tW
It fit, A' ,°
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Another item of concern about the proposed Thematic Mapper bands is
the lack of any bands in the 1.0-1.3um range. Information in this
range may not be available in the other bands. The results for t'le
observations analyzed support the above concer! ►. The channels in
the 1.0-1.31im range were correlated the highest with Thematic Mapper
channels 4 and 5. However, the correlation of the 1.09-1.19um band
and Thematic Mapper bands 4 and 5 ranges between .87 and .95. More
significantly the correlation of the 1.2-1.3um band and Thematic
Mapper channels 4 and 5 ranges between .50 and .85. The results
suggest that useful information may be available in the 1.0-1.3um range.
In general, Tables 11-13 indicate that Thematic Mapper channel
6, the middle IR channel, and Thematic Mapper channel 7, the thermal
channel, are not very correlated with any of the other Thematic
Mapper channels. The visible channels tend to be correlated and
Thematic MPpver channels 4 and 5 are highly correlated. There may
be good reasons to move one of the .74-.80um or .80-.9lum bands into
the 1.0-1.3um range.
Classifier Parameter - Two different classifiers were compared
- the standard maximum likelihood pixel classifier and a spectral-
spatial classifier called ECH08. The simulated data over the North
Dakota 8/15 flightline and the Kansas 7/6 flightline were again used in the
analysis. The training statistics for both classifiers were identical
and were obtained as described in the spatial resolution parameter
discussion.
The classifiers were compared across the four simulated spatial
resolutions for the North Dakota flightline and acress four noise levels
for the Kansas flightline. The same criteria described before were
used to evaluate the classi.ficrs across the spatial resolutions.
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The test performances were used across the noise levels. The results
are illustrated in Figures 13 thru 16.
There was a slight but consistent increase in test performance
for the ECHO classifier over the per point classifier at the smaller
IFOV's (Figure 13). This is consistent with the theory behind the
ECHO classifier. Better classification accuracy should be obtainable
as the numter of pixels per object (field) increases. The differences
between the classifiers are so small, however, that they may not be
significant for this particular case.
A very noticeable difference was observed, however, w_ien comparing
the classifiers across the noise levels (Figures 15 and 16). The spatial
nature of the ECHO classifier was able to provide enough information
to help compensate for the added noise in the data. The difference
between the two classifiers became greater as the noise level increased.
The results indicate that this spectral-spatial classifier is
an improvement over the per point classifier.
SUMMARY AND CONCLUSIONS
In the introduction, the five sets of parameters which influence
the ability to extract information from multienectral, data were listed
and it was pointed out that the problem of properly selecting scanner
parameter values amounts to searching the five dimensional parameter
spat thus defined relative to the desired index performance. This
study was structured, within the constraints imposed by the data sets
available, to search a portion of this live dimension a l space. The
effect of at least some variation in all but Lhe fourth parameter class
was tested. Significant features of the study were as follows•
r-40-
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Figure 13. Classification Performance vs. Spatial Resolution Using
ECHO and Per Point Classifiers for the 8/15 North Dakota
Data Sets. Channels 2, 3, 4, 5, 6, and 7 were used for
the Classifications.
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Figure 14. RMS Error vs. Resolution Using ECHO and Per Point
Classifiers for the 8/15 North Dakota Data Set.
Figure 15. Classification Performance vs. Noise Added Using ECHO and
Per Point Classifiers for the 7/6 Kansas, 30/120 Meter
Spectral Resolution Data Set. Channels 2, 3, 4, 5, 6, and
7 were used in the Classifications.
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Figure 16. Classification Performance vs. Noise Added using ECHO
and Per Point Classifiers for the 7/6 Kansas 40/i20
Meter Spatial Resolution Data Set. Charnels 2, 3, 4,
S, 6, and 7 were used in the Classifications.
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1. The index of performance used encomp?ssed both identification
accuracy and mensuration accuracy;.
2. Data from two times of the year was used.
3. Data from two quite different parts of the U.S. Wheat Belt
was used. Even so only a small part of the world agriculture
s	 and world vegetation was sampled.
4. The impact of the affect of a human analyst was allowed in
the study in that two different analysts, using slightly
different analysis techniques, were used. As would be
desired, there is no indicdtic;a that this affected the
results.
	
..^
Both training sample accuracy and test sample accuracy were
considered for purposes of evaluati.t.g the various tests, the former
because it tends to minimize the impact of variations in the scene.
However, it was decided to ise t:ast sample accuracy for this purpose
since it appears to provide the more reliable indicator of the impact
of the various parameters on identification accuracy *. The RMS
proportion estimation error indicator was devised to provide an in-
dication of combined identification and mensuration performance.
The major conclusions from the study are as follows:
1. There was a very small but cinsistent increase in identifi-
cation accuracy as the IFOV was enlarged. This is presumed
to stem primarily from the small increase in signal-to-noise
ratio with increase in IFOV.
2. There was a more significant decrease in the mensuration
accuracy as the IFOV was enlarged.
3. The noise parameter study proved somewhat inconclusive due
to the greater amount of noise present in the original. MSDS
data than desired. For example, viewing Figure 8 moving from
right to left, it is seen that the classification performance
continues to improve as the amount of noise added is de-
creased until the point is reached where the noise added
approximately equals that already initially present due to
the MSDS operation. Thus, it is difficult to say for what
signal-to-noise ratio a point of diminishing return would
have been reached had the initial noise not been present.
*Training sample accuracies for the various results are given in
reference 4.
1^	 i	 I	 I	 1	 4
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4. The result of the spectral band classification studies may
also be clouded by the noise originally present in the MSDS
data. The relative amount of that change in performance due
to using different combinations of the .45 - .52um, .74 - .80um,
.80 - .41um and .74 - .91um bands is slight but there appears
to be a slight preference for the .45 - .52um band. The per-
formance improvement of the Thematic Mapper channels over those
approximating Landsat I/II is clear however.
5. Using spectrometer data it was verified that the .74 - .80um
and .80 - Alpm bands are highly correlated.
6. Correlation studies also showed that the range from 1.0 - 1.30m
is likely to be an important area in discriminating between
earth surface features. Further, it is noted that the absolute
calibration procedure described above results in a global
atmospheric correction of a linear type in that assuming a
uniform atmosphere over the test site, the calibration pro-
cedure permits a digital count number at the airborne scanner
output to be related directly to the percent reflectance of a
scene element.
Although much has been learned in this study about the selection of
parameters for the Thematic Mapper, it is clear that this problem cannot
be now regarded as entirely solved. Further studies of this and other
types are needed to develop a convincing set of facts regarding scanner
system parameters selection. This study also illustrates very clearly the
value of both field gathered and airborne multispectral data in con-
tinuing research efforts.
N. a
r.
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