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A single-particle mobility edge (SPME) marks a critical energy separating extended from localized states
in a quantum system. In one-dimensional systems with uncorrelated disorder, a SPME cannot exist, since all
single-particle states localize for arbitrarily weak disorder strengths. However, if correlations are present in
the disorder potential, the localization transition can occur at a finite disorder strength and SPMEs become
possible. In this work, we find experimental evidence for the existence of such a SPME in a one-dimensional
quasi-periodic optical lattice. Specifically, we find a regime where extended and localized single-particle states
coexist, in good agreement with theoretical simulations, which predict a SPME in this regime.
Introduction.— In the presence of uncorrelated disor-
der, non-interacting systems can undergo Anderson localiza-
tion [1], resulting in an exponential localization of wavefunc-
tions. In one and two dimensions, all eigenstates already lo-
calize at infinitesimal disorder strengths. In three dimensions,
however, the transition occurs at a finite disorder strength [2]
and not all eigenstates need to localize at the same critical
value. Instead, localized and extended states can coexist at
different energies, which is the most prominent example of a
so-called single-particle mobility edge (SPME) [2, 3]: a criti-
cal energy separating localized from extended eigenstates. In
three dimensions, this phenomenon was, among other systems
(see Ref. [3] for a review), observed in recent experiments
with ultracold atoms [4–6], but the interpretation of the re-
sults has remained challenging [7]. While one-dimensional
systems with uncorrelated disorder rigorously do not exhibit
a SPME, as all states are localized for arbitrarily weak disor-
der strengths [8], a related quantity called ‘effective mobility
edge’ has been identified in one-dimensional speckle poten-
tials [9]. This effective mobility edge emerges due to a finite
correlation length in the speckle potential and separates expo-
nentially from algebraically localized states [9, 10], as com-
pared to localized from extended states in systems with a true
mobility edge.
For quasiperiodic potentials it is possible to construct mod-
els that do exhibit exact SPMEs even in one dimension [11–
23], but so far their realization has remained out of reach for
experiments. Recently, however, the existence of a SPME was
predicted for the superposition of two optical lattices with in-
commensurate wavelengths [24, 25]. For shallower lattices,
the SPME is present in an intermediate phase, which separates
the fully extended from the fully localized phase. At deeper
lattice depths, where the nearest-neighbor tight-binding limit
is approached, the intermediate phase shrinks and eventually
vanishes [25]. In this limit, the system maps onto the Aubry-
Andre´ Hamiltonian [26–30], which does not display a SPME
due to a self-duality in the model [26].
In this paper, we report on the direct experimental observa-
tion of this intermediate phase in very good agreement with
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FIG. 1. Schematics of the experiment: Schematic illustration of
the initial CDW state and the states reached after time evolution in
the localized, intermediate and the extended phase, respectively. The
presence of localized states is marked by a persisting CDW order
(I > 0), while the presence of extended states is marked by an in-
crease of the cloud size over time (E > 0). In the intermediate phase,
extended and localized states coexist at different energies and lead to
simultaneously finite values of both I > 0 and E > 0. As is illus-
trated in the diagrams of the density of states n(), they are separated
by a critical energy c [25], called the mobility edge.
the theoretical predictions [25]. The good agreement implies
the existence of a SPME in the system, even though the critical
energy itself is not directly accessible in our experiment. We
probe the intermediate phase of the bichromatic incommen-
surate lattice by monitoring the time evolution of an initial
charge-density wave (CDW) state, as is illustrated in Fig. 1.
The presence of localized states is indicated by a persisting
CDW pattern for long evolution times, which is quantified
via a finite density imbalance between even and odd sites
I = (Ne − No)/(Ne + No). Here, Ne (No) denote the atom
number on even (odd) sites respectively. The presence of
extended states can be probed by monitoring the global size
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2of the atom cloud σ(t). A continuously growing expansion
E ∼ (σ(t) − σ(0)) shows the presence of extended states.
The intermediate phase is thus characterized by simultane-
ously finite values of both I and E, which directly shows
the coexistence of localized and extended states. Note, that
the two quantities I and E are complementary in the sense
that the imbalance is not sensitive to the presence of few ex-
tended states and the expansion is not sensitive to the presence
of few localized states. Both quantities have been success-
fully utilized to study localization properties in earlier exper-
iments [27, 28, 30]. Crucially, in this work, we utilize both
observables simultaneously in order to detect the presence of
the intermediate phase. When both indicators are finite, this
implies the coexistence of both extended and localized states,
which is the key ingredient of this work.
Experiment.— In the experiment, the bichromatic op-
tical lattice is realized via the superposition of a λp ≈
532.2 nm ‘primary’ lattice and a weaker incommensurate λd ≈
738.2 nm ‘detuning’ lattice at respective depths of Vp and Vd.
Deep lattices along the orthogonal directions split the system
into an array of one-dimensional tubes. The system is well
described by the one-dimensional Hamiltonian
Hˆ = − ~
2
2m
d2
dx2
+
Vp
2
cos (2kpx) +
Vd
2
cos (2kdx + φ), (1)
which has been studied numerically in Ref. [25]. Here,
ki = 2pi/λi (i = p, d) denote the wave-vectors of the two lat-
tices, φ the relative phase between them and m the mass of
the 40K atoms employed in the experiment. We start the ex-
periments by loading a gas of 130 × 103 spin-polarized (and
hence non-interacting) atoms at a temperature of 0.15TF , into
the primary and orthogonal lattices. Here, TF denotes the
Fermi temperature in the dipole trap. Adding a superlattice
(λsup = 1064 nm) to the primary lattice, the initial CDW state
is created [30]. The time-evolution is initiated by suddenly
switching off the superlattice and quenching the primary and
detuning lattices to their respective values. This quench re-
sults in the occupation of single-particle states throughout the
entire energy spectrum. After the time evolution, the imbal-
ance I is extracted using a superlattice band-mapping tech-
nique [30, 31]. As in previous experimental works [32, 33],
the size of the cloud σ is determined from in-situ pictures and
characterized by the full-width-at-half maximum (FWHM).
The expansion is calculated as E = A × (σ(t) − σ(0)), where
A = 0.01/site is a constant scaling factor.
We compare the experimental observables to numerical
simulations. While the imbalance is directly simulated as in
the experiment, the expansion is quantified via the edge den-
sity D, which is a more direct measure of the extended states
in theoretical simulations [25, 34]. It is calculated by initially
populating the eigenstates of the center third of the system be-
fore quenching to the full system. After time evolution, the
edge density is calculated as D = 1 − Nc/N, where N is the
total particle number and Nc the particle number in the orig-
inally populated center third of the system. It therefore gives
the fraction of particles that leaves the originally populated
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FIG. 2. Expansion versus edge density: Time evolution of the
a) experimental FWHM cloud size σ and b) the edge density D
obtained from numerical simulations at a primary lattice depth of
Vp = 4E
p
r . Data is shown in the extended (Vd = 0), interme-
diate (Vd = 0.57 E
p
r ) and localized (Vd = 1.04 E
p
r ) phase. Here,
Epr = ~2k2p/2m denotes the recoil energy of the primary lattice and
the tunneling time τ = ~/J, where J denotes the nearest neighbor
tunneling rate in the primary lattice. The edge density eventually
saturates due to the finite size of the simulated system.
center.
Expansion vs. edge density.— Fig. 2 compares time
traces of the experimental cloud size σ and the edge den-
sityD in the extended, intermediate, and localized phase. We
find that the two quantities indeed show a qualitatively similar
behavior [34] in describing the expansion of the system. In
the extended phase, both quantities show a rapid expansion,
which saturates in the numerics due to the finite size of the
simulated system. In the intermediate phase, the expansion
becomes dramatically slower and the numerical curve satu-
rates to a lower value, already suggesting that not all particles
are expanding. In the localized phase, neither the experiment
nor the numerics shows a discernible expansion.
To enable the expansion of the cloud in the experiment, any
confining (or anti-confining) potential needs to be removed.
This is achieved by compensating the anti-confinement of
the (blue detuned) optical lattices with the confining poten-
tial of the dipole trap to create a homogeneous potential as in
Refs. [32–34]. However, the expansion dynamics in the exper-
iment are still likely slowed down by a small, residual uneven-
ness in the potential. This is true especially in the intermediate
phase, as any unevenness becomes increasingly important in
the presence of the detuning lattice [34]. Still, a finite expan-
sion remains a definite signature for the presence of extended
states.
Results.— We characterize the phases of the Hamiltonian
in Eq. (1) via measurements of the imbalance and the expan-
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FIG. 3. Identification of the intermediate phase: a)-c) Imbalance I after 200 τ and expansion E after 3000 τ versus detuning lattice strength
Vd for various depths of the primary lattice Vp. Experimental data is averaged over six disorder phases, the errorbars denote the standard
error of the mean. Solid lines are fitting functions to extract the critical detuning strengths for the imbalance VI and the expansion VE. d)-f)
Theoretically calculated imbalance I and edge density D. Solid lines include the effect of averaging over many tubes with slightly different
lattice depths, as is present in the experiment. Dashed lines show the result of the calculation of only the central tube (see also Ref. [25]). The
critical detuning strengths VI (VD) are extracted as the points, where I (D) crosses a value of 0.015, which is marked as the black dashed
horizontal line. The gray shaded region roughly marks the intermediate phase, where both the imbalances and the expansion observables are
simultaneously finite and hence indicate the coexistence of extended and localized states.
sion for various depths of the primary and detuning lattices
Vp and Vd at fixed times. Due to the extremely slow expan-
sion dynamics found in the intermediate phase (see Fig. 2),
we choose to extract the cloud sizes after evolution times of
3000 τ. Such long evolution times are, however, not acces-
sible for the imbalance, since it is much more susceptible
to the effects of external baths, limiting its lifetime to about
T ∼ 2000 τ in our case [35, 36]. Therefore, we extract the
imbalance after 200 τ. This is a compromise of minimizing
the effects of background decays, as well as minimizing finite
time errors due to slow dynamics in the intermediate phase.
We note, that the imbalance is an intrinsically much faster ob-
servable than the expansion, as it does not require mass trans-
port. In the absence of slow dynamics, it typically becomes
stationary after few tunneling times already [30]. Even for
the slow dynamics in the intermediate phase, the imbalance
extracted after 200 τ gives a reasonable estimate of its long
time stationary value. We have verified this by comparing the
numerically calculated imbalance after 3000 τ to the experi-
mental value [34].
Measurements of I and E are shown in Fig. 3 a)-c). We
find that at all strengths of the primary lattice three distinct
phases exist. At weak detuning lattice strengths, we always
find an extended phase. It is characterized by a vanishing im-
balance (I ≈ 0), which directly shows the absence of any
localized states. At large detuning lattice strengths, we find
a fully localized phase, which is marked by the absence of
expansion (E ≈ 0). In between, a regime is found where
both the imbalance and the expansion are simultaneously fi-
nite (I > 0,E > 0). This directly shows the coexistence of
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FIG. 4. Phase diagram of the incommensurate lattice model:
Boundaries of the intermediate phase (gray) as extracted from the
imbalance I and expansion E from the experiment (points) and nu-
merics (diamonds and lines) including averaging over tubes. The
inset shows the numerical results for the central tube.
extended and localized states, which is the defining feature of
the intermediate phase, in which a SPME is present [25].
We compare our experimental results to the numerical
simulations performed in Ref. [25], which are illustrated as
dashed lines in Fig. 3 d)-f). We find a good agreement be-
tween the experimental and numerically simulated imbalance.
However, the theoretical edge density predicts a narrower in-
termediate phase than the experimental expansion. We find
that this difference can be explained by an averaging over
many one-dimensional systems (tubes) inherently present in
the experiment [34]. Due to the finite extension of the beams
creating the optical lattices, tubes on the outside of the sys-
tem experience slightly lower lattice depths Vp and Vd than
those in the center. The solid lines in Fig. 3 d)-f) show the
numerical results including this effect. While the imbalance
is only affected qualitatively, the edge density now also shows
expansion up to larger detuning lattice depths as in the exper-
iment. The stronger effect of averaging over the tubes on the
edge density as compared to the imbalance is due to the first
localized states emerging in the central tube with the high-
est lattice depths, while the last extended states vanish on the
outside tubes, where the lattice depths are the lowest. The
theoretical prediction of the intermediate phase including the
averaging over many tubes is in very good agreement with the
experimental result.
We estimate the experimental phase boundaries of the in-
termediate phase VI and VE via empirical fit functions [34] to
the measured imbalance and expansion, which are shown as
black solid lines in Fig. 3 a)-c). Here, VI denotes the lower
phase boundary between the extended and the intermediate
phase, which is marked by the detuning lattice depth where
the imbalance first becomes finite. The upper phase bound-
ary between the intermediate and localized phase VE is at the
depth of the detuning lattice where the expansion vanishes.
The theoretical phase boundaries are estimated via the de-
tuning strengths where the imbalance (or edge density) first
crosses a value of 0.015, which is just above the noise floor
of the simulations. This is the same method employed in
Ref. [25]. The resulting phase diagram is presented in Fig. 4.
We find very good agreement between the experimental phase
boundaries and the numerical calculations that include aver-
aging over many tubes. A slight trend of the experiment to
underestimate VI can be attributed to finite-time effects [34].
The numerical simulations not including the averaging over
tubes show a smaller, but still clearly pronounced, intermedi-
ate phase (Fig. 4 inset).
The intermediate phase, in which localized and extended
states coexist, is most pronounced at low depths of the pri-
mary lattice Vp. It shrinks and shifts towards lower detun-
ing lattice depths when the primary lattice depth is increased.
In the experiment, the intermediate phase retains a small fi-
nite width even for large primary lattice depths. The com-
parison of numerical simulations with and without averaging
over tubes shows that such a measured finite extent of the in-
termediate phase at e.g. Vp = 8 E
p
r is almost entirely due to
averaging over tubes. The intermediate phase in a single tube
essentially vanishes for such primary lattice depths. Hence, in
this regime, all single-particle states localize at the same crit-
ical depth of the detuning lattice with no SPME present, and
the system accurately maps onto the Aubry-Andre´ model [29].
The results of Fig. 4 suggest that a description by the Aubry-
Andre´ model is approximately possible beyond primary lattice
depths of Vp > 7 E
p
r , and indeed earlier experimental work on
localization in the Aubry-Andre´ model has been performed in
this regime [28, 30].
Summary and Outlook.— We have experimentally in-
vestigated the localization properties of a bichromatic incom-
mensurate lattice potential over a large parameter space with
non-interacting atoms. We experimentally found an interme-
diate phase separating the fully extended from the fully local-
ized phase, in very good agreement with numerical simula-
tions. In this intermediate phase, localized and extended states
coexist and numerics show that a SPME is present [25]. The
intermediate phase vanishes in the tight-binding limit, where
the lattice system maps onto the Aubry-Andre´ model [29]. An
experimental measurement of the critical energy separating
extended from localized states would be an interesting goal
for future work.
Our work presents the first experimental realization of a
system with a SPME in one-dimension. Adding interactions
is readily possible in our setup, opening up research prospects
also in the context of many-body localization [37–40], where
couplings between localized and delocalized states via inter-
actions might give insights into the question of the existence
of a many-body mobility edge. In fact, the possible interplay
of the SPME with interaction [41, 42] remains the important
open future question in this system. There are two closely re-
lated questions of fundamental importance in this problem:
(1) Does many-body localization persist in the presence of
a SPME as it does in the corresponding interacting Aubry-
5Andre´ model [30, 38]? (2) Is there a many-body mobility
edge in the presence of interactions? We hope to explore both
questions experimentally in the future.
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Supplementary Material
Comparison of different observables for the expansion
Fig. S1a)-c) shows a comparison of different observables
characterizing the expansion in the extended, intermediate and
localized phase. The numerical data was calculated using an
initial state that is very similar to the experimental initial con-
ditions. Specifically, a product of Wannier states with an over-
all Gaussian envelope was chosen. Note, that this is a slightly
different initial state than that used for the bulk of the compu-
tations (e.g. Figs. 3, 4). There, the initial state is box-like and
populates only the center third of the system. Also, instead of
a product of Wannier states, for the bulk of the computations
a product of the eigenstates of the center third of the system
was chosen. A comparison of Fig. S1 and Fig. 2b shows that
the different initial states have no qualitative effects on the ex-
pansion dynamics.
We compare three different observables characterizing the
expansion: The edge density D, the FWHM cloud size σ,
and the mean square-root of the cloud size
√〈r2〉. The edge
density D is defined as in the main text (but calculated using
the different initial state as described above). The FWHM
cloud size σ is extracted, as in the experiment, as σ = |iL− iR|,
where iL (iR) are the site indices where the density first reaches
half the maximum density when approaching the center from
the left (right) edge of the system. The mean square-root of
the cloud size is the most often used quantity to characterize
cloud sizes and calculated as
√〈r2〉 = ∑i(i − ic)2〈nˆi〉. Here,
i labels the site indices with ic being the index of the central
site and nˆi the density operator on site i.
From Fig. S1, it is clearly visible that all observables re-
lated to the expansion of the cloud show the same qualitative
behavior. In the extended phase, all observables quickly tend
towards their respective maximum value, which is given by
the system size, independent of the presence of the detuning
lattice. The presence of the detuning lattice only results in a
marginal slowing of the dynamics. In contrast, the expansion
dynamics are significantly slower in the intermediate phase
and a lower stationary value is reached. In the localized phase,
no expansion is observed in any observable.
Fig. S1 additionally shows, that the experimentally most re-
liable quantity, namely the FWHM, is numerically less stable
than the edge density D or √〈r2〉. This is likely due to the
FWHM being highly sensitive to ripples on the density profile
at the half maximum, whereas the other quantities inherently
average the density of all sites. Hence, we decided to charac-
terize the expansion in the numerical simulations via the edge
density.
Optimizing the flatness of the potential for the expansion
Initially, the atomic cloud is strongly confined by three
dipole traps traveling along the horizontal x- and y- direction
(x is the longitudinal direction of the tubes), as well as the ver-
tical z-direction. The vertical dipole trap has a Gaussian beam
waist of ∼ 150 µm. The horizontal dipole traps have waists of
∼ 30 µm in the vertical, but much larger waists of ∼ 300 µm
in the horizontal direction.
The optical lattices along all spatial axes have beam waists
of ∼ 150 µm (as the vertical dipole trap) and are blue detuned,
providing an anti-confining potential. Note, that both a con-
finement and an anti-confinement can hinder the expansion of
the cloud.
An approximately flat potential along the longitudinal x-
direction is achieved by setting the dipole traps to a strength
where it exactly compensates the anti-confinement of the opti-
cal lattices. As the horizontal dipole traps have different beam
geometries, they cannot be used and are switched off. Hence,
only the vertical dipole trap is used.
We optimize the flatness of the potential by varying both the
alignment of the vertical dipole trap, as well as its strength, to
maximize the in-situ cloud size after a long evolution time
(see also Refs. [32, 33]). Note, however, that a completely flat
potential cannot be achieved, as only the harmonic contribu-
tions of the overall potential can be canceled. Additionally,
small misalignments and differences in the beam shape limit
the achievable flatness.
Effect of remaining unevenness in the confining potential
To investigate the effects of any residual unevenness on the
expansion, we compare the expansion of the fully homoge-
neous system to the expansion in a system with a weak dipole
trap using numerical simulations, as shown in Fig. S1d)-
f). Here, a dipole trap with a trapping frequency of ω =
2pi × 3.5 Hz was used. The resulting potential at the edges
of the simulated system of size L = 369 sites is about Vdip ≈
0.003Epr , which is approximately 1 % of the bandwidth of the
non-detuned system. Hence, we find that for all shown ob-
servables the expansion is not influenced in the absence of the
detuning lattice. However, the presence of a weak detuning
lattice can impact the expansion in the extended and the inter-
mediate phase.
As in the experiment some leftover unevenness is unavoid-
able and even weak confining potentials significantly influ-
ence the dynamics, the experimental expansion measurements
can deviate from those of a homogeneous system. However,
the simulations presented in Fig. S1 also show, that the qual-
itative behavior, namely that the system expands in the pres-
ence of delocalized states, is not affected.
Averaging over neighboring tubes
While all data presented in this work is for one-dimensional
(1D) systems, the experimental cloud is 3D. The 1D char-
acteristics are achieved via two deep optical lattices along
the perpendicular directions, which split the atomic cloud
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FIG. S1. Comparison of different expansion observables: A comparison of the calculated FWHM, edge density D, and √〈r2〉 observable
to characterize the expansion of the cloud. Traces are shown in the fully extended (Vd = 0 and Vd = 0.4 E
p
r ), the intermediate (Vd = 0.57 E
p
r )
and the fully localized (Vd = 1.04 E
p
r ) phase at a primary lattice depth of Vp = 4 E532 nmr . The calculation was performed on a system of
L = 369 sites. The initial state is a product of Wannier states with an overall Gaussian envelope with a FWHM of ∼ 123 sites. a-c) Results in
the absence of any confining potentials. d-f) Results in the presence of a weak trap with trapping frequency ω = 2pi× 3.5 Hz. On the simulated
system size, the trap results in on-site changes of the potential, which are small compared to the bandwidth.
into a 2D array of 1D tubes. Due to the Gaussian profile
of the primary and detuning lattice beams (beam waists
w ≈ 150 µm), different tubes exhibit slightly different values
of Vp and Vd. To include this effect in the non-interacting
simulations, we compare the beam waist to the cloud size,
determined by a Gaussian fit to in-situ pictures. We obtain
cloud widths of wy ≈ 42 µm along the horizontal orthogonal
direction and wz ≈ 12 µm along the vertical orthogonal
direction. The tube averaging was carried out by performing
the numerical simulations for different lattice depths and
averaging the results with weights based on the number of
atoms in tubes with the specified lattice depths.
Finite time effects in the imbalance
In the experiment, the expansion of the cloud is extracted
after very long evolution times of 3000 τ, which is necessary
due to significantly slowed down expansion dynamics in the
intermediate phase. The imbalance is, however, measured af-
ter only 200 τ, as at longer times the effects of external baths
become increasingly important for this observable. This po-
tentially results in finite-time errors in the experimental im-
balance.
In order to estimate such a possible error, we compare
the experimentally measured imbalance I after 200 τ to the
numerically simulated imbalance (including averaging over
tubes) after 3000 τ at a primary lattice depth of Vp = 4 E
p
r
in Fig. S2. We find, that the experimental and numerical
imbalances agree very well in the fully extended and local-
ized phase, where no slow dynamics are expected and the
imbalance should become stationary after only few tunneling
times [30]. In the intermediate phase, however, we do indeed
find that the experiment slightly overestimates the imbalance,
most likely due to the finite time. From the fit-function used
to extract the phase boundary VI, we can see that this finite
time effect has only a small influence on the extracted value
of VI. Still, this finite-time effect is most likely responsible
for the slight underestimation of the lower boundary of the
intermediate phase in Fig. 4.
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FIG. S2. Finite time error in the imbalance: Experimentally mea-
sured and numerically calculated (including averaging over tubes)
imbalance at a primary lattice depth of Vp = 4 E
p
r as in Fig. 3a) and
d). The black line illustrates the fit to the experimental data used to
extract VI. The gray line gives the numerically calculated edge den-
sity including the averaging over tubes to illustrate the extent of the
intermediate phase.
Fit-functions to extract VI and VE
We extract the experimental values of VI and VE via
heuristic fit functions to the experimental data, examples
of which are shown in Fig. 3. Note, that the corresponding
theoretical values are not extracted via fitting functions, but
instead as the strength of the detuning lattice where I (or D)
crosses a threshold value of 0.015 as in Ref. [25].
The experimental imbalance is fitted as
I =
a × ln(Vd/VI) + o Vd > VI0 else (S01)
with amplitude a, offset o, and the phase boundary between
the extended and the intermediate phase VI. The logarithmic
fit is motivated by the known behavior of the localization
length in the non-interacting Aubry-Andre´ model [26].
For the expansion, we choose the fitting function
E =
b × (VE − Vd)2 + o Vd < VE0 else (S02)
with amplitude b, offset o, and the phase boundary between
the intermediate and the localized phase VE. The parabolic
behavior was chosen as it described the data best for most
values of Vp. For the fits to the expansion data, the fitting
range had to be manually restricted, as the expansion does not
follow the parabola shape below a certain Vd. The depth of
the detuning lattice where the expansion is not well described
by the parabola fit anymore is roughly at VI, where the im-
balance becomes finite. This suggests a dramatic difference
in the expansion speeds in between the delocalized and the
intermediate phase, which is also observed in the theoretical
calculations.
