The Landsberg-Schaar relation is a classical identity between quadratic Gauss sums, normally used as a stepping stone to prove quadratic reciprocity. The Landsberg-Schaar relation itself is usually proved by carefully taking a limit in the functional equation for Jacobi's theta function. In this article we present a direct proof, avoiding any analysis.
Introduction
The aim of this article is to prove, using only techniques of elementary number theory, the Landsberg-Schaar relation for positive integral a and b: This relation is usually derived by setting ω = 2ib a + ǫ in the functional equation for Jacobi's theta function, and letting ǫ → 0. A detailed exposition of this argument is given in [3] . To emphasise the fact that the Landsberg-Schaar relation is an identity between Gauss sums, and to simplify the notation, we define, for a and b integers with a > 0,
Then the Landsberg-Schaar relation, for positive integral a and b, takes the form Φ(a, 2b) = √ iΦ(2b, −a).
The starting point for our proof is the following evaluation of a quadratic Gauss sum: A proof of Lemma 1 avoiding analytical techniques is given in [4] . Stronger results, which imply Lemma 1 and Propositions 2 and 3, are also proved using elementary methods in [1, Sections 1.3 and 1.5].
It can easily be checked that Lemma 1 is exactly the Landsberg-Schaar relation for b = 1. Our aim is to prove the Landsberg-Schaar relation in general by induction on the number of distinct prime factors of b. The induction step follows from the next three results, and the bulk of this article will be spent proving the third.
Lemma 2. Let a and b be coprime, l any integer. Then:
The proof is not difficult, but is hard to find in this form: usually l is assumed to be even, which simplifies matters considerably.
Proof. As s runs from 0 to b − 1 and t runs from 0 to a − 1, as + bt runs through a complete system of representatives for elements of Z/abZ. So (as + bt) 2 = g 2 + 2gkab + k 2 a 2 b 2 for k = 0 or 1, 0 ≤ g < ab. It follows that:
where ǫ = 1 a or b even (−1) S a and b both odd, and S = #{(s, t) | as + bt > ab}.
The value of S is (a−1)(b−1)
2
-the problem of determining S was set as a puzzle by Sylvester in [5] and solved by W. J. Curran Sharp in the same volume. The solution runs as follows: define
and note that P (x) = 1 + · · · + 2x ab + · · · + x 2ab , where the first dots comprise one term x g for each g of the form as + tb (we know that the coefficient of x g is 1 since a and b are coprime).
Since each factor of P is a palindromic polynomial, so too is P , and it follows that the second dots comprise the same number of terms, all of coefficient 1. Therefore,
Using the fact that #{g < ab | g = as + tb} = (ab − 1) − S, the claim follows. So if a and b are both odd, then S is even, and ǫ = 1 in this case too.
The following result is elementary, and will not be used until Section 4. At this point, we only need one more result to prove the Landsberg-Schaar relation in Section 4. Proposition 1. Let p be a prime and l an integer with (p, l) = 1. Then:
The next two sections are devoted to proving Proposition 1. This is achieved by computing Φ(p k , 2l) directly, and whilst this is surely not the most efficient route, the author has been unable to find a simpler argument yet. All the results of the next two sections are well-known in the literature, though apparently not all collected in one place. In particular, Proposition 2 and Proposition 3 are special cases of Gauss' evaluation of Φ(a, 2), and may be found in [1] as mentioned above. The proof of each Proposition requires one to know the number of solutions to x 2 = a mod p k for each a, which is the subject of the next section.
Counting solutions to x 2 = a mod p k
The first result is reminiscent of Hensel's lemma, but is more direct.
Lemma 4. Let p be a prime, not necessarily odd, and j > i.
Proof. To dispose of the case where i is odd, note that
So the fibre of F (x) is exactly the x t .
We can now count the solutions to x 2 = 0 mod p k .
Lemma 5.
Proof. For k even, put j = k, i = k − 2 in Lemma 4. Then
The following result may be found in [2, p. 47, Theorem 46a]: Lemma 6. Let p be an odd prime, j ≥ 1, (k, p) = 1, and write k p for the Legendre symbol. We have
The analogue of Lemma 6 for p = 2, is also given with proof in [2, p. 47, Theorem 47]:
Lemma 7. For p = 2 and (k, 2) = 1:
#{x | x 2 = k mod 4} = 2 k = 1 mod 4 0 k = 3 mod 4.
For j ≥ 3:
#{x | x 2 = k mod 2 j } = 4 k = 1 mod 8 0 otherwise.
Lemma 4 and Lemma 6 taken together give us a complete picture for odd p when k = 0, as follows:
Lemma 8. For (k, p) = 1, j > i and p an odd prime:
The analogue of Lemma 8 for p = 2 follows from Lemma 4 and Lemma 7. Since the exceptional cases j = 1 and j = 2 can be done by hand, we only need to consider j − i ≥ 3.
Lemma 9. For p = 2, (k, 2) = 1, j ≥ i + 3 and i even:
For i odd (and all other hypotheses unchanged):
This section is devoted to evaluating Φ(p k , 2l) for p prime and (l, p) = 1. We first evaluate Φ(p k , 2l) in the case that p is an odd prime, then we proceed to the exceptional case of p = 2. The idea of each proof is to expand Φ(p k , 2l) as a finite Fourier series. The coefficients have been calculated in Section 2, and substituting in these expressions and simplifying yields the claimed results. In these calculations we implicitly make use of Lemma 8, Lemma 9 and Lemma 5. We conclude this section with the proof of Proposition 1.
Proposition 2. Let p be an odd prime and (l, p) = 1. Then:
First we treat the case of k even.
We should explain each term in the last two lines: the first term gives the correct coefficients for (n, p) = 1, the second term makes the correct contribution for n = 0, the third term makes the nth coefficient 0 for any nonzero n divisible by p, and the final term restores the correct coefficient for these n. Note that the Legendre symbol n p is defined to be 0 if n is divisible by p -this implies that · p is multiplicative. The inner sum in the last term can be simplified:
The final equality above follows from the facts that · p is multiplicative, and that (l, p) = 1 implies that as m runs from 0 to p k−i − 1, so does lm mod p k−i . But this last sum is zero, since i ≤ k −2 implies k −i > 1, and for r > 1, p r −1 Therefore, the last term in the expansion of Φ(p k , 2l) vanishes. When we expand the factor (1 + n p ) multiplying the first term, we find that the sum multiplied by 1 is a geometric series, so it vanishes, and the sum multiplied n p is zero by the calculation above. The −1 in the second term combines with the third term to give another geometric series, so we are left with Φ(p k , 2l) = 1, as promised. Now we treat odd k, and suppose for the moment that k > 1. Then the coefficients are very similar, apart from the contributions for n = 0 and n = mp k−1 with (m, p) = 0. Specifically,
The calculation above shows that each inner sum in the last term vanishes, except in the case i = k − 1, in which the condition k − i > 1 is no longer valid. So we consider this case separately:
As with the case for k even, the first term in the expansion of Φ(p k , 2l) vanishes, the −1 in the second term helps the third term vanish, and the last term only contributes p (k−1)/2 −1 + √ p l p Φ(p, 2) , so we are left with Φ(p k , 2l) = l p Φ(p, 2). If k = 1, then it is clear that Φ(p, 2l) = l p Φ(p, 2) in this case too. Proof. As before, for k ≥ 3 we have:
where N = p k/2 if k is even, and N = p (k−1)/2 if k is odd.
Suppose k ≥ 4 is even. Then:
Since k ≥ 4, and the term i = k − 2 has been treated separately (and appears as the third term in the sum), we have p k−i−3 − 1 > 0 for i = 2, 4, . . . , k − 4, so the final sum is a geometric series and vanishes. Similarly, k ≥ 4 implies that the first sum vanishes too. Therefore Φ(2 k , 2l) = 1 + exp πil 2 . Now suppose k > 3 is odd. This time, the term corresponding to i = k − 1 appears separately as the third term in the brackets, and the term corresponding to i = k − 3 appears as the fourth term. Lastly, suppose k = 3. Then compared to the case k > 3 above, the extra term for i = k − 3 is omitted, since this is the case i = 0 which is already accounted for by the first term. For ease of comparison we 
