Abstract. The data available for estimating welfare indicators are often inconveniently incomplete data: they may be censored or truncated. Furthermore, for robustness reasons, researchers sometimes use trimmed samples. By using the statistical tool known as the Influence Function we derive distribution-free asymptotic variances for wide classes of welfare indicators not only in the complete data case, but also in the important cases where the data have been trimmed, censored or truncated.
Introduction
In income-distribution analysis data-sets with incomplete information are routinely encountered. The data are "tampered with" in a variety of ways before the researcher gets them but this issue is not usually recognised in statistical applications. Although there is a collection of results for the properties of welfare statistics in the complete-information case the position is less satisfactory in cases of incomplete information: comparatively little has been written to clarify the way standard statistical analysis should be modified in the light of tampering or to turn the analysis into practical algorithms that are of particular relevance to income-distribution data. In this paper we focus on the derivation of asymptotic variance and covariance matrices for wide classes of welfare indices and ranking criteria. These variances and covariances can then be used to compute confidence intervals, and also more generally to compute statistics for testing hypotheses [13] . We show that an elegant unified framework can be applied to the case of complete information and that the same framework can be used to provide straightforward formulas for use with incomplete data.
Three basic types of incomplete information are commonly distinguished:
1. Censored data. This is the situation in which, for reasons of confidentiality or practicality, some of the data in the lower and/or upper tail have been set to given values respectively y and y. Typically the distribution outside those limits is reported as a point mass at the limits themselves. In some cases other statistics are available such as the mean of the censored parts of the distribution. 2. Truncated data. This is similar to the previous case, but one has no information about the "missing" data outside the (y, y) boundaries. 3. Trimmed data. Here a proportion of the data that are originally observed in the whole range of definition of income is removed for reasons such as robust estimation [1, 9, 21] .
The various types of problem raise different issues for the analysis of incomedistribution statistics. In particular cases 1 and 2 can be separated from 3: the former can be treated as special cases of the complete data setting, whereas the trimmed data case needs to be treated separately.
The paper is organised as follows: Section 2 introduces the basic definitions and techniques; Section 3 handles the case of complete information and shows how the tools of Section 2 can throw light on the underlying structure of the inference problem; we also show how this analysis can be immediately adapted to the cases of truncated and censored data; Section 4 shows how one may build upon these results to handle the problems of trimmed data. Section 5 concludes.
Methodology

TERMINOLOGY AND DEFINITIONS
Let X := [x, x] be an interval on the real line R, Q := [0, 1] be the set of population proportions and F be the set of all continuous probability distributions with support X and finite mean and variance. Income can be represented as a continuous random variable X with distribution F ∈ F. In this approach a statistic 1 is expressed as a functional T defined on the space of probability distributions. For example the mean is a functional µ : F → R where
Other tools required for economic appraisal of distributions and for statistical inference can be introduced once some basic concepts have been defined for complete and incomplete information.
Sample
In estimating the statistics used to implement welfare-economic concepts in practice one uses F (n) , a sample of size n drawn from F ; this is a distribution consisting of n point-masses 1/n, one at each observation in the sample. In the case of weighted data -such as the stratified sampling design -the n point-masses will be more generally w i such that n i=1 w i = 1. Denote the order statistics of the sample by {x [i] : i = 1, . . . , n}: the appropriate implementation of these depends upon the nature of the sample -see Sections 3 and 4. 
A Typology of Incomplete Information
Let us look more carefully at the issue of classifying types of data incompleteness cited in the Introduction. Assume that some of the sample in the tails of the distribution has been "excluded": the data here are considered to be unreliable, contaminated or have been removed altogether. There are two separate issues:
1. What determines the boundaries of the excluded subsets of the sample space? 2. What use is made of information in the excluded part of the sample?
There are two types of answer that are relevant to the first question -selection of a subset of X; selection of a subset of Q. In the first case the income-boundaries of the excluded subset (y, y) are determinate but the proportions of the excluded subsets are unknown and can be estimated if enough information is available. In the second case the boundaries of the excluded sample are fixed by the trimming proportions in the lower and upper tail (α, 1 − α), and the incomes at the boundary of the excluded samples are unknown.
There are several possible answers to the second question, as indicated by the columns in Table I . This then results in six possible cases, four of which appear in the income-distribution literature. Case A is the standard form of truncation. B covers "censoring": in this case there are point masses at boundaries y that estimate the population-share of the excluded part; but if one voluntarily discards information about these point masses (see page 42 below) one has case A. Case C is an extension of standard estimation problem with grouped data [19] . D represents the case of trimming. Cases E and F are not relevant in practical application because trimming is done voluntarily rather than being imposed by the data-provider, although we use the distribution corresponding to E in the construction of a proof -see (49) below.
The cases of censored data and truncated data (cases A and B) take y and y to be fixed. As long as no use is made of the observed point masses at these values (i.e. as long as B is treated like A), inference within these cases is like inference in the complete information case with a redefined population: the limits of the support (x, x) are replaced by the narrower limits (y, y). However, in the case of trimmed data a fixed quantity of the sample is discarded, as in the scheme outlined in Section 2.1.4. If (x α , x α ) denotes the observed range of the trimmed sample, then x α and x α are random. This class of cases requires explicit modification of the theory. The trimming phenomenon thus forms the principal alternative paradigm for our paper. Inference is carried out on the whole distribution conditional on the fact that a known proportion (in the tails) has been trimmed away.
Basic Tools: Complete Information
We require three functionals from F × Q to R. To introduce them let q ∈ Q denote an arbitrary population proportion. Then the quantile functional is defined by:
[17], and the cumulative income functional is defined by:
[12]; in particular note that C(F ; 1) = µ(F ). Analogously define:
The sample analogues are obtained by replacing F by the empirical distribution F (n) . Let int(z) be the largest integer less than or equal to z, and let
denote the order of the observation corresponding to the quantile q. Then, for examplê
In the case of linear functionals it is convenient to define the following two operators, where θ 1 , θ 2 are real functions of the random variable X:
Basic Tools: Trimmed Data
Here we assume that determinate proportions α and 1 − α have been removed from the bottom and from the top of the distribution respectively. Let us define the total proportion trimmed as α := α + (1 − α) and the trimming indicator function as
such that
The trimming indicator function enables one to define F α , the trimmed distribution:
Using (10) the α-trimmed counterpart of (1) is given by
Using (3) the α-trimmed income cumulations are given by
where x α := Q(F ; α). We also define
Once again, the sample analogues of these quantities are obtained by replacing F by the empirical distribution F (n) . For example c α,q is estimated byĉ α,q given in (36) and µ α is estimated byμ α given in (44).
ECONOMIC TOOLS
Welfare Ranking
The functionals defined in Section 2.1.3 can be used to establish dominance criteria for income distribution comparisons in terms of welfare or inequality, and related concepts are available for comparisons in terms of poverty. For example, using (2), for a given F ∈ F, the graph {q, Q(F, q)} describes Pen's parade that forms the basis for first-order distributional dominance (or first-order ranking) results. Furthermore the functional (3) is used to define the following standard concepts. For a given F ∈ F, the graph {q, C(F, q)} describes the generalised Lorenz curve (GLC), the basis for second-order distributional dominance results [38] . The scale normalisation of the GLC by the mean (1) gives the (relative) Lorenz functional:
and the graph {q, L(F ; q)} gives the relative Lorenz curve (RLC). Similarly one can define the absolute Lorenz curve as the graph {q, A(F ; q)}, where A(F ; q) := C(F ; q) − qµ(F ).
Welfare Indices
The term "welfare indices" is used here to cover a number of specific tools of distributional analysis such as social-welfare functions, inequality measures and poverty indices. Many of the welfare indices that are commonly used can be expressed in the following quasi-additively decomposable form
where ϕ : X × X → R is piecewise differentiable. For example, almost all commonly-used inequality indices other than the Gini can be written in the form
Much of the applied welfare-economic literature uses the more restrictive form of welfare index found by replacing W QAD in (15) by the additively decomposable form
Most of the welfare indices that cannot be put in the form (15) can however be expressed in the explicitly rank-dependent form
where ψ is piecewise differentiable. The class (17) encompasses the Gini coeffcient and the Sen poverty index [35] .
STATISTICAL TECHNIQUES 2.3.1. The Influence Function
The principal analytical tool employed here is the influence function (IF). The primary usage of the IF is to characterise the sensitivity of a statistic to point contamination in the data [22] [23] [24] . So, assume that T is a functional F → R m , that F ∈ F is the hypothetical distribution, that H (z) ∈ F is a degenerate distribution that consists of a single point mass at z and that δ ∈ Q. The mixture distribution (18) can be taken as a representation of contamination of a "true" distribution (F ) by the point mass, where δ represents the relative size or importance of the contamination. The IF measures the impact of the contamination on the statistic T for infinitesimal δ, namely
which becomes
The IF's relevance to the present analysis is that it may be used to derive asymptotic results such as asymptotic covariance matrices. Again let the distribution G be "near" F ; then the first-order von-Mises expansion of T at F evaluated in G is given by
When the observations are independently and identically distributed according to F then, by the Glivenko-Cantelli theorem, the empirical distribution F (n) → F . So we may replace G by F (n) for suffciently large n and obtain 
(T (F (n) ) − T (F )) is asymptotically normal with asymptotic covariance matrix IF(z; T , F )IF
Regularity conditions can be found in Reeds [33] , Boos and Serfling [3] and Fernholz [16] . The asymptotic normality of T (F (n) ) is actually valid in numerous cases, in particular the cases we treat in this paper. For second-order rankings (Lorenz curves, based on cumulative income functionals), asymptotic normality can be proven by using Theorem 2.4 of Huber [26] on M-estimators. Indeed, second-order statistics can be written in the form of M-estimators
where θ is the parameter to be estimated, for example (14) . The only requirement for asymptotic normality of the M-estimator is for ψ to be monotone in θ. For firstorder rankings (based on the quantile functionals), Mosteller [31] (cited in [28] ) showed the asymptotic normality of quantiles (under continuity conditions on the data generating distribution). Other references include Hoeffding [25] , Moore [30] , Shorack [37] , Stigler [39] , Goldie [20] , Serfling [36] .
Lemma 1 constitutes the basis of the results in this paper. Given a statistic T , one just needs to compute its IF: the asymptotic covariance matrix can then be estimated from a sample in a straightforward manner using
F ).
The main issue here is to provide IFs for a wide range of welfare indices and ranking tools and as well for different forms of data. Moreover, for some important cases, we will also develop analytically the formula in (20) so that the approach for computing asymptotic covariances matrices based on the IF can be compared to those from other approaches in the literature. 2 
Background Results
Several useful results on IFs applied to income-distribution analysis are available from previous work in different contexts. In particular we have two key properties for the fundamental functionals with complete information [12] . Let f be the density function for the distribution function F , then:
LEMMA 2. The IF for the quantile functional is:
LEMMA 3. The IF for the cumulative income functional is:
where ι(·) is the indicator function giving ι(D) = 1 if D is true and 0 otherwise.
Complete, truncated and censored information
Our baseline situation is that which is implicitly assumed in the bulk of the literature -that where information is available about the whole distribution. Although there is a collection of results for this [5, 6] they have not been placed within a single coherent framework. As argued above, the truncated data case can be handled as the complete data case with new boundaries. If one has information on the removed part of the sample (censored data of type C) and wants to use it, then depending on the type of available information, this can be done. This case will be treated in Subsection 3.4.
RANKING CRITERIA
In order to implement ranking criteria empirically a standard approach is as follows. Choose a finite collection of population proportions ⊂ Q; then for each q ∈ one can compute the sample quantiles and cumulants required for empirical implementation of first-and second-order rankings. Then application of Lemmas 2 and 3 together with Lemma 1 above immediately results in Lemma 1 and Theorem 1 of Beach and Davidson [2] . In particular, the asymptotic covariance of √ nĉ q and √ nĉ q (given in (6)) is
QAD WELFARE INDICES
Here we restrict ourselves to indices that are quasi-additively decomposable: the important case that lies outside this class is considered in Section 3.3. Given a sample x 1 , . . . , x n , the sample analogues of W QAD defined in (15) are given by
The principal result for this class of indices is the following.
LEMMA 4. IF(z; W QAD , F ), the influence function for the QAD class is given by
Proof. Immediate from substituting the mixture distribution (18) into (15), differentiating with respect to δ and evaluating at δ = 0.
✷ As examples we consider a number of well known welfare indices:
• The generalised entropy family of inequality measures:
which belongs to the more restrictive decomposable class of indices generated by (16) . For convenience take the transformed statistic
We have
and applying Lemmas 2 and 4 one gets the asymptotic variance of W (F ) as in Cowell [4] .
• The mean deviation, 6 an index which does not belong to the class of indices generated by (16) , but does belong to (15)
In this case we have
where
Using Lemma 1, one finds that the asymptotic variance of T MD is as in Gastwirth [18] .
• Poverty measures. Take the class given by
where ζ(F ) is the poverty line (an exogenous poverty line is the special case where ζ is a constant functional) and p is a poverty evaluation function that is nonincreasing in x and takes the value zero for x ≥ ζ(F ). We have
where p ζ is the differential of p with respect to its second argument [7] . It is clear from (29) that the form for the asymptotic variance of the poverty index will depend on the precise way in which the poverty line depends on the income distribution. The following two versions cover almost all encountered in practice 1. ζ(F ) is a function of the mean of the distribution:
where ζ 0 and β are non-negative constants. 2. ζ(F ) is a function of a quantile of the distribution:
Putting β = 0 in either (30) or (31) gives the case of the exogenous poverty line. Then for case 1 we have
and to estimate the asymptotic variance of P , one needs information on the whole distribution. For case 2
and the asymptotic variance of P is estimable from (29) if one has a density estimate at x q .
THE GINI COEFFICIENT
The general form (17) is somewhat cumbersome to work with. However, we can fairly easily derive results for the most important member of this class, namely the Gini coefficient. There are several equivalent forms of this index: the most useful here is to define
The IF of I Gini is given by (see, e.g., [29] )
Using Lemma 1, one immediately gets the asymptotic variance for the Gini coefficient (see Appendix A.3 and, e.g., [34] ).
CENSORED DATA
We consider here the case where one is willing to make inference on the relevant quantities (such as RLC ordinates or the Gini index) for the whole population. In case A one needs a parametric method to estimate the truncated part of the distribution. In case B, first-order rankings can be analysed (although the estimation of the density is a problem) and other quantities can be handled as in A. In case C, given appropriate conditions on the information available in the censored part, more welfare statistics can be handled. If the mean of the censored part is also given, then second-order rankings can be estimated, and thus the Gini coefficient as well. Once the resulting statistics are carefully specified, inference should be possible using the same methodology as for the complete data case. For more complicated statistics, such as inequality indices involving nonlinear transformations of the data one can do little other than ignore the excluded subsample, unless the integrals of the relevant transformations over the censored parts, happen to be available. The case of first-order rankings is not particularly interesting because of the problem of estimating the density.
For second-order ranking and the Gini coefficient, we need the following statistics:
• n α (the sample quantity of the lower censored part),
• n 1−α (the sample quantity of the upper censored part),
• n (the full sample size) or n − n α − n 1−α ,
and for relative or absolute LC and the Gini coefficient also
In case B of Table I , for the first three quantities, one needs no more information than the sample at hand. One gets directly the size n, n α is the number of values equal to y and n 1−α is the number of values equal to y. The other two quantities are obviously more problematic. In some cases means will be available from data-providers. If we have estimates of these two statistics, we can compute the uncensored part of the LC, RLC and Gini using the full sample results, i.e. for q, q ∈ (α, α)
for the LC, and
for the RLC and the Gini. 
An Empirical Example
The data come from the Encuesta de Presupuestos Familiares (EPF) in Spain for the period 1990-1991: 7 they are household incomes in thousand of pesetas (monetary, non-monetary and extraordinary income) standardized by the Oxford equivalence scale ([27, p. 34]). Because the original sample size is very large, we use a random subsample of size 500.
We computed the standard errors for the cumulative income functionals, i.e. the LC ordinates, for the full sample, the censored sample (y = 400 and y = 1500) when restricted information about the tails is given and the censored sample when no information about the censored part is used. The results presented in Figure 1 reveal the following. First, when the necessary information about the censored part of the distribution is used, the standard errors in that case are equal to the full sample case: this result is to be expected. Second -and this might come as a surprise -when the information about the censored part is not available the standard errors are smaller so that there is an important difference between the two approaches. The fact that the standard errors in the latter case are smaller may not be an appealing property, but it is simply the consequence of the bias due to the fact that the information about the censored part is ignored.
Trimmed samples
The computation of welfare indicators on the basis of trimmed samples is usually based on robustness arguments [10] : outliers may seriously bias the point estimates as well as the variances of the distributional statistics that are of interest. In the case of trimmed data a fixed quantity of the sample is discarded as in the scheme outlined in Section 2.1.4. If (x α , x α ) denotes the range of the trimmed sample values, then x α and x α are random -see the discussion on page 193. This class of cases requires explicit modification of the theory. Inference is carried out on the whole distribution conditional on the fact that a known proportion (in the tails) has been trimmed away. Given that the integration of IF · IF T is required over the full distribution to derive the asymptotic covariance matrix of functionals, this might appear to add a new difficulty, namely that there might be components of the asymptotic variance that cannot be estimated. If so, this would place a limitation on the applicability of nonparametric techniques because of the lack of information on the structure of the trimmed data. However, we will show that this supposition is groundless.
LORENZ CRITERIA
The concepts that we need are the income cumulation C( F α ; q) for the trimmed distribution and its empirical counterpart. First we establish a key result that links the trimmed and untrimmed cases. 
IF(z; C(·; q), F α )
=
IF(z; C(·; q), F ) − IF(z; C(·; α), F )
Proof. It is clear from (3) and (12) that the income cumulations based on the ordinary and trimmed distributions are related thus
Given that α and α are determinate in this case and that the relationship among the statistics in (35) is linear, (33) follows from the definition of the influence function. Using Lemma 3 Equation (34) follows immediately. ✷ Given a sample x [1] , . . . , x [n] of ordered (untrimmed) data, the empirical income cumulation for the trimmed case is given bŷ
The estimation of the asymptotic covariance between √ nĉ α,q and √ nĉ α,q is now straightforward. In Lemma 1 F (z) is estimated by F (n) so that the integral reduces to the mean over the sample. Let rewrite (34) as
IF(z; C(·; q), F α )
= −c α,q + 1 1 − α [qx q − αx α − ι(x q ≥ z)x q + + ι(x α ≥ z)x α ] + 1 1 − α [ι(x q ≥ z) − ι(x α ≥ z)]z.(37)
Taking the mean of IF(z; C(·; q), F α )IF(z; C(·; q ), F α )
for each z = x i one can see that the trimmed part is not taken into account directly (i.e. no value of z = x i < x α or z = x i > x α will contribute to the value of (37)). Note that c α,q , c α,q , x q , x q and x α can be estimated by their sample counterpart.
In what follows, we expand analytically the expression for
IF(z; C(·; q), F α )IF(z; C(·; q ), F α ) dF (z)
so that it can be compared to the results obtained for the complete data case. 
where ωis defined in (23) .
Proof. Using Lemma 1 and (33) 
but, expanding the integrand in (40) and using (23) it is clear that (40) becomes:
On simplifying (41) we get:
and so, using the definitions of c α,q and s α,q in Section 2.1.4 we get (38) . ✷ When estimating the asymptotic covariance matrix from the trimmed sample, on can then either use the IF directly or (38) in which case theoretical quantities such as s α,q etc., are replaced by their sample analogues. This result can also be used for the RLC case. Indeed, using the standard result on limiting distributions of differentiable functions of random variables [32] , the asymptotic covariances of ( √ n) the RLC ordinates are then given by 
QAD WELFARE INDICES
In the trimmed data case the information on the trimmed part is ignored and welfare indices are computed in the usual way but on the trimmed sample. This means that the trimmed version of (15) becomes
Given a sample x [1] , . . . , x [n] of ordered (untrimmed) data, we have the sample trimmed mean
which is equal to the usual sample mean but on the trimmed sample. The sample analogues of W QAD ( F α ) in (43) are then given by
which is the counterpart of (24) but applied to the trimmed sample. Then we have
We can now state the following lemma.
LEMMA 7. For trimmed data the IF for the quasi-additive class of welfare measures, IF(z; W
Proof. By evaluating the mixture distribution and applying (19)
where the first two lines follow by analogy with (25) . The third line of (48) (47) is nil. However, as for the ranking criteria, we expand this result in the following theorem. It is convenient to define the following distribution (corresponding to case E in Table I) :
Using this and the key Lemma 5 we obtain the principal result:
Proof. The result again follows using Lemma 1 by integrating IF(z; W QAD , F α ) 2 over X. Observe that Lemma 5 implies
and that
Substituting from (51)- (53) into (47) and squaring, the result follows immediately. ✷ Note that in (50) the variance and covariance terms for the linear functionals (see (7) and (8)) are defined on the distribution F * α as opposed to the trimmed distribution (10) . All the components of (50) can be estimated from the trimmed sample.
THE GINI COEFFICIENT
With trimmed data, the Gini coefficient can be expressed as
Given this definition, it is simpler to express the asymptotic variance of
α ) in terms of variances and covariances of √ nĉ α,q . However, for completeness, we first give its IF.
LEMMA 9. The IF for the Gini coefficient with trimmed data is:
IF(z; I Gini , F α ) = 2 µ α α α c α,q dq − 1 1 − α 2 µ α α α qx q dq + α α ι(x q ≥ z)[z − x q ] dq + + 2 µ α [ι(x α ≥ z)[z − x α ] + αx α ] + + 2 µ 2 α α α c α,q dq −µ α + + 1 1 − α [αx α − αx α + ι(x α ≥ z)[z − x α ] − ι(x α ≥ z)[z − x α ]] . (55) Proof. First IF(z; I Gini , F α ) = − 2 µ 2 α µ α α α IF(z; C(·; q), F α ) dq − − α α IF(z; C(·; α), F α )c α,q dq .
By using (34) one then gets (55). ✷
On the other hand, using the results of Theorem 6, we can obtain 2 , where 
The estimates of ϑ α are obtained by making use of (59), withμ α being the trimmed sample mean (44).
EMPIRICAL EXAMPLE
Let n α = n(1 − α), and the observed ordered trimmed sample be x [1] , . . . , x [nn] , a 100(1 − β)% confidence interval for the Gini coefficient is then given by
From the Spanish data we computed 95% confidence intervals for the Gini coefficient for the whole sample and a trimmed sample where 5% of the data have been removed from each side of the distribution. For the later we compute the confidence intervals both by ignoring and by considering the trimming. For the whole sample, we get (0.2696; 0.3141) with a Gini estimate of 0.2918. For the trimmed sample, we get respectively (0.2098; 0.2352) without a correction for the trimming and (0.2041; 0.2409) using the proper formula. The Gini estimate is 0.2225. We can draw two important conclusions. First the Gini estimate in the whole sample is larger and significantly different than in the trimmed sample. This might due to the presence of very large income values (see [8] ). Second, the confidence interval in the trimmed sample is slightly larger when one uses the proper formula. This reflects the fact that the trimming introduces variability in the estimates. However, it should be noted that the correct standard error of a trimmed estimator may well be smaller than the ones corresponding to the untrimmed estimator. Indeed, this point is indirectly illustrated in Figure 2 in which standard errors for trimmed and untrimmed cumulative income functionals are computed. One can see that for some trimming proportions, the (correct) standard errors are lower for the trimmed samples. This is due to the trade-off between the variability in the location of the trimming bounds and the variability in the outliers.
From the Spanish data we also computed the standard errors of the cumulative incomes for the whole sample and a trimmed sample where 5% of the data have been removed from each side of the distribution. For the latter we computed the standard errors both by ignoring and by considering the trimming. If one defines the set of proportions = {q i = α + i (1−α) n α : i = 1, n α }, then (38) can be estimated by
A 100(1 − β)% confidence interval for the ith Lorenz ordinate is then
The calculations for the relative Lorenz ordinates are obtained in a straightforward manner using (59) and µ α being estimated by the observed trimmed sample mean. Note that one can also choose a number of proportions k < n α between α and α and change the indices i and j in (59) to respectively κ(n α , q i ) and κ(n α , q j ).
The results are presented in Figure 2 . The standard errors for the trimmed sample without correction are the lowest overall. They are certainly not correct because trimming leads to an information loss which should appear as larger standard errors than in the untrimmed case. This is actually the case when one looks at the standard errors for the trimmed sample with correction.
Concluding remarks
The influence function is a powerful tool for deriving the asymptotic variance of most of the welfare statistics used in income distribution analysis. Ranking criteria and summary indices of inequality and poverty can be handled with considerable economy of effort for both complete and incomplete data cases.
There are two basic paradigms for non-parametric approaches to the incomplete data problem: those based on cases where parts of the sample have been excluded according to some plan based on fixed income levels ("truncation" and "censoring") and those based on cases where the exclusions are made on the basis of fixed points in the set of income proportions ("trimming"). As we have seen the problem of finding asymptotic covariances of statistics in the first paradigm can be handled relatively straightforwardly -under one condition -as an extension of the complete-information case. The "trimming" paradigm presents a much greater challenge, but the influence function approach shows clearly how it may be derived from the complete information case. The key to the derivation lies in the linearity of the IF (see Equation (19) ) and the structure of the QAD indices and the income cumulations that effectively permits a decomposition of the IF by income intervals in X -see Equations (25) , (33) and (47).
The condition referred to in the preceding paragraph concerns the use made of information in the excluded part of the sample. If one treats all of the excluded sample as though the information were irrecoverable (so that cases B and C in Table I were treated as case A) then indeed the problem is straightforward. However should one adopt this course? Making use of this information (where available) for truncated data can improve estimates of the sampling variance of Lorenz ordinates and the Gini coefficient -if it is supposed that in the truncated part there is no data contamination. In the case of trimmed data this option is not available and explicit parametric modelling of the excluded part of the distribution may be required [11] .
Finally, an appeal to data-providers. The practice of excluding or censoring some extreme observations from microdata sets on the grounds of confidentiality is understandable, but of course it causes serious problems for researchers on trends in income distribution. Publishing estimates of the mean and the variance in the excluded portion of the sample could greatly improve the point estimates and asymptotic covariances of some of the key distributional statistics, without compromising confidentiality.
Notes
1 Traditionally a functional of the probability distribution would be called a parameter, but in this paper we do not make this distinction. 2 For previous suggestions on the use of the IF for estimating asymptotic variances see, e.g., Efron [15] , Deville [14] .
3 See Appendix A.1 for details. 4 ϕ µ denotes the partial derivative with respect to the second argument. 5 See Appendix A.2 for details in the case of this and the other examples. 6 The same methodology with some extra terms can be used to derive the asymptotic variance of the more commonly used relative mean deviation or Pietra ratio
Using the definitions in (2)-(4) of Section 2.1.3 we find that (61) becomes
We first establish a general result:
(63) Proof. Using (1), the asymptotic variance is given by
Substituting from (25) into (64) we get (63). ✷
We may then use Theorem 11 to establish the asymptotic variance of the estimators of the welfare indices given as examples in Section 3.2:
• For the generalised entropy indices one substitutes (26) and (27) into (63) to get
which corresponds to the results given in Cowell [4] for the weighted data case.
• Given (28) the asymptotic variance of T MD (the Mean Deviation) is [18] 
IF(z; T MD , F )
2 dF (z) • For poverty indices in the special case where the poverty line is fixed at x * 
Expanding (67) and using (68) we get: 
This result may be compared with Cowell [5] .
