Two schemes are proposed to detect phase synchronization from chaotic data contaminated by noise. The first is a neighborhood-based method which links time delay embedding with instantaneous phase estimation. The second adopts the local projection method as a preprocessing filter to noisy data. Both schemes utilize the state recurrence, an important feature of chaotic data. The proposed schemes are applied to data measured from two typical chaotic systems, i.e., the coupled Rössler systems and the coupled Lorenz systems, respectively. The results show that phase synchronization, which may be buried by noise, is detected even when the noise level is high. Moreover, the overestimation of the degree of phase synchronization, which may be introduced by the Hilbert transform combined with a traditional linear bandpass filter, can be avoided when the data are contaminated by only measurement noise.
I. INTRODUCTION
Synchronization, a ubiquitous phenomenon in both natural and engineering systems, has been studied extensively in the past years for its numerous applications in various fields ͑for a review, cf. ͓1͔͒. Phase synchronization, as a weak form of synchronization, has been observed in various systems, such as coupled chaotic oscillators ͓2,3͔, chaotic laser array ͓4͔, biomedical signals ͓5͔, and neuronal oscillations ͓6,7͔. Various phase definitions have been introduced. One class of them is based on particular transforms, such as the Hilbert transform ͓2͔, the wavelet transform ͓8͔, and a generalized transform with a Gaussian filter ͓4͔, to the measured data. Another class of phases is defined as the angle of evolving trajectory, which is reconstructed from the two-dimensional projection of the system ͓1,9͔ or the time derivative of the projection ͓3,10͔, around a fixed point.
For particular data ͑e.g., data from coherent Rössler systems͒, an instantaneous phase can be directly obtained with the Hilbert transform ͓2͔. If the data are contaminated by measurement noise, the phase so estimated will involve artificial phase slips, i.e., the discontinuous "jumps" of the unwrapped phase, which do not imply any intrinsic oscillation but are due to noise. For this case, a linear filter with narrow bandwidth is usually first applied to the noisy data, and then phase is estimated from the output of the filter. However, on the one hand, the linear filter with narrow bandwidth may lead to a spurious overestimation of the actual degree of phase synchronization ͓11͔; on the other hand, the linear filter with broad bandwidth will leave a certain amount of intraband noise, and thus cannot suppress the effect of noise effectively. Recently, a data-driven filter has been proposed ͓12͔. It is argued that this filter can reduce the noise-induced susceptibility of the estimated phase.
Some other methods have also been proposed to detect ͑phase͒ synchronization in noisy data. For example, surrogate data methods are applied to provide significance tests of phase synchronization in noisy data ͓13͔, where both the noisy data and their surrogate data are passed through a linear filter first. However, it is reported that weak synchronization may be artificially detected even from two independent and identically distributed Gaussian noise series after narrow bandwidth filtering ͓11͔. So surrogates also suffer from the effect of linear filtering and should be used carefully. Nonlinear interdependence is proposed to characterize the degree of generalized synchronization, utilizing the mutual neighbors and the feature that similar initials lead to similar successors in the evolving chaotic system ͓14-16͔. The performances of various synchronization measures, including nonlinear interdependence, mutual information, and phase based on both the Hilbert transform and wavelet transform, are compared with real electroencephalographic ͑EEG͒ data. It shows that these measures can indicate a similar tendency in the degree of synchronization ͓17͔. Further, these measures are tested with data ͑from typical coupled chaotic systems͒ which are contaminated by measurement noise. Results show that these measures work effectively when the noise level is low, but can be greatly degraded when the noise level is relatively high ͓18͔. It is difficult to say which measure is the best in general. Recently, a statistical measure of recurrences is proposed to detect phase synchronization, and is robust for measurement noise ͓3͔. After that, a general framework is proposed to detect phase synchronization through localized sets rather than defining the instantaneous phase straightforward ͓19͔. This framework can be applied to oscillators with multiple time scale ͑e.g., spiking and/or bursting neurons͒. However, whether it is robust to noise or not is ͑as far as we are aware͒ not reported yet. Moreover, these two methods can only quantify the degree of synchronization in the mean.
To overcome the limitations discussed above, two schemes are proposed to estimate the instantaneous phase for noisy chaotic data from the viewpoint of time delay embedding. State recurrence, an important feature of chaotic systems, is utilized. In phase space reconstructed by time delay embedding ͓20͔, the state recurrences of a reference vector turn out to be its nearest neighbors. These neighbors can provide redundant information ͓21͔ and have been successfully utilized in chaotic time series analysis and processing, such as prediction ͓22͔, time-frequency analysis ͓21͔, detec-* sun.junfeng@polyu.edu.hk tion of state transitions ͓23͔, and noise reduction ͑the local projection method͒ ͓24-29͔.
The first scheme is a neighborhood-based phase estimation ͑NPE͒ method. The reference vector and its nearest neighbors ͑i.e., state recurrences͒ cover segments of data with a similar wave form ͓21͔. This implies that the analytical trajectories ͑constructed with the Hilbert transform ͓2͔͒ corresponding to the reference vector and its neighbors are close to each other in the Hilbert plane, as will be illustrated later. With this observation, the instantaneous phase of noisy data is estimated by a certain averaging of the corresponding instantaneous phase of the neighbors. The second scheme uses the local projection ͑LP͒ method, instead of the traditional linear bandpass filter, as a preprocessing filter to noisy data. Then the instantaneous phase can be obtained with the Hilbert transform after noise reduction. Simulation results show that the instantaneous phase estimated by both proposed schemes suffers much less from the artificial phase slips, and thus phase synchronization ͑both in local time and in whole time͒, which may otherwise be buried by measurement noise, is successfully detected.
The organization of this paper is as follows. In Sec. II, the relationship between the nearest neighbors and their corresponding analytical trajectories is demonstrated, and then the principle of NPE is proposed. Further, the LP method is briefly reviewed. In Sec. III, the proposed schemes are applied to data measured from both coupled Rössler systems and coupled Lorenz systems, respectively. Finally, conclusions and discussions are given in Sec. IV.
II. PRINCIPLE OF THE METHODS

A. Neighborhood-based phase estimation
The most popular definition of instantaneous phase is based on the Hilbert transform. The analytic signal of s͑t͒ is defined as
where s͑t͒ is the Hilbert transform of s͑t͒,
͑here P means that the integral is taken in the sense of Cauchy principal value͒. Then the instantaneous phase of signal s͑t͒ is
To illustrate the method of neighborhood-based phase estimation ͑NPE͒, the following coupled nonidentical Rössler systems ͓5͔ are taken as an example:
where 1,2 =1Ϯ 0.015, is the coupling strength, 1,2 ϳ N͑0, 2 ͒, and is the standard deviation of the dynamic noise. Data are integrated from variables x 1,2 using the fourth-order Runge-Kutta method ͑Matlab function ode45͒ with sampling interval ⌬t = 0.2. The initial values are set randomly, and 10 000 samples are adopted after the transient state. The measured time series is denoted as s 1,2 ͑n⌬t͒ = x 1,2 ͑n⌬t͒ + 1,2 ͑n⌬t͒, where 1,2 is measurement noise, and assumed to be Gaussian white noise 1,2 ϳ N͑0, 1,2 2 ͒. To simplify notation, ⌬t is omitted and s 1,2 ͑n⌬t͒ is written as s 1,2 ͑n͒ from now on. Given the time series ͕s͑n͖͒ n=1 L with L = 10 000 samples, the time delay vectors can be reconstructed by time delay embedding ͓20͔, i.e., ͕s͑n͖͒ n=1+͑d−1͒
where d is embedding dimension, is an integer number which is use to indicate the amount of time delay ͑i.e., ⌬t͒, and ͑·͒ T denotes the transpose of a real matrix. The neighborhood of the reference vector s͑n͒ is defined as
where r is the neighborhood radius. For the measured time series ͕s͑n͖͒, its Hilbert transform is denoted as ͕s͑n͖͒. Corresponding to time delay vector ͑s͑n͒͒, the time delay vector of ͑s͑n͒͒ is s͑n͒ = ͓s͑n − ͑d −1͒͒ , s͑n − ͑d −2͒͒ , ... ,s͑n − ͒ , s͑n͔͒ T . Note that s͑n͒ is not calculated from s͑n͒, but is formed from ͕s͑n͖͒ by time delay embedding, and ͕s͑n͖͒ is integrated in the whole time domain ͓Eq. ͑2͔͒, while s͑n͒ is mainly contributed by the vicinity of s͑n͒ in time. Figure 1 illustrates the relationship between the reference vector and its neighbors in the time domain and in the ͑s , s͒ plane. It shows that the reference vector and its neighbors cover segments of data with similar wave forms ͓Fig. 1͑a͔͒, and thus their corresponding analytical trajectories of clean data are close to each other ͓Fig. 1͑b͔͒. However, the related trajectories of noisy data appear irregularly ͓Fig. 1͑c͔͒, which will yield artificial phase slips. To deal with this problem, NPE is proposed as follows.
For reference vector s͑n͒, the average of its neighbors is
and the average of the related neighbors of s͑n͒ is
where N = ͉N͑n͉͒ is the number of neighbors. Let s ͑a͒ ͑n͒ = s͑n͒ + js͑n͒ denote the estimation of the analytical trajectory of x͑n͒, and s͑n ; i͒ denote the ith entry of s͑n͒. Then s ͑a͒ ͑n ; i͒ is an estimation of the analytical signal at instant ͓n − ͑d − i͔͒⌬t. As s͑n͒ appears as an entry of s͑l͒ , l = n , ... ,n + ͑d −1͒, there are d estimations of s ͑a͒ ͑n͒ at instant n⌬t. It is difficult to say which estimation is the best, so the average of the estimations at the same instant is taken as the final estimation of the analytical signal at this instant, yielding the estimated analytical signal ͕s ͑a͒ ͑n͖͒, where
Then the instantaneous phase is estimated as
B. Noise reduction by local projection
The local projection ͑LP͒ method has been studied extensively ͓24-29͔. Here only the basics of LP are reviewed. The implementation details, extensions, and applications of this method can be found in ͓26-29͔ and references therein.
The LP method assumes that the noise is white noise, and thus the local phase space, i.e., the neighborhood N͑n͒ of the reference point s͑n͒, can be divided into an M-dimensional signal subspace and a ͑d − M͒-dimensional noise subspace, where M is the minimum embedding dimension of the dynamical system. The signal subspace contains most of the clean signal plus a certain, small, amount of the noise components, while the noise subspace contains most of the noise components. For a preset M, the noise subspace can be estimated by minimizing the total energy that is distributed in it because the energy of white noise is almost uniformly distributed on each direction of the local phase space. The minimization turns out to be the standard eigenvalue decomposition for the covariance matrix C͑n͒ of the neighborhood N͑n͒, i.e., C͑n͒u i − i u i = 0, where the matrix C͑n͒ is defined as C͑n͒ = 1 / N ͚ s͑k͒ʦN͑n͒ ͓s͑k͒ − s͑n͔͓͒s͑k͒ − s͑n͔͒ T . Sorting the eigenvalues ⌳ = diag͑ 1 , 2 , ... , d ͒ in descending order, the eigenvectors U 1 = ͓u 1 , ... ,u M ͔ and U 2 = ͓u M+1 , ... ,u d ͔ span the signal subspace and the noise subspace, respectively, where u i is the eigenvector associated with the ith largest eigenvalue. Then the phase vector s n can be decomposed as s n = s͑n͒ + U 1 U 1 T ͓s͑n͒ − s͑n͔͒ + U 2 U 2 T ͓s͑n͒ − s͑n͔͒ in the local phase space, where U 1 U 1 T ͓s͑n͒ − s͑n͔͒ and U 2 U 2 T ͓s͑n͒ − s͑n͔͒ are the projections of ͓s͑n͒ − s͑n͔͒ in the signal subspace and in the noise subspace, respectively. Eliminating U 2 U 2 T ͓s͑n͒ − s͑n͔͒, the enhanced signal vector is obtained,
As each element of the time series ͕s͑n͖͒ appears as an entry of one of d successive time delay vectors, s͑l͒, l = n , ... ,n + ͑d −1͒, there are d enhancements of entry s͑n͒ which may be different in value. The arithmetic mean over these values is then taken as the enhanced element x͑n͒. After noise reduction, instantaneous phase can be obtained from ͕x͑n͖͒ with the Hilbert transform. This scheme just uses the LP method, instead of the traditional linear bandpass filter, as a preprocessing filter to noisy data, and is denoted by P-LP. It has been reported that the LP method is more powerful than the linear bandpass method in reducing noise for chaotic data ͓24,25,27͔.
III. SIMULATION RESULTS
A. Phase synchronization of coupled Rössler systems
First, the proposed schemes are applied to data measured from coupled coherent Rössler systems ͓Eq. ͑4͔͒ with no dynamic noise. The parameters are set as ␣ = 0.15, ␤ = 0.2, ␥ = 10, 1,2 = 0, and 1,2 = x 1,2 , where is the level of measurement noise. Figure 2 illustrates the detection of phase synchronization by the proposed schemes. Let P-HT denote the method that phase is obtained by applying the Hilbert transform directly to ͑noisy͒ data. It can be observed that when there is measurement noise, the instantaneous phase difference ͑ 1 − 2 ͒ of the coupled systems ͓Eq. ͑4͔͒, estimated by P-HT, fluctuates irregularly ͓Fig. 2͑a͒, "P-HT, = 0.5" and "P-HT, = 0.7"͔, and the wrapped phase difference ⌬⌿ 1,2 = ͑ 1 − 2 ͒mod͑2͒ exhibits a much broader distribution compared with that of the corresponding clean data ͓Figs. 2͑c͒ and 2͑d͒ vs Fig. 2͑b͔͒ . This may mislead that the coupled oscillators are nonsynchronous or weakly synchronous, though the intrinsic oscillations are synchronous ͓Fig. 2͑a͒, (a) (n; i)
The relationship between the reference vector and its neighbors in the time domain ͑a͒ and in the ͑s , s͒ plane ͓͑b͒, ͑c͒, and ͑d͔͒. In this figure, the data are measured from variable x 1 of the coherent Rössler systems ͓Eq. ͑4͔͒, with parameters = 0.035, ␣ = 0.15, ␤ = 0.2, ␥ = 10, 1,2 =0, 1,2 = 0.3 x 1,2 , = 1, and d = 80. Curve c1 is the segment covered by the reference vector s͑n͒, and curves c2 and c3 are the segments covered by two neighbors ͓s͑k 1 ͒ and s͑k 2 ͔͒ of the reference vector, respectively. Note that the neighbors are searched from noisy data, and the smooth curves ͓i.e., x͑n͒, x͑k 1 ͒, and x͑k 2 ͔͒ are the clean versions of the coarse curves, respectively. The analytical trajectories ͓i.e., x ͑a͒ ͑n͒, x ͑a͒ ͑k 1 ͒, and x ͑a͒ ͑k 2 ͔͒ constructed from clean data are very close to each other ͑b͒, while the corresponding trajectories ͓s ͑a͒ ͑n͒, s ͑a͒ ͑k 1 ͒, and s ͑a͒ ͑k 2 ͔͒ of the noisy version seem pell-mell ͑c͒. The blue ͑dark gray͒ trajectory in ͑c͒, estimated by NPE, is close to the corresponding trajectory ͓black, in ͑b͔͒ of clean data. For clarity, only the trajectories corresponding to the mid-half segments of the curves in ͑a͒ are plotted in ͑b͒ and ͑c͒, respectively. A particular entry s ͑a͒ ͑n ; i͒ ͑छ͒ of s ͑a͒ ͑n͒, its clean version x ͑a͒ ͑n ; i͒ ͓᭺ in ͑b͒ and ͑d͔͒, its 20 noisy neighbors s ͑a͒ ͑k ; i͒ ͑ϫ͒, and the average s ͑a͒ ͑n ; i͒ of these 20 neighbors ͑b͒ are illustrated in ͑d͒.
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"P-HT, =0"͔. However, this misclassification can be avoided by NPE and P-LP. The unwrapped phase difference ͓Fig. 2͑a͒, "NPE = 0.7"͔ estimated by the proposed schemes is bounded around a constant, indicating phase synchronization, and the corresponding distribution P͑⌬⌿ 1,2 ͒ of the wrapped phase difference is almost as sharp as that of the clean data ͓Figs. 2͑e͒ and 2͑f͒ vs Fig. 2͑b͔͒ . The power spectra are also plotted for comparison. It shows that the subharmonics and subtle structures are buried by measurement noise ͓Fig. 2͑g͒ vs Fig. 2͑h͔͒ , while NPE and LP can recover most of them ͓Fig. 2͑g͒ vs Fig. 2͑i͔͒ . If the narrow bandpass filter is applied to noisy data, then all the out-band structures will be removed. The synchronization index = ͑S max − S͒ / S max is used to quantify the degree of phase synchronization in the coupled systems, where S =−͚ i=1 K P i ln P i is the entropy of the distribution P͑⌬⌿ 1,2 ͒, S max =ln K, and K is the number of bins of distribution ͓5,11͔. It is reported that overembedding ͓30͔ ͑i.e., an embedding of excessively high dimension͒ may yield better result of noise reduction by LP ͓29͔. For NPE and P-LP, an embedding of relatively higher dimension leads to a closer estimation of synchronization index to that calculated from clean data ͓Fig. 3͑a͔͒, and relatively more neighbors also yield a higher estimation of synchronization index ͓Fig. 3͑b͔͒. For data with higher noise level, a few more neighbors may yield a little better results. For P-LP, simulation results also show that the synchronization index decreases slowly ͑less than 6.2% for M from 3 to 10, when = 0.7͒ with respect to the increase of dimension M of the signal subspace space. Considering that the performances of the proposed schemes are not very sensitive to the values of parameters after they reach particular values, the parameters are simply set as follows: =1, d = 80, N = 20, and M =5, unless stated otherwise. More discussions on these parameters can be found in ͓21,27-29͔. Figure 4 shows the results of the proposed schemes to data with different noise levels. For both the synchronous ͓Fig. 4͑a͒, = 0.035͔ and the nearly synchronous ͓Fig. 4͑b͒, = 0.027͔ Rössler systems, the synchronization indexes estimated by P-HT descend quickly as the noise level increases, which may mislead that the coupled systems are nonsynchronous or weakly synchronous even though they are actually synchronous. The synchronization indexes estimated with the proposed schemes are more robust for noise, and are very close to that calculated from clean data ͑ =0͒, when the noise level is not so high ͓Fig. 4͑a͒, Ͻ 0.5͔. For the nonsynchronous systems ͓Fig. 4͑c͒, = 0.01͔, the synchronization indexes estimated by the proposed schemes are also close to that calculated from clean data. For these three cases, the proposed schemes do not yield overestimation of the degree of synchronization, and thus overcome the problem of overestimation that may arise from the linear bandpass filter ͓11͔. Note that the coupling strength of these three cases are adopted from that used in ͓5͔.
Further, the proposed schemes are applied to data measured from coupled Rössler systems with dynamic noise. As Fig. 4͑d͒ indicates, the synchronization indexes estimated by P-HT decrease quickly as the level of measurement noise increases. What is more, when the level of measurement noise is not so high ͑ Յ 0.6͒, the indexes are overestimated by NPE and P-LP, compared with the result of the case with no measurement noise ͑ =0͒ by P-HT. This is because the integrated data from systems with dynamic noise are not smooth and appear to be noisy even with no measurement noise. Both NPE and P-LP can reduce the effect of coarseness in data, and thus overestimate the degree of phase synchronization. The overestimation tends to fade off as the level of dynamic noise decreases. One way to deal with data with dynamic noise is the method of shadowing ͓31͔, which yields a smooth shadowing trajectory that is close to the coarse trajectory with dynamic noise. We conjecture that the synchronization index estimated by P-HT from the shadowing trajectory may be close to the indexes estimated by NPE or P-LP from the coarse data with only dynamic noise ͑ =0͒. Here, we do not discuss shadowing with more details because it is not the focus of this contribution.
For the data measured from noncoherent systems ͑e.g., the funnel Rössler systems͒, the phase definition with the Hilbert transform is not immediately applicable. One way to deal with this problem is to define the instantaneous phase based on the concept of curvature of an arbitrary curve ͓3,10͔. For any two-dimensional curve C 1 = ͑x , y͒ whose curvature is positive, the curve C 2 = ͑ẋ , ẏ͒ cycles monotonically around a fixed point, and the phase can be always defined as
The coupled funnel Rössler systems ͓Eq. ͑4͒, ␣ = 0.25, ␤ = 0.2, ␥ = 10, and 1,2 =0͔ are studied with this phase definition. A smaller sampling interval ⌬t = 0.05 is used, so that more smooth derivatives ͓Eq. ͑10͔͒ can be obtained, and 40 000 samples are measured after the transient state. Data measured from variables x 1,2 and y 1,2 are all added with measurement noise, i.e., s 1,2 = x 1,2 + 1,2 and s 3,4 = y 1,2 + 3,4 , where 1,2 ϳ N͑0, 2 x 1,2 2 ͒, 3,4 ϳ N͑0, 2 y 3,4 2 ͒, and is the relative level of measurement noise. The LP method ͓N = 20, M =5, = 4, and d = 80, so that the length of the embedding window ͑d −1͒⌬t is almost equal to that used for the case of coherent Rössler systems͔ is applied to all the noisy data ͕s 1,2,3,4 ͖ separately, yielding the estimation of ͕x 1,2 ͖ and ͕y 1,2 ͖, i.e., ͕x 1,2 ͖ and ͕ŷ 1,2 ͖. Then the phases of systems ͑1, 2͒ are estimated via Eq. ͑10͒ with ͕x 1,2 ͖ and ͕ŷ 1,2 ͖, respectively. Simulation results show that some degree of phase synchronization can be detected from data ͑actually synchronous͒ when the level of measurement noise is small ͑ Ͻ 0.1͒. This is because the derivative ͓Eq. ͑10͔͒ is very sensitive to noise. So the phase definition Eq. ͑10͒ seems not to be a robust measure for detecting phase synchronization in noisy data. One possible method is statistical measure of recurrences introduced recently ͓3͔; but this method cannot indicate the degree of synchronization in local time.
B. Phase synchronization of coupled Lorenz systems
In this section, the LP method is applied as a preprocessing tool in detecting phase synchronization of the data from coupled Lorenz systems, ẋ 1,2 = 10͑y 1,2 − x 1,2 ͒ + ͑x 2,1 − x 1,2 ͒, ẏ 1,2 = ͑r 1,2 − z 1,2 ͒x 1,2 − y 1,2 ,
where r 1 = 28, r 2 = 28.02, and = 3.8 is the coupling strength. Ten-thousand samples are measured with sampling interval ⌬t = 0.04. In the ͑x , y͒ plane, the Lorenz attractor has two rotation centers ͓Fig. 5͑a͔͒, and the definition of phase with the Hilbert transform is not applicable. Considering the symmetry of Lorenz attractor, the phase of the Lorenz oscillator can be defined with its projection on the ͑u , z͒ plane, 
where u = ͱ x 2 + y 2 , u 0 = 12, and z 0 =27 ͓9͔. In the ͑u , z͒ plane, the attractor constructed with clean data ͓Fig. 5͑b͔͒ rotates around one center ͑u 0 , z 0 ͒. Measurement noise, 1,2 ϳ N͑0, 2 u 1,2 2 ͒, 3,4 ϳ N͑0, 2 z 1,2 2 ͒, are added to u 1,2 and z 1,2 , respectively. It can be observed that the attractor, distorted by noise ͓Fig. 5͑c͔͒, is almost recovered ͓Fig. 5͑d͔͒ after noise reduction by the LP method ͑N = 20, M =5, = 1, and d =80͒. Note that the unwrapped phase difference fluctuates intensely ͓Fig. 6͑a͒, "P-PP, = 0.5" and "P-PP, = 0.7"͔ due to measurement noise, though the systems are intrinsically synchronous ͓Fig. 6͑a͒, "P-PP, =0"͔.
However, these fluctuations can be greatly reduced by applying the LP method, resulting in long epoches of phase locking ͓Fig. 6͑a͒, "P-LP, = 0.5" and "P-LP, = 0.7"͔. Thus the degree of phase synchronization can be detected reliably from noisy data, which is more clearly demonstrated as the results summarized in Fig. 6͑b͒ . In comparison with the LP method, the effect of bandpass filter in detecting phase synchronization is studied. The Gaussian envelop filter, introduced in ͓32͔, is applied to noisy data u 1,2 and z 1,2 , respectively, and then the instantaneous phase is computed via Eq. ͑12͒ with the output of the filter. As Fig. 7 illustrates, this scheme, denoted as PBP, is sensitive to the band width ͑⌬f͒ of the filter, and may overestimate the degree of synchronization even when the data is clean ͑P-PP, =0͒.
IV. CONCLUSIONS AND DISCUSSIONS
Two schemes are proposed to detect phase synchronization from chaotic data contaminated by noise. One is the method of neighborhood-based phase estimation ͑NPE͒, the other adopts the local projection ͑LP͒ method as a preprocessing filter for noisy data. They are applied to data measured from two typical chaotic systems, i.e., the coupled Rössler systems and the coupled Lorenz systems. Simulation results show that the estimated instantaneous phase suffers much less from artificial phase slips caused by noise, and thus the degree of phase synchronization can be reliably detected even when the noise level is relatively high, avoiding the overestimation that may be introduced by the traditional linear bandpass filter. For the data with dynamic noise as well, overestimation may be introduced when the measurement noise level is not so high because the data measured from systems with dynamic noise are coarse even when there is no measurement noise. This overestimation tends to decrease as the level of dynamic noise decreases.
State recurrence is one important feature of chaotic systems. As discussed in the Introduction, it has been utilized in analyzing and processing various theoretical and experimental systems. Actually, nonlinear interdependence ͓14-16͔ and the statistical measure of recurrences ͓3͔ both utilize the idea of state recurrence defined by time delay embedding. Using the framework of localized sets ͓19͔, the typical events defined in those localized sets can also be considered as generalized "recurrences." The difference is that these "recurrences" are defined in a more general way ͑e.g., by the intersection of the trajectory with a local plane͒ rather than by the spatial nearness of vectors in the space reconstructed by time delay embedding.
Both schemes proposed in this contribution utilize the redundant information of state recurrences of chaotic data. The difference is that NPE estimates the instantaneous phase directly by averaging the analytical trajectories of neighbors, bridging time delay embedding to instantaneous phase estimation; while the scheme incorporating LP estimates the instantaneous phase from data after noise reduction. In the proposed schemes, the recurrences ͑i.e., neighbors͒ are defined in the overembedded phase space ͑i.e., with long embedding window͒. Thus on the one hand, the recurrences collected from noisy data are more likely to be true recurrences ͑the recurrences collected form clean data are considered as true recurrences here͒; on the other hand, the proposed schemes may not be suitable for spiking and/or bursting neurons because spikes will dominate in collecting recurrences. It is difficult to design a method which is both robust to noise and applicable to various data. Usually, methods focus on just one point, the proposed schemes in this contribution focus on robustness.
