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Abstract Let Ω be a domain in Rd with boundary Γ and let dΓ
denote the Euclidean distance to Γ. Further let H = − div(C∇) where
C = ( ckl ) > 0 with ckl = clk are real, bounded, Lipschitz continuous
functions and D(H) = C∞c (Ω). Assume also that there is a δ ≥ 0 such
that ‖C/d δΓ − aI‖ → 0 as dΓ → 0 with δ ≥ 0 where a is a bounded
Lipschitz continuous function with a ≥ µ > 0 on a boundary layer
Γr = {x ∈ Ω : dΓ(x) < r}. Finally we require |(divC).(∇dΓ)|d
−δ+1
Γ
to be bounded on Γr. Then we prove that if Ω is a C
2-domain, or if
Ω = Rd\S where S is a countable set of positively separated points,
or if Ω = Rd\Π with Π a convex set whose boundary has Hausdorff
dimension dH ∈ {1, . . . , d− 1} then the condition δ > 2− (d− dH)/2 is
sufficient for H to be essentially self-adjoint as an operator on L2(Ω).
In particular δ > 3/2 suffices for C2-domains. Finally we prove that
δ ≥ 3/2 is necessary in the C2-case.
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1 Introduction
Our intention is to analyze the L2-uniqueness of symmetric diffusion processes on a domain
Ω of the Euclidean space Rd with boundary Γ. The problem can either be expressed as
uniqueness of weak solutions of a diffusion equation
∂ϕt/∂t +Hϕt = 0
on L2(Ω) or, equivalently, as essential self-adjointness of the diffusion operator H =
− div(C∇) on C∞c (Ω). In the standard theory of strongly elliptic operators uniqueness
is ensured by the specification of conditions at the boundary. If, however, the coefficient
matrix C is degenerate at the boundary then uniqueness is determined by the properties of
the diffusion in a neighbourhood of Γ. In both cases, however, the existence of a solution to
the diffusion equation follows by specifying Dirichlet boundary conditions or, in operator
terms, by constructing the self-adjoint Friedrichs’ extension HF of H . So in the degenerate
case the uniqueness problem consists of relating the boundary behaviour to the uniqueness
of the Dirichlet solution or the Friedrichs’ extension.
Some guidance to L2-uniqueness is given by the better understood problem of L1-
uniqueness. The Friedrichs’ extension HF generates a submarkovian semigroup S
F on
L2(Ω), i.e. a semigroup which is both positive and L∞-contractive, and this leads to
a natural probabilistic interpretation. Then L1-uniqueness is equivalent to S
F conserv-
ing probability by Theorem 2.2 in [Dav85] and this in turn is equivalent to HF being
the unique self-adjoint extension of H which generates a submarkovian semigroup (see
[Ebe99], Corollary 3.4, and [RS11], Theorem 1.3). Thus the L1-problem reduces to an
L2-problem, Markov uniqueness, which turns out to be considerably simpler than essential
self-adjointness. The L1-uniqueness is a problem of quadratic forms but the L2-uniqueness
is a genuine operator problem. Background to these problems in various contexts, e.g.
diffusion on Riemannian manifolds, stochastic differential equations, Dirichlet forms, etc.,
for various kinds of diffusion, e.g. with or without drift, stochastically complete or incom-
plete, can be found in [Dav85] [FOT94] [Ebe99] [RS11] or the more recent [NN17]. The
introduction to the latter paper gives a broad description of the problems of interest.
We assume throughout that C = ( ckl ) > 0 with ckl = clk real, bounded, Lipschitz
continuous functions over Ω which are degenerate at the boundary. The rate of degen-
eracy is measured in terms of dΓ, the Euclidean distance to the boundary. In particular
we allow the coefficients ckl and their derivatives to behave like d
δ
Γ and d
δ−1
Γ , respectively,
with δ ≥ 0 as dΓ → 0. First we establish under a very mild degeneracy assumption
that the L2-uniqueness problem is reduced to understanding the properties of HF in a
thin boundary layer Γr = {x ∈ Ω : dΓ(x) < r}. The term boundary layer is adopted
from the theory of laminar flow where the rate of diffusion adjacent to the boundary
is governed by the distance from the boundary. It appears appropriate in the current
context although the sets Γr are variously described as tubular neighbourhoods, inner r-
neighbourhoods, parallel bodies, etc. in other mathematical areas. Secondly, as a conse-
quence of this separation, L2-uniqueness is reduced to identifying the Friedrichs’ extension
with the closure H of H as operators on L2(Γr). Since the second-order operator H is
‘comparable’ to the multiplication operator d δ−2Γ near the boundary one would expect that
Dr = {ϕ ∈ D(HF ) : suppϕ ⊆ Γr} ⊂ D(d
δ−2
Γ ) for all small r. This is a form of the well
known Rellich inequality and presents a principal technical problem in deriving sufficiency
conditions for uniqueness. It is clearly valid if δ ≥ 2 and indeed L2-uniqueness then follows
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from a standard criterion for self-adjointness of elliptic operators developed in the 1960s
and 70s which can be found in [Dav85], Section 3, together with background references
(see also [ERS11], Corollary 4.12). It is notable that the δ ≥ 2 result is independent of the
geometry of the boundary and requires no particular constraints on the derivatives of the
coefficients ckl. Understanding the situation for smaller values of δ is much more sensitive
to properties of the boundary and the coefficients.
The key criterion for L1-uniqueness which includes values of δ < 2 is given by
δ ≥ 2− (d− dH) (1)
where dH is the Hausdorff dimension of the boundary Γ. The sufficiency of the condition
was first proved for a large variety of domains in [RS11] (see also [ERS11] Theorems 4.10
and 4.14). Subsequently, the proof was extended to all Ahlfors regular domains by Propo-
sition 2.4 in [LR16]. This includes domains with rough, smooth, fractal or uniformly
disconnected boundaries (see [Hei01] or [Sem01] for details on the Ahlfors property). In
addition Proposition 3.6 of [LR16] established that (1) is a necessary condition for L1-
uniqueness for almost all Ahlfors regular domains. The latter result is not quite universal
because of various possible boundary pathologies such as cuspoidal points or antennae.
Condition (1) is directly related to the local integrability of d δ−2Γ on Γr. This depends not
only on the order of growth, 2− δ, but also the measure of subsets of the boundary layer.
The analysis of [RS11] [ERS11] and [LR16] indicates that the condition analogous to (1)
for L2-uniqueness should be
δ ≥ 2− (d− dH)/2 (2)
and δ ≥ 2 − (d − dH)/p for Lp-uniqueness. The latter condition is related to the local
Lp-integrability of d
δ−2
Γ on the boundary layers. But this is almost certainly an oversim-
plification. It is very likely that more detailed geometric characteristics of the boundary
than its Hausdorff dimension are important. The L1-analysis also indicates that necessary
conditions for uniqueness could be more sensitive to boundary properties than sufficient
conditions. Most of the results in the sequel require some smoothness of the boundary.
First we establish that if Ω is a C2-domain then H is essentially self-adjoint if δ >
3/2. Since the C2-property ensures that dH = d − 1 this is in agreement with (2). Note
that the C2-property is usually defined locally (see, for example, Section 6.2 of [GT83])
and the definition guarantees for bounded domains that the principal curvatures of the
boundary are uniformly bounded. Nevertheless the definition extends in a natural manner
to unbounded domains retaining the boundedness (see [For04], Appendix B). Our results
encompass the unbounded case. Moreover, if Ω is a C2-domain the exterior Rd\Ω is also
a C2-domain and since both domains have a common boundary our conclusion is equally
valid. Secondly, we prove that if Ω = Rd\{0} and δ > 2 − d/2 then H is essentially
self-adjoint. This second case can be considered a degenerate example of the C2-exterior
domain. Thirdly, we derive analogous conclusions for a variety of intermediate situations.
If Π is a convex C2-domain inRs, with s ∈ {1, . . . , d−1}, and Ω = Rd\Π then the boundary
Γ of Ω is equal to Π and dH = s. In this case we establish that δ > 2−(d−dH)/2 is sufficient
for self-adjointness. Since each of these results is deduced from estimates on an arbitrarily
thin boundary layer and since the boundary layers decompose into disjoint components
if Γ consists of positively separated components, e.g. if Ω is an annulus, the special cases
can be combined to give many more general conclusions. For example, if Ω = Rd\Zd
then δ > 2 − d/2 is again sufficient for self-adjointness. A precise formulation of these
2
sufficiency results is given in Theorem 3.1 and the discussion following the theorem. Our
sufficiency results partially overlap with the conclusions of [NN17] although our methods
and approaches are quite different.
Finally we establish that the condition δ ≥ 3/2 is necessary for self-adjointness for all
C2-domains. The precise result is given in Theorem 3.2 which does require slightly more
stringent bounds on the derivatives of the coefficients of H than those used in Theorem 3.1.
Nevertheless the combined results establish that (2) is both necessary and sufficient for
L2-uniqueness on C
2-domains with the exception of the sufficiency of the critical value
δ = 3/2. The proof of necessity in the C2-case is facilitated by the fact that the boundary
has codimension 1. Even the seemingly simple case of Rd\{0} is complicated for general
operators because the codimension is large.
We begin in Section 2 with a more precise definition of the operators we subsequently
examine and then we discuss successively the boundary localization technique, the con-
struction of approximate identities, the differentiability properties of dΓ and finally Hardy–
Rellich inequalities near the boundary. In Section 3 we apply these techniques to estab-
lish the sufficiency results for L2-uniqueness. Then we recall some elementary results on
Markov uniqueness and show how these can be utilized to obtain the necessary condition
for C2-domains. We conclude with comments on open problems in Section 4.
2 Localization and approximation
The elliptic operator H = − div(C∇) is initially defined on the domain D(H) = C∞c (Ω).
The matrix C = ( ckl ) of coefficients is real, symmetric and strictly positive on Ω. Further
the ckl are bounded, Lipschitz continuous functions. It follows that H is symmetric and
consequently closable with respect to the graph norm ‖ϕ‖D(H) = (‖Hϕ‖
2
2+‖ϕ‖
2
2)
1/2. Since
the coefficients ckl are bounded ν = supx∈Ω ‖C(x)‖ < ∞, where ‖ · ‖ denotes the matrix
norm, and C ≤ ν I. Moreover, it follows from the strict positivity that for each compact
subset K of Ω there is a µK > 0 such that C ≥ µKI. Thus C is locally strongly elliptic.
Hence, by elliptic regularity, the domain of the adjoint H∗ of H is contained in W 2,2loc (Ω).
These properties will be assumed throughout.
The behaviour of the coefficients at the boundary Γ is specified as follows. We assume
there are an r0 ∈ 〈0, 1], an a ∈ W
1,∞(Γr0) and λ, µ > 0 such that λ ≥ a ≥ µ and
infr∈〈0,r0] supx∈Γr‖C(x)dΓ(x)
−δ − a(x)I‖ = 0 (3)
where δ ≥ 0. In addition
supx∈Γr0
(
|(divC).(∇dΓ)(x)| dΓ(x)
−δ+1
)
<∞ (4)
where divC is the vector with components (divC)l =
∑d
k=1 ∂kckl. These conditions are
a statement that C is ‘comparable’ to ad δΓ at the boundary. The parameter δ clearly
determines the order of degeneracy at the boundary and the function a is a measure of
the boundary profile of the coefficients. Condition (4) can be interpreted as a bound on
the derivatives of the coefficients in the direction normal to the boundary if this makes
sense. These conditions will be used in the subsequent derivation of sufficiency conditions
for self-adjointness but we will require a slight strengthening of (4) in the discussion of
necessary conditions. The simplest illustration of these conditions is given by multiples of
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the identity, e.g. C = ad δΓI on Γr. Then Cd
−δ
Γ = aI, (div(Cd
−δ
Γ )).(∇dΓ) = (∇a).(∇dΓ) and
|(divC).(∇dΓ)| d
−δ+1
Γ ≤ δa+ |(∇a).(∇dΓ)| dΓ.
The notion of comparability can be made more precise by noting that for each r ∈ 〈0, r0]
there are σr, τr > 0 such that
σr(ad
δ
Γ)(x)I ≤ C(x) ≤ τr(ad
δ
Γ)(x)I (5)
for all x ∈ Γr. Moreover, it follows from (4) there is also a ρr > 0 such that
|((divC).(∇dΓ))(x)| ≤ ρr(ad
δ−1
Γ )(x) (6)
for all x ∈ Γr. The earlier discussions of Markov uniqueness in [RS11] and [LR16] were
based on the conditions (5) and the derivative bounds (6) were unnecessary. They will,
however, play a vital role in the sequel.
Next let h denote the positive bilinear form associated with H on L2(Ω), i.e.
h(ψ, ϕ) = (ψ,Hϕ) =
d∑
k,l=1
(∂kψ, ckl ∂lϕ)
for all ψ, ϕ ∈ C∞c (Ω) and set h(ϕ) = h(ϕ, ϕ). Since H is positive-definite and symmetric
the form h is closable with respect to the graph norm ‖ϕ‖D(h) = (h(ϕ) + ‖ϕ‖
2
2)
1/2. For
economy of notation we now use H and h to denote the closures of the operator and form,
respectively. The closed form h is a Dirichlet form [BH91] [FOT94]. Therefore there is a
positive self-adjoint extension HF , the Friedrichs’ extension of H , associated with h. In
fact D(h) = D(H
1/2
F ) and HF generates a submarkovian semigroup. Since H ⊆ HF it
follows that H is self-adjoint if and only if HF ⊆ H . This is the criterion we use in the
next section to establish self-adjointness.
The Dirichlet form h has a carre´ du champ, a positive continuous bilinear form ψ, ϕ ∈
D(h) 7→ Γ(ψ, ϕ) ∈ L1(Ω), such that h(ψ, ϕ) = ‖Γ(ψ, ϕ)‖1 (see, for example, [BH91]
Section I.4). Moreover, Γ satisfies the Cauchy–Schwarz inequality, i.e. ‖Γ(ψ, ϕ)‖21 ≤
‖Γ(ψ)‖1 ‖Γ(ϕ)‖1 with Γ(ψ) = Γ(ψ, ψ). If ψ, ϕ ∈ C
∞
c (Ω) then
Γ(ψ, ϕ) =
d∑
k,l=1
ckl(∂kψ)(∂lϕ)
and one can use this identification to define Γ as a function over W 1,∞(Ω)× C∞c (Ω). But
then
|(ψ,Γ(χ, ϕ))| ≤ h(ϕ)1/2 ‖Γ(χ)‖1/2∞ ‖ψ‖2
for all ψ, ϕ ∈ C∞c (Ω) and χ ∈ W
1,∞(Ω). Therefore Γ extends to an L2-function on
W 1,∞(Ω)×D(h) with ‖Γ(χ, ϕ)‖22 ≤ ‖Γ(χ)‖∞ ‖Γ(ϕ)‖1.
2.1 Boundary localization
In this subsection we establish that the criterionH = HF for self-adjointness of the operator
H can be reduced to a problem of boundary behaviour by localization arguments. In
particular if Ωt = {x ∈ Ω : dΓ(x) > t} then one can deduce by localization that HFϕ = Hϕ
for all ϕ ∈ D(HF ) with suppϕ ⊂ Ωt for some t > 0. Conditions (5) and (6) are unnecessary
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for this conclusion. They can be replaced by the assumption that there is a µu > 0 such
that C(x) ≥ µuI for all x ∈ Ωu\Ωt for small t > u > 0.
The proof begins with the following proposition.
Proposition 2.1 I. If χ ∈ W 1,∞(Ω) and ϕ ∈ D(h) then χϕ ∈ D(h) and
h(χϕ) ≤ 2 ‖χ‖2∞ h(ϕ) + 2 ‖Γ(χ)‖∞‖ϕ‖
2
2 . (7)
II. If χ ∈ W 2,∞(Ω) and ϕ ∈ D(HF ) then χϕ ∈ D(HF ) and
HF (χϕ) = χ(HFϕ) + (Hχ)ϕ− 2 Γ(χ, ϕ) (8)
where Hχ = − div(C∇χ).
Proof The proposition is a generalization of a result for Ω = Rd given by Lemma 4.3 of
[ERS11]. The first statement is a corollary of a general property of local Dirichlet forms.
If χ ∈ W 1,∞(Ω) it follows that χ ∈ D(h)loc ∩ L∞(Ω) and ‖Γ(χ)‖∞ < ∞. Therefore if
ϕ ∈ D(h) then χϕ ∈ D(h) and (7) is valid by Lemma 3.4 of [ERSZ06].
Next if χ ∈ W 2,∞(Ω) and ψ, ϕ ∈ C∞c (Ω) then
h(ψ, χϕ) = h(χψ, ϕ) + (ψ, (Hχ)ϕ)− 2 (ψ,Γ(χ, ϕ)) (9)
where Hχ = − div(C∇χ) ∈ L∞(Ω). Hence
|h(ψ, χϕ)| ≤ |h(χψ, ϕ)|+
(
‖Hχ‖∞ ‖ϕ‖2 + 2 ‖Γ(χ)‖
1/2
∞ h(ϕ)
1/2
)
‖ψ‖2 (10)
and, by continuity, (10) extends to all ψ, ϕ ∈ D(h). But if ϕ ∈ D(HF ) then
|h(χψ, ϕ)| = |(χψ,HFϕ)| ≤ ‖HFϕ‖2 ‖χ‖∞ ‖ψ‖2
for all ψ ∈ D(h). Thus it follows from (10) that there is an a > 0 such that |h(ψ, χϕ)| ≤
a ‖ψ‖2 for all ψ ∈ D(h). Therefore χϕ ∈ D(HF ). Finally (8) follows from the extension of
(9) to ψ ∈ D(h) and ϕ ∈ D(HF ) ⊆ D(h). ✷
In order to exploit the strict positivity of the coefficient matrix C we introduce a family
of extensions Hu ofH which act on L2(R
d). First fix u, t > 0 with u < t < 1. Then Ωt ⊂ Ωu
and it follows from the boundary degeneracy assumption (5) that there is a µu > 0 such
that C ≥ µuI on Ωu\Ωt, e.g. one can take µu = µ σuu
δ. Secondly, choose ξ ∈ W 2,∞(Rd)
such that 0 ≤ ξ ≤ 1, supp ξ ⊂ Ωu and ξ = 1 on Ωt. Thirdly, introduce the coefficient matrix
Cu = ξ C + (1 − ξ)µuI on R
d. Finally let Hu denote the symmetric operator on C
∞
c (R
d)
corresponding to the coefficient matrix Cu. Specifically, Hu = − div(Cu∇). The operator is
again closable and, for simplicity, we use Hu to denote the closure and hu the corresponding
Dirichlet form. Thus hu is the closure of the form ϕ ∈ C
∞
c (R
d) 7→ hu(ϕ) = (ϕ,Huϕ). It
follows by construction that Huϕ = Hϕ and hu(ϕ) = h(ϕ) for all ϕ ∈ C
∞
c (Ωt).
The latter properties extend to the closed forms and operators by the following propo-
sition.
Proposition 2.2 Let suppϕ ⊂ Ωr with r > t > u.
I. ϕ ∈ D(h) if and only if ϕ ∈ D(hu) and then h(ϕ) = hu(ϕ).
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II. ϕ ∈ D(H) if and only ϕ ∈ D(Hu) and then Hϕ = Huϕ.
III. ϕ ∈ D(HF ) if and only if ϕ ∈ D((Hu)F ) and then HFϕ = (Hu)Fϕ.
Proof I. Assume ϕ ∈ D(h). One can choose a sequence ϕn ∈ C
∞
c (Ω) such that
‖ϕn − ϕ‖D(h) → 0 as n → ∞. Since r > t one can also choose χ ∈ W
2,∞(Ωt) with
0 ≤ χ ≤ 1 and χ = 1 on Ωr. Then χϕ = ϕ and ‖χϕn − ϕ‖D(h) = ‖χ(ϕn − ϕ)‖D(h) → 0 as
n → ∞ as a simple consequence of (7). Since hu(χ(ϕn − ϕm)) = h(χ(ϕn − ϕm)), by the
above discussion, it follows that ϕ ∈ D(hu), ‖χϕn − ϕ‖D(h) → 0 and hu(ϕ) = h(ϕ). The
converse is proved similarly.
II. The proof is similar with graph norms ‖ · ‖D(h) of the form replaced by the graph
norms ‖ · ‖D(H) of the operators.
III. If ϕ ∈ D(HF ) ⊂ D(h) with suppϕ ⊂ Ωr then ϕ ∈ D(hu), by the foregoing.
Now if ψ ∈ D(h) then χψ ∈ D(h) and suppχψ ⊂ Ωt. Therefore χψ ∈ D(hu) and
h(χψ, ϕ) = hu(χψ, ϕ). But h and hu are both local Dirichlet forms in the sense of [BH91]
(or strongly local in the terminology of [FOT94]). Therefore
hu(ψ, ϕ) = hu(χψ, ϕ) + hu((1 − χ)ψ, ϕ) = hu(χψ, ϕ) = h(χψ, ϕ)
since hu((1 − χ)ψ, ϕ) = 0 by locality of hu. Hence hu(ψ, ϕ) = h(χψ, ϕ). Then, however,
|hu(ψ, ϕ)| = |h(χψ, ϕ)| = |(χψ,HFϕ)| ≤ ‖ψ‖2 ‖HFϕ‖2 .
Hence ϕ ∈ D((Hu)F ). Interchanging H and Hu in this argument one concludes that if
ϕ ∈ D((Hu)F ) with suppϕ ⊂ Ωr then ϕ ∈ D(HF ).
Thirdly, if ϕ ∈ D(HF ) ⊂ D(h) with suppϕ ⊂ Ωr and ψ ∈ C
∞
c (Ω) with ψϕ = 0
then (HFϕ, ψ) = h(ϕ, ψ) = 0 by locality. Therefore suppHFϕ ⊆ suppϕ. Similarly
supp(Hu)Fϕ ⊆ suppϕ.
Finally if ψ ∈ C∞c (Ωt) then
(ψ,HFϕ) = (HFψ, ϕ) = (Huψ, ϕ) = (ψ, (Hu)Fϕ) .
Consequently Huϕ = HFϕ. ✷
The point of the introduction of the operator Hu is the following key observation.
Lemma 2.3 The operator Hu = − div(Cu∇) is essentially self-adjoint on C
∞
c (R
d). In
particular ϕ ∈ D(Hu) if and only if ϕ ∈ D((Hu)F ) and then Huϕ = (Hu)Fϕ.
Proof It follows by construction that the coefficients of Cu are Lipschitz continuous
functions over Rd, Cu = C on Ωt and Cu ≥ µuI on Ω
c
t . In particular Cu > 0 on R
d.
Then Hu is essentially self-adjoint by the general results cited in the introduction (see
[Dav85], Section 3). Alternatively it is a direct corollary of Proposition 6.1 of [RS11] or
Corollary 4.12 in [ERS11]. ✷
It is now a straightforward corollary of Proposition 2.2 that HF = H on the interior
sets Ωr.
Corollary 2.4 If ϕ ∈ D(HF ) and suppϕ ⊂ Ωr for some r > 0 then ϕ ∈ D(H) and
Hϕ = HFϕ.
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Proof Fix u, t with 0 < u < t < r and let Hu denote the strongly elliptic operator
constructed above. If ϕ ∈ D(HF ) and suppϕ ⊂ Ωr then ϕ ∈ D((Hu)F ) and HFϕ =
(Hu)Fϕ by Statement III in Proposition 2.2. But then ϕ ∈ D(Hu) and (Hu)Fϕ = Huϕ by
Lemma 2.3. Finally ϕ ∈ D(H) and Huϕ = Hϕ by Statement II in Proposition 2.2. Thus,
by combination of these observations, HFϕ = Hϕ. ✷
2.2 Approximate identities
Corollary 2.4 establishes that HFϕ = Hϕ for the ϕ ∈ D(HF ) supported by the interior
sets Ωr. Therefore the proof of self-adjointness, i.e. the proof that HF = H , is reduced to
studying the boundary behaviour. One must verify that HFϕ = Hϕ for those ϕ ∈ D(HF )
with suppϕ ⊂ Γs for some s > 0. The starting point of the proof is the construction of
an approximate identity {ζn} of positive W
2,∞-functions such that ζnD(HF ) ⊆ D(H) and
‖ζnϕ− ϕ‖D(HF ) → 0 as n→∞ with ‖ · ‖D(HF ) the graph norm of HF . This is achieved by
constructing an approximate identity on L2(0,∞) and then composing it with the distance
function dΓ.
An analagous tactic was used in the earlier proofs of L1-uniqueness but then it sufficed
to construct an approximate identity {χn} of positive W
1,∞-functions convergent with
respect to the norm ‖ · ‖D(h). Both constructions start from the following observation.
Lemma 2.5 There exist χn ∈ W
1,∞(0,∞) such that 0 ≤ χn ≤ 1, χn(u) = 0 if u ∈ 〈0, n
−1],
χn(u) = 1 if u ≥ 1 and χn → 1 pointwise on 〈0,∞〉 as n→∞. Moreover,
|χ ′n(u)| ≤ (logn)
−1 u−1
for all u ∈ 〈n−1, 1〉 and large n ≥ 1.
Proof The χn are defined by χn(u) = 0 if u ≤ n
−1, χn(u) = − log nu/ logn if u ∈ 〈n
−1, 1〉
and χn(u) = 1 if u > 1 where n ∈ N. ✷
The χn are now used to construct the ζn by variation of an argument given in [RS10],
Section 4.
Proposition 2.6 There exist ζn ∈ W
2,∞(0,∞) such that 0 ≤ ζn ≤ 1, ζn(u) = 0 if u ∈
〈0, n−1], ζn(u) = 1 if u ≥ 1 and ζn → 1 pointwise on 〈0,∞〉 as n→∞. Moreover, there is
an α > 0 such that
|ζ ′n(u)| ≤ α (log n)
−1 u−1 and |ζ ′′n (u)| ≤ α (logn)
−1 u−2
for all u ∈ 〈n−1, 1〉 and all large n.
Proof Set ρn = χ
2
n . The ρn are positive W
2,∞-functions which converge pointwise to
the identity on 〈0,∞〉. Moreover, ρ ′n(u) = 2 u
−1 (lognu) (logn)−2 for u ∈ [n−1, 1] and
ρ ′n = 0 on the complement of this interval. The derivative ρ
′
n is continuous at n
−1 but
ρ ′n(1) = 2 (logn)
−1. Therefore we introduce σn by
σn(u) =


0 if u ∈ [0, n−1〉 ,
ρ ′n(u)− ρ
′
n(1)(u− n
−1)/(1− n−1) if u ∈ [n−1, 1] ,
0 if u ≥ 1 .
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The modified derivative σn is now continuous both at n
−1 and at 1. Finally we define ζn by
ζn(u) = N
−1
n
∫ u
0
dt σn(t)
with Nn =
∫ 1
0
dt σn(t). It follows that ζn ∈ W
2,∞(0,∞), ζn(u) = 0 if u ∈ [0, n
−1] and
ζn(u) = 1 if u ≥ 1. But Nn ∈ [1− 2/logn, 1] and
ζ ′n(u) ≥ N
−1
n σ(u) ≥ ρ
′
n(u)− ρ
′
n(1)(u− n
−1)/(1− n−1)
for all u ∈ [n−1, 1] and all n > 1. Then a straightforward calculation establishes that
ζ ′n ≥ 0 on the interval [n
−1, 1]. Hence the ζn are positive. Moreover, ζn → 1 pointwise on
〈0,∞〉 as n→∞.
Finally the derivatives of the ζn are zero if u < n
−1 or u > 1 but if u ∈ [n−1, 1] then
ζ ′n(u) = −N
−1
n
(
2u−1 lognu/(log n)2 − 2(u− n−1)(1− n−1)−1/ logn
)
(11)
and
ζ ′′n (u) = N
−1
n
(
2u−2(1− lognu)/(logn)2 + 2(1− n−1)−1/ logn
)
. (12)
Since N−1n ≤ 1− 2/logn the bounds stated in the proposition follow for all n ≥ 3. ✷
One can now use the ζn to construct an approximate identity with respect to the graph
norm of HF by setting ζr,n = ζn ◦ (r
−1dΓ). But to verify the desired convergence properties
it is then necessary to have information on the first and second derivatives of dΓ.
2.3 Boundary layer estimates
In order to follow the approximation procedure outlined above it is necessary to estimate
expressions such as HF (ηr,nϕ) with ϕ ∈ D(HF ) and ηr,n = ηn ◦ (r
−1dΓ) where ηn = 1 − ζn.
One can in principle use (8), with χ replaced by ηr,n, to calculate HF (ηr,nϕ) but this
immediately raises a problem. For example one needs to estimate Hηr,n. Formally this is
given by
Hηr,n = −r
−2 η ′′r,n (∇dΓ, C∇dΓ)− r
−1 η ′r,n Tr(C(D
2dΓ) )− r
−1 η ′r,n (divC).(∇dΓ) (13)
where ( · , · ) and Tr( · ) denote the scalar product and trace on l2({1, . . . , d}) and the matrix
(D2dΓ) = ( ∂k∂ldΓ ) is the Hessian of the distance function. The difficulty is that dΓ is not
generally twice-differentiable. It is, however, only necessary to have differentiability in a
thin boundary layer Γr and this does follow if Γ is suitably smooth or regular. Some basic
differentiability properties follow from geometric properties of Ω such as convexity and
further estimates on the second derivatives follow from smoothness of the boundary. We
briefly summarize the properties that suffice for the subsequent discussion.
First the distance dΓ is a Lipschitz function for all domains Ω and |∇dΓ| ≤ 1. But dΓ is
differentiable at x ∈ Ω if and only if x has a unique nearest point in n(x) ∈ Γ. In this case
(∇dΓ)(x) = (x− n(x))/|x− n(x)| and |(∇dΓ)(x)| = 1. It follows, however, from Motzkin’s
theorem (see, for example, [Ho¨r94], Theorem 2.1.20, or [BEL15], Theorem 2.2.9) that each
x ∈ Ω has a unique nearest point in Γ if and only if Ω = Rd\K with K a closed convex set.
Nevertheless this special form of Ω is not necessary for all points in a boundary layer Γr
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to have a unique nearest point. It follows, however, in the special case Ω = Rd\K with K
closed and convex that dΓ is convex on (all open convex subsets of) Ω. Hence the Hessian
(D2dΓ) is a positive Radon measure (see, for example, [EG92] Chapter 6). Alternatively,
if Ω is convex then dΓ is concave and the Hessian is a negative Radon measure. Typically
the measures contain the Hausdorff measure on the boundary. Specific examples are given
in [DZ11], Sections 6.5.1 and 7.5.1.
Secondly, it follows from Gilbarg and Trudinger [GT83], Appendix 14.6, that if Ω is a
C2-domain then there is a small positive u such that each x ∈ Γu has a unique near point
n(x) ∈ Γ, dΓ ∈ C
2(Γu) and for each y ∈ Γ there exists a ball B such that B ∩ Ω
c = y with
the radii of the balls bounded below by u. The last condition is commonly referred to as
the uniform sphere condition. It implies that the principal curvatures κ1(y), . . . , κd−1(y)
at y ∈ Γ are bounded uniformly by u−1. Therefore the Hessian defined by the curvatures
is uniformly bounded. Although the discussion in [GT83] is restricted to bounded C2-
domains the definitions and principal conclusions can be extended in a uniform manner
to unbounded domains (see [For04], Appendix B). The principal curvatures and the Hes-
sian remain uniformly bounded. Moreover, the eigenvalues of the Hessian (D2dΓ) can be
calculated within Γu. If x ∈ Γu then ((D
2dΓ)(x)) is unitarily equivalent to the diagonal ma-
trix with eigenvalues −κ1(y)(1−dΓ(x)κ1(y))
−1, . . . ,−κd−1(y)(1−dΓ(x)κd−1(y))
−1, 0 where
y = n(x). Details of these properties are given in [GT83]. Therefore
Tr((D2dΓ)(x)) = −
d−1∑
j=1
κj(y)(1− dΓ(x)κj(y))
−1
for all x ∈ Γu. Since κj(y) < u
−1 for each j ∈ {1, . . . , d − 1} and y ∈ Γ it follows that
1− dΓ(x)κj(y) > 0 for all x ∈ Γu and if r < u then 1− dΓ(x)κj(y) > 1− ru
−1 for all x ∈ Γr.
Therefore
Tr((dΓD
2dΓ)(x)) = −dΓ(x)M(y)− dΓ(x)
2
d−1∑
j=1
κj(y)
2(1− dΓ(x)κj(y))
−1
for all x ∈ Γu with M =
∑d−1
j=1 κj, the unnormalized mean curvature. The eigenvalues
of the Hessian matrix (|D2dΓ|) are then bounded in the diagonal representation by the
substitutions κj → |κj|. Therefore one obtains estimates
|Tr((dΓD
2dΓ)(x))| ≤ Tr((dΓ|D
2dΓ|)(x)) ≤ dΓ(x) |M |+ 2 dΓ(x)
2 |M |2
for all x ∈ Γr with r ≤ u/2 where |M | =
∑d−1
j=1 ‖κj‖∞. Consequently, there is a γ > 0 such
that
|(dΓ∇
2dΓ)(x)| ≤ Tr((dΓ|D
2dΓ|)(x)) ≤ γdΓ(x) ≤ γr (14)
for all x ∈ Γr. Note that a similar estimate occurs as Condition (R) in Section 2 of [FMT07]
in the analysis of critical Hardy–Sobolev inequalities.
Thirdly, one can estimate dΓ∇
2dΓ for domains with boundaries of lower dimension. The
classic example is Ω = Rd\{0}. Then Γ = {0} and Γr is a ball of radius r centred at the
origin. In addition dΓ(x) = |x|. Therefore dΓ(D
2dΓ) = P where Pkl(x) = ( δkl − ekel ) with
ek = xk/|x| and el = xl/|x|. Note that P = (Pkl ) is an orthogonal projection on R
d with
trace d− 1. Hence (14) is now replaced by
(dΓ∇
2dΓ)(x) = Tr((dΓD
2dΓ)(x)) = Tr((dΓ|D
2dΓ|)(x)) = (d− 1) (15)
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for all x ∈ Γr and in fact for all x ∈ Ω.
Finally we consider a family of domains which have a structure intermediate between
these two cases. The following discussion has a number of features in common with the
papers [BFT04] [FMT04] and [FMT07]. As orientation note that if Ω is a C2-domain then
the exterior set E = (Ω)c is also a C2-domain with the same boundary and Ω = Rd\E c.
First we fix a factorization Rd = Rs ×Rd−s with s ∈ {1, . . . , d − 1} and a C2-domain Π
in the subspace Rs. Then we set Ω = Rd\Π. It follows that Γ = Π and s is equal to the
Hausdorff dimension dH of Γ. Now one can choose coordinates x = (y, z) ∈ R
d with y ∈ Rs
and z ∈ Rd−s such that dΓ(x) = (dΠ(y)
2+dA(z)
2)1/2 where dΠ is the Euclidean distance to
Π in Rs and dA is the distance to the affine closure A = R
s of Π. In particular dA(z) = |z|
and dΠ(y) = 0 if y ∈ Π. It follows from the preceding observation that the Hessian (D
2
y dΠ)
corresponding to Π satisfies analogous properties to those established in the first case above
within a boundary layer Πu = {y ∈ Π
c : dΠ(y) < u}. Now (D
2
xd
2
Γ ) = (D
2
y d
2
Π ) + (D
2
z d
2
A )
and (D2xd
2
Γ ) = 2 dΓ(D
2
xdΓ ) + 2 (DxdΓ ×DxdΓ ) etc. Therefore
dΓ(D
2
xdΓ ) = dΠ(D
2
ydΠ ) + dA(D
2
zdA )− R (16)
where R = (DxdΓ × DxdΓ ) − (DydΠ × DydΠ ) − (DzdA × DzdA ). The Hessian of dΓ
is a d × d-matrix on Rd and the Hessians of dΠ and dA are matrices on R
s and Rd−s,
respectively. But Tr(R) = |(∇xdΓ)|
2−|(∇ydΠ)|
2−|(∇zdA)|
2 = 0 and dA(D
2
zdA ) = Pz where
Pz is the projection P of the previous paragraph but on R
d−s. Thus Tr(Pz) = d − s − 1.
Therefore
Tr((dΓD
2dΓ)(x)) = Tr((dΠD
2
y dΠ)(y)) + (d− s− 1) .
A similar identity is given in Example 4 of [BFT04]. Hence, by applying (14) to the right
hand side with Γ replaced by Π and dΓ(x) replaced by dΠ(y), one obtains
|Tr((dΓD
2dΓ)(x))− (d− s− 1)| ≤ Tr((dΠ|D
2
y dΠ|)(y)) ≤ γdΠ(y) ≤ γr (17)
for all x ∈ Γr.
All of the foregoing calculations and estimations are intended in the weak sense. The
necessary differentiability is assured by the C2-assumptions and the product structure.
The various bounds are then valid on annular layers Γr\Γs where 0 < s < r. This suffices
for the subsequent purposes and avoids problems with measures on the boundaries.
The three inequalities (14), (15) and (17) appear to be rather different but they can be
written in a unified form. There is, however, a distinction between the first two cases and
the third. In all three cases one has
|Tr((dΓD
2dΓ)(x))− (d− dH − 1)| ≤ γdΓ(x) ≤ γr (18)
for all x ∈ Γr with no further assumptions on Ω. For example, if Ω is a C
2-domain then
dH = d − 1 and (18) coincides with (14). Alternatively, if Ω = R
d\{0} then Γ = {0},
dH = 0 and (18) coincides with (15) but one can choose γ = 0. Finally, in the intermediate
case Γ = Π and dH = s. Therefore (17) immediately gives (18). Bounds of this form were
introduced as Condition (R) in Sections 2 and 4 of [FMT07] and were used to establish
generalized Hardy–Sobolev inequalities on Lp-spaces. But in the first and second cases
the bounds also follow with the Hessian (D2dΓ) replaced by its modulus (|D
2dΓ|). This
stronger form also follows in the intermediate case if the domain Π is convex.
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Proposition 2.7 Assume that either Ω is a C2-domain in Rd, or Ω = Rd\{0} or Ω =
Rd\Π where Rd = Rs ×Rd−s and Π is a convex C2-domain in Rs.
In each case there is an r ∈ 〈0, 1] and a γ ≥ 0 such that
|Tr((dΓ|D
2dΓ|)(x))− (d− dH − 1)| ≤ γdΓ(x) ≤ γr (19)
for all x ∈ Γr.
Proof In the first case d − dH − 1 = 0 and the bounds follow from (14) with γ > 0. In
the second case dH = 0 and the bounds follow from (15) with γ = 0. Finally in the third
case, the Hessian (D2xdΓ) is a positive-definite d × d-matrix by the convexity of Π which
implies the convexity of dΓ. Moreover, (D
2
ydΠ) is a positive-definite s×s-matrix. Therefore
it follows by taking the trace of (16) that
(d− dH − 1) ≤ Tr((dΓD
2dΓ)(x)) = Tr((dΓ|D
2dΓ|)(x)) ≤ Tr((dΠD
2
ydΠ)(y))+ (d− dH − 1) .
Hence
0 ≤ Tr((dΓ|D
2dΓ|)(x))− (d− dH − 1) ≤ γdΓ(x) ≤ γr
for all x ∈ Γr by application of (14) to the right hand side with Γ replaced by Π. ✷
Finally it follows from these estimates that one can bound all the terms occurring in the
expression (13) for Hηr,n. For orientation consider the second term, the troublesome term
with the Hessian of dΓ. First one has η
′
r,n = η
′
n ◦(r
−1dΓ) and it follows from Proposition 2.6
that one has a bound r−1 η ′r,n(x) ≤ α (log n)
−1dΓ(x)
−1 if x ∈ Γr. Secondly, it follows from
(5) that ‖C(x)‖ ≤ τr a(x)dΓ(x)
δ on Γr. But |Tr(CD
2dΓ)| ≤ ‖C‖Tr(|D
2dΓ|). Consequently,
appealing to (19), one obtains the estimate
|r−1 η ′r,n(x) Tr(C(x)(D
2dΓ)(x) )| ≤ α(logn)
−1 τr (d− dH − 1 + γr) a(x)dΓ(x)
δ−2
for all x ∈ Γr. It is also straightforward to derive similar bounds for the first and third
terms on the right hand side of (13). For example,
|r−2 η ′′r,n(x) (∇dΓ, C∇dΓ)(x)| ≤ α(logn)
−1 τr a(x)dΓ(x)
δ−2
and
|r−1 η ′r,n(x) ((divC).(∇dΓ))(x)| ≤ α(logn)
−1 ρr u
−1 a(x)dΓ(x)
δ−2 .
Therefore one concludes that
‖(Hηr,n)ϕ‖2 ≤ c (logn)
−1 ‖a d δ−2Γ ϕ‖2 (20)
for all ϕ ∈ L2(Ω).
Remark 2.8 In the intermediate case Ω = Rd\Π convexity was used to establish that the
Hessian (D2dΓ) is positive. But if C is a multiple of the identity, e.g. if C = ad
δ
ΓI, then
the positivity is not necessary in bounding Hηr,n. One may use the estimate (18) in place
of (19). Convexity of Π is irrelevant.
It is evident from (20) that if δ ≥ 2 then Hηr,n is a bounded multiplication operator.
If, however, δ < 2 then a problem remains. It is necessary to establish that if ϕ ∈ D(HF )
and suppϕ ⊆ Γr then ϕ ∈ D(d
δ−2
Γ ). This requires a form of the Rellich inequality.
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2.4 Hardy–Rellich boundary estimates
In an earlier paper [Rob17] we established Rellich inequalities for the Friedrichs’ extension
for a general class of degenerate elliptic operators. The derivation, which was based on
ideas of Agmon [Agm82] and Grillo [Gri03], started from a Hardy inequality and depended
on estimates on∇2dΓ. But to derive the Rellich inequalities on a boundary layer Γr one only
needs the Hardy inequality and the distance estimates on Γr. Since we have already obtained
estimates on ∇2dΓ it is now necessary to establish Hardy inequalities under matching
assumptions. We begin by introducing comparison operators and forms.
The matrix C of coefficients of H is equivalent to the diagonal matrix ad δΓI on the
boundary layer Γr by (5). Therefore we introduce the operator Hδ = −
∑d
k=1 ∂k c ∂k with c
a strictly, positive, bounded Lipschitz continuous function. Moreover, c = ad δΓ on Γr. The
behaviour of c in the interior is irrelevant to the following boundary layer estimates. We
denote the corresponding form by hδ. Both the operator and form are closable and for
simplicity we use Hδ and hδ to denote the corresponding closures. Now we derive a Hardy
inequality for hδ on functions supported in Γr. Similar boundary estimates are given in
[FMT07].
Proposition 2.9 Assume that either Ω is a C2-domain in Rd, or Ω = Rd\{0}, or Ω =
Rd\Π with Π a C2-domain in the subspace Rs. It follows that there is a ca > 0 such that
if α1,r = d− dH + δ − 2− car > 0, with dH the Hausdorff dimension of Γ, then
hδ(ϕ) ≥ (α1,r/2)
2 ‖a1/2d
δ/2−1
Γ ϕ‖
2
2 (21)
for all ϕ ∈ D(hδ) with suppϕ ⊂ Γr and for all δ ≥ 0 and r ∈ 〈0, 1].
Proof The proof follows standard reasoning. Set χ = d δ−1Γ ∇dΓ. Then
div χ = (δ − 1 + dΓ∇
2dΓ) d
δ−2
Γ ≥ (d− dH + δ − 2− γr) d
δ−2
Γ
on Γr where we have used (18). Convexity of Π is not necessary for this estimate. Thus if
t < r and ϕ ∈ C∞c (Γt) then
(d− dH + δ − 2− γr)
∫
Γr
ad δ−2Γ ϕ
2 ≤
∫
Γr
a (divχ)ϕ2 ≤
∫
Γr
|χ.∇a|ϕ2 + 2
∫
Γr
a |χ.∇ϕ| |ϕ|
by partial integration. But |χ.∇a| ≤ (γar) ad
δ−2
Γ on Γr where γa is the L∞-norm of |∇a|/a
on Γr. Therefore
(d− dH + δ − 2− car)
∫
Γr
a d δ−2Γ ϕ
2 ≤ 2
∫
Γr
a |χ.∇ϕ| |ϕ|
with ca = γ + γa. Then setting ψ = d
−δ/2+1
Γ one has
(∫
Γr
a |χ.∇ϕ| |ϕ|
)2
≤
∫
Γr
ad δΓ|∇ϕ|
2
∫
Γr
ad δ−2Γ ϕ
2 .
Combination of the last two estimates gives (21) for all ϕ ∈ C∞c (Γt) and then by closure
for all ϕ ∈ D(hδ) ✷
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Next we derive a boundary Rellich inequality from the Hardy inequality (21) essentially
as a corollary of the arguments of [Rob17]. Some modifications of the previous arguments
have to be made since we are only dealing with inequalities close to the boundary. First
we remark that the bounds (5) and (6) lead to the equivalence
σr hδ(ϕ) ≤ h(ϕ) ≤ τr hδ(ϕ)
for all ϕ ∈ D(h) = D(hδ) with suppϕ ⊆ Γr. Therefore the Hardy inequality (21) for hδ
gives a similar inequality for the form h, if α1,r = d−dH +δ−2−car > 0, but the constant
(α1,r/2)
2 is now multiplied by a factor σr/τr. It is convenient to set υr = τr/σr. Note that
σr, τr, υr → 1 as r → 0.
Proposition 2.10 Adopt the assumptions of Proposition 2.9 with δ ∈ [0, 2〉 and r ∈ 〈0, 1].
Set α1,r = d− dH + δ − 2− car > 0.
If α21,r > υr(2− δ + γar)
2 where γa is the L∞(Γr)-norm of |∇a|/a then
‖HFϕ‖
2
2 ≥ (α2,r/4)
2‖a d δ−2Γ ϕ‖
2
2
for all ϕ ∈ D(HF ) with suppϕ ⊂ Γr where α2,r = σr(α
2
1,r − υr(2− δ + γar)
2).
Remark 2.11 The condition α21,r > υr(2 − δ + γar)
2 of the proposition can be clarified
by noting that in the limit r → 0 it is equivalent to (d − dH + δ − 2)
2 > (2 − δ)2. Since
d ≥ dH and 2− δ > 0 this is equivalent to d− dH + 2δ − 4 > 0. But this is the strict form
of the condition (2) under which we aspire to prove self-adjointness of H . This indicates
the linkage between existence of the Rellich inequality and self-adjointness. Moreover, in
this limit the Rellich constant assumes the familiar form (d− dH)
2(d− dH + 2δ − 4)
2/16.
Remark 2.12 The condition α21,r > υr(2 − δ + γar)
2 can also be replaced by an explicit
condition on δ. Since 2 − δ > 0, r ≤ 1 and υr → 1 as r → 0 it suffices that δ ≥ δ0 + δ1r
with δ0 = 2− (d− dH)/2, δ1 > 0 and r ∈ 〈0, r0] where δ1r0 ≤ 2− δ0.
Proof of Proposition 2.10 The proof is an elaboration of the argument used to prove
Theorem 1.2 in [Rob17]. In particular it uses the approximate identity ρn constructed in
Proposition 3.1 of that reference. This corresponds to the definition ρn = χn ◦ dΓ where
χn is given by Lemma 2.5. It should not be confused with the ρn used in the proof of
Proposition 2.6.
First, setting β = (α1,r/2)(a
1/2d
δ/2−1
Γ ) and βm = β(1 + β/m)
−1, with m ≥ 1, it follows
from (21) that
hδ(ϕ) ≥ ‖βϕ‖
2
2 ≥ ‖βmϕ‖
2
2 (22)
for all ϕ ∈ D(hδ). The βm form a sequence of bounded functions on Ω which converges
monotonically upward to β as m→∞. Further, set βn,m = ρnβm with ρn the approximate
identity of Proposition 3.1 in [Rob17]. In particular it follows from the proposition that
0 ≤ ρn ≤ 1, supp ρn ⊂ Ω1/n, ρn → 1 and (ϕ,Γ(ρn)ϕ)→ 0 as n→∞ for all ϕ ∈ D(h).
Secondly, fix ϕ ∈ D(HF ) with suppϕ ⊂ Γr where r < 1. If ϕp = ϕ(1 + ϕ/p)
−1 with
p ≥ 1 then ϕp ∈ D(h) ∩ L∞(Ω), suppϕp = suppϕ ⊂ Γr and ‖ϕp − ϕ‖D(h) → 0 as p →∞,
by Lemma 2.6 of [Rob17]. Moreover, supp βn,mϕp ⊆ Γr ∩ Ω1/n and βn,mϕp ∈ D(h).
The starting point of the proof is the Dirichlet form identity
h(ϕ, β 2n,mϕp) = h(βn,mϕp)− (ϕp,Γ(βn,m)ϕp)− h(ϕ− ϕp, β
2
n,mϕp)
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(see [Rob17]) which immediately leads to the estimate
(HFϕ, β
2
n,mϕp) ≥ σr hδ(βn,mϕp)−τr (ϕp, ad
δ
Γ |∇βn,m|
2 ϕp)−h(ϕ−ϕp)
1/2 h(β 2n,mϕp)
1/2 . (23)
But |(HFϕ, β
2
n,mϕp)| ≤ ‖HFϕ‖2 ‖βmβϕp‖2 since ρn ∈ 〈0, 1] and βm ≤ β. Moreover,
hδ(βn,mϕp) ≥ ‖βn,m βϕp‖
2
2 = ‖ρnβmβϕp‖
2
2
by the Hardy inequality (22). Thus inserting these estimates into (23) and taking the limit
n→∞ gives
‖HFϕ‖2 ‖βm βϕp‖2 ≥ σr ‖βmβϕp‖
2
2 − τr lim sup
n→∞
(ϕp, ad
δ
Γ |∇βn,m|
2 ϕp)
−h(ϕ− ϕp)
1/2 lim sup
n→∞
h(β 2n,mϕp)
1/2 . (24)
Now we successively consider the limits n→∞, p→∞ and m→∞.
The n-dependence of second term on the right hand side of (24) can be handled by
using the Leibniz rule for ∇βn,m = ∇(ρnβm) and squaring. There are three terms. First
there is a term which depends on n through a factor ρ 2n and since ρn → 1 in the limit
n → ∞ it leads to a contribution τr(ϕp, ad
δ
Γ|∇βm|
2ϕp). Secondly there is a correction
term, which depends on |∇ρn|
2, given by τr(ϕp, ad
δ
Γ |∇ρn|
2 β 2m ϕp). But this is bounded
by τr‖βm‖
2
∞ (ϕp, ad
δ
Γ |∇ρn|
2 ϕp) and the latter expression tends to zero as n → ∞ since
(ψ,Γ(ρn)ψ) → 0 for all ψ ∈ D(h) (see [Rob17], Proposition 3.1). Here it is essential that
ϕp ∈ D(h). Finally the cross-terms in the correction also tend to zero by an application of
the Cauchy–Schwarz inequality.
Next consider the limit n → ∞ in the last term on the right hand side of (24). Since
h(β 2n,mϕp) = h(ρ
2
nβ
2
mϕp) this can again be handled by using the Leibniz rule and arguing
as above. One concludes that lim supn→∞ h(β
2
n,mϕp) ≤ h(β
2
mϕp). But one can reapply the
Leibniz rule to deduce a further p-independent bound. There are a variety of terms but
they all have a bound am(h(ϕp) + ‖ϕp‖
2
2) with am > 0 independent of p. For example one
has a term with a factor β 4m and this can be bounded by ‖βm‖
4
∞ ≤ m
4. Alternatively there
is a term with a factor β 2m d
δ
Γ |∇βm|
2 and this is also bounded by a multiple of m4 by direct
calculation of ∇βm. Finally ‖ϕp‖D(h) ≤ ‖ϕ‖D(h) and so one has a bound uniform in p of
the form κm4 ‖ϕ‖2D(h). Therefore the basic inequality becomes
‖HFϕ‖2 ‖βm βϕp‖2 ≥ σr ‖βmβϕp‖
2
2 − τr(ϕp, ad
δ
Γ |∇βm|
2 ϕp)
−κm4 h(ϕ− ϕp)
1/2 ‖ϕ‖2D(h) . (25)
Now we consider the p→∞ limit.
First the final term on the right of (25) tends to zero because ‖ϕp − ϕ‖D(h) → 0 as
p → ∞. Secondly ‖βm βϕp‖
2
2 ≤ m
2‖βϕp‖
2
2 ≤ m
2 hδ(ϕp) by the Hardy inequality (22).
Therefore ‖βm βϕp‖2 → ‖βmβϕ‖2 as p → ∞ for the same reason. It remains to examine
the second term on the right. This is more complicated and requires some calculation.
It follow by definition that ∇βm = (1 + β/m)
−2∇β. Then since β is proportional to
the product of a1/2 and d
δ/2−1
Γ one can again use the Leibniz rule. The leading term is
given by the square of the contribution in which the derivatives are on the dΓ. This can
be calculated exactly as in [Rob17] and one obtains an estimate
σr(υr(2− δ)
2/α21,r)(ϕp, β
4
mϕ) ≤ σr(υr(2− δ)
2/α21,r) ‖βmβϕp‖
2
2 .
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The first correction is the square of the contribution with the derivatives on a1/2. A
straightforward calculation gives an estimate
σr(υr(2− δ)
2/α21,r) γ
2
a (r/(2− δ))
2 ‖βmβϕp‖
2
2
where γa is again the L∞-norm of |∇a|/a on Γr. Then there are the cross terms which can
be estimated with the Cauchy–Schwarz inequality by the usual (ε, ε−1)-method. Choosing
ε = r (γa/(2− δ)) the sum of all the contributions is then given by
σr(υr(2− δ)
2/α21,r) (1 + γar/(2− δ))
2 ‖βmβϕp‖
2
2
and the final factor again converges to ‖βmβϕ‖
2
2 as p→∞. It should be emphasized that
‖βmβϕ‖
2
2 ≤ m
2 hδ(ϕ) ≤ (m
2/σr) hδ(ϕ) for all ϕ ∈ D(h), the equivalence of hδ and h and the
Hardy inequality (22). In particular for m fixed ‖βmβϕ‖2 <∞ for all ϕ ∈ D(HF ) ⊆ D(h).
Combining all these observations one deduces that after the p → ∞ limit in (25) one
can divide by a common finite factor ‖βmβϕ‖2 to obtain
‖HFϕ‖2 ≥ σr (1− υr(2− δ + γar)
2/α21,r) ‖βmβϕ‖
2
2 (26)
for all ϕ ∈ D(HF ) with support in Γr. Then the first factor on the right is strictly positive
if α21,r > υr(2− δ + γar)
2. Finally one can take the limit m→∞. The limit now exists by
the monotone convergence theorem and ‖βmβϕ‖
2
2 → ‖β
2ϕ‖22. Therefore (26) immediately
gives the Rellich inequality of the proposition with the stated value of α2,r. ✷
The Rellich inequalities of Proposition 2.10 play a crucial role in the subsequent proof of
self-adjointness of H . But it is critical that they are valid for all ϕ ∈ D(HF ) with support
in a thin boundary layer Γr. Most of the literature devoted to the Rellich inequality is
restricted to interior estimates on subspaces of smooth functions such as C∞c (Ω) orW
2,2
0 (Ω)
(see, for example, [BEL15] Chapter 6 and references therein). But these subspaces are a
core of HF if and only if the restriction of H to the subspace is essentially self-adjoint.
3 Self-adjointness
After these extensive preparations we turn to the main focus of this article, criteria for the
essential self-adjointness of the degenerate operators H = − div(C∇) on L2(Ω). First we
establish sufficiency conditions for Ω in one of the three classes analyzed in Subsections 2.3
and 2.4. Subsequently we discuss necessary conditions largely for C2-domains.
Theorem 3.1 Assume that either Ω is a C2-domain in Rd, or Ω = Rd\{0}, or Ω = Rd\Π
with Π a convex C2-domain in the subspace Rs. Further assume that the coefficients C of
the elliptic operator H satisfy conditions (3) and (4).
If δ > 2− (d−dH)/2 where dH is the Hausdorff dimension of the boundary Γ of Ω then
H is self-adjoint, i.e. C∞c (Ω) is a core of HF .
Proof Since we assume that H is closed it suffices for self-adjointness to establish that
D(HF ) ⊆ D(H). Fix ϕ ∈ D(HF ) and χ ∈ W
2,∞(Ω) with 0 ≤ χ ≤ 1, χ = 1 on Ωt and χ = 0
on Γu where u < t < r. Then ϕ = (1 −χ)ϕ+χϕ and χϕ ∈ D(H) by Corollary 2.4. Thus to
deduce that ϕ ∈ D(H) it suffices to prove that (1 − χ)ϕ ∈ D(H). But supp(1 − χ)ϕ ⊆ Γt.
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Hence in the remainder of the proof we may effectively assume suppϕ ⊂ Γt for some
t ∈ 〈0, r〉.
Next set ζr,n = ζn ◦ (r
−1dΓ) and ϕr,n = ζr,n ϕ where ζn is the approximate identity
constructed in Proposition 2.6. It follows that suppϕr,n ⊆ Γr. Now ζr,n ∈ W
2,∞(Ω) and
ϕr,n ∈ D(HF ) by Proposition 2.1. But it also follows from Corollary 2.4 that ϕr,n ∈ D(H).
Moreover, setting ηr,n = 1 − ζr,n, one has ηr,nD(HF ) = (1 − ζr,n)D(HF ) ⊆ D(HF ) and
HF (ϕ− ϕr,n) = HF (ηr,nϕ) = ηr,n(HFϕ) + (Hηr,n)ϕ− 2 Γ(ηr,n, ϕ) .
Note that ηr,n = 1 if dΓ(x) ≤ rn
−1, ηr,n = 0 if dΓ(x) ≥ r and ηr,n → 0 pointwise as n→∞.
Therefore supp ηr,n is not necessarily compact. Hence it is not evident that Γ(ηr,n, ϕ) is
square-integrable. But this follows from the identity since all other terms are in L2(Ω) for
r and n fixed. Then, however,
‖HF (ϕ− ϕr,n)‖2 ≤ ‖ηr,n(HFϕ)‖2 + ‖(Hηr,n)ϕ‖2 + 2 ‖Γ(ηr,n, ϕ)‖2 . (27)
Now we use this bound to establish that ‖HF (ϕ− ϕr,n)‖2 → 0 as n→∞ through term by
term consideration of the right hand side.
The first term on the right of (27) tends to zero as n→∞ by dominated convergence
since (HFϕ)
2 ∈ L1(Ω) and ηr,n → 0 pointwise. This argument is independent of the
assumption δ > 2 − (d − dH)/2. But this condition is of importance in the consideration
of the other two terms on the right of (27).
The estimation of the second term depends on validity of the Rellich inequality of
Proposition 2.10 on Γr and this requires the condition α
2
1,r > υr(2 − δ + γar)
2. But if r is
sufficiently small this follows from an explicit bound δ ≥ δ0+δ1r where δ0 = 2− (d−dH)/2
and δ1 > 0 by Remark 2.12. Therefore we start by making this assumption. Hence one can
conclude from the Rellich inequality that if ϕ ∈ D(HF ) with suppϕ ⊆ Γr then ϕ ∈ D(d
δ−2
Γ )
and ‖a d δ−2Γ ϕ‖2 ≤ (4/α2,r)‖HFϕ‖2. But then the estimates (13) and (20) of Subsection 2.3
give bounds
‖(Hηr,n)ϕ‖2 ≤ c (4/α2,r) (logn)
−1 ‖HFϕ‖2
Therefore ‖(Hηr,n)ϕ‖2 → 0 as n→∞ under the proviso δ ≥ δ0 + δ1r.
There are two important elements in this argument, the Rellich inequality of Propos-
tion 2.10 and the estimate (20). If Ω = Rd\Π then convexity of Π is needed to derive (20)
although it is not necessary for the Rellich inequality. It is also not necessary if C is a
multiple of the identity (see Remark 2.12).
It now remains to consider the third term on the right hand side of (27). But this is
estimated by
‖Γ(ηr,n, ϕ)‖
2
2 ≤
∫
Γr,n
dxΓ(ηr,n) Γ(ϕ) ≤ τ
2
r
∫
Γr,n
dxΓδ(ηr,n) Γδ(ϕ) ,
where Γδ is the carre` du champ corresponding to Hδ and Γr,n = {x ∈ Ω : rn
−1 ≤ dΓ(x) ≤ r}.
Then ∫
Γr,n
dxΓδ(ηr,n) Γδ(ϕ) ≤ r
−2
∫
Γr,n
dx (ad δΓ η
′
r,n)
2 |∇ϕ|2 .
Now let Jn denote the last integral. Then
Jn = r
−2
∫
Γr,n
dx (ad δΓ η
′
r,n)
2 |∇ϕ|2 = r−2
∫
Γr,n
dx (∇ϕ).((ad δΓ η
′
r,n)
2∇ϕ) .
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Integrating by parts one obtains
Jn = −r
−2
∫
Γr,n
dxϕ ad δΓ(η
′
r,n)
2 div(ad δΓ∇ϕ)− r
−2
∫
Γr,n
dxϕ (∇(ad δΓ(η
′
r,n)
2)).(ad δΓ∇ϕ) .
Denote the two terms on the right hand side by J1,n and J2,n, respectively. Then it follows
from the Cauchy–Schwarz inequality that
|J1,n|
2 ≤
(
r−4
∫
Γr,n
dx |(ad δΓ(η
′
r,n)
2)|2 |ϕ|2
)
‖HFϕ‖
2
2 .
Hence the bounds on η ′n which follow from Proposition 2.6 give
|J1,n|
2 ≤ α4 (logn)−4
(∫
Γr,n
dx |ad δ−2Γ ϕ|
2
)
‖HFϕ‖
2
2 .
Thus if δ ≥ 2 then
|J1,n|
2 ≤ α4 (logn)−4 λ ‖ϕ‖22 ‖HFϕ‖
2
2
where λ is the upper bound of a. If, however, δ ∈ 〈δ0 + δ1r, 2〉 then
|J1,n|
2 ≤ α4(4/α2,r)
2 (log n)−4 ‖HFϕ‖
4
2 (28)
where we have used the Rellich inequality as above. Therefore J1,n → 0 as n→∞ for all
δ > δ0 + δ1r.
Next consider J2,n. One has
|J2,n| ≤ r
−2
∫
Γr,n
|ϕ| |(∇(ad δΓ(η
′
r,n)
2)).(ad δΓ∇ϕ)| .
But
|(∇(ad δΓ(η
′
r,n)
2)).(d δΓ∇ϕ)| ≤ a
(
|η ′r,n||∇d
δ
Γ|+ 2 d
δ
Γ |∇η
′
r,n|
)
|(ad δΓ η
′
r,n∇ϕ)|
+ 2
(
(|∇a|/a) |ad δΓη
′
r,n)|
)
|ad δΓη
′
r,n∇ϕ| (29)
where we have moved one of the η ′r,n from the first factor in this expression to the second.
Now |∇d δΓ| ≤ δ d
δ−1
Γ since |∇dΓ| ≤ 1. Hence, by another application of the bounds of
Proposition 2.6, one deduces that there is an α˜ > 0 such that
|(∇(a d δΓ(η
′
r,n)
2)).(ad δΓ∇ϕ)| ≤ α˜ r(logn)
−1 d δ−2Γ |(ad
δ
Γ η
′
r,n∇ϕ)| .
Then the Cauchy–Schwarz inequality gives
|J2,n|
2 ≤ α˜2(logn)−2
(∫
Γr,n
(ad δ−2Γ ϕ)
2
)(
r−2
∫
Γr,n
|(ad δΓ η
′
r,n∇ϕ)|
2
)
= α˜2(logn)−2
(∫
Γr,n
(ad δ−2Γ ϕ)
2
)
Jn .
But if δ ≥ 2 then the integral is bounded by λ‖ϕ‖22 or if δ ∈ [δ0+ δ1r, 2〉 it can be bounded
by the Rellich inequality as above. Both cases can be handled similarly. For example, in
the latter case
|J2,n|
2 ≤ (4α˜/α2,r)
2(logn)−2 ‖HFϕ‖
2
2 Jn .
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Then since Jn ≤ |J1,n|+ |J2,n| and |J1,n| is bounded by (28) one obtains bounds
|J2,n|
2 ≤ σ2 (log n)−4 ‖HFϕ‖
4
2 + 2 τ (log n)
−2 ‖HFϕ‖
2
2 |J2,n|
with σ, τ > 0. This immediately leads to the conclusion that
|J2,n| ≤ (σ
2 + τ 2)1/2 (log n)−2 ‖HFϕ‖
2
2 .
Alternatively, if δ ≥ 2 then
|J2,n| ≤ (σ
2 + τ 2)1/2 (log n)−2 ‖ϕ‖2‖HFϕ‖2 .
Hence J2,n → 0 as n→∞ for all δ ≥ δ0 + δ1r. Therefore the third term on the right hand
side of (27) converges to zero for this range of δ.
It follows by combination of these observations that
lim
n→∞
‖HF (ϕ− ϕr,n)‖2 = 0 .
Therefore one concludes that ‖ϕr,n − ϕ‖2 → 0 as n → ∞ and ‖H(ϕr,n − ϕr,m)‖2 → 0 as
n,m→∞. Hence ϕ ∈ D(H) and D(HF ) = D(H). Thus H is self-adjoint if δ ≥ δ0 + δ1r.
Finally remark that these arguments are valid for arbitrarily small r. Therefore H is
self-adjoint for all δ > δ0 = 2− (d− dH)/2. ✷
In the first case covered by Theorem 3.1, the case that Ω is a C2-domain, dH = d − 1
and H is self-adjoint if δ > 3/2. But if Ω = Rd\{0} then dH = 0 and the condition for
self-adjointness is δ > 2 − d/2. Finally in the third case one can variously choose Π with
dH = 1, 2, . . . , d − 1. Since the proof of Theorem 3.1 relies completely on estimates in
a boundary layer the conclusions extend to a much broader class of domains constructed
using the special classes of the theorem as building blocks. A straightforward illustration is
given by the exterior domain Ω = Rd\Zd. Then the boundary Γ is the lattice Zd and if r is
small the boundary layer Γr decomposes as a countable union of balls Bj of radius r centred
at the points xj ∈ Z
d. But then the theorem applied to Ωj = R
d\{xj} establishes that
if δ > 2 − d/2 then HFϕj = Hϕj for each ϕ ∈ D(HF ) with suppϕj ⊂ Bj. Hence, by the
localization results of Subsection 2.1, HFϕ = Hϕ for each ϕ ∈ D(HF ) with suppϕ ⊂ Γr.
Thus H is self-adjoint. This example is typical of models used to analyze crystalline
solids. Of course the argument does not rely on the lattice symmetry and applies equally
well to domains Ω = Rd\S where S is a countable family of positively separated points.
Alternatively it applies if S is the union of positively separated C2-domains and one then
deduces that the condition δ > 3/2 is still sufficient for self-adjointness.
Nenciu and Nenciu [NN17] derived conditions for self-adjointness for operators of the
type we consider by a completely different approach which makes a direct comparison with
our results rather difficult. The major difference is that in [NN17] self-adjointness of the
operators H = − div(C∇) is reformulated as a problem for Laplace–Beltrami operators on
Riemannian manifolds. This reformulation also follows the ideas of Agmon [Agm82] used in
the earlier discussion of Rellich inequalities. It consists of endowing Ω with a Riemannian
topology corresponding to the metric defined by C−1. Then one can appeal to known results
for diffusion operators on manifolds. Such results are well established if the manifold is
complete but are not well understood otherwise. The completeness or lack of completeness
is directly related to boundary behaviour and the sufficiency criteria for self-adjointness in
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[NN17] are given in terms of geometric properties and the dependence on the coefficients
C is, in the words of Nenciu and Nenciu, “somewhat implicit”. This contrasts with our
approach which begins with explicit conditions on the degeneracy of the coefficients. There
are, however, several features in common between the two approaches. The applications of
the abstract results given in [NN17] appear to require the C2-smoothness of the boundary,
a condition we have also relied upon. Moreover, both sets of results are local and extend
to domains whose boundaries are the union of positively separated parts. It would be
fruitful to further explore the possibility of combining the different arguments of the two
approaches. Next, however, we turn to a distinct problem, the derivation of necessary
conditions for self-adjointness.
The derivation of necessary conditions appears to be an underdeveloped subject. We
give an argument which starts from the earlier results [LR16] for L1-uniqueness, i.e. for
Markov uniqueness. In its current form the argument only applies to C2-domains and it also
relies on a slightly stronger degeneracy assumption on the derivatives of the coefficients.
Theorem 3.2 Assume that Ω is a C2-domain. Further assume that the coefficients C of
the elliptic operator H satisfy
infr∈〈0,r0] supx∈Γr‖C(x)dΓ(x)
−δ − a(x)I‖ = 0 (30)
and
supx∈Γr0 |(div(Cd
−δ)).(∇dΓ)(x)| <∞ . (31)
It follows that δ ≥ 3/2 is necessary for H to be self-adjoint and δ > 3/2 is sufficient.
The conclusion of the condition for sufficiency, δ > 3/2, is restated since the assumption
(31) is slightly different to the assumption (4) used in Theorem 3.1. In fact the combined
assumptions (30) and (31) are slightly stronger than the earlier pair of assumptions (3)
and (4). This follows from the identity
(divC).(∇dΓ) d
−δ+1
Γ = (div(Cd
−δ
Γ )).(∇dΓ) dΓ + δ(∇dΓ, C∇dΓ) d
−δ
Γ
which, in combination with (30) and (31), establishes that condition (4) is valid. The dis-
tinction between the current restrictions and the earlier ones is illustrated by the following
example.
Example 3.3 Let C = ad δΓI +Brd
δ+γ
Γ where Br are positive matrices and γ > 0. Assume
‖Br‖ and | divBr| are uniformly bounded on Γr. Then ‖C(x)dΓ(x)
−δ − a(x)I‖ ≤ c0dΓ(x)
γ
on Γr and (30) is satisfied. Moreover,
|(divC).(∇dΓ)| d
−δ+1
Γ ≤ c1(1 + dΓ)(1 + d
γ
Γ) .
Therefore (4) is also valid for all γ > 0. Nevertheless
(div(Cd−δ)).(∇dΓ) = (∇a).(∇dΓ) + (divBr).(∇dΓ)d
γ
Γ + γ(∇dΓ, Br∇dΓ)d
γ−1
Γ
and so (31) is only valid for all choices of Br if γ ≥ 1.
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Now we turn to the proof of the theorem.
Proof of Theorem 3.2 The sufficiency condition follows from the foregoing discussion.
The necessary condition δ ≥ 3/2 follows from an argument by contradiction. It is divided
into three steps.
First observe that if δ < 2 − (d − dH) = 1 then H is not Markov unique and con-
sequently not self-adjoint. This follows from the characterization of Markov uniqueness
given by Theorem 1.1 of [LR16]. This theorem is applicable since the coefficients satisfy
the condition (5). Therefore, for self-adjointness, it is necessary that δ ≥ 1. Hence we now
assume that δ ∈ [1, 3/2〉 and argue that H is not self-adjoint. The proof is divided into
two cases δ ∈ 〈1, 3/2〉 and δ = 1 and for both cases we need some extra information on
Markov uniqueness.
The Friedrichs’ extension HF of H is determined by the Dirichlet form h. In addition
there is a Markov extension HN corresponding to a Dirichlet form extension hN with the
largest possible domain
D(hN) = {ϕ ∈ W
1,2
loc (Ω) : Γδ(ϕ) + ϕ
2 ∈ L1(Ω)}
(see [RS11] [LR16] and references therein). Then H is Markov unique if and only if h = hN .
Next one has the following criterion for self-adjointness of H .
Lemma 3.4 The following conditions are equivalent.
I. H is self-adjoint,
II. D(H∗) ⊆ D(h),
III. H is Markov unique and D(H∗) ⊆ D(hN).
Proof I⇒II If H is self-adjoint then H∗ = H = HF . Hence D(H
∗) = D(HF ) ⊆ D(h).
II⇒I Each self-adjoint extension K of H is a restriction of H∗. Thus D(K) ⊆ D(h).
Hence K = HF (see [Kat66], Theorem VI.2.11). Therefore HF is the unique self-adjoint
extension of H .
I⇒III Self-adjointness implies Markov uniqueness, i.e. h = hN . Then Condition III follows
as before.
III⇒II If H is Markov unique then h = hN and the implication follows immediately. ✷
Now, returning to the proof of the theorem, assume that δ ∈ 〈1, 3/2〉. Then H is
Markov unique by Theorem 1.1 of [LR16] but we next construct a νδ ∈ D(H
∗) such that
νδ 6∈ D(hN). Thus Condition III of Lemma 3.4 is false and consequently H is not self-
adjoint. The function νδ is a version of d
1−δ
Γ localized at a point of the boundary Γ.
Fix a χ ∈ C∞c (R
d) such that S = suppχ ∩ Ω ⊂ Γr has non-zero measure. Then set
νδ = d
1−δ
Γ χ. Since δ < 3/2 it is readily verified that νδ ∈ L2(Ω). Next assume there is an
s < r such that χ = 1 on Ss = S ∩Bs where Bs is a ball of radius s centred on Γ. Now we
argue that νδ 6∈ D(hN).
It follows from the Leibniz rule and the Cauchy–Schwarz inequality that
Γ(νδ) = Γ(d
1−δ
Γ )χ
2 + 2 d 1−δΓ Γ(d
1−δ
Γ , χ)χ+ d
2(1−δ)
Γ Γ(χ)
≥ (1/2)Γ(d 1−δΓ )χ
2 − 2 d
2(1−δ)
Γ Γ(χ) .
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Since Γ(χ) is bounded and δ < 3/2 it follows that the last term is integrable. But
Γ(d 1−δΓ ) = (δ − 1)
2d−2δΓ (∇dΓ, C∇dΓ) ≥ σr(δ − 1)
2 ad−δΓ
by the lower bound (5). Since δ > 1 it then follows that
‖Γ(d 1−δΓ )χ
2‖1 ≥ σr(δ − 1)
2
∫
Ss
ad−δΓ =∞ .
Thus νδ 6∈ D(hN). Next we prove that νδ ∈ D(H
∗).
It suffices to establish that there is a c > 0 such that |(Hϕ, νδ)| ≤ c ‖ϕ‖2 for all
ϕ ∈ C∞c (Γr). But if r is sufficiently small then dΓ is a C
2-function on Γr (see Subsection 2.3).
Therefore νδ ∈ C
2
c (Γr) and one calculates as before that
(Hϕ, νδ) = (ϕ, (Hd
1−δ
Γ )χ)− 2 (ϕ,Γ(d
1−δ
Γ , χ)) + (ϕ, d
1−δ
Γ (Hχ)) .
Again d 1−δΓ (Hχ) ∈ L2(Γr) because Hχ is bounded and δ < 3/2. Moreover,
|Γ(d 1−δΓ , χ)| ≤ Γ(d
1−δ
Γ )
1/2 Γ(χ)1/2
= (δ − 1) d−δΓ (∇dΓ, C∇dΓ)
1/2(∇χ,C∇χ)1/2 ≤ τr(δ − 1)a|χ|
2
where the last step uses (5). Therefore Γ(d 1−δΓ , χ) ∈ L2(Γr). Next
(δ − 1)−1(Hd 1−δΓ ) = div(Cd
−δ
Γ ∇dΓ) = (div(Cd
−δ
Γ )).(∇dΓ) + Tr(Cd
−δ
Γ D
2dΓ) .
Hence
|(Hd 1−δΓ )χ| ≤ (δ − 1)
(
|(div(Cd− δΓ ).(∇dΓ))|+ ‖Cd
−δ
Γ ‖Tr(|D
2dΓ|)
)
|χ| ∈ L∞(S ∩ Γr)
by use of (14), (30) and (31). Combination of these estimates immediately leads to the
conclusion that νδ ∈ D(H
∗). Therefore H is not self-adjoint.
Finally the case δ = 1 is proved similarly but one sets ν1 = −(log dΓ)χ. ✷
In principle this method of proof could be extended to establish necessary conditions
for the other cases Ω = Rd\{0} and Ω = Rd\Π covered by Theorem 3.1. In both these
cases Markov uniqueness follows if δ ≥ 2− (d− dH) by Theorem 1.1 of [LR16]. Therefore
it would appear possible to repeat the foregoing arguments with νδ = d
2−(d−dH )−δ
Γ χ, or
νδ = (log dΓ)χ if δ = 2 − (d − dH). Then it is not difficult to verify that νδ 6∈ D(hN) if
δ < 2 − (d − dH)/2 but it is not at all clear that νδ ∈ D(H
∗). In fact this appears to
require stronger conditions on the derivatives of the coefficients than (4) or (31). This is
illustrated by the following example.
Example 3.5 Let Ω = Rd\{0} and C(x) = a(x)|x|δI with a ∈ W 1,∞(Ω). Then clearly
(3) is valid and since a is bounded (4) is equivalent to x ∈ Γr 7→ |(x.∇a)| ∈ L∞(Γr) for
small r > 0 where Γr is now the ball of radius r centred at the origin. It then follows from
Theorem 3.1 that the condition δ > 2 − d/2 is sufficient for self-adjointness of H . Now
consider the proof of necessity.
If δ < 2− d then H is not Markov unique by [LR16]. Hence H is not self-adjoint. Now
assume δ > 2−d and set νδ(x) = |x|
2−d−δχ(x) where χ ∈ C∞c (Γr) with χ = 1 on Γs for some
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s ∈ 〈0, r〉. Then it follows that νδ ∈ L2(Γr) if δ < 2 − d/2 but C|∇νδ|
2 6∈ L1(Γr) because
δ > 2− d. Thus νδ 6∈ D(hN) if 2− d < δ < 2− d/2. Now, however,
(Hϕ, νδ) = (d+ δ − 2)
∫
Γr
ϕ(x)χ(x)(x.∇a)|x|−d +
∫
Γr
ϕ(x)R(x)
for all ϕ ∈ C∞c (Ω) where R is bounded on Γr since it depends on derivatives of χ which
are zero on Γs. Thus νδ ∈ D(H
∗) if and only if x 7→ |(x.∇a)||x|−d ∈ L2(Γr). (A similar
conclusion follows in the case δ = 2 − d with νδ(x) = (log |x|)χ(x).) But in this example
(4) is equivalent to boundedness of x ∈ Γr 7→ |(x.∇a)| ∈ L∞(Γr) and (31) is equivalent
to x ∈ Γr 7→ |(x.∇a)||x|
−1 ∈ L∞(Γr). Both the L∞-conditions follow from the assumption
a ∈ W 1,∞(Ω) but the L2-condition is generally much stronger. Nevertheless one does
conclude that if x 7→ |(x.∇a)||x|−d ∈ L2(Γr) then the condition δ ≥ 2−d/2 is necessary for
self-adjointness of H .
Finally note that if a is a radial function then all these conditions simplify since
|(x.∇a)||x|−1 = a′(|x|). But in this case one can completely analyze the example by
passing to radial coordinates and using the Weyl limit point theory. One then has self-
adjointness of H if and only if δ ≥ 2 − d/2. If, however, a is an angular function, i.e. a
function on the unit sphere, then this approach is not possible. Nevertheless one then has
|(x.∇a)| = 0 and the foregoing arguments all apply.
It is of course possible that the foregoing arguments apply to Rd\{0} or Rd\Π with a
different choice of νδ although the singular factor d
2−(d−dH )−δ
Γ seems compelling.
4 Concluding remarks
In conclusion we discuss some potential improvements in the foregoing results, some ap-
parent difficulties in their extension and some particular examples.
First note that Theorem 3.1 leaves open the question whether the critical relation
δ = 2− (d − dH)/2 is sufficient for self-adjointness although Theorem 3.2 establishes that
this condition is necessary in the C2-case. The current sufficiency arguments fail since the
Rellich inequality gives no information at the critical value. For example, the inequality
for the Laplacian on Rd\{0} is non-trivial if and only if d ≥ 5. One possible way of circum-
venting this difficulty might be with a modified Rellich inequality containing a logarithmic
factor, an inequality of the type given by Proposition 2.10 but with an additional factor
(log dΓ)
−2 in the right hand side. Critical Hardy inequalities for Ω = Rd\{0} with a loga-
rithmic modification were considered by Solomyak [Sol94] and recently have been analyzed
intensively (see, for example, [HK12] [II15] [Tak15] [ST17] and references therein). It is
unclear whether one might expect similar weighted Rellich inequalities for Rd\{0} or more
general Ω.
Secondly, it is possible that modification of the degeneracy conditions (3) and (4)
might lead to improved results. The one-dimensional case is well-understood (see [CMP98],
Proposition 3.5, for finite intervals Ω or [RS10], Theorem 2.4, for semi-infinite intervals).
Then the operator H has the action Hϕ = −(c ϕ′)′. Now suppose for simplicity that
Ω = 〈0,∞〉. Then it follows from Theorem 2.4 of [RS10] that H is essentially self-adjoint
on C∞c (0,∞) if and only if x > 0 7→ ν(x) =
∫ r
x
ds c(s)−1 6∈ L2(0, r) for some small r ∈ 〈0, 1].
The result leads to a simplified one-dimensional version of Theorems 3.1 and 3.2.
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Observation 4.1 Assume that lim supx→0 c(x)x
−δ = a > 0 then H is essentially self-
adjoint on C∞c (0,∞) if and only if δ ≥ 3/2.
Proof Choose r > 0 such that sup{x∈〈0,r]} |c(x)x
−δ − a| < a/2. Then it follows that
|c(x)−1 − (axδ)−1| < (2c(x))−1. Hence (2/3)(axδ)−1 ≤ c(x)−1 ≤ 2(axδ)−1. Therefore the
condition ν 6∈ L2(0, r) is equivalent to
∫ r
0
dx x2(1−δ) =∞ or, equivalently, δ ≥ 3/2. ✷
A similar conclusion is valid on a finite interval and the values of a and δ may differ
from endpoint to endpoint. This result is notable since it does not require any explicit
bound on the derivative c′ of the coefficient c. It indicates that there could be variants
of the multi-dimensional results which do not require the boundedness condition (4) on
divC.
Thirdly, it is not clear whether C2-regularity of the boundary is essential for the self-
adjointness results of Section 3. It is possible the conclusions are valid for C1,1-boundaries.
It is known that Ω is a C1,1-domain if and only if it satisfies both an interior and exterior
sphere condition (An extensive discussion can be found in [Bar09]). Thus there are internal
and external boundary layers in which the distance dΓ is differentiable. Moreover the signed
distance is a C1,1-function. (See [DZ11] Section 7.8 for a complete analysis and background
references.) The essential estimate on the distance function in the discussion of C2-domains
was the bound |(dΓ∇
2dΓ)(x)| ≤ γr for all x ∈ Γr. This was a direct consequence of the
Gilbarg–Trudinger result [GT83] Lemma 14.17. Although the proof of the latter does not
extend to the C1,1-case it is likely that the basic estimate is still valid.
Fourthly, an alternative possible approach might be by capacity estimates. The earlier
analysis of L1-uniqueness in [RS11] and [LR16] was based on capacity arguments with
the capacity caph defined in terms of the quadratic form h. The L1-analysis began with
Theorems 1.2 and 1.3 of [RS11] which established that L1-uniqueness is equivalent both
to Markov uniqueness and to the capacity condition caph(Γ) = 0. A similar analysis of
L2-uniqueness could then be based on the capacity capH defined in terms of the operator
H with the aim to prove that the uniqueness property is now equivalent to capH(Γ) = 0.
Explicitly the capacity of the measurable subset A ⊂ Ω is given by
capH(A) = inf
{
‖ψ‖D(HF ) : ψ ∈ D(HF ) and there exists an open set
U ⊂ Rd such that U ⊇ A and ψ = 1 a. e. on U ∩ Ω
}
.
One can apply this algorithm to calculate the capacity of bounded subsets A of the bound-
ary Γ. Since D(HF ) ⊃ W
2,2(Ω) the capacity of each A is finite. But using the fact that
δ ≥ 2 − (d − dH)/2 one can in fact establish that capH(A) = 0 for each bounded A ⊂ Γ.
The calculation follows similar lines to the proof of Proposition 3.1 in [LR16] but the ηr,n in
that proof are replaced by ηn ◦ (r
−1dA) where the ηn are now the approximate identity con-
structed in Subsection 2.2. This substitution results in the critical value δc = 2− (d− dH)
in Proposition 3.1 of [LR16] being replaced by 2− (d− dH)/2. Then by general properties
of the capacity one should have capH(Γ) = 0. Thus if one hopes to follow the reasoning
for L1-uniqueness it remains to prove that capH(Γ) = 0 implies that H is self-adjoint, i.e.
L2-unique. A result of this nature can be established for the Laplacian on certain exterior
domains (see, for example, [AH96] Corollary 5.1.15) but the difficulties of dealing with
variable coefficients appear considerable.
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