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Recent experiments have demonstrated the feasibility of exploiting spectral singularities in open quantum and
wave systems, so-called exceptional points, for sensors with strongly enhanced response. Here, we study theo-
retically the influence of classical parametric noise on the performance of such sensors. Within a Lindblad-type
formalism for stochastic Hamiltonians we discuss the resolvability of frequency splittings and the dynamical
stability of the sensor, and show that these properties are interrelated. Of central importance are the different
features of exceptional points in the spectra of the Hamiltonian and the corresponding Liouvillian. Two realistic
examples, a parity-time-symmetric dimer and a whispering-gallery microcavity with asymmetric backscattering,
illustrate the findings.
I. INTRODUCTION
The physics of exceptional points (EPs) has become an ex-
tensively studied field. In the mathematical literature, they
have been introduced already in the sixties of the past cen-
tury by Kato as degeneracies of order n of a non-Hermitian
linear operator where not only n eigenvalues but also the cor-
responding eigenstates coalesce [1]. That these EPs may give
rise to interesting effects in open quantum and wave systems
has been proposed in the beginning of this century [2–4]. The
existence of EPs in real physical systems has been first demon-
strated in experiments on microwave cavities [5–7]. Later
followed experiments on optical microcavities [8–12], cou-
pled atom-cavity systems [13], photonic lattices [14], nonuni-
formly pumped lasers [15], exciton-polariton billiards [16],
ultrasonic cavities [17], high-dielectric spheres in the mi-
crowave regime [18].
When a non-Hermitian Hamiltonian Hˆ0 at an EP of order n
(short: EPn) is subjected to a perturbation of strength ε,
Hˆ = Hˆ0 + εHˆ1 , (1)
then the resulting energy (or frequency) splittings are generi-
cally proportional to the nth root of ε, a fact that was central
to the definition of EPs by Kato [1]. This scaling has to be
contrasted with the linear scaling in the case of degeneracies
in Hermitian Hamiltonians, so-called diabolic points (DP). It
has been suggested to exploit these larger splittings at EPs
for sensing applications [19]. This has been studied theoreti-
cally in the context of microcavity sensors for single-particle
detection [19–22], parity-time (PT )-symmetric coupled op-
tical cavities [23], coupled nanobeam cavities [24], (PT -
symmetric) ring laser gyroscopes [25, 26], PT -symmetric
electronic circuits [27], ultra-high Terahertz sensing [28], and
for detecting dark matter candidates [29], non-Newtonian ef-
fects in gravitation [30], and gravitational waves [31]. Sensing
with families of EPs, so-called exceptional surfaces, has been
suggested in Ref. [32].
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The feasibility of EP-based sensors has been demonstrated
experimentally first for single-particle detection using an
EP2 [33] and thermal sensing using an EP3 [34]. Subse-
quently, the concept has been applied to thermal mapping [35]
and sensor telemetry [36]. Implantable microsensors using
a wireless system locked to an EP2 have been implemented
in Ref. [37]. A passive wireless sensing system at an EP3
has also been studied [38]. Ring laser gyroscopes with EP-
based enhancement have been fabricated and investigated in
Refs. [39, 40]. Very recently, EP-based sensors have been
successfully applied in plasmonics [41].
The impact of quantum noise on EP-based sensors has been
studied including external noise [42–45], arising from quan-
tum fluctuations in the input signal, and internal noise [42, 44,
45] associated with the non-Hermiticity of the sensor. Refer-
ences [42, 43, 45] have claimed that EPs exhibit no advantage
in the deep quantum regime, except if nonreciprocity is uti-
lized [42]. In contrast, Ref. [44] has demonstrated that an en-
hanced sensitivity at an EP is possible in the quantum regime.
Note that all the above papers considered exclusively additive
noise.
EPs subjected to static disorder [46] and classical temporal
noise [27, 47, 48] have been also studied. Static disorder sim-
ply blurs the spectral features [46]. In Ref. [47] it has been
shown that the combination of additive classical noise and
nonlinear saturation effects give rise to unexpected behavior
in PT -symmetric mechanical systems. PT -symmetric sys-
tems exhibit extra noise because of the gain. However, it was
demonstrated theoretically for electronic circuits that the ex-
tra noise can be made negligibly small [27]. Reference [48]
has addressed the impact of classical fluctuations of the sys-
tem Hamiltonian Hˆ0, i.e., parametric noise which on the level
of a Schro¨dinger equation appears as multiplicative noise. It
has been shown that in such a case a PT -symmetric EP-based
sensor can be dynamically unstable if nonlinear effects, which
counteract the instability, are ignored.
The aim of the present paper is to more deeply study the
impact of a fluctuating system Hamiltonian Hˆ0 on the perfor-
mance of EP-based sensors. In contrast to Ref. [48] we con-
sider white Gaussian noise which allows us (i) to adapt a trans-
parent Lindblad-type formalism derived from Itoˆ calculus, (ii)
to study the resolvability of the frequency splitting and the
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2dynamical stability in a unified manner, and (iii) to relate our
findings to the different properties of the degeneracies in the
spectrum of the Hamiltonian and a corresponding Liouville
operator. The Liouville spectrum has attracted strong interest
in recent years as it signals phase transitions in driven dissi-
pative systems [49]. The Liouville spectrum has also been
studied in the context of EPs [50–52].
The outline of the paper is as follows. Section II introduces
the formalism for non-Hermitian Hamiltonians under the in-
fluence of classical white noise. The spectrum of the resulting
Liouville operator and its implications on the dynamical sta-
bility of the sensor are discussed in Sec. III. Section IV pro-
vides two examples for an illustration of the general theory.
Finally, some conclusions are given in Sec. V.
II. THE LINDBLAD-TYPE MASTER EQUATION FOR A
NOISY NON-HERMITIAN HAMILTONIAN
In this section we derive a Lindblad-type master equation
by extending the approach in Ref. [53] to non-Hermitian sys-
tems with a monochromatic pump and several noise sources.
We consider quantum and classical wave systems where the
dynamics of the state vector or wave function |ψ〉 is governed
by a Schro¨dinger-type equation (~ is set to unity)
i
d
dt
|ψ〉 = Hˆtot(t)|ψ〉 . (2)
For optical systems such an equation of motion can be jus-
tified in the slowly-varying envelope approximation in the
time domain [54], or by exploiting the similarity between the
Schro¨dinger equation and the paraxial wave equation that gov-
erns the propagation of light along a waveguide [55].
We start with the simple-minded formulation for the total
Hamiltonian with parametric noise
Hˆtot(t) = Hˆ +
K∑
j=1
ξj(t)Hˆnoise,j (3)
where Hˆ and Hˆnoise,j are time-independent and non-
Hermitian operators. K is the number of statistically indepen-
dent noise sources. It is convenient to assume that the units of
ξj and the matrix elements of Hˆ are s−1, which renders the
matrix elements of Hˆnoise,j dimensionless. The real-valued
quantities ξj describe pairwise-uncorrelated, stationary white
Gaussian noise
ξj(t) = 0 , ξi(t)ξj(t′) = γjδijδ(t− t′) , (4)
where i, j = 1, . . . ,K and the overline denotes an ensem-
ble average over all possible realizations of the noise. The
nonnegative parameters γj are measures of the strength of the
noise in units of s−1. The more rigorous formulation is based
on the Itoˆ differential of the Wiener processes
dWj(t) =
∫ t+dt
t
ξj(t
′)dt′ (5)
and
dWj(t) = 0 , dWi(t)dWj(t) = γjδijdt . (6)
A. Wave function
We assume that each of the noise sources is physical in the
sense that it is a limit of a process with finite correlation time.
It is textbook knowledge, see, e.g., Ref. [56], that in such a
case the stochastic differential equation should be formulated
as a Stratonovich stochastic equation. Hence we write Eq. (2)
as
i|dψ〉 = Hˆ|ψ〉dt+
∑
j
Hˆnoise,j |ψ〉 ◦ dWj + e−iωt|P 〉dt (7)
where ◦ denotes the Stratonovich product. Note that the para-
metric noise appear here as multiplicative noise. We have also
introduced a non-noisy coherent pump with the frequency ω
and strength given by the norm of |P 〉. While in the (classical)
optical setting such a pump term is natural and routinely used
to describe the excitation of the system via a waveguide, see
for example Refs. [11, 43, 57], it is more difficult to justify it
in the quantum case, but it is also used in this context, see for
instance Ref. [58].
Following the standard recipes used for stochastic differ-
ential equations [56] we transform the Stratonovich form in
Eq. (7) to the equivalent Itoˆ form
i|dψ〉 = Hˆeff|ψ〉dt+
∑
j
Hˆnoise,j |ψ〉dWj + e−iωt|P 〉dt (8)
with the effective Hamiltonian
Hˆeff = Hˆ − i
2
∑
j
γjHˆ
2
noise,j . (9)
Using Eqs. (6) and (8) we get for the ensemble-averaged wave
function |ψ〉 the inhomogeneous Schro¨dinger equation
i
d
dt
|ψ〉 = Hˆeff|ψ〉+ e−iωt|P 〉 . (10)
The effective Hamiltonian Hˆeff fully captures the dephasing of
the ensemble-averaged wave function induced by the noise.
If at least one of the eigenvalues of Hˆeff has a nonnegative
imaginary part then for generic initial conditions the solu-
tion is unbounded. This includes the case of zero imaginary
part because of the possible polynomial growth in time at an
EP [7, 48, 59]. This kind of instability is not related to the
noise but due to the fact that gain is not compensated by loss.
We exclude here this possibility by restricting ourselves on
systems where all eigenvalues of Hˆeff have a negative imagi-
nary part. Note that this can embrace PT -symmetric system
Hamiltonians Hˆ0 as the dephasing introduced by the second
term in Eq. (9) appears on this level usually as small losses.
This happens for example, when all Hˆnoise,j are Hermitian be-
cause then
∑
j γjHˆ
2
noise,j is positive semidefinite; for positive
semidefinite decay operators see, e.g., [60]. In such a case, the
noise stabilizes the dynamics of the ensemble-averaged wave
function. The wave function in the long-time limit is then
given by the particular solution of Eq. (10)
|ψ(t)〉 = Gˆ(ω)e−iωt|P 〉 (11)
3with the Green’s operator (or the resolvent) of Hˆeff
Gˆ(ω) =
(
ω1− Hˆeff
)−1
, (12)
which characterizes the response of the wave function to the
pump with the frequency ω; 1 is the identity operator.
B. Density operator
In most of the physically relevant situations it is not the am-
plitude, |ψ〉, that is measured but the intensity, 〈ψ|ψ〉, or more
generally, expectation values 〈Aˆ〉 = 〈ψ|Aˆ|ψ〉 where Aˆ de-
scribes an observable of interest. An ensemble average gives
〈Aˆ〉(t) = Tr
[
ρˆ(t)Aˆ
]
(13)
where the Hermitian and positive semidefinite operator
ρˆ(t) = |ψ(t)〉〈ψ(t)| (14)
is interpreted as density operator. For the increment
dρˆ = |ψ + dψ〉〈ψ + dψ| − |ψ〉〈ψ| (15)
it is straightforward to show with Eqs. (6) and (8)
dρˆ = −i
(
Hˆeffρˆ− ρˆHˆ†eff
)
dt+
∑
j
γjHˆnoise,j ρˆHˆ
†
noise,jdt
−i (|P 〉〈ψ|e−iωt − eiωt|ψ〉〈P |) dt (16)
where terms∝ (dt)2 have been ignored and † denotes the Her-
mitian conjugate. Inserting Eq. (11) into Eq. (16), we finally
get an inhomogeneous Lindblad-type master equation
dρˆ
dt
= Lρˆ+ Pˆ (ω) (17)
with the superoperator L acting on the density operator ρˆ
Lρˆ = −i
(
Hˆeffρˆ− ρˆHˆ†eff
)
+
∑
j
γjHˆnoise,j ρˆHˆ
†
noise,j(18)
and the Hermitian pump operator
Pˆ (ω) = −i
(
|P 〉〈P |Gˆ†(ω)− Gˆ(ω)|P 〉〈P |
)
. (19)
Note that the master equation (17) with Eq. (19) describes
only the long-time dynamics accurately because Eq. (11) is
only valid in this regime. The restriction to the long-time dy-
namics is completely adequate for our purpose.
We mention that a pump with amplitude noise (indepen-
dent of the other noise sources) could be included in Eq. (7)
as well. This would give an additional frequency-independent
term |P˜ 〉〈P˜ | in the pump operator (19) which we do not con-
sider here. A noisy pump frequency ω can be indirectly in-
cluded by noisy diagonal elements in the Hamiltonian (3).
In the special case K = 1, Pˆ = 0, Hˆ = Hˆ†, and
Hˆnoise,1 = Hˆ
†
noise,1 Eqs. (17) and (18) reduce to the Lindblad-
type master equation in Ref. [53] (for further references where
classical white noise results in a Lindblad-type master equa-
tion consult [61, 62]). In this case, Eq. (18) conserves the
trace of ρˆ under the dynamics and L has a similar structure
as in the conventional quantum Lindblad master equation (see
e.g. [63]) where the first term describes coherent processes
and dissipation and the second term describes quantum jumps.
In our case, however, the trace of ρˆ is not conserved because
both Hˆ and Hˆnoise,j may not be Hermitian. In fact, Hˆ must
be non-Hermitian in order to possess an EP. In a full quantum
treatment, one should include the quantum jump terms related
to the non-Hermiticity of Hˆ and Hˆnoise,j as well. We do not
consider this since we have systems in mind with essentially
classical behavior.
In the r.h.s. of Eq. (17), only the second term depends on
the pump frequency ω. The pump operator in Eq. (19) is pro-
portional to the pump rate squared and to the local density
of states summed over |P 〉. Since here the Green’s operator
of the effective Hamiltonian Hˆeff enters, we conclude that the
relevant frequencies for resonant excitation are given by the
eigenvalues of Hˆeff.
The resolvability of frequency splittings at and near an EP
is therefore determined by Hˆeff. From the definition of the
effective Hamiltonian (9) it is clear that the position of an
EP in parameter space is here not influenced by the noise if
[Hˆ0, Hˆ
2
noise,j ] = 0 for j = 1, . . . ,K. This might appear as
a special condition, but we will see later that it is valid for
realistic scenarios.
The first term on the r.h.s. of Eq. (17) determines the stabil-
ity of the system in terms of bounded intensities. To see this
it is convenient to move to the Liouville space as we do in the
next section.
III. THE LIOUVILLE SPECTRUM AND STABILITY
For an Hilbert space of dimension N the Liouville space
is of dimension N2. In Liouville space, ρˆ and Pˆ are rep-
resented as N2-dimensional vectors and L is represented as
a N2 × N2 matrix. The latter is called Liouville operator
or short Liouvillian. The Liouvillian is a non-Hermitian ma-
trix which describes the time evolution of the density operator
ρˆ. Because of the Hermiticity of ρˆ for all times, the Liou-
villian has to fulfill a PT -like symmetry [64]. This implies
that its eigenvalues are either real or come in complex conju-
gate pairs. The degeneracies of the considered Hamiltonian in
general differ from the degeneracies of the corresponding Li-
ouvillian [50]. Consequently, we distinguish in the following
between the Hamiltonian EP (HEP), Liouvillian EP (LEP),
Hamiltonian DP (HDP), and Liouvillian DP (LDP).
As discussed in the previous section, the stability of the sys-
tem in terms of bounded intensities is determined by the first
term on the r.h.s. of Eq. (17). In Liouville space this stability
can be analyzed in terms of the eigenvalues λl of the Liou-
villian L. A stationary state ρˆ is in general only possible if
4all eigenvalues have a nonpositive real part. If one (or more)
of the eigenvalues have a positive real part then the compo-
nents of the density operators diverge in the long-time limit.
This, in principle, could be avoided by choosing proper initial
conditions and Pˆ (ω) inside a subspace orthogonal to the cor-
responding eigenvector(s). This is extremely difficult if not
even impossible for a whole interval of values of ω which is
needed for determining a spectrum.
A. Degeneracies
Let us first look at the system alone (Hˆ1 = 0 = Hˆnoise,j)
with the Liouvillian
L0ρˆ = −i
(
Hˆ0ρˆ− ρˆHˆ†0
)
. (20)
Consider a system Hamiltonian Hˆ0 at a HDP of order n. We
restrict ourselves henceforth on the corresponding subspace
of Hilbert space with dimension n. The eigenvalues of Hˆ0
are all equal, Ej = E, and the eigenstates |Ej〉 with j =
1, . . . , n can be chosen such that they form an orthogonal basis
in the n-dimensional Hilbert space. Importantly, the dyads
|Ei〉〈Ej | are linearly independent right eigenvectors of L0 for
i, j = 1, . . . , n with all eigenvalues being equal to −Γ with
Γ = −2ImE. Hence, the Liouville operator is at an LDP of
order n2.
Next, consider the system Hamiltonian Hˆ0 to be at an HEP
of order n. Hˆ0 has only one eigenstate |Ej〉. So, we can con-
struct only one eigenvector of L0 by using a dyad |Ej〉〈Ej |.
Does it mean that the Liouville operator is at an LEP of or-
der n2? No, not necessarily, because there might be other,
nondyadic eigenvectors of L0. This can be shown explicitly
for an HEP2 by making use of the Jordan canonical form of
the system Hamiltonian
Hˆ0 =
(
E 1
0 E
)
. (21)
A straightforward calculation shows that the Liouvillian (20)
is given by
L0 =
 −Γ −i i 00 −Γ 0 i0 0 −Γ −i
0 0 0 −Γ
 (22)
where the density operator is represented by the Liouville-
space vector (ρ11, ρ21, ρ12, ρ22)T with the superscript T mark-
ing the transpose of the vector. The elements are ρij = ψiψ∗j
with the Hilbert-space vector |ψ〉 = (ψ1, ψ2)T. The Liouvil-
lian in Eq. (22) has two right eigenvectors: (1, 0, 0, 0)T and
(0, 1, 1, 0)T. Both have eigenvalue −Γ. It can be verified that
the first eigenvector belongs to an LEP3 and that the second
one is independent of this LEP. The fact that a Hamiltonian
Hˆ0 at an HEP2 implies a LEP of third order for a Liouvillian
of the form as in Eq. (20) has been already observed by direct
calculation of an example in Ref. [52] and is also consistent
with the finding that an LEP3 can be generated by varying
just two real parameters due to the PT -like symmetry of the
Liouvillian [51].
A simpler argument which covers also the higher dimen-
sional case n > 2 is here provided by examining the time dy-
namics. A generic initial condition |ψ(0)〉 at an HEPn evolves
according to an exponential function multiplied by a polyno-
mial of degree n−1 in time t [59]. Hence, the initial condition
|ψ(0)〉〈ψ(0)| for the Liouvillian in Eq. (20) evolves according
to an exponential function multiplied by a polynomial of de-
gree 2n − 2 in time t. Consequently, the Liouvillian must be
at an EP of order 2n− 1. In the special case n = 2 the LEP is
of third order in agreement with the result above.
B. Stability
Now we include εHˆ1 and Hˆnoise,j with the perturbation
strength ε and the noise strengths γj . In the beginning let us
ignore the last term in Eq. (18), which in the quantum Lind-
blad master equation corresponds to quantum jumps:
L′ρˆ = −i
(
Hˆeffρˆ− ρˆHˆ†eff
)
. (23)
For such a special Liouvillian all relevant information is
present already in the Hamiltonian [50], here the effective
Hamiltonian Hˆeff. We can conclude from Eqs. (1) and (9) that
generically the splittings of the eigenvalues of the Liouvillian
are of order ε (for all γj = 0) and γj (for ε = 0 = γi 6=j)
for an HDP and correspondingly of order ε1/n and γ1/nj for
an HEPn. This is not in contradiction to the fact that the or-
der of the LEP is 2n − 1 because the perturbation by εHˆ1 is
nongeneric on the level of Eq. (23).
Finally, let us consider the full Liouvillian including the last
term in Eq. (18). In the special case [Hˆeff, Hˆnoise,j ] = 0 for
all j the Liouville spectrum is still determined by the spec-
trum of Hˆeff. The situation is different for [Hˆeff, Hˆnoise,j ] 6= 0.
As discussed above, if Hˆ0 is at an HDP than L0 is at an
LDP. A generic perturbation including the noise [with the last
term in Eq. (18)] still gives frequency splittings of order ε
and γj . For Hˆ0 being at an HEPn, the Liouvillian L0 is at
an LEP2n−1. Hence, a generic perturbation gives splittings
with different scaling ε1/n (for all γj = 0) and γ
1/(2n−1)
j (for
ε = 0 = γi 6=j). We conclude that the splittings of the eigen-
values of the Liouvillian at an LEP are very sensitive to the
strength of the noise. The sensitivity is stronger the higher n
is. This has implications on the dynamical stability of the sen-
sor. A splitting induced by the noise is proportional to γ1/3j
for an HEP2 which for small noise strength γj is parametri-
cally large if compared to γj and at least one of the splittings
has a positive real part. If this real part is larger than the dis-
tance of the eigenvalue of L0 to the imaginary axis, one of the
eigenvalues of L cross the axis leading to the instability. The
same is true for n > 2.
The discussed instability can be compensated by (i) non-
linear effects such as gain saturation and (ii) by adding uni-
form dissipation to the sensor. While the former possibility
5may complicate the interpretation of the measurement data,
the latter possibility may reduce the resolvability. This can be
a problem for EP-based sensors operating close to or at the
real frequency axis, such as PT -symmetric sensors, as will
be revealed in the next section.
IV. EXAMPLES
In this section we study two realistic scenarios to illustrate
the general theory.
A. PT -symmetric dimer
The first example is a PT -symmetric dimer with the
Hamiltonian
Hˆ =
(
ω0 − iα g
g ω0 + iα
)
(24)
and real-valued frequency ω0, gain coefficient α ≥ 0, and
coupling strength g ≥ 0. One site exhibits loss (−iα) and one
site exhibits gain (iα) of the same amount. The system is in-
variant under simultaneously performing the parity operation
(exchanging the sites) and time reversal (turning loss into gain
and vice versa). The eigenvalues of the Hamiltonian (24) are
given by
E± = ω0 ±
√
g2 − α2 . (25)
The Hamiltonian possesses an HEP2 at g = α 6= 0. Consider-
ing the deviation g = α+ ε as perturbation with perturbation
strength ε divides the Hamiltonian (24) into a system part de-
scribing the sensor and a perturbation part
Hˆ0 =
(
ω0 − iα α
α ω0 + iα
)
and εHˆ1 =
(
0 ε
ε 0
)
. (26)
From Eq. (25) it is easy to see that the frequency splitting
goes with ε1/2 for small |ε|  2α. For the HDP (α = 0) the
splitting is linear in ε.
The above PT -symmetric dimer has also been studied in
the context of noise in Ref. [48]. As in that reference, we con-
sider one source of noise only, a fluctuating on-site frequency
detuning,
Hˆnoise,1 = Hˆnoise =
(
1 0
0 −1
)
. (27)
Note that our model of the noise (white and Gaussian) is very
different from the above reference.
Since Hˆnoise is Hermitian and thus γHˆ2noise with noise
strength γ = γ1 ≥ 0 is positive semidefinite, the such de-
scribed fluctuations introduce losses into the wave function
dynamics. To see this more concretely, we plug Eqs. (26)
and (27) into the effective Hamiltonian (9) yielding
Hˆeff =
(
ω0 − iα− iγ/2 α+ ε
α+ ε ω0 + iα− iγ/2
)
. (28)
A comparison to Eq. (24) shows that here the noise may in-
troduce a uniform damping which shifts the eigenvalue of
the effective Hamiltonian by −iγ/2 into the lower complex
plane. This renders the resolvability of the frequency splitting
slightly more difficult. It can be seen from Eq. (28) but also
from the fact that Hˆ2noise = 1 and therefore [Hˆ0, Hˆ
2
noise] = 0
that the HEP is located at exactly the same position (g = α)
in parameter space as in the absence of the noise. This is not
the case for the Liouvillian as is shown below.
We address the dynamical stability by first considering
the density matrix ρij = ψiψ∗j as Liouville-space vector
(ρ11, ρ21, ρ12, ρ22)
T where the Hilbert-space vector |ψ〉 =
(ψ1, ψ2)
T is defined in the same basis as the Hamiltonian (24).
From Eq. (18) we then derive the Liouvillian
L = L0 + εL1 + γLnoise (29)
with the system part
L0 =
 −2α −iα iα 0−iα 0 0 iαiα 0 0 −iα
0 iα −iα 2α
 , (30)
the perturbation part
L1 =
 0 −i i 0−i 0 0 ii 0 0 −i
0 i −i 0
 , (31)
and the terms related to the noise
Lnoise =
 0 0 0 00 −2 0 00 0 −2 0
0 0 0 0
 . (32)
In the presence of noise, the Liouvillian of the unperturbed
system (ε = 0) is no longer at the LEP. To see this, we calcu-
late the four eigenvalues yielding λ3 = −2γ and for ε = 0 in
lowest order in γ (for α > 0)
λl = 2α
2/3γ1/3ei2pi(l−1)/3 (33)
with l = 0, 1, 2. The cubic-root scaling of the latter three
eigenvalues stems from departing from the LEP3 as predicted
by the general considerations in Sec. III. The eigenvalue λ1
has the largest real part. We define the critical rate
κc =
Reλ1
2
= α2/3γ1/3 > 0 (34)
which quantifies the dynamical instability of the sensor. Such
a noise-induced parametric instability is well known in the
theory of parametric resonance, see, e.g., [65]. In the HDP
case (α = 0) all eigenvalues of the Liouvillian have a nonpos-
itive real part and therefore no instability exists for all values
of γ.
The finding of dynamical instability is consistent with
Ref. [48]. Using the realistic estimates α = 1012 s−1 and
6γ = 10−12 s−1 from that reference for optical PT -symmetric
microcavities gives 2κc = 104 s−1. The time scale for the
instability is therefore around 0.1 ms. Interestingly, this is
two orders of magnitude longer than the result in Ref. [48]
which is based on the actually much more favorable assump-
tion of having colored noise with zero spectral density at the
frequency of the HEP.
The obvious, but in fact, subtle solution of the stability
problem was not discussed in Ref. [48]: the dynamical in-
stability can be removed by a uniform damping of the sensor,
i.e., by adding−iκ1 to the system Hamiltonian Hˆ0 (and hence
−2κ1 to L0), with the rate κ above the critical rate (34). Un-
fortunately, this reduces the resolvability since the linewidths
broaden significantly proportional to γ1/3 which is paramet-
rically larger than the scaling from static disorder which goes
with the square root [46]. This makes, for instance, the reso-
lution estimate for gravitational wave detection using the EP-
based microcavity optomechanical sensor in Ref. [31] too op-
timistic. Liu and coworkers have assumed that the resulting
frequency splitting has to overcome the frequency noise vari-
ance γ and determine the minimal perturbation strength ε to
achieve this. From g/2pi = 107 s−1 and γ ≈ 3.3 · 10−4 s−1
the resulting relative spatial strain resolution is roughly 10−24
which is better than the advanced LIGO (Laser Interferometer
Gravitational-Wave Observatory) interferometers. In contrast,
our analysis shows that the stabilization requires the frequency
splitting to overcome the linewidth 2κc ≈ 1.1 · 104 s−1 which
gives a relative spatial strain resolution of around 10−9.
Note that the first higher-order correction in γ to the eigen-
values (33) is −2γ/3 which stabilizes the dynamics if γ >
3κc. Hence, an intentional and significant increase of the noise
may remove the dynamical instability. But it does not improve
the resolvability because of the damping term−iγ/2 in the ef-
fective Hamiltonian (28). We conclude that for EP-based sen-
sors operating at or close to the real frequency axis even small
noise can indirectly, via the necessary stabilization, spoil the
resolvability considerably.
Figure 1 provides a verification of the analytical results for
the PT -symmetric dimer against numerical simulations using
the Financial Toolbox of MATLAB. Shown is the dynamics
of the intensity (individual, ensemble-averaged, long-time av-
eraged) in the first site of the dimer. The damping rate κ is
chosen to be slightly larger than the critical rate κc in Eq. (34)
to ensure stability. Choosing κ < κc leads to unstable dynam-
ics (not shown). It can be clearly seen that after a transient
the ensemble average quickly settles down to the asymptotic
stationary solution of Eq. (17). The individual realization ex-
hibits strong fluctuations which is due to a rather large γ and
due to the fact that for the chosen κ the system is near the in-
stability. Nevertheless, the long-time average of the individual
realization is very close to the stationary solution of Eq. (17).
Hence, a single measurement averaged over time equals an
ensemble average as it is expected here. An equally good
agreement is observed for other parameter sets (not shown).
Results for finite perturbation strength ε and varying pump
frequency ω are presented in Fig. 2. Very good agreement be-
tween the long-time average of individual solutions (one for
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FIG. 1: Density matrix element ρ11 = |ψ1|2 and intensity |ψ1|2
vs (dimensionless) time αt for the PT -symmetric dimer [Eqs. (24),
(27), and (29)]. The light green curve is the intensity |ψ1|2 belonging
to an individual solution of the stochastic differential equation (8)
with the time stepα∆t = 0.001 and the initial condition |ψ(0)〉 = 0.
Its long-time average after transient, αt ∈ [100, 1 000], is marked
by the dash-dotted green line. The dark black curve is an ensemble
average over 100 random realizations. The red dashed line marks
ρ11 of the stationary solution of Eq. (17). The physical parameters
are ω/α = 1 = ω0/α, ε = 0, γ/α = 2.5 · 10−3, κ = 1.5κc, and
|P 〉/α = (0.1, 0)T.
each frequency) and the stationary solution of Eq. (17) is visi-
ble. The small deviations are due to the finite integration time.
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FIG. 2: Density matrix element ρ11 = |ψ1|2 and time-averaged in-
tensity |ψ1|2 vs (dimensionless) detuning (ω − ω0)/α for the PT -
symmetric dimer [Eqs. (24), (27), and (29)]. The light green curve
is the long-time average of |ψ1|2 as a solution of the stochastic dif-
ferential equation (8). The red dashed curve is ρ11 belonging to the
stationary solution of Eq. (17). The numerical and physical parame-
ters are as in Fig. 1 except that ω is varied on a uniform grid of 100
discretization points and the perturbation strength ε is set to 2κ2c /α
which guarantees a clear detection of the frequency splitting.
Figure 3 compares the Hamiltonian spectrum with the Li-
ouville spectrum. For ε = 0 and γ 6= 0 the Hamiltonian Hˆeff
is at an EP (plus symbol) but the Liouvillian L is not (four
plus symbols). Increasing ε leads to a splitting of the eigen-
values of the Hamiltonian. For the maximal ε shown here the
(real) splitting is large enough to be resolvable in a spectrum
(cf. Fig. 2). In Fig. 3 the EP-enhanced splitting is visible by
the larger separation of the dots near the EP. In the regime of
7large ε where the effect of the noise on the frequency splitting
can be ignored, the eigenvalues of L approach the eigenvalues
of L′ in Eq. (23) which are −i(Ek − E∗l ) with Ek being the
eigenvalues of Hˆeff. Specifically, it means that the real part of
the eigenvalue of L with the largest real part decreases with
increasing ε which further stabilizes the sensor.
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FIG. 3: Complex spectrum of (a) the Hamiltonian Hˆeff and (b) the
Liouvillian L for the PT -symmetric dimer. The former and lat-
ter are computed by (numerically) diagonalizing Eqs. (28) and (29).
The physical parameters are as in Fig. 1 except that the perturbation
strength ε varies from 0 [plus symbol(s)] to 2κ2c /α (open circles) in
20 equidistant steps (dots).
B. Microcavity sensor based on asymmetric backscattering
As a second example we consider the setup in Ref. [33]
where an HEP2 is realized in an optical microtoroid controlled
by two nanofiber tips. The corresponding non-Hermitian
Hamiltonian in the basis of counterclockwise and clockwise
traveling waves is
Hˆ0 =
(
Ω0 A0
0 Ω0
)
(35)
with the complex frequency Ω0 and the complex off-diagonal
element A0. The latter describes backscattering of light
from clockwise to counterclockwise traveling direction. The
backscattering in the opposite direction is absent. This is an
example of an HEP generated by fully asymmetric backscat-
tering [11, 66–69]. Note that in the chosen basis of traveling
waves the diagonal elements of the Hamiltonian (35) are equal
due to reciprocity [20]. The same applies to the perturbation
induced by a target particle,
Hˆ1 =
(
Ω1 A1
B1 Ω1
)
. (36)
Fluctuations in the positions of the nanofiber tips can in-
troduce noise into the system. The whispering-gallery cavity
perturbed by two local perturbations at azimuthal position βj
can be described by [68]
Hˆ(2) =
(
Ω(2) A(2)
B(2) Ω(2)
)
(37)
with
Ω(2) = Ω(0) +
2∑
j=1
(Vj + Uj) , (38)
A(2) =
2∑
j=1
(Vj − Uj)e−i2mβj , (39)
B(2) =
2∑
j=1
(Vj − Uj)ei2mβj . (40)
The complex numbers 2Vj and 2Uj are frequency shifts for
positive- and negative-parity modes introduced by local per-
turbation j alone. The positive integer m is the azimuthal
mode number. Considering small angular fluctuations dβj =
dWj(t) with j = 1, 2 in a small time interval dt, Taylor ex-
panding Eqs. (37)-(40) gives
Hˆnoise,j =
(
0 iaj
−ibj 0
)
(41)
with
aj = −2m(Vj − Uj)e−i2mβj , (42)
bj = −2m(Vj − Uj)ei2mβj . (43)
Note that bj 6= a∗j in general, but |bj | = |aj |. Each nanofiber
tip is a source of independent noise, i.e.,K = 2. It is natural to
assume that the strength of the angular fluctuations are equal,
i.e., γ1 = γ2 = γ. In contrast to the example in Sec. IV A the
fluctuations appear here in the coupling strength of the modes.
Since Hˆnoise,j is in general non-Hermitian, the fluctuations
may act as gain on the wave function dynamics. This can
be seen more concretely by noting that Hˆ2noise,j = ajbj1 and
therefore
Hˆeff =
(
Ω0 + εΩ1 − iγ σ22 A0 + εA1
εB1 Ω0 + εΩ1 − iγ σ22
)
, (44)
with the complex number σ2 = a1b1+a2b2. The requirement
that the eigenvalues of the effective Hamiltonian (44) have
negative imaginary part implies that Γ0 = −2Im Ω0 is pos-
itive (as it must be true also for the special case ε = 0 = γ).
Like in the example in Sec. IV A, the noise described by the
Hamiltonian (41) does not move the system away from the
HEP in the effective Hamiltonian (44). It just shifts the eigen-
value by −iγσ2/2. Interestingly, if Re(σ2) < 0 this slightly
improves the resolvability of the frequency splitting. The fact
that in both examples the HEP is not moved in parameter
space is not a coincidence. It is natural that the noise induces
a uniform dephasing. However, counterexamples can be con-
structed.
8A straightforward calculation for the Liouvillian
L = L0 + εL1 + γ
∑
j
Lnoise,j (45)
gives
L0 =
 −Γ0 −iA0 iA
∗
0 0
0 −Γ0 0 iA∗0
0 0 −Γ0 −iA0
0 0 0 −Γ0
 (46)
and
L1 =
 −Γ1 −iA1 iA
∗
1 0
−iB1 −Γ1 0 iA∗1
iB∗1 0 −Γ1 −iA1
0 iB∗1 −iB1 −Γ1
 (47)
with Γ1 = −2Im Ω1 and
Lnoise,j =

−Re(ajbj) 0 0 |aj |2
0 −Re(ajbj) −a∗j bj 0
0 −ajb∗j −Re(ajbj) 0
|bj |2 0 0 −Re(ajbj)
 . (48)
In the case with noise but no perturbation the eigenvalues can
be calculated in lowest order in γ to be λ3 = −Γ0 − γRe(σ2)
and
λl = −Γ0 − ei2pi(l+1/2)/3
[
2γ
(|a1|2 + |a2|2) |A0|2]1/3
(49)
with l = 0, 1, 2. For small γ the eigenvalue λ1 has the largest
real part
Reλ1 = −Γ0 +
[
2γ
(|a1|2 + |a2|2) |A0|2]1/3 . (50)
The sensor becomes dynamically unstable if Reλ1 > 0. This
instability is again a noise-induced parametric instability and
is not related to a possible non-Hermiticity of the noise Hamil-
tonian (41). Stability is ensured if
γ ≤ Γ
3
0
2 (|a1|2 + |a2|2) |A0|2 . (51)
If this condition is not fulfilled then one has to add −iκ1 to
the system Hamiltonian (and hence −2κ1 to L0) with damp-
ing rate κ > κc = Reλ1/2. Since Γ0 > 0, the stabiliza-
tion has no dramatic consequences – in strong contrast to the
PT -symmetric system in the previous section – because the
nonnoisy limit has already a finite decay rate.
For a passive device the backscattering strength |A0| is
bounded from above by 2Γ0 [20]. The best case for resolv-
ing the frequency splitting, |A0| = 2Γ0, is the worst case for
the dynamical stability. Here, Eq. (51) simplifies to
γ ≤ Γ0
8 (|a1|2 + |a2|2) . (52)
V. CONCLUSION
We have introduced a Lindblad-type formalism to study the
influence of parametric white Gaussian noise on the perfor-
mance of sensors based on exceptional points. It has been
revealed that the resolvability of the sensor is determined by
an effective Hamiltonian (the system Hamiltonian plus a term
related to the noise sources) and that the dynamical stability
is determined by the Liouvillian describing the time evolution
of the density operator. We have determined the condition un-
der which the position of the Hamiltonian exceptional point
in parameter space is not changed by the noise. In this case
the noise may only broaden the spectral lines which does not
spoil the resolvability considerably.
We have discussed the Liouville spectrum and its degenera-
cies. In particular, we have shown that if the system Hamil-
tonian is at an exceptional point of order n then the system
Liouvillian is at an exceptional point of larger order 2n − 1.
If additionally one of the eigenvalues is close to the imaginary
axis this can lead to an instability of the sensor with respect
to noise. This undesired instability can be removed by adding
dissipation which, however, reduces the resolvability. This
reduction in resolvability can be significant in particular for
parity-time-symmetric sensors.
These findings have been illustrated with two examples, a
parity-symmetric dimer and a whispering-gallery microcavity
sensor with asymmetric backscattering. In both cases the po-
sition of the Hamiltonian exceptional point is unchanged, but
the position of the Liouvillian exceptional point is changed
leading in the first example to an instability. The dissipation
that is needed to compensate this instability is calculated.
We believe that our study will help to assess the perfor-
mance of exceptional point-based sensors and to understand
the relation of non-Hermitian degeneracies in Hamiltonians
and Liouvillians.
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