In 1964, Weil gave a criterion for local rigidity of a homomorphism from a finitely generated group Γ to a finite dimensional Lie group G in terms of cohomology of Γ with coefficients in the Lie algebra of G. This note announces a generalization of Weil's result to a class of homomorphisms into certain infinite dimensional Lie groups, namely groups of diffeomorphism groups of compact manifolds. This gives a criterion for local rigidity of group actions which implies local rigidity of: (1) all isometric actions of groups with property (T ), (2) all isometric actions of irreducible lattices in products of simple Lie groups and (3) a certain class of isometric actions of a certain class of cocompact lattices in SU (1, n).
A cohomological criterion for local rigidity and applications
In 1964, Andre Weil showed that a homomorphism π from a finitely generated group Γ to a Lie group G is locally rigid whenever H 1 (Γ, g) = 0. Here π is locally rigid if any nearby homomorphism is conjugate to π by a small element of G, g is the Lie algebra of G, and Γ acts on g by the composition of π and the adjoint representation of G. Weil's proof also applies to G an algebraic group over a local field, but in all cases, his use of the implicit function theorem forced G to be finite dimensional. This note announces the following generalization of Weil's theorem to some cases where G is an infinite dimensional Lie group.
Theorem 1.1. Let Γ be a finitely presented group, (M, g) a compact Riemannian manifold and π : Γ→ Isom(M, g)⊂ Diff ∞ (M ) a homomorphism. If H 1 (Γ, Vect ∞ (M )) = 0, the homomorphism π is locally rigid as a homomorphism into Diff ∞ (M ).
The proof of Theorem 1.1 generalizes Weil's argument, with Hamilton's implicit function theorem in place of the standard implicit function theorem [Ha1, Ha2] . In order to apply Hamilton's theorem, I need to work with a tame, locally surjective, Γ equivariant, exponential map from Vect ∞ (M ) to Diff ∞ (M ). This exponential map is defined by taking a vector field V to the map Exp(V )(x) = exp x V x where exp x : T M x →M is the Riemannian exponential map. It is important not to use the map defined by flowing to time one along V , as this has bad geometric properties, e.g. [Ha1, I.5.5.2] . The properties we need from this exponential map, and much of the proof of Theorem 1.1, depend only on the original action preserving a connection and not a metric, see Theorem 2.1 below. The main technical difficulty is producing the tame splittings required by Hamilton's theorem. Tameness is an assumption on Frechet manifolds and maps between them that is necessary for Hamilton's Nash-Moser implicit function theorem [Ha1, Ha2] . See section 2 for a more detailed discussion of the proof. Complete proofs of this result and the applications we now discuss will appear in [F1] .
One can interpret Theorem 1.1 more dynamically. The homomorphism π defines an action of Γ on M by isometries and we will abuse notation by using π for both the action and the homomorphism. Theorem 1.1 says that any C ∞ action π ′ of Γ which is C ∞ close to π (which is equivalent to a homomorphism π ′ : Γ→ Diff ∞ (M ) which is close to π) is conjugate to ρ by a small C ∞ diffeomorphism. In e.g. [FM2, FM3] , this condition is called C ∞,∞ local rigidity of π. I will use this dynamical language when discussing applications. The question of whether one could prove local rigidity of a group action by proving vanishing of H 1 (Γ, Vect(M )) was first raised in [Z1] , and more explicitly in the paragraph following the initial statement of Theorem 5.6 in [Z2] . This question has remained open, but many authors studied conditions under which H 1 (Γ, Vect(M )) vanished, with a variety of assumptions on the regularity of the vector fields, see for example [H, Ko, L, LZ, Q, Z2] . Vanishing of H 1 (Γ, Vect(M )) was labelled infinitesimal rigidity in the hope that vanishing of H 1 would imply local rigidity. Only the results in [LZ, Section 4] apply to isometric actions and so only those cohomology vanishing theorems yield applications of my results. In fact, I give a sharper version, Criterion 3.1, of Theorem [LZ, Theorem 4.1] in section 3 and will state below three applications of Theorem 1.1 and Criterion 3.1. There is some hope that one can prove a strengthening of Theorem 1.1 in the context many of the results in [H, L, Q, Z2] since many results in those works consider affine actions on homogeneous spaces, see section 2.
In earlier work Benveniste has proven some results on local rigidity of group actions, also by using Hamilton's implicit function theorem [Be] . Benveniste's results are special cases of Theorem 1.2 below. Benveniste uses the implicit function theorem to show that certain variations of geometric structures are trivial. These arguments are close in spirit to Weil's work in [We1, We2] and to the work of Calabi and Vesentini [CV] . My proof is based on a direct analysis of the space of actions as in Weil's work in [We3] . Kanai has also proven local rigidity results by considering variations of geometric structures, but without using Hamilton's theorem [Kan] .
I will now describe several applications of Theorem 1.2, all of which are proven by showing that H 1 (Γ, Vect ∞ (M )) = 0. Using [LZ, Theorem 4 .1], we obtain a more geometric proof of the following: Theorem 1.2. [FM2] Let Γ be a discrete group with property (T ). Then any C ∞ , Riemannian isometric action of Γ on a compact manifold is C ∞,∞ locally rigid.
Another, more novel, application is: Theorem 1.3. Let Γ be an irreducible lattice in a semisimple Lie group with real rank at least two and no compact factors. Then any C ∞ , Riemannian isometric action of Γ on a compact manifold is C ∞,∞ locally rigid.
Theorem 1.3 applies to irreducible lattices in products of rank 1 groups. Not all of these groups have property (T ) and so this theorem has many applications not covered by Theorem 1.2. In fact, Theorem 1.3 applies much more generally than stated. First, an examination of the proof shows that Γ can be an irreducible S-arithmetic lattice in a product of simple algebraic groups over different fields. Secondly, using a result from [Md] , the result can be extended to apply irreducible lattices in fairly general products of locally compact topological groups. By results in [Md] , unless Γ is actually S-arithmetic, all isometric Γ actions on compact manifolds factor through a finite quotient of Γ, but there is no a priori reason that such isometric actions are not "close to" faithful, non-isometric actions.
For certain cocompact arithmetic lattices Γ in a simple group G, the arithmetic structure of Γ comes from a realization of Γ as the integer points in G×K where K is a compact Lie group. In this case it always true that the projection to G is a lattice and the projection to K is dense. We say a Γ action is arithmetic if it is defined by projecting Γ to K, letting K act by C ∞ diffeomorphisms on a compact manifold M and restricting the K action to Γ. As a consequence of deep results of Clozel [Cl1, Theorem 3.2 and 3.5] concerning automorphic forms, Theorem 1.1, and Criterion 3.1, one has the following:
Theorem 1.4. For certain principal congruence lattices Γ < SU (1, n), any arithmetic action of Γ is C ∞,∞ locally rigid.
Interestingly, some cocompact lattices in SU (1, n) have homomorphisms ρ to Z [Ka, BW] , and so have arithmetic actions with deformations provided the centralizer Z of K in Diff ∞ (M ) is non-trivial. Having centralizer allows one to deform the action along the image of the homomorphism ρ•σ t : F →Z where σ t : Z→Z is any one parameter family of homomorphisms. This construction can also be applied to actions of lattices in SO(1, n) where having a homomorphism to Z is much more common, see e.g. [Lu] . For Γ a lattice in SU (1, n) I know of no example of a faithful Γ action with trivial centralizer which is not locally rigid.
On the other hand for lattices in SO(1, n), even faithful, ergodic actions with trivial centralizer are not locally rigid. For a standard lattice Γ constructed using a quadratic form defined over a quadratic extension of Q, one has a dense embedding of Γ in SO(n + 1). Borrowing some ideas from the work of Johnson and Millson, I can show that: Theorem 1.5. For Γ a standard, arithmetic, cocompact lattice in SO(1, n) as in the last paragraph, and ρ the Γ action on S n defined by the dense embedding of Γ in SO(n + 1). Then the space of deformations of ρ is infinite dimensional.
This construction can be used to answer a question of Johnson and Millson, and will be discussed in more detail in [F2] .
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On the proof of Theorem 1.1
In this section I give the main ideas of the proof of Theorem 1.1 without going through the background necessary to define a tame splitting or to state Hamilton's theorem. In the course of the argument, I will be able to state a more technical result for affine actions, Theorem 2.1 below. Towards the end of the section, I will explain what tameness means in this setting and explain why it is possible to check tameness in the context of Theorem 1.1.
Let M be a compact manifold and Vect ∞ (M ) the graded Frechet space of C ∞ vector fields on M . Given an affine connection ∇ there is an Aff(M, ∇) equivariant, tame exponential map Exp from Vect
where exp x is the exponential map defined by ∇. The map Exp is a diffeomorphism from a neighborhood W of the zero vector field to a neighborhood U of the identity in Diff ∞ (M )⊂ Vect ∞ (M ). Note that if ∇ is not complete, the map Exp may not be defined on all of Vect ∞ (M ), but this is not relevant to the arguments given here.
For the remainder of this section, we fix a finitely presented group Γ and a presentation of Γ. This is a finite collection S of generators γ 1 , . . ., γ k and finite collection of relators w 1 , . . ., w r where each w i is a finite word in the γ j and their inverses. More formally, we can view each w i as a word in an alphabet on k letters. Let π : Γ→ Diff ∞ (M ) be a homomorphism, which we can identify with a point in Diff ∞ (M ) k by taking the images of the generators. We have a complex:
Where P is defined by taking ψ to (ψπ(γ 1 )ψ −1 , . . ., ψπ(γ k )ψ −1 ) and Q is defined by viewing each r i as a word w i in n letters and taking (ψ 1 , . . ., ψ n ) to (w 1 (ψ 1 , . . ., ψ n ), . . ., w k (ψ 1 , . . ., ψ n )). Since Diff ∞ (M ) is proven to be a tame Frechet Lie group in [Ha1, Theorem II.2.3.5] , it is easy to see that P and Q are smooth and tame. Letting Id be the identity map on M , it follows that P (Id) = π and Q(π) = (Id, . . ., Id). Also note that Q −1 (Id M , . . ., Id M ) is exactly the space of Γ actions. Note that while this is a closed subset of Diff ∞ (M ) k , it is unclear that it is a manifold even in a neighborhood of any individual point. (In the finite dimensional setting, this set is an algebraic variety, and so is a manifold at "most" points.)
The tangent spaces of Diff ∞ (M ) at any point can be identified with Vect ∞ (M ). To avoid notational confusion, we let A = Diff ∞ (M ), B = Diff ∞ (M ) k and C = Diff ∞ (M ) r . Then the complex in (1) becomes:
(2)
A −→ P B−→ Q C and we can also consider the derivative complex of the complex in (2): (
If π takes values in Aff(M, ∇), then we can compute the derivatives DP Id and DQ π explicitly where Id is the identity map on M , and see that the image of DP Id is the space of coboundaries B 1 (Γ, Vect ∞ (M )) and that the kernel of DQ π is the space of cocycles Z 1 (Γ, Vect ∞ (M )). Therefore the final hypothesis of Theorem 1.1 means that Ker(DQ π ) Im(DP Id ) = 0.
If Diff ∞ (M ) were finite dimensional, then the implicit function theorem would immediately imply that in a neighborhood of π, the image of P maps onto the set of points in Diff ∞ (M ) k where Q is equal to (Id, . . . Id). In other words, in a neighborhood of π, the set of points which correspond to Γ actions is exactly equal to the set of points in the image of P , i.e. the conjugates of π. This would complete the proof and is more or less Weil's proof from [We3] .
To apply Hamilton's implicit function theorem in this context, we need to find tame inverses of DP and DQ, and in fact to find a smooth family of tame splittings over a neighborhood of U of Id M in A. (For a statement of Hamilton's theorem see [Ha1, Theorem III.1.1.1]. The proof is in [Ha2, Section 2].) More precisely, we need to find smooth tame maps V P and V Q that split the sequence (M ) action, provides a smooth tame splitting on all of U . It therefore suffices to find a splitting of the sequence:
Note that to this point in the discussion, we only need an invariant connection and not an invariant metric. This yields the following:
Theorem 2.1. Let Γ be a finitely presented group, M a compact manifold, ∇ an affine connection on M and π : Γ→ Aff(M, ∇)⊂ Diff ∞ (M ) a homomorphism. If H 1 (Γ, Vect ∞ (M )) = 0 and the sequence in line (5) admits a tame splitting, then the homomorphism π is locally rigid as a homomorphism into Diff ∞ (M ).
See remarks below for some potential applications of Theorem 2.1. In the isometric case, we are assuming that H 1 (Γ, Vect ∞ (M )) = 0, so that the map DP Id : Im(DP Id )→Ker(DQ π ) is surjective. Note that vanishing of H 1 does not necessarily imply that DP Id has a tame inverse, but this does follow from the argument below. To find the inverses at π and at Q(π), we use the fact that Vect ∞ (M ) can be written as a (Hilbertian) direct sum of π(Γ) invariant finite dimensional subspaces V j , see the beginning of section 3 for more discussion. We can then split the complex in (4) by splitting each complex in the sequence of complexes:
Tameness can then be shown using the fact that the V j are contained in eigenspaces of the Laplacian. See the following paragraphs for a discussion of tameness and an explanation of this fact. On tameness: Though the formal definition of tameness is quite involved, it is relatively easy to see what is relevant to this setting. A Frechet space is a complete, Hausdorff, locally convex, topological vector space. The topology on a locally convex, topological vector space is always defined by a family of semi-norms. The Frechet space is called graded when we can choose an increasing family of semi-norms to define the topology. On Vect ∞ (M ), there is an increasing family of norms, the C k norms · k on vector fields, that define the topology. There is another increasing family of norms, the W 2,k Sobolev norms · 2,k on vector fields. (For detailed definitions of either family of norms, see e.g. [FM2, Section 4] .) These two families of norms define the same topology on Vect ∞ (M ). More is true, if we normalize the metric so that M has volume 1, then the definitions of the norms combined with the Sobolev embedding theorems imply that:
and C k is a constant depending on k and the geometry of M . This statement is exactly the statement that these two families of norms on Vect ∞ (M ) are tamely equivalent in the language of [Ha1, Definition II.1.1.3].
More generally, given two graded Frechet spaces (W, · W j ) and (V, · V l ) and a linear map L between them, L : W →V is tame if there are positive integers r and b such that:
for every v∈W and all j≥b and where C j is a constant depending on j and L. This is [Ha1, Definition II.1.2.1]. To see why the splitting of the complex in line (4) constructed by splitting the complexes in line (6) is a tame splitting it is easiest to consider the Sobolev norms · 2, k on Vect ∞ (M ). The fact that the C k norms are tamely equivalent to the Sobolev norms, combined with the definition of tame splitting, make it easy to see that this is equivalent to considering the C k norms. The key point is that since each V j is contained in an eigenspace for some eigenvalue λ j of the Laplacian on vector fields. Letting I be the identity on Vect ∞ (M ), we have:
for every v∈V j . The first equality is standard, and in fact is an equivalent definition for the Sobolev norm, and the second equality is obvious from the fact that v∈V j . If we choose a splitting of the complex in (6) that is an orthogonal direct sum for the restriction · 2,0 to V j , then the fact that the splitting is tame on V j , and in fact tame with r = b = 0, is clear from equation (9). Since r and b are independent of j, this tame estimate on the splitting of the complex in (6) yields a tame estimate for resulting splitting of the complex in (4).
The fact that r = b = 0 depends on our choice to work with Sobolev norms. If we worked with C k norms instead, then the Sobolev embedding theorems easily yield tame estimates with r = b = dim(M )
(2) , and it would remain true that r and b are independent of j.
Remarks on generality:
There does not appear to be a usable version of Theorems 1.1 and 2.1 for completely general actions. One can write down the sequence in line (1) and take the derivative complex as in line (3), but there is no a priori relationship between the quotient Ker(DQπ) Im(DP Id ) and H 1 (Γ, Vect ∞ (M )). The proof of Theorem 2.1 will, in general, make local rigidity a consequence of the tame splitting of some sequence as in (5), but there does not seem to be any method for computing the maps DP Id and DQ π if the action is not assumed to be affine. Find tame splittings without some explicit knowledge of the maps seems intractable.
In the context of Theorem 2.1, I am currently working on further applications. The general question of producing splittings seems difficult. However, if Γ is a lattice in a semisimple Lie group with no compact factors and Γ has property (T ) of Kazhdan, then it seems likely that one will be able to produce a tame splitting of the sequence in (5) using Bochner-Weitzenbock type estimates. Something similar is done in a different context in [Be] . This may allow one to prove results similar to those in [FM3] but for actions of more general groups, including lattices in Sp(1, n) and F −20 4 as well as the higher rank lattices considered in [FM3] .
Remarks on finite regularity and relation to KAM method: One can write down a sequence like that in line (1) with Diff l (M ) in place of Diff ∞ (M ), but in that context the maps P and Q will not be smooth, and so no implicit function theorem will apply. Lack of smoothness will derive from the fact that for any smooth structure on Diff l (M ), only one of right and left multiplication is smooth. This makes this approach seem unlikely to yield results in finite regularity, in particular the finite regularity versions of Theorem 1.2 that are contained in [FM2] seem hard to prove by this method.
It may be possible to produce a finite regularity version of Theorem 1.1 by replacing the argument here with a KAM type iteration, though this is not completely clear. To apply a KAM-type argument, one would take an action of Γ and define a map L : Diff l (M ) k × Diff l (M )→ Diff l (M ) k by taking a point (φ 1 , . . . , φ k , f ) to the point (π(γ 1 )•f •φ 1 •f −1 , . . . , π(γ 1 )•f •φ 1 •f −1 ). If π ′ is another Γ action on M and L(π ′ (γ 1 ), . . . , π ′ (γ k ), f ) = (Id, . . . , Id) then f is a conjugacy between π and π ′ , so the problem of finding a conjugacy is the same as finding a diffeomorphism f which solves L(π ′ (γ 1 ), . . . , π ′ (γ k ), f ) = (Id, . . . , Id) When l = ∞, the KAM method proceeds by taking the derivative of L at (π, f ) and solving the resulting linear equation instead. This produces an "approximate solution" to the non-linear problem and one proceeds by an iteration. If l is finite, the map L is not smooth, unless we view L as a map into Diff l ′ (M ) k for l ′ < l. By doing this, one can again linearize the equation and solve the linearized equation and proceed by an iteration as before, though this requires somewhat more care with the estimates.
Though the methods are different, the information one needs to solve the linearized equation (with estimates) in the KAM method is remarkably similar to the information one needs to produce a tame splitting when applying Theorem 2.1. This makes it seem likely that a KAM approach to proving finite regularity versions of the consequences of Theorem 1.1 might be successful. (Even if successful, this method seems unlikely to yield as sharp a finite regularity version of Theorem 1.2 as obtained in [FM2] .) For related applications of the KAM method, see [DK, DoKr] .
3. Proving H 1 (Γ, Vect ∞ (M )) = 0
To obtain applications of Theorem 1.1, I introduce a criterion for the vanishing of H 1 (Γ, Vect ∞ (M )). This criterion may be viewed as a sharpening of [LZ, Theorem 4 .1] and the proof is very similar to the proof of that result.
Using that eigenspaces of the Laplacian on vector fields are finite dimensional and Isom(M, g) invariant, that Isom(M, g) is compact and the Peter-Weyl theorem, we see that the space of vector fields splits as an infinite direct sum ⊕ ∞ j=1 V j where each V j is a finite dimensional, irreducible Γ-module, and contained in an eigenspace for the Laplacian. Let λ j be the eigenvalue for the eigenspace containing V j . This is a Hilbertian direct sum in either the L 2 topology or the Sobolev W 2,k topology for any value of k. Since each V j is contained in an eigenspace for the Laplacian on vector fields, it consists of C ∞ vector fields by a standard elliptic operator argument. Fix a finite generating set S for Γ and let · 2 denote the L 2 norm on vector fields on M .
Criterion 3.1. Let Γ be a finitely generated group, (M, g) a compact Riemannian manifold and π : Γ→ Isom(M, g) a homomorphism. Then the following are sufficient conditions for vanishing of H 1 (Γ, Vect ∞ (M ))
(1) H 1 (Γ, V j ) vanishes for every j and (2) there exist ε > 0 and a non-negative integer α such that for each V j which is a non-trivial Γ-module and every v j ∈V j there is γ∈S such that v − π(γ)v 2 ≥ελ α v 2 .
Part (1) of the criterion provides the existence of a formal solution for any cohomological equation coming from H 1 (Γ, Vect ∞ (M )). Part (2) guarantees a smooth solution of a smooth cohomological equation and even provides tame estimates on the size of the solution in terms of the size of the equation.
As remarked above, one can deduce tameness of the solutions from the arguments in section 2, but it seems hard to prove that H 1 (Γ, Vect ∞ (M )) = 0 without also proving a tame estimate on solutions. A key point for the argument is that if we view a vector field on M as a sequence {v j } where v j ∈V j , then smoothness is equivalent to having the L 2 norms v j decay faster than any polynomial as a function of λ j . In other words smoothness is equivalent to j λ n j v j < ∞ for all positive integers n. Smoothness of solutions to smooth equations is then easily seen to follow from this fact and condition (2) in Criterion 3.1.
For all of our applications, Criterion 3.1(2) can be verified by two methods. The first is to adapt the argument of the appendix of [Do] to this setting, see also [DoKr] for a related computation. The second is to use instead a deep arithmetic result of Clozel, which implies condition (2) with α = 0, [Cl1] . More precisely, Clozel's result implies that all non-trivial V j that can arise in this context are outside some neighborhood of the identity in the Fell topology on the unitary dual of Γ. This uses the fact that all representations of Γ which occur, when induced to the group G in which Γ is a lattice, occur in the automorphic spectrum of G. For the generalization of Theorem 1.3 for lattices in arbitrary products where Clozel's results do not apply, the reader should observe that any isometric action factors through a finite group, in which case verifying a spectral gap is trivial.
As remarked above, vanishing of H 1 (Γ, Vect ∞ (M )) in the context of Theorem 1.2 was already observed in [LZ] . I will now indicate what results to quote to deduce that H 1 (Γ, Vect ∞ (M )) = 0 in the context of Theorems 1.3 and Theorem 1.4. For Theorem 1.3, Criterion 3.1(1) is a consequence of Margulis's superrigidity theorem [Ma, Introduction, Theorem (3) ]. For the more general lattices discussed in [Md] the vanishing of cohomology follows from the Monod's criterion for arithmeticity. More precisely, if the cohomology fails to vanish, Monod's results imply that Γ is S-arithmetic and then one can apply Margulis' result to obtain a contradiction. For Theorem 1.4, condition (1) 
