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The purpose here is to show that for r  4 and d  r + 4,
a nondegenerate rational curve of degree d in Pr has a unique
(d−r+1)-secant line if and only if X fails to be (d−r)-regular. This
is a next case to a result of Gruson, Lazarsfeld and Peskine, which
asserts that for r  3 and d  r + 2, a nondegenerate curve X of
degree d in Pr has a (d− r + 2)-secant line if and only if X fails to
be (d − r + 1)-regular.
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
Let X ⊆ Pr (r  3) be an irreducible, reduced, projective curve of degree d, geometric genus g ,
arithmetic genus pa deﬁned over an algebraically closed ﬁeld k of arbitrary characteristic. Assume
that X is nondegenerate, namely X is not contained in any hyperplane in Pr . We say that X is n-regular
if the ideal sheaf IX of X in Pr is n-regular. Here a coherent OPr -module F is said to be n-regular
if Hi(Pr,F ⊗ OPr (n − i)) = 0 for all i > 0. By the theory of Castelnuovo–Mumford (Lecture 14, [9]),
if X is n-regular then X is (n + 1)-regular and X is scheme-theoretically cut out by hypersurfaces of
degree n. Consequently an n-regular curve X has no (n+1)-secant line, that is, there is no line L ⊆ Pr
with dimk OPr /(IX + IL)  n + 1. Thus the least integer n such that X is n-regular is an important
invariant and hence it is called Castelnuovo–Mumford regularity, or simply regularity.
We are interested in the problem of ﬁnding a sharp bound of the regularity for projective curves.
This question was already answered by Gruson, Lazarsfeld and Peskine ([7], see [3] for a classical
result). They have shown that every curve X is (d− r +2)-regular (Theorem 1.1, [7]) and that if g  1,
X is (d−r+1)-regular unless X is an elliptic normal curve (Theorem 2.1, [7]). Also they have classiﬁed
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shown that, based on an idea in the result for the (d− r+1)-regularity in [7], X is (d− r)-regular if X
is nonhyperelliptic with g  r + 2 and g  3, respectively. For r = 3 and n = d − 3, D’Almeida [1] has
proved that if H1(X,IX ⊗ OPr (n − 1)) = 0, then X has (n + 1)-secant line. In [10] and [11], based on
[2], [6] and [7], smaller bounds of the regularity for curves with high arithmetic genus were obtained.
The purpose here is to classify the rational curves which fails to be (d − r)-regular for r  4 and
d − r  4. This study deals with a main part of the same problem for arbitrary curves, since a curve
failing to be (d − r)-regular is a rational curve of pa  1, an elliptic curve, a linearly normal curve of
pa = 2, or a space curve (r = 3), due to [10] (see Theorem 1.6). The main result in this paper is the
following.
Theorem 0.1. Let X ⊆ Pr be a nondegenerate, irreducible, reduced, projective curve of degree d, whose nor-
malization X˜ is P1 . Assume that r  4 and d − r  4. Then X has a unique (d − r + 1)-secant line if and only
if X fails to be (d − r)-regular.
The assumption d− r  4 in Theorem 0.1 is necessary: every rational curve X is not (d− r)-regular
if d − r  2, and there exists a rational curve failing to be 3-regular without any 4-secant line for
d − r = 3 (see Remarks 4.2 and 4.3).
“Only if” part of Theorem 0.1 is clear. “If” part of Theorem 0.1 is a consequence of Theorem 2.2,
which describes the deﬁning equation of a (d − r + 1)-secant line to a rational curve failing to be
(d − r)-regular, in terms of the linear system of the normalization X˜ = P1. This observation provides
a criterion for the (d − r)-regularity (see Example 2.3).
Theorem 2.2 is proved, based on the idea in [7], as follows. For a rational curve as in The-
orem 0.1, let ϕ : X˜ = P1 → Pr be the morphism induced from the normalization of X , and set
M = ϕ∗(Ω1
Pr
⊗ OPr (1)) and A = OP1 (d − r − 1). First, in Section 1, we reﬁne the proposition in [7],
which asserts that X is n-regular for n = h0(A) = d−r if H1(P1,∧2 M⊗ A) = 0. To this purpose, a key
object is the Fitting scheme Y0 of the homology sheaf E1 of the complex H1(
∧3 M⊗ A)⊗OPr (−3) →
H1(
∧2 M ⊗ A)⊗OPr (−2) → H1(M ⊗ A)⊗OPr (−1) induced from the pull-back of the Euler sequence
on Pr (see (1.0)). We will prove, as a reﬁnement, that X is (d − r)-regular if dim Y0  0 (Proposi-
tion 1.1). Through the proof, we know that a (d − r)-secant line L to X , if exists, lies only on Y0
(Proposition 1.3). Moreover, when dim Y0 = 1, we see that if X fails to be (d − r)-regular, Y0 contains
a closed subvariety Y meeting with X in suﬃciently many points (Proposition 1.4 and Corollary 1.5).
After this preparation in Section 1 and after introducing some notation in Section 2, the proof of
Theorem 2.2 will start in Section 3, and ﬁnish in Section 4. In Section 3, we classify the splitting
type of M by using the fact H1(P1,
∧2 M ⊗ A) = 0 deduced from the (d − r)-irregularity by the
proposition in [7], and describe Y0 in each case based on the splitting types of M (Proposition 3.1).
As a consequence, we know dim Y0 = 1 or 2. When dim Y0 = 1, from Corollary 1.5 and Lemma 2.5,
we deduce that Y0 contains a unique (d − r)-secant line to X (see Cases (1)–(3) in Section 4). When
dim Y0 = 2 (Cases (4)–(5)), since Y0 is a image of a rational scroll surface P(G) containing X˜ as we
show in Proposition 3.1, we ﬁnd a secant line L and show its uniqueness by looking at divisors on
P(G) (see (2.0) for the deﬁnition of P(G)). In this case, Lemma 4.1 for the (d − r)-regularity in some
special case plays an important role.
1. Method of Gruson–Lazarsfeld–Peskine and existence of secant lines
(1.0) We work over an algebraically closed ﬁeld k of arbitrary characteristic. Let X ⊆ Pr be a non-
degenerate, reduced, purely 1-dimensional projective scheme over k with normalization X˜ . For the
natural morphism ϕ : X˜ → Pr , set O X˜ (1) = ϕ∗OPr (1) and M = ϕ∗(Ω1Pr ⊗ OPr (1)). By V we denote
H0(Pr,OPr (1)). By pulling-back the dual of the Euler sequence on Pr by ϕ , we have the following
natural exact sequence
0→ M μ−→ V ⊗ O X˜ → O X˜ (1) → 0. (1.0.1)
A. Noma / Journal of Algebra 321 (2009) 2445–2460 2447Let A be a line bundle on X˜ . For a negative integer p, consider a homomorphism
∧−p M →∧−p−1 M ⊗ V ⊗ O X˜ deﬁned by m1 ∧ · · · ∧m−p →∑−pj=1m1 ∧ · · · ∧ m̂ j ∧ · · · ∧m−p ⊗ (−1) j+1μ(mj).
From it, by tensoring A and by taking the qth cohomology, we obtain a k-linear map
Hq
(
X˜,
∧−p
M ⊗ A
)
→ Hq
(
X˜,
∧−p−1
M ⊗ A
)
⊗ V . (1.0.2)
Combining this and a natural map V ⊗ OPr → OPr (1), we have a homomorphism
δp q : Hq
(
X˜,
∧−p
M ⊗ A
)
⊗ OPr (p) → Hq
(
X˜,
∧−p−1
M ⊗ A
)
⊗ OPr (p + 1). (1.0.3)
Let us describe the map δp q by a spectral sequence as follows. Let π and f be the ﬁrst and sec-
ond projections of X˜ × Pr , respectively. Let Γϕ ⊆ X˜ × Pr be the graph of ϕ . Since Γϕ ⊆ X˜ × Pr are
the projective bundles of V ⊗ O X˜ → O X˜ (1) over X˜ , we see that OΓϕ ⊗ f ∗OPr (1) is the cokernel of
π∗M π
∗μ−→ V ⊗ O X˜×Pr → f ∗OPr (1). Since rankM = codim(Γϕ, X˜ × Pr) = r, we obtain the Koszul com-
plex for π∗M⊗ f ∗OPr (−1) π
∗μ−→ O X˜×Pr , and twisting by π∗A gives the resolution of OΓϕ ⊗π∗A as fol-
lows: 0→ Q −r → ·· · → Q 0 (Q −i := π∗(∧i M ⊗ A)⊗ f ∗OPr (−i)). Then we have a spectral sequence
{Epqs } associated to the double complex by pushing out f∗ for the double complex given by the sheaﬁ-
ﬁed Cˇech complex of Q −p , see [12, (II.3.1.3)]. By Küneth formula, Ep q1 = Hq( X˜,
∧−p M ⊗ A)⊗ OPr (p),
and it converges to Ep+q = ϕ∗A for p+q = 0 and Ep+q = 0 for p+q = 0. The map dp q1 : Ep q1 → Ep+1q1
in the spectral sequence coincides with δp q deﬁned in (1.0.3). From the spectral sequence we easily
have
H0(M ⊗ A) ⊗ OPr (−1)
d−101−→ H0(A) ⊗ OPr → E002 → 0,
0→ E−212 → E002 → ϕ∗A → E−11∞ → 0.
(1.0.4)
Moreover the composite H0(A) ⊗ OPr → E002 → ϕ∗A is the evaluation map. Let us put
E0 = E002 ∼= Coker
(
δ−10
)
and E1 = E−212 ∼= Ker
(
δ−21
)
/ Im
(
δ−31
)
. (1.0.5)
Let Z and Y0 be the Fitting schemes of E0 and E1, i.e., the subschemes of Pr whose ideal sheaves are
the zeroth Fitting ideals of E0 and E1, respectively:
IZ = Fitt0(E0) and IY0 = Fitt0(E1), (1.0.6)
see [5], Section 20, for the deﬁnition of the Fitting ideal. More concretely,
IZ = Im
(∧h0(A)
δ−10
)
(⊆ OPr ) (1.0.7)
by deﬁnition. The OPr -modules E0 and E1, and also the Fitting scheme Z and Y0 are crucial in de-
scribing the secant line for the projective curve. The reader should keep in mind the spectral sequence
and (1.0.3) are described, if X˜ = P1, by Cˇech complex in Sections 2 and 3 by standard aﬃne cover-
ings of X˜ = P1 and Pr , that is, P1 = Projk[s, t] = Speck[t/s]∪ Speck[s/t] and Pr = Projk[T0, . . . , Tr] =⋃
j=0,...,r Speck[T0/T j, . . . , Tr/T j].
We will reﬁne a key proposition in [7] in order to investigate the cohomological behaviour of the
secant line.
2448 A. Noma / Journal of Algebra 321 (2009) 2445–2460Proposition 1.1. (See [7, Proposition 1.2 and Remark].) Let X , M, A, Z , and Y0 as in (1.0). Assume the evalua-
tion map H0(A) ⊗ O X˜ → A is surjective off a ﬁnite set. Set n0 = h0(A).
(1) If dim Y0  1, then Z is n0-regular.
(2) If dim Y0  0, then X is n0-regular.
(3) If H1(
∧2 M ⊗ A) = 0, then X is n0-regular.
Proof. Since the composite H0(A)⊗OPr → ϕ∗A in (1.0.4) is the evaluation map, Supp E−11∞ is at most
ﬁnite by the assumption on A. So, by (1.0.4), SuppE0 = Z = Y0 ∪ X as set. Hence IZ ⊆ IX since X is
reduced. Moreover
Supp(IX/IZ ) ⊆ Y0 ∪ Supp E−11∞ ∪ Sing X (1.1.1)
by Fitting’s lemma [5, (20.4)] and by noting that on X \ Sing X ∼= ϕ−1(X \ Sing X), IX can be seen
the zeroth Fitting ideal of OX and A. Setting e = h0(M ⊗ A), consider the Eagon–Northcott com-
plex of δ−10 : E := H0(M ⊗ A) ⊗ OPr (−1) → F := H0(A) ⊗ OPr (see, for example, [7, (0.4)], [13]
or [5, §A.2.6.1]),
0→
∧e
E ⊗ Syme−n0 (F )∗ → · · · →
∧n0+1
E ⊗ F ∗ →
∧n0
E
∧n0 δ−10−−−−→∧n0 F → 0. (1.1.2)
This is exact off Z = Y0 ∪ X by the property of a Eagon–Northcott complex, since δ−10 is surjective
off SuppE0. Moreover
∧n0+i E ⊗ Symi(F )∗ is a direct sum of copies of OPr (−(n0 + i)). Therefore if
dim Y0  1, (1.1.2) is exact off the 1-dimensional set Z = Y0 ∪ X , and, by [7, (1.6)], IZ = Im(∧n0 δ−10)
is n0-regular, which proves (1). If dim Y0  0, then IX/IZ has a ﬁnite or empty support by (1.1.1),
and hence IX is n0-regular since so is IZ , which proves (2). Finally (3) follows from (2), since
H1(
∧2 M ⊗ A) = 0 implies E1 = 0 and Y0 = ∅. 
Remark 1.2. The cokernel of δ−31 in (1.0.3) is isomorphic to the sheaf R1 f∗F1 in the proof of (1.2)
in [7]. Hence R1 f∗F1 ⊆ E1. If δ−21 is a zero map, then E1 ∼= R1 f∗F1.
As a corollary of Proposition 1.1, we see that an h0(A)-secant line to X , if exists, lies only on Y0.
Proposition 1.3. Let X , A, Z , and Y0 as in Proposition 1.1. Set n0 = h0(A). If L is an (n0 + 1)-secant line to X
with L ⊂ X, then L is a subset of Y0 . In particular, if Y0 is a line, then X has at most one (n0 + 1)-secant line.
Proof. Since Z = X ∪ Y0, every global section of IZ ⊗ OPr (n0) vanishes on X ∩ L, hence on L by
Bezout’s Theorem. Since IZ ⊗ OPr (n0) is globally generated by (1.0.7), L is a subset of Y0. 
The next proposition is a criterion for X to be h0(A)-regular in terms of Y0 when dim Y0 = 1.
Proposition 1.4. Let X , A, and Y0 as in Proposition 1.1. Assume that Y0 is 1-dimensional without common
component with X. Let Y be a subscheme of Y0 such that IY /Y0 has a ﬁnite or empty support. Then, for
n0 = h0(A), the following are equivalent:
(1) X fails to be n0-regular.
(2) H1(IX ⊗ OPr (n0 − 1)) = 0.
(3) H1(OY (n0 − 1)) = 0 or the restriction map (1.4.1) is not surjective,
H0
(OY (n0 − 1))→ H0(OX∩Y (n0 − 1)). (1.4.1)
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(1.1.1). Hence, from IZ ⊆ IX , we have H1(IX ⊗ OPr (n0 − 1)) ∼= H1(IX/IZ ⊗ OPr (n0 − 1)) and
H2(IX ⊗ OPr (n0 − 2)) = 0. Thus we have (1) ⇔ (2). To see (2) ⇔ (3), we have only to show
H1(IX/IZ ⊗OPr (n0−1)) is isomorphic to H1(IX∩Y /Y (n0−1)), since H1(IX∩Y /Y (n0−1)) = 0 is equiv-
alent to (3). This follows immediately from the natural exact sequences
0→ (IX ∩ (IZ + IY ))/IZ → IX/IZ → (IX + IY )/(IZ + IY ) → 0,
0→ (IZ + IY )/IY → (IX + IY )/IY → (IX + IY )/(IZ + IY ) → 0,
since the left sheaves in the short exact sequences above have at most ﬁnite supports. Indeed, by
Fitting’s lemma and (1.0.4), we note that IZ η = IXη and IY η = OPr η at a generic point η of an
irreducible component of X , and IZ ζ = IY ζ and IX ζ = OPr ζ at a generic point ζ of a 1-dimensional
irreducible component of Y0. Consequently these supports are at most ﬁnite. 
If Y in Proposition 1.4 is of degree  2, we can translate Proposition 1.4(3) into a geometric con-
dition as follows.
Corollary 1.5. Under the same assumption as in Proposition 1.4, for n0 = h0(A), we have:
(1) Suppose Y is a line (resp. a smooth conic) in Pr . Then X fails to be n0-regular if and only if Y is an (n0+1)-
secant line to X (resp. deg X ∩ Y  2n0).
(2) Suppose Y is a divisor of the sum of two lines Y1 and Y2 in a 2-plane P2 in Pr (possibly Y1 = Y2 , i.e., Y
is a double line). Then X fails to be n0-regular if and only if Y1 or Y2 is a (n0 + 1)-secant line to X, or
deg X ∩Y  2n0 . Moreover if Y1 = Y2 and if the both are (n0+1)-secant lines, then deg X ∩Y  2n0+1.
Proof. First we prove (1). Since H1(OY (n0 − 1)) = 0, X fails to be n0-regular if and only if (1.4.1) is
not surjective, which is equivalent to deg Y ∩ X  n0 + 1 (resp.  2n0), as required. Next we prove (2).
By the assumption, IY1/Y ∼= IY1/P2/(IY1/P2 ·IY2/P2 ) ∼= OY2 (−1). Here this works even for a double line
Y = 2Y1 since IY /P2 = I2Y1/P2 . In particular, H
1(IY1/Y (n0 − 1)) = 0, and hence H1(OY (n0 − 1)) = 0.
Moreover we have the diagram with exact rows
0 H0(IY1/Y (n0 − 1))
β
H0(OY (n0 − 1))
α
H0(OY1 (n0 − 1))
γ
0
0 H0(IX∩Y1/X∩Y (n0 − 1)) H0(OX∩Y (n0 − 1)) H0(OX∩Y1(n0 − 1)) 0.
By 1.4, X fails to be n0-regular if and only if α is not surjective. To prove the ﬁrst part of (2), we have
only to show that α is surjective if and only if deg X ∩ Yi  n0 (i = 1,2) and deg X ∩ Y  2n0 −1 hold.
Before proving this, we note that IX∩Y1/X∩Y ∼= (IY1/P2 + IX∩Y /P2 )/IX∩Y /P2 ∼= IY1/P2/IY1/P2 ∩ IX∩Y /P2
which is a quotient of OX∩Y2(−1), and hence there is a natural commutative diagram
OY2(−1)
∼=
OX∩Y2(−1)
ν
IY1/Y IX∩Y1/X∩Y ,
where each vertical homomorphism is a multiplication of the equation of Y1 in P2. Consequently β is
the composite H0(IY1/Y (n0 −1)) ∼= H0(OY2 (n0 −2)) → H0(OX∩Y2 (n0 −2)) → H0(IX∩Y1/X∩Y (n0 −1)).
First assume that α is surjective. Then deg X ∩ Y  h0(OY (n0 − 1)) = 2n0 − 1 and γ is surjective.
Hence deg X ∩ Y1  n0. By exchanging Y1 and Y2, we have deg X ∩ Y2  n0. Conversely, assume
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then β is surjective by the remark above, and α is surjective too. Thus we consider the case
deg X ∩ Yi = n0 (i = 1,2). Then γ is isomorphic and lengthIX∩Y1/X∩Y = degOX∩Y − n0  n0 − 1.
Since OY2 (−1) ∼= IY1/Y → IX∩Y1/X∩Y is surjective, β is surjective and hence so is α, as required. The
last part of (2) follows from a local computation: If Y1 = Y2, by local calculation at Y1 ∩ Y2, the kernel
of ν is of length at most 1, and deg(X ∩ Y ) deg(X ∩ Y1)+deg(X ∩ Y2)−1 2n0 +1, as required. 
We conclude this section by recalling a generalization of Theorem 2.1 in [7].
Theorem 1.6. (See [10, Theorem 1].) Let X ⊆ Pr be a nondegenerate, irreducible, reduced, projective curve of
degree d and arithmetic genus pa deﬁned over an algebraically closed ﬁeld of arbitrary characteristic. Let l be
a positive integer satisfying pa  l and r  l + 2. Then X is (d − r + 2− l)-regular and d r + l + 1 unless X
is a curve embedded by a complete linear system of degree d 2pa + 2 and l = pa.
2. Notation for rational curves and main theorem
In this section, we introduce some notation for rational curves which is useful to describe their
regularity and secant line, and give the precise statement of main theorem.
(2.0) Let X ⊆ Pr (r  4) be a nondegenerate, rational, projective curve of degree d and arithmetic
genus pa(X), with the normalization X˜ = P1. Let ϕ : P1 = X˜ → Pr be the natural morphism. Let s, t
be the homogeneous coordinates of P1 and let T0, . . . , Tr be the homogeneous coordinates of Pr . For
M := ϕ∗(Ω1
Pr
⊗ OPr (1)), let
M = OP1 (−a1)m1 ⊕ · · · ⊕ OP1 (−ar)mr (1 a1  · · · ar), (2.0.1)
be the decomposition with a formal basis {mi |i = 1, . . . , r} by Grothendieck’s Theorem. Note that
a1  1 follows from the nondegeneracy of X in Pr . The basis mi shows us only the place. This allows
us to express
∧2 M and ∧3 M as direct sum of line bundles OP1 (−ai − a j) and OP1 (−ai − a j − ak)
with basis mi j := mi ∧ m j and mi j k := mi ∧ m j ∧ mk , respectively. Also the natural map μ : M →
V ⊗ OP1 in (1.0.1) is described by
μ(mi) = vi 0 ⊗ sai + vi 1 ⊗ sai−1t + · · · + vi ai ⊗ tai (2.0.2)
for some vi j ∈ V = H0(Pr,OPr (1)). The following vector spaces Vl and V̂ r−1 play key roles to our
main theorem. Let Vl be the k-vector subspace of V deﬁned by
Vl =
〈{vi j | i = 1, . . . , l; j = 1, . . . ,ai}〉. (2.0.3)
Setting vi −1 = vi ai+1 = 0, let V̂ r−1 be the k-vector subspace of V ⊗ H0(OP1 (1))∨ deﬁned by
V̂ r−1 =
〈{
vi j−1 ⊗ t∨ + vi j ⊗ s∨
∣∣ i = 1, . . . , r − 1; j = 0, . . . ,ai + 1}〉. (2.0.4)
Here ∨ denotes the dual as k-vector space.
Let F and G be the quotients of V ⊗ OP1 by the subbundles
⊕r−2
i=1 OP1 (−ai)mi and⊕r−1
i=1 OP1 (−ai)mi of M(⊆ V ⊗ OP1 ), and let 0  p1  p2  p3 and 0  q1  q2 be their splitting
type, i.e.,
F ∼= OP1 (p1) ⊕ OP1 (p2) ⊕ OP1 (p3) and G ∼= OP1 (q1) ⊕ OP1 (q2). (2.0.5)
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is described by the dimension of Vr−2 and that of V̂ r−1.
For a subspace V ′ of V , P(V /V ′) denotes the linear subspace of Pr = P(V ) deﬁned by V ′ .
Example 2.1. Let X be a smooth rational curve of degree d = 10 in P5 (r = 5).
(1) Assume X is given by [T0, . . . , T5] = [s10, s9t, s7t3, s5t5, st9, t10]. Then mi corresponds to a min-
imal generator of syzygies of the ideal of k[s, t] generated by s10, s9t, s7t3, s5t5, st9, t10. Thus
μ(m1) = −T1 ⊗ s + T0 ⊗ t , μ(m2) = −T5 ⊗ s + T4 ⊗ t , μ(m3) = −T2 ⊗ s2 + T1 ⊗ t2, μ(m4) =
−T3 ⊗ s2 + T2 ⊗ t2, μ(m5) = −T4 ⊗ s4 + T3 ⊗ t4, and a1 = a2 = 1 < a3 = a4 = 2 < a5 = 4. More-
over Vr−3 is generated by T0, T1, T4, T5 over k and Vr−1 = V .
(2) Assume X is given by [T0, . . . , T5] = [s10, s9t, s7t3, s6t4, st9, t10]. As above, μ(m1) = −T1 ⊗ s +
T0 ⊗ t , μ(m2) = −T3 ⊗ s + T2 ⊗ t , μ(m3) = −T5 ⊗ s + T4 ⊗ t , μ(m4) = −T2 ⊗ s2 + T1 ⊗ t2,
μ(m5) = −T4 ⊗ s5 + T3 ⊗ t5, and a1 = a2 = a3 = 1 < a4 = 2 < a5 = 5. Moreover Vr−1 = V and
dim V̂ r−1 = 11.
We will prove our main theorem as below. The theorem states the details of Theorem 0.1 a classi-
ﬁcation including an explicit description of the secant lines depending on the splitting type of M .
Theorem 2.2. Let X ⊆ Pr (r  4) be a nondegenerate, rational, projective curve of degree d  r + 4 with the
normalization ϕ : X˜ = P1 → Pr . Assume X fails to be (d − r)-regular. Then the arithmetic genus pa(X) of X
is at most one, and there exists a unique (d − r + 1)-secant line L to X. Moreover, under the notation in (2.0),
for the splitting type of M = ϕ∗(Ω1
Pr
⊗ OPr (1)) and the secant line L, a1 = · · · = ar−3 = 1 and one of the
following occurs.
(1) ar−2 = 2, ar−1  3,ar  3, dim Vr−2 = r − 1, and L = P(V /Vr−2).
(2) ar−2 = ar−1 = 2, ar = d − r − 1 3, and dim Vr−1 = r + 1. Let I2(Λ¯) be the ideal of the homogeneous
coordinate ring of P(V /Vr−3), generated by the 2-minors of the 2×3-matrix Λ¯ := [v¯ i j] (i = r−1, r−2;
j = 0,1,2) for v¯ i j := vi j |P(V /Vr−3) ∈ V /Vr−3 . Moreover
(2a) dim Vr−3 = r − 1, I2(Λ¯) = 0, and L = P(V /Vr−3); or
(2b) dim Vr−3 = r − 2, and I2(Λ¯) deﬁnes a 1-dimensional subscheme V+(I2(Λ¯)) of P(V /Vr−3) con-
taining L.
(3) ar−2 = 1, ar−1  3,ar  3, dim Vr−2 = r − 1, and L = P(V /Vr−2).
(4) ar−2 = 1, ar−1 = 2, ar = d − r  4, and dim Vr−1 = r + 1. Moreover
(4a) dim V̂ r−1 = 2r + 1, and L = P(V /V ′) for V ′ := {v ∈ V |v ⊗ s∨, v ⊗ t∨ ∈ V̂ r−1}; or
(4b) dim V̂ r−1 = 2r + 2, dim Vr−2 = r − 1, and L = P(V /Vr−2).
(5) ar−2 = ar−1 = 1, ar = d−r+1 5, dim Vr−1 = r+1, dim V̂ r−1 = 2r+1, X is smooth and L = P(V /V ′)
for V ′ := {v ∈ V |v ⊗ s∨, v ⊗ t∨ ∈ V̂ r−1}.
Furthermore, in case (3), (4b), and (5), if X is smooth, then the secant line L is (d − r + 2)-secant.
Example 2.3. Let X be the rational curves in Example 2.1, that is, d = 10 and r = 5.
(2) If X is not 5-regular, from the splitting type of M in Example 2.1, it follows that X satisﬁes
case (2) in Theorem 2.2. With the notation in (2) in Theorem 2.2, we have v¯30 = −T2, v¯40 = −T3,
v¯42 = T2, v¯31 = v¯32 = v¯41 = 0, and consequently I2(Λ¯) = (T 22 ) = 0 in k[T2, T3]. This implies X is
5-regular, by (2a) of Theorem 2.2.
(3) If X is not 5-regular, it follows that X satisﬁes case (4a) in Theorem 2.2. Since V̂ r−1 is gen-
erated by T0 ⊗ s∨, T0 ⊗ t∨, T1 ⊗ s∨, T1 ⊗ t∨, T2 ⊗ s∨, T2 ⊗ t∨, T3 ⊗ s∨, T3 ⊗ t∨, T5 ⊗ s∨,−T5 ⊗
t∨ + T4 ⊗ s∨, T4 ⊗ t∨ over k, we have V ′ = 〈T0, T1, T2, T3〉. Since X is smooth and P(V /V ′) is a
6-secant line, X actually fails to be 5-regular.
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lines in Theorem 2.2 is considered as the ﬁxed homogeneous coordinates s and t of X˜ = P1, and
T0, . . . , Tr of Pr . On the other hand, except the case (2), we can describe the secant line L in The-
orem 2.2 as an image of a subbundle of P(F ) or P(G) by using Lemma 2.6 below: In case (4a)
and (5), by Lemma 2.6(2), the splitting type of G is q2 > q1 = 1 and the secant line L is the image
of P(OP1 (q1)) ⊆ P(G) in Pr . In case (1), (3), and (4b), by Lemma 2.6(1), the splitting type of F is
p3 > p2 = p1 = 0 and the secant line L is the image of P(OP1 (p1) ⊕ OP1 (p2)) ⊆ P(F ) in Pr .
We conclude this section by three lemmas useful to prove Theorem 2.2. The ﬁrst one gives a lower
bound of dim Vl .
Lemma 2.5. Keep the assumption and notation as in (2.0). Then dimk Vl  l+1 for l = 1, . . . , r−1. Moreover
if the equality holds, the graph Γϕ ⊆ X˜×Pr of ϕ : X˜ = P1 → Pr and X˜×P(V /Vl) intersect at (al+1+· · ·+ar)
points in X˜ × Pr with counting multiplicities.
Proof. By the deﬁnition of Vl , the bundle Vl ⊗ OP1 contains
⊕l
i=1 OP1 (−ai)mi , so dim Vl  l. But
if dim Vl = l, since those are subbundles of V ⊗ OP1 , we have Vl ⊗ OP1 ∼=
⊕l
i=1 OP1 (−ai)mi , which
gives contradiction. Hence dim Vl  l + 1. If dim Vl = l + 1, by comparing 0 →⊕li=1 OP1 (−ai)mi →
M →⊕ri=l+1 OP1 (−ai)mi → 0 and 0 → Vl ⊗ OP1 → V ⊗ OP1 → (V /Vl) ⊗ OP1 → 0, we obtain that⊕r
i=l+1 OP1 (−ai) → V /Vl ⊗ OP1 is generically bijective and hence injective. Its cokernel is ﬁnite of
degree al+1 + · · · + ar , and isomorphic to Coker(Vl ⊗ O X˜ → O X˜ (1)) by chasing the diagram. Since
Γϕ ∩ X˜ × P(V /Vl) is deﬁned by Coker(Vl ⊗ O X˜ → O X˜ (1)), the second part follows. 
The following Lemma tells us the splitting types of G and F in terms of dim Vr−2 and dim V̂ r−1.
Lemma 2.6. Keep the assumption and notation as in (2.0).
(1) The splitting type of F is p3 > p2 = p1 = 0 if and only if dim Vr−2 = r − 1. In this case, the image of the
subbundle P(O
P1 (p1) ⊕ OP1 (p2)) of P(F ) by P(F ) → Pr is the line P(V /Vr−2) in Pr .
(2) The splitting type of G is q2 > q1 = 1 if and only if dim V̂ r−1 = 2r + 1. In this case, dim Vr−1 = r + 1
and the image of the subbundle P(OP1 (q1)) of P(G) by P(G) → Pr is the line P(V /V ′) in Pr deﬁned by
V ′ := {v ∈ V |v ⊗ s∨, v ⊗ t∨ ∈ V̂ r−1}.
(3) The splitting type of G is q2  q1  2 if and only if dim V̂ r−1 = 2r + 2.
Proof. By 〈 , 〉 we denote the perfect pairing of V and its dual V ∨ , and also that of V ⊗ H0(OP1 (1))∨
and its dual V ∨ ⊗ H0(OP1 (1)). To prove (1), note that p2 = p1 = 0 if and only if dim H0(F∨) = 2,
since pi  0. On the other hand, by deﬁnition of F , H0(F∨) is the kernel of the homomorphism
Φ : V ∨ ⊗ H0(OP1 ) →
⊕r−2
i=1 H0(OP1 (ai))m∨i induced from μ in (2.0.2) as a transpose. To see Φ , we
write a nonzero element w of V ∨ as w =∑rl=0 αl T∨l for P := [α0, . . . ,αr] (αl ∈ k) by the basis {T∨l }
of V ∨ . Then we have
Φ(w) =
r−2∑
i=1
〈
w,μ(mi)
〉
m∨i =
r−2∑
i=1
ai∑
j=0
〈w, vi j〉sai− jt jm∨i =
r−2∑
i=1
ai∑
j=0
vi j(P )s
ai− jt jm∨i . (2.6.1)
Hence rankΦ = dim Vr−2. Therefore p2 = p1 = 0 if and only if dim Vr−2 = dim V − 2 = r − 1. For
the second part of (1), suppose p2 = p1 = 0. By (2.6.1), a nonzero w = ∑rl=0 αl T∨l ∈ V ∨ lies on
Ker(Φ) if and only if P = [α0, . . . ,αr] as a point of Pr = P(V ) lies on P(V /Vr−2). On the other
hand, w ∈ V ∨ lies on Ker(Φ) if and only if the corresponding quotient w : V ⊗ OP1 → OP1 factors
through V ⊗ OP1 → OP1 (p1) ⊕ OP1 (p2). Thus the image of P(OP1 (p1) ⊕ OP1 (p2)) is P(V /Vr−2),
as required. To prove (2), we note that q1 = 1 if and only if dim H0(G∨ ⊗ OP1 (1)) = 1, since
q2  q1  0 and q1 + q2  r − 1  3. On the other hand, H0(G∨ ⊗ OP1 (1)) is the kernel of the map
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⊕r−1
i=1 H0(OP1 (ai + 1))m∨i induced from μ. To see Ψ , we write a nonzero el-
ement w˜ ∈ V ∨ ⊗H0(OP1 (1)) as w˜ =
∑r
l=0 T∨l ⊗ (αl s+βlt). Set P := [α0, . . . ,αr] and Q := [β0, . . . , βr]
and consider them as points of Pr = P(V ). Then we have
Ψ (w˜) =
r−1∑
i=1
〈
w˜,μ(mi)
〉
m∨i =
r−1∑
i=1
ai∑
j=0
(
vi j(P )s
ai+1− jt j + vi j(Q )sai− jt j+1
)
m∨i
=
r−1∑
i=1
ai+1∑
j=0
〈
w˜, vi j ⊗ s∨ + vi j−1 ⊗ t∨
〉
sai+1− jt jm∨i (2.6.2)
and hence rankΨ = dim V̂ r−1. Therefore q1 = 1 if and only if dim V̂ r−1 = 2r + 1. For the second
part of (2), suppose q1 = 1. In this case, dim Vr−1 = r + 1 by the same argument as in (1). Suppose
that w˜ is a nonzero element of Ker(Ψ ), and hence a generator of Ker(Ψ ) as a k-vector space. Let
w˜ : V ⊗OP1 → G → OP1 (1) be the corresponding quotient. The image of P(OP1 (1)) to Pr correspond-
ing to w˜ is the line joining P and Q . Note that P = Q . Indeed, if P = Q , then Ψ (w˜) = 0 implies that
vi j(P ) = vi j(Q ) = 0 for all i = 1, . . . , r−1 and j = 0, . . . ,ai , which contradicts Vr−1 = V . On the other
hand, a linear form u ∈ V vanishes on this line joining P and Q if and only if 〈w˜,u ⊗ s∨〉 = u(P ) = 0
and 〈w˜,u ⊗ t∨〉 = u(Q ) = 0. Since Ker(Ψ ) = 〈w˜〉 is orthogonal to V̂ r−1 by (2.6.2), this is equivalent
to u ⊗ s∨,u ⊗ t∨ ∈ V̂ r−1, namely u ∈ V ′ . Thus the image of P(OP1 (1)) to Pr is P(V /V ′), as required.
Finally (3) is clear from the argument in (2). 
The following lemma is useful to know an intersection length of a secant line if pa(X) = 1.
Lemma 2.7. Under the same assumption and notation as in (2.0), let Γϕ ⊆ X˜ × Pr be the graph of ϕ : X˜ =
P1 → Pr , and let W be a subscheme of Pr with X ∩ W ﬁnite. If pa(X)  1, then deg(( X˜ × W ) ∩ Γϕ) =
deg(X ∩ W ) or deg(X ∩ W ) + 1.
Proof. First notice that ( X˜ ×W )∩Γϕ = ( X˜ ×W )× X˜×Pr Γϕ ∼= (X ×Pr W )×X Γϕ = (X ∩W )×X Γϕ . Thus
we have only to prove this problem at a singular point x of X , which is a unique simple cusp or node
since pa(X) 1. Set O := ÔX,x and O′ := OΓϕ ⊗O and let I be the ideal of O deﬁning X ∩W at x. If
x is cusp, then O ∼= k[[z2, z3]] and O′ ∼= k[[z]] for an indeterminate z, and I = (zm + czm+1) (c ∈ k) or
(zm, zm+1) for some integer m 0, and IO′ = (zm). If x is node, then O ∼= k[[z1, z2]]/(z1z2) and O′ ∼=
k[[z1]]⊕k[[z2]] for indeterminates z1 and z2, and I = (zm1 , zn2) or (zm+11 , zm1 + czn2, zn+12 ) (c = 0 ∈ k) for
some integers m,n 0, and IO′ = ((zm1 ,0), (0, zn2)). In both of the cases, since O′ ⊗O O/I ∼= O′/IO′ ,
we have deg(O′/IO′) = deg(O/I) or deg(O/I) + 1, as required. 
3. Proof of Theorem 2.2: ﬁrst step
In this section, for a rational curve failing to be (d−r)-regular, we classify the splitting type of M =
ϕ∗(Ω1
Pr
⊗ OPr (1)) and the Fitting scheme Y0 of E1 for A = OP1 (d − r − 1) based on Proposition 1.1.
Proposition 3.1. Let X ⊆ Pr (r  4) be a nondegenerate, rational, projective curve of degree d  r + 4. Keep
the notation as in (2.0). Assume X fails to be (d − r)-regular. Then
(1) The arithmetic genus pa(X) of X is at most one.
(2) The splitting type of M = ϕ∗(Ω1
Pr
⊗ OPr (1)) in (2.0.1) is one of (1)–(5) in (3.1.1) below.
(3) According to the splitting type of M, the zeroth Fitting scheme Y0 of E1 deﬁned in (1.0.6) for A :=
OP1 (d − r − 1) is a scheme in (3.1.1). Here in the case (2) in (3.1.1), I2(Λ¯) is the ideal of the ho-
mogeneous coordinate ring of P(V /Vr−3), generated by the 2-minors of the 2 × 3-matrix Λ¯ := [v¯ i j]
(i = r − 1, r − 2; j = 0,1,2) for v¯ i j := vi j |P(V /Vr−3) ∈ V /Vr−3 , and in the cases (4) and (5), G is the
quotients of V ⊗ OP1 deﬁned in (2.0.5).
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(1) 1 · · · 1 2  3  3  5, Y0 = P(V /Vr−2)
(2) 1 · · · 1 2 2  3  4, Y0 = V+
(
I2(Λ¯)
)(⊆ P(V /Vr−3))
(3) 1 · · · 1 1  3  3  4, (Y0)red = P(V /Vr−2)
(4) 1 · · · 1 1 2  4  4, (Y0)red = f
(
P(G)
)
(5) 1 · · · 1 1 1  5  4, (Y0)red ⊆ f
(
P(G)
)
.
(3.1.1)
Proof. To prove (1), by contradiction, assume pa(X) 2. Since X is not (d − r)-regular, applying 1.6
to X with l = 2 and r  4, we have h0(OX (1)) = r + 1, pa(X) = 2, and h0(ωX ⊗ OX (−1)) = 0. Conse-
quently, r = d − pa(X), which contradicts d − r  4.
To show (2), since X fails to be (d− r)-regular, note that H1(∧2 M ⊗ A) = 0 for A = OP1 (d− r−1)
by 1.1(3). Since 1 a1  · · · ar , this implies that ar +ar−1  d−r+1 and hence a1+· · ·+ar−2 = r−2
or r − 1. Consequently a1 = · · · = ar−3 = 1 and ar−2 = 1 or 2. Thus (a1, . . . ,ar) is one of (1)–(5) in
(3.1.1).
To prove (3), for A = OP1 (d − r − 1), we will write down
λ := δ−31 ⊗ OPr (3) : H1
(
X˜,
∧3
M ⊗ A
)
⊗ OPr → H1
(
X˜,
∧2
M ⊗ A
)
⊗ OPr (1) (3.1.2)
in (1.0.3) in each case. To this purpose, for the ﬁxed coordinate [s, t] for P1 we will use the expression
of M in (2.0.1) and a basis { 1
sit j
| i + j = b, i, j  1} of H1(OP1 (−b)) for the Cˇech cohomology. Set
ei = dim H1(∧i M ⊗ A). Then λ is given by an e2 × e3-matrix Λ whose entries are linear forms of V .
In case (1)–(4), since H1(M ⊗ A) = 0, we can write
IY0 = Im
(∧e2
λ
)
= Ie2(Λ)∼ (3.1.3)
as the ideal generated by the maximal minors of Λ.
From now on, we will write down λ in (3.1.2) in each case of (1)–(5) in (3.1.1) and ﬁnd Y0.
Case (1): Let us ﬁx a basis of H1(
∧2 M ⊗ A) and H1(∧3 M ⊗ A) through the isomorphisms induced
from (2.0.1):
H1
(∧2
M ⊗ A
)
= H1(OP1 (−2))mr−1,r,
H1
(∧3
M ⊗ A
)
= H1(OP1 (−4))mr−2,r−1,r ⊕ r−3⊕
i=1
(
H1
(OP1 (−3))mi,r−1,r
⊕ H1(OP1 (ar−1 − 5))mi,r−2,r ⊕ H1(OP1 (ar − 5))mi,r−2,r−1)
because ar−1 + ar = d − r + 1, ar  ar−1  3, ar−2 = 2 and ar−3 = · · · = a1 = 1. Here recall that
mi j and mi j k denote mi ∧ m j and mi ∧ m j ∧ mk , respectively. Let us describe the image of the
basis element by λ in (3.1.2). First we consider the image of the basis (1/s3− jt j+1)mr−2,r−1,r ∈
H1(OP1 (−4))mr−2,r−1,r ( j = 0,1,2). By (1.0.3) and (2.0.2), noting ar  ar−1  3, we have
λ
(
1
s3− jt j+1
mr−2,r−1,r ⊗ 1
)
=
2∑
i=0
(
s2−iti
s3− jt j+1
)
mr−1,r ⊗ vr−2 i −
ar−1∑
i=0
(
sar−1−iti
s3− jt j+1
)
mr−2,r ⊗ vr−1 i
+
ar∑
i=0
(
sar−iti
s3− jt j+1
)
mr−2,r−1 ⊗ vr i
= 1 mr−1,r ⊗ vr−2 j .
st
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λ
(
1
s2− jt j+1
mi,r−1,r ⊗ 1
)
= 1
st
mr−1,r ⊗ vi j ( j = 0,1; i = 1, . . . , r − 3),
and the other basis are mapped to zero by λ. Since e2 = 1, by (3.1.3) and (2.0.3), this implies that
Y0 = P(V /Vr−2), as required.
Case (2): Let us ﬁx a basis of H1(
∧2 M ⊗ A) and H1(∧3 M ⊗ A) through the isomorphisms:
H1
(∧2
M ⊗ A
)
= H1(OP1 (−2))mr−2,r ⊕ H1(OP1 (−2))mr−1,r,
H1
(∧3
M ⊗ A
)
= H1(OP1 (−4))mr−2,r−1,r ⊕ r−3⊕
i=1
(
H1
(OP1 (−3))mi,r−2,r ⊕ H1(OP1 (−3))mi,r−1,r)
⊕
⊕
1i1<i2r−3
H1
(OP1 (−2))mi1,i2,r,
because ar = d − r − 1 3, ar−1 = ar−2 = 2 and ar−3 = · · · = a1 = 1. Let us describe the image of the
basis elements by λ in (3.1.2):
λ
(
1
s3− jt j+1
mr−2,r−1,r ⊗ 1
)
= 1
st
mr−1,r ⊗ vr−2 j − 1
st
mr−2,r ⊗ vr−1 j ( j = 0,1,2),
λ
(
1
s2− jt j+1
mi,i0,r ⊗ 1
)
= 1
st
mi0,r ⊗ vi j (i = 1, . . . , r − 3; i0 = r − 2, r − 1; j = 0,1)
and the other basis are mapped to zero. Thus the nontrivial part of Λ is given by the matrix
[
v11 v12 · · · vr−31 vr−32 0 0 · · · 0 0 vr−20 vr−21 vr−22
0 0 · · · 0 0 v11 v12 · · · vr−31 vr−32 −vr−10 −vr−11 −vr−12
]
,
say Λ′ . We claim that dim Vr−1 = r + 1. Indeed, if not, by 2.5, dim Vr−1 = r and deg(Γϕ ∩ X˜ ×
P(V /Vr−1)) = d − r − 1  3, which means that P(V /Vr−1) ⊆ Pr is a singular point of X and
pa(X)  2, contradiction. Moreover, after a suitable change of coordinates T0, . . . , Tr of Pr , we
may assume that Vr−3 is spanned by Tl+1, . . . , Tr for l = dimP(V /Vr−3). Consequently, I2(Λ) =
I2(Λ′) ⊇ J := ({Ti T0, . . . , Ti Tr}i=l+1,...,r). Considering v¯ i j = vi j |P(V /Vr−3) ∈ V /Vr−3 to be a linear
form of k[T0, . . . , Tl](⊆ k[T0, . . . , Tr]), we have I2(Λ) = ( J , I2(Λ¯)), and hence IY0 = I2(Λ)∼ =
(Tl+1, . . . , Tr, I2(Λ¯))∼ , as required.
Case (3): Let us ﬁx a basis of H1(
∧2 M ⊗ A) and H1(∧3 M ⊗ A) through the isomorphisms:
H1
(∧2
M ⊗ A
)
= H1(OP1 (−3))mr−1,r,
H1
(∧3
M ⊗ A
)
=
r−2⊕
i=1
(
H1
(OP1 (−4))mi,r−1,r)
⊕
⊕
i1<i2<r−1
(
H1
(OP1 (ar − 5))mi1,i2,r−1 ⊕ H1(OP1 (ar−1 − 5))mi1,i2,r),
because ar−1 + ar = d − r + 2, ar  ar−1  3 and a1 = · · · = ar−2 = 1. Let us describe the image of the
basis elements by λ in (3.1.2):
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(
1
s3t
mi,r−1,r ⊗ 1
)
= 1
s2t
mr−1,r ⊗ vi 0,
λ
(
1
s2t2
mi,r−1,r ⊗ 1
)
= 1
s2t
mr−1,r ⊗ vi 1 + 1
st2
mr−1,r ⊗ vi 0,
λ
(
1
st3
mi,r−1,r ⊗ 1
)
= 1
st2
mr−1,r ⊗ vi 1,
for (i = 1, . . . , r − 2), and the other basis are mapped to zero by λ. Thus IY0 = I2P(V /Vr−2) and hence
Y0 = P(V /Vr−2) as set.
Cases (4) and (5): Set B =⊕r−1i=1 OP1 (−ai)mi and Q = OP1 (−ar)mr . Then we have
H1
(∧2
M ⊗ A
)
= H1(B ⊗ Q ⊗ A), H1(∧3 M ⊗ A)= H1(∧2 B ⊗ Q ⊗ A).
The map λ of (3.1.2) in the spectral sequence comes from the Koszul complex
· · · → π∗
(∧2
B ⊗ Q ⊗ A
)
⊗ f ∗OPr (−3) → π∗(B ⊗ Q ⊗ A) ⊗ f ∗OPr (−2)
→ π∗(Q ⊗ A) ⊗ f ∗OPr (−1) η−→ π∗(Q ⊗ A) ⊗ OP(G)(−1) → 0
associated with P(G) ⊂ X˜ × Pr , by taking f∗ , where π and f are the ﬁrst and second projections
of X˜ × Pr . Noticing Hi(Q ⊗ A) = 0 (i = 0,1), we have Coker(λ) ∼= R1 f∗ Ker(η) ∼= f∗(π∗(Q ⊗ A) ⊗
OP(G)(−1)) and hence SuppCoker(λ) = f (P(G)) as set. In case (4), Y0 = f (P(G)) as set, and in
case (5), Y0 ⊆ SuppCoker(λ) as set, as required. 
4. Proof of Theorem 2.2
Now we will prove Theorem 2.2. By Proposition 3.1, our assumption of the (d − r)-irregularity
implies the ﬁve cases (1)–(5) in (3.1.1) according to the splitting of M = ϕ∗(ΩPr ⊗ OPr (1)), which
correspond the cases in Theorem 2.2. In each case, the zeroth Fitting scheme Y0 of E1 for A = OP1 (d−
r − 1) is obtained in (3.1.1). Moreover dim Y0  1 by 1.1(2). Keeping these in mind, we will ﬁnd a
unique (d − r + 1)-secant line in each case of (1), (3), (2), (5), and (4), in this order.
Case (1): By 3.1, Y0 = P(V /Vr−2). By 2.5 and 1.1(2), P(V /Vr−2) is a line. Consequently, P(V /Vr−2) is
a (d − r + 1)-secant line to X by 1.5, which is unique by 1.3.
Case (3): By 3.1, (Y0)red = P(V /Vr−2). By 2.5, P(V /Vr−2) is a line, and deg(Γϕ ∩ X˜ × P(V /Vr−2)) =
d − r + 2. Since pa(X) 1 by 3.1, P(V /Vr−2) is a (d − r + 1)-secant line to X by 2.7, which is unique
by 1.3.
Case (2): By 3.1, Y0 = V+(I2(Λ¯)) ⊆ P(V /Vr−3). As we saw in the proof of 3.1, dim Vr−1 = r + 1.
By 1.1(2) and 2.5, we have dim Vr−3 = r − 1 or r − 2. Now we will ﬁnd a secant line in these two
subcases.
Assume dim Vr−3 = r−1, i.e., P(V /Vr−3) is a line. Hence I2(Λ¯) = 0 by 1.1(2), and Y0 = P(V /Vr−3)
as a scheme. By 1.5(1), P(V /Vr−3) is a (d− r + 1)-secant line to X , which is unique by 1.3. This is the
case (2a) in Theorem 2.2.
Assume dim Vr−3 = r − 2, i.e., P(V /Vr−3) is a plane. After a suitable change of coordinates
of Pr , we may assume Vr−3 is spanned by T3, . . . , Tr . Since dim Vr−1/Vr−3 = 3, after exchanging
mr−1 and mr−2 if necessary, we may assume that {v¯r−10, v¯r−11, v¯r−12} span a linear subspace of
dimension  2 in V /Vr−3 and hence that v¯r−10 = T0 and v¯r−11 = T1. This implies I2(Λ¯) = 0. In-
deed, by contradiction, assume I2(Λ¯) = 0. For some α ∈ k(T0, . . . , Tr), v¯r−2 j = α v¯r−1 j ( j = 0,1,2).
Since v¯r−10 = T0 and v¯r−11 = T1 and v¯r−2 j ∈ 〈T0, T1, T2〉, we know α ∈ k. After replacing mr−2
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dim Y0 = 1. Since I2(Λ¯) is generated by quadric(s), Y0 contains a subscheme Y that is an (irreducible)
conic, a line, or the sum of two lines with dimSuppIY /Y0  0. Since pa(X)  1, by 2.5 and 2.7,
deg(X ∩ Y )  deg(X ∩ P(V /Vr−3))  2(d − r) − 1. Hence Y is not a conic by 1.5(1). If Y is a line,
then Y is a unique (d − r + 1)-secant line by 1.5(1). If Y is the sum of two lines (possibly Y is a
double line), one of them is a unique (d− r + 1)-secant line by 1.5(2) and 1.3. This is the case (2b) in
Theorem 2.2.
In the cases (4) and (5), we will ﬁnd the secant line in a different way from cases (1)–(3): Since
(Y0)red ⊆ f (P(G)) by 3.1, we will look at subschemes of P(G) ⊆ P(F ) because of 1.3. By deﬁnition
in (2.0), consider P(G) and P(F ) as subschemes of X˜ × Pr = P(V ⊗ OP1 ), as well as the graph Γϕ of
ϕ : X˜ = P1 → Pr . Let π ′ and π ′′ be the projection of P(G) and P(F ) to X˜ = P1. Recall that π and f
are the ﬁrst and second projection of X˜ ×Pr . The bundles F and G ﬁt into the exact sequences below
and hence we have the isomorphisms:
0→ OP1 (−ar−1) → F → G → 0 and 0→ OP1 (−ar) → G → OP1 (d) → 0, (4.0.1)
IP(G)/P(F ) ⊗ OP(F )(1) ∼= π ′′∗OP1 (−ar−1) and IΓϕ/P(G) ⊗ OP(G)(1) ∼= π ′∗OP1 (−ar). (4.0.2)
Recall that the splitting type of G is 0 q1  q2 and that of F is 0 p1  p2  p3 (see (2.0.5)). Set
D := P(OP1 (q1)) ⊆ P(G). Since ID/P(G) ∼= OP(G)(−1) ⊗ π ′∗OP1 (q2), we obtain
(D · Γϕ) = q1 + ar . (4.0.3)
Case (5): We claim that (q1,q2) = (1, r−2), and that f (D) is a unique (d−r+1)-secant line L to X . By
2.6(2), this is equivalent to dim V̂ r−1 = 2r + 1 and f (D) = P(V /V ′) for V ′ := {v ∈ V | v ⊗ s∨, v ⊗ t∨ ∈
V̂ r−1}, which is the case (5) in Theorem 2.2. To prove the claim, by deﬁnition of G , notice that
q1+q2 = r−1 and H0(G) ∼= V . If q1 = 0, then pa(X) 2 by (4.0.3), which contradicts 3.1(1). Thus q1 
1 and P(G) is isomorphic to its image S in Pr which is projectively normal. Consequently, X ∼= X˜ = P1
and H2(Pr,IX (d− r−2)) ∼= H1(X,OX (d− r−2)) = 0. Hence H1(Pr,IX (d− r−1)) = 0 by the (d− r)-
irregularity. From the projective normality of S together with 0 → IS → IX → IX/S → 0, we obtain
H1(IX/S(d− r−1)) ∼= H1(Symd−r−2(G)⊗OP1 (−d+ r−1)) = 0. Hence q1 = 1 and (D ·Γϕ) = d− r+2.
Therefore f (D) is a (d − r + 2)-secant line to X . To show the uniqueness, let L be a (d − r + 1)-
secant line to X . By 1.3 and 3.1, L is the isomorphic image of an irreducible curve C in P(G) with
(C · OP(G)(1)) = 1 and (C · Γϕ) d − r + 1. Hence C = D , which implies the uniqueness of L.
Case (4): We claim that we have either
(a) (q1,q2) = (1, r − 1), and the image of D = P(OP1 (q1)) ⊆ P(G) by f is a unique (d− r + 1)-secant
line L to X ; or
(b) (q1,q2) = (2, r−2) and (p1, p2, p3) = (0,0, r−2), and the image of P(OP1 (p1)⊕OP1 (p2)) ⊆ P(F )
by f is a unique (d − r + 1)-secant line L to X .
Before proving the claim, we will show these imply (4a) and (4b) in Theorem 2.2: By 2.6(2), (a) holds
if and only if dim V̂ r−1 = 2r + 1, and the image of D is the line P(V /V ′) for V ′ := {v ∈ V |
v ⊗ s∨, v ⊗ t∨ ∈ V̂ r−1}. This is the case (4a). On the other hand, by (3) and (1) in 2.6, (b) holds
if and only if dim V̂ r−1 = 2r + 2 and dim Vr−2 = r − 1, and the image of P(OP1 (p1) ⊕ OP1 (p2)) is the
line P(V /Vr−2). This is the case (4b).
To prove the claim, we divide our case based on (q1,q2). Note that q1 + q2 = r by deﬁnition of G ,
and q1 > 0 by (4.0.3) and 3.1(1).
Assume q1 = 1. Then (D ·Γϕ) = d− r + 1 by (4.0.3), and D ∼= f (D). Hence D ∩Γϕ ⊆ D ∩ ( X˜ × X) =
D × X˜×Pr ( X˜ × X) ∼= D × f (D) ( f (D)×Pr X) ∼= D × f (D) f (D)∩ X , so deg( f (D)∩ X) deg(D ∩Γϕ). Hence
f (D) is a (d − r + 1)-secant line to X , which implies (a).
Assume q1  2. By 4.1 below and the (d − r)-irregularity of X , we have p2 = p1 = 0. Then the
corresponding subbundle W := P(OP1 (p1) ⊕ OP1 (p2)) of P(F ) meets Γϕ with (W · Γϕ) = d − r + 2.
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implies (b).
We will show the uniqueness of a (d − r + 1)-secant line L to X . By 3.1 and 1.3, L is the image
of an irreducible curve C in P(G). We divide our case: C is birational to f (C) or not. First suppose
C is birational to f (C). Hence (C · OP(G)(1)) = 1. This implies that C is the minimal section D of
P(G) with q1 = 1 or a ﬁbre of π ′ (see, for example, V, 2.18, [8]), but the latter is impossible since
f (C) is a (d − r + 1)-secant line. Next suppose C is not birational to f (C). Then P(F ) → Pr must
have the nonembedding locus of dimension 1 in Pr , and hence p2 = p1 = 0, p3 = r − 2 and C ⊆
P(OP1 (p1) ⊕ OP1 (p2)) ∩ P(G). Since G is nontrivial, OP1 (r − 2) → F → G is nonzero, and hence
q2  r − 2. Thus q1 = r − q2  2 and there exists a diagram
0 OP1 (r − 2) F O⊕2P1 0
0 OP1 (r − q1) G OP1 (q1) 0.
(When q1 = 2 and r = 4, we may change a summand of G if necessary.) If q1 = 1, then C → f (C) is
birational, which is not our case. Hence q1 = 2 and C = P(OP1 (2)) = P(O⊕2P1 ) ∩ P(G). The both cases
show the uniqueness of the secant line. This completes the proof of Theorem 2.2 
Finally, we have to prove the following lemma.
Lemma4.1. Let X ⊆ Pr (r  4) be a nondegenerate, projective curve of degree d r+4with the normalization
X˜ = P1 . Assume that (a1, . . . ,ar−2,ar−1,ar) = (1, . . . ,1,2,d−r) for the split type of M = ϕ∗(Ω1Pr ⊗OPr (1))
in (2.0.1) and that p3  p2 > 0 and q1  2 for the split types of F and G in (2.0.5). Then X is (d− r)-regular.
Proof. Let S be the image of P(G)(⊆ X˜×Pr) by f : X˜×Pr → Pr . Let f ′ : P(G) → Pr and f˜ ′ : P(G) → S
be the induced morphisms from f . To prove Lemma, we have only to show
(1) H0(OPr (m)) → H0(OS (m)) is surjective for m 2, equivalently H1(IS (m)) = 0; and
(2) H1(IX/S(d − r − 1)) = 0.
Indeed, from the claim together with 0 → IS → IX → IX/S → 0, we obtain H1(IX (d − r − 1)) = 0.
Moreover, since we may assume pa(X)  1 by 3.1(1), we have h2(IX (m)) = h1(OX (m)) =
h0(ωX (−m)) = 0 for m 1, which proves the (d − r)-regularity of X .
Before showing (1) and (2), we note (4.0.2) holds for ar−1 = 2 and ar = d − r. In particular,
H1
(IΓϕ/P(G) ⊗ OP(G)(d − r − 1))∼= H1(OP(G)(d − r − 2) ⊗π ′ ∗OP1 (−d + r))= 0 (4.1.1)
since q1  2 and d − r − 4 0.
First we prove the claim in case p1 > 0. Then V = H0(F ) and f induces a projectively normal
embedding of P(F ) to Pr , and hence f˜ ′ is isomorphic. Thus (2) follows from (4.1.1). To see (1), since
H0(OPr (m)) → H0(OP(F )(m)) is surjective, we have only to show H1(IP(G)/P(F ) ⊗ OP(F )(m)) = 0 for
m 2. This follows from (4.0.2) and p1 > 0.
Next we prove the claim in case p2 > p1 = 0. Then P(F ) → Pr is an embedding off the section
P(OP1 (p1)) ⊆ P(F ). Hence f˜ ′ is ﬁnite and isomorphic off B := P(OP1 (p1)) ∩ P(G) ⊆ P(F ). Now for
m 2, consider the following diagram
H0(OPr (m))
α
H0(OS(m))
H0(OP(F )(m))
β
H0(OP(G)(m)) H1(IP(G)/P(F ) ⊗ OP(F )(m)) ∼= k 0.
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H0(OPr (1)) = H0(F ), the image of β ◦α has codimension 1. This together with the fact that (1) holds
for large m implies H0( f˜ ′∗OP(G)/OS(m)) ∼= k for large m, and hence f˜ ′∗OP(G)/OS ∼= k since f˜ ′ is
ﬁnite. On the other hand, f˜ ′∗OP(G)(m) is 0-regular since H1(OP(G)(m − 1)) = H2(OP(G)(m − 2)) = 0,
and hence f˜ ′∗OP(G)(m) is generated by global section (see [9], Lecture 14). Thus H0(OP(G)(m)) →
H0( f˜ ′∗OP(G)/OS (m)) ∼= k is surjective, and consequently H0(OS(m)) is of codimension 1 in
H0(OP(G)(m)) for m 2, which implies (1). To see (2), consider the following diagram
0 IX/S
γ
OS OX 0
0 f˜ ′∗IΓϕ/P(G) f˜ ′∗OP(G) f˜ ′∗OΓϕ 0.
If γ is isomorphic, (2) is clear from (4.1.1). So assume γ is not isomorphic. Then Coker(γ ) = k, since
f˜ ′∗OP(G)/OS ∼= k. Thus to prove (2), by (4.1.1), we have only to show that f˜ ′∗IΓϕ/P(G)(d − r − 1) is
globally generated. If d − r  5 or q1  3 holds, by (4.0.2), we can check that f˜ ′∗IΓϕ/P(G)(d − r − 1)
is 0-regular and hence it is generated by global section. So assume d − r = 4 and q1 = 2. Hence
G ∼= OP1 (2) ⊕ OP1 (r − 2). By (4.0.2), IΓϕ/P(G)(d − r − 1) is a line bundle OP(G)(2) ⊗ π ′∗OP1 (−4) ∼=
OP(G⊗O(−2))(2) whose associated linear system separates (possibly inﬁnitely near) two points not
contained in P(OP1 (2)) ⊆ P(G). Thus we have only to show that the nonisomorphic locus B =
P(OP1 ) ∩ P(G) of f˜ ′ is of length 2 and B  P(OP1 (2)). By the deﬁnition of B and by (2.0.5) and
(4.0.1), we have a diagram with exact rows and columns
0 0
OP1 (−2) OP1 (−2)
0 OP1 (p2) ⊕ OP1 (p3) F OP1 0
0 OP1 (p2) ⊕ OP1 (p3) G OB 0
0 0.
Note here that OP1 (−2) → F → OP1 is nonzero by the ampleness of G . Hence deg B = 2. Moreover,
since O
P1 (p2) ⊕ OP1 (p3) → G in the diagram is injective, the induced morphism from OP1 (p2) ⊕
OP1 (p3) to a factor OP1 (2) of G is nonzero. Hence for B ′ := B ∩ P(OP1 (2)), there is a nonzero mor-
phism OP1 (p2) ⊕ OP1 (p3) → OP1 (2 − deg B ′). By p3  p2 > 0, this implies deg B ′  1, as required.
This completes the proof of the claim. 
Remark 4.2. We consider the regularity of a rational curve X ⊆ Pr of degree d with d − r  2. When
d = r, X is a rational normal curve and hence (d − r + 2)-regular but not (d − r + 1)-regular. When
d − r = 1 or 2, X is not 2-regular. Indeed, if X is smooth, H0(OPr (1)) → H0(OP1 (d)) is not surjective
and hence H1(IX (1)) = 0. If X is singular, then H1(OP1 ) = 0 and hence H2(IX ) = 0. Thus X is not
(d − r + 1)-regular when d = r + 1, and not (d − r)-regular when d = r + 2.
Remark 4.3. If a rational curve X ⊆ Pr of degree d with d − r = 3 fails to be 3-regular, by the same
argument as in 3.1 using [7, (1.2)] (see (3.1.1)), the splitting type of M is (a) a1 = · · · = ar−3 = 1,
ar−2 = ar−1 = ar = 2; (b) a1 = · · · = ar−2 = 1, ar−1 = 2, ar = 3; or (c) a1 = · · · = ar−1 = 1, ar = 4. In
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we cannot extend Theorem 2.2 for the case d − r  3. To give such examples, we consider, over an
algebraically closed ﬁeld k of characteristic 17, the morphisms of P1 to P5 given by the following
deﬁne embedding of P1 to P5 whose image X has degree d = 8.
(a)
⎡
⎢⎢⎢⎢⎢⎣
s8 + 6s2t6 + 2st7 + 6t8
s7t + 6s2t6 + 8st7 + 3t8
s6t2 − 4s2t6 − 2st7 + 2t8
s5t3 − 2s2t6 − 5st7 − 3t8
s4t4 + 2s2t6 − st7 + 2t8
s3t5 + 3s2t6 + 7st7 + t8
⎤
⎥⎥⎥⎥⎥⎦ , (b)
⎡
⎢⎢⎢⎢⎢⎣
s8 + 5s2t6 + 3st7 − 6t8
s7t − 5s2t6 − 3st7 − 2t8
s6t2 − 5s2t6 + st7 − 8t8
s5t3 − 5s2t6 + 2st7 + 6t8
s4t4 + 7s2t6 + 5st7 + 3t8
s3t5 + 8s2t6 + 5st7 − t8
⎤
⎥⎥⎥⎥⎥⎦ ,
(c)
⎡
⎢⎢⎢⎢⎢⎣
s8 − s2t6 + 8st7 + 6t8
s7t + s2t6 − 7st7 + 5t8
s6t2 + 5s2t6 − 8st7 + 5t8
s5t3 + 8s2t6 + 4st7 − 8t8
s4t4 + 3s2t6 + 3st7 + 2t8
s3t5 − 8s2t6 − 8st7 + 7t8
⎤
⎥⎥⎥⎥⎥⎦ .
By computing syzygies of the linear systems above and a minimal graded free resolution of I X with
CoCoA [4], for each case, M has the corresponding splitting type above and X is 4-regular but not
3-regular without any 4-secant line. For (a), IY0 in (1.0.6) deﬁnes a plane cubic in P5 intersecting to
X with degree 6, and H0(OY0(2)) → H0(OX∩Y0(2)) in (1.4.1) is not surjective (see Case (2) in the
proof of Proposition 3.1). For (b), q1  2 and p2 > p1 = 0, but (2) in the proof of Lemma 4.1 does not
hold (see Case (4) in the proof of Theorem 2.2 and Lemma 4.1). For (c), we have dim V̂ r−1 = 2r + 2
(i.e., q1 = 2) (see Case (5) in the proof of Theorem 2.2).
Remark 4.4. We can show the existence of nondegenerate, rational curve of degree d in Pr which is
not (d − r)-regular and satisﬁes the condition in each case of (1)–(5) in Theorem 2.2. Examples for
each cases will be appeared elsewhere.
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