In this paper we analyze a model for brine transport in porous media, which includes a mass balance for the uid, a mass balance for salt, Darcy's law and an equation of state, which relates the uid density to the salt mass fraction. This model incorporates the e ect of local volume changes due to variations in the salt concentration. Density variations a ect the compressibility of the uid, which in turn cause additional movement of uid. Two speci c situations are investigated that lead to self similarity. We study the relative importance of the compressibility e ect in terms of the relative density di erence. Semi-analytical solutions are obtained as well as asymptotic expressions in terms of the relative density di erence. It is found that the volume changes have a small but noticeable e ect on the mass transport only when the salt concentration gradients are large. Some results on the simultaneous transport of brine and dissolved (radioactive) tracers are presented.
Introduction
Recently Hassanizadeh and Leijnse, 1988] 1990 ] 1995] revisited the theory of brine transport in porous media, designed numerical codes and did experiments in the laboratory. They raised the question whether (semi-) analytical solutions of the governing equations could be obtained under certain boundary and initial conditions. This question initiated our mathematical study and the results are published in the mathematics literature Van Duijn et.al.,1992] . Because the subject of brine transport is still of current interest in the hydrological literature and the availability of analytical work in this eld is poor, we decided to make the mathematical results more accessible for non-mathematicians and wrote this paper. The material has been extended with new results and the emphasis is now on the construction of semiexplicit self similar solutions.
Brine is water containing a high concentration of salt. In an almost saturated brine the mass fraction (!), which is de ned as the mass concentration of the salt over the density of the brine, can reach 0.26. This corresponds to a brine density of approximately 1200 kg/m 3 . For sea water ! = 0:04 corresponding to a uid density of 1025 kg/m 3 . Mass fraction and density are related by an equation of state, which has been empirically determined. Brines are found in surface waters, such as the Dead Sea, and in groundwater near salt domes Glasbergen, 1981] . These are geological structures in the subsurface consisting of vertical cylinders of salt, a kilometer or more in diameter, embedded in horizontal or inclined strata. Salt domes are potential places for storage of nuclear waste Roxburgh, 1987] , and it is of practical importance to know the ow of the groundwater around them.
1
Any model for uid ow and salt transport in a porous medium must contain the mass balance equations for the uid and the salt, and Darcy's law. The speci c model we propose to study uses the complete uid balance equation Hassanizadeh & Leijnse, 1988 ] @ @t + div ( q) = 0;
(1.1)
where denotes the porosity of the medium, the uid density and q the speci c discharge vector.
Introducing the material derivative D Dt = @ @t + q grad; (1.2) in the balance equation yields D Dt + divq = 0: (1.3) This expression shows that density variations may a ect the compressibility of the uid, which in turn can cause an additional movement of the uid. To make this e ect explicit is one of the goals of this study.
In this paper we intend to employ mainly analytical techniques. Therefor we are forced to restrict ourselves in the choice of ow problems. Inspired by earlier work of de Josseling de Jong & van Duijn 1986 ] we shall analyze two simpli ed cases denoted by Problem I and Problem II. Problem I describes the mixing of fresh water and brine, originally separated and parallel owing, due to transversal dispersion. Problem II relates to the ow of groundwater along the surface of a salt dome. A sketch of the corresponding initial and boundary conditions is given in Figure 1 . In Problem I the ow domain is unbounded above and below. Initially, say at t = 0, the region above the plane fz = 0g is lled with fresh water and the brine lls the region below it. In this case one has to specify the speci c discharge either as z ! +1 or as z ! ?1. Here we shall adopt the former, and x q! (q f ; 0) as z ! +1, where q f is a given constant.
In Problem II the ow domain consists of the upper half space fz > 0g and is bounded below by an impermeable salt rock. Again at t = 0, fresh water occupies the region fz > 0g while the salt from the rock ensures that = s (mass density of saturated brine) along the boundary fz = 0g. Here we can only specify the y-component of the speci c discharge at z = +1, because the z-component is determined by a second boundary condition, as explained in Section 3, at the surface of the rock. In both problems the y-coordinate ranges from ?1 to +1.
These problems are chosen because they admit similarity. This means that the underlying partial di erential equations can be reduced to ordinary di erential equations by introducing an appropriate similarity variable ( z= p t in Figure 1 ). This makes the analysis tractable, yielding semi-explicit results. The mathematical justi cation of the results is given elsewhere Van Duijn et.al., 1992] . As a consequence of the analysis we can quantify the e ect of the additional brine transport due to the uid compressibility for Problem I and II, where in particular the latter is relevant to understand the ow near salt domes.
Among recent papers focusing on brine transport we mention Oldenburg and Pruess,1995; Carey et al.,1995; Herbert et al.,1988; Hassanizadeh and Leijnse, 1995 ] . Numerical codes Hassanizadeh and Leijnse,1990 and are developed to simulate ow of groundwater containing high salt concentrations. In general it is hard to compare numerical results with experimental data because the availability of brine experiments is poor. However our analytical results can be used to verify the accuracy of numerical codes HYDROCOIN, 1986 , Hassanizadeh, 1990 . Herbert et.al. 1988 ] stresses the importance of analytical work on this subject.
Hassanizadeh and Leijnse 1995] reported on column tests of brine displacing fresh water in a porous medium. They showed that the dispersivity of brine decreases when the relative density di erence between brine and fresh water increases and resolved this problem by introducing a nonlinear form of Fick's law. Carey et al. 1995 ] suggest a density dependent di usivity/dispersivity. Although these results are interesting we shall con ne ourselves to the classical formulation of Fick's and Darcy's law in this paper.
In Section 2 we formulate the mathematical model in general terms and in Section 3 we de ne the two speci c problems (I and II). Dimensionless variables are introduced in Section 4. In Section 5 we discuss properties and construction of self similar solutions. Numerical procedures and results are given in Section 6 while asymptotic results for small relative density di erence, yielding approximately div(q) = 0, can be found in Section 7. The simultaneous transport of brine and dissolved radionuclides is the subject of Section 8. In Section 9 we discuss the results and Section 10 contains the conclusions.
The mathematical model
Since this paper focuses on analytical aspects of subsurface brine transport, we shall impose simplifying restrictions on the properties of the porous medium and ow. With respect to the porous medium we assume that it is homogeneous and isotropic, characterized by a constant porosity and intrinsic permeability . With respect to the ow we shall consider the two speci c cases which are introduced in Section 1 and about the uid, with density and salt mass fraction !, we assume that the dynamic viscosity does not depend on ! and is constant. Assuming a Fickian type of dispersion/di usion term in the salt mass ux and restricting ourselves to the conventional form of the momentum balance equation, we obtain the following equations for transport of brine Hassanizadeh & Leijnse, 1986]: Mass balance of the uid Here q= (q y ; q z ) denotes the speci c discharge, p the uid pressure and g= (g y ; g z ) the acceleration of gravity. In the equation of state, where we disregard the e ect of pressure variations on the uid density, f is the density of the fresh water and is a constant ( = 0:6923 ln 2) obtained by curve tting using a 3 The ow problems
The object of any study of brine transport is to determine the speci c discharge and density (or mass fraction of salt) of the uid as a function of position and time. We will investigate here two speci c problems. In Problem I, see Figure 1 (a), we consider an unbounded ow domain above and below the z = 0 plane. Initially, at time t = 0 say, the region above this plane is lled with fresh water (density f ) and the region below it with brine (density s ). Since s > f , this leads to a stable salt distribution for all t > 0. As a boundary condition we impose that at large distance above the z = 0 plane, the ow is known (and given) and points into the y-direction: q ! q f e y as z ! +1; for all t 0:
where q f is a given constant and e y the unit vector in the positive y-direction.
Studies of brine distributions in aquifers have shown that the zone between brine and fresh water is relatively narrow, in particular when the uids are stagnant. If this situation is perturbed by draining fresh water we end up with a situation that can be represented schematically by Problem I.
In Problem II the ow domain occupies the half space fz > 0g, see Figure 1 (b). In formulating this problem we have assumed the initial situation where, due to regional e ects, fresh groundwater ows along the top boundary of a salt dome. As a result salt will dissolve from it. The physico-chemical processes that take place at a salt rock boundary are complex and di cult to model. For instance, the dissolution of salt creates a cap (residue) rock layer along the top of the salt dome. Geological studies, e.g. Bornemann et al. 1986 ], estimate the growth of this layer to be 0.04 mm/year. Following Hassanizadeh & Leijnse 1988] we disregard this movement and assume that the mass fraction remains at all times at the maximal salt mass fraction of the saturated brine along the xed boundary, i.e. ! = ! s at z = 0; for all t 0: where n denotes the outward normal at the boundary fz = 0g. As initial concentration we have = f or ! = 0 everywhere in the ow region. At large distance above the fz = 0g plane we now impose only the y-component of the ow, since the z-component will be determined by the problem. Thus we set q y ! q f as z ! +1; for all t 0:
In both problems the y-coordinate ranges from ?1 to +1. Therefore we may look for a density and speci c discharge depending only on the z-coordinate and time, i.e. = (z; t) and q = q(z; t): and by substituting (3.5) into this expression. The result is q y ? g y = q y + g sin = constant in space,
where is the inclination of the z = 0 plane. To determine the constant in (3.7) we use the behavior of q y and at z = +1: q y (1; t) = q f and (1; t) = f for all t > 0: (3.8) This yields the relation q y = q f ? ( ? f )g sin :
Thus in order to determine the pair ( ; q) from the di erential equations with initial and boundary conditions, there remains, by virtue of (3.9), only to determine and q z . Using (3.9), the equations for these quantities reduce to @ @t + @ @z ( q z ) = 0 We use the coupled system (3.10) and (3.13) in our analysis. To determine and q z from this system we need to impose the initial and boundary conditions. In Problem I we look for a solution in the domain f(z; t) : ?1 < z < +1; t > 0g subject to the initial condition (z; 0) = f for z > 0 s for z < 0: (3.14)
and boundary condition (3.1) for the ow q z (+1; t) = 0 for all t 0 (3.15)
We note that a condition on the ow such as (3.15) is natural for the problem. Combining equations (3.10) and (3.13) gives the ordinary di erential equation
Thus knowing , an additional condition on q z is needed to determine the solution. The speci c choice is arbitrary. In fact one could construct a solution corresponding to any given q z (+1; t). We also observe at this point that equation (3.16) , when writing it in the form divq = @q z @z = ? 1 div(Dgrad ); (3.17) clearly demonstrates the coupling between brine transport by di usion/dispersion, creating a non-zero divergence in the ow eld and hence uid transport by speci c discharge. Density gradients imply uid movement and vice versa.
Problem II is solved in the domain f(z; t) : z > 0; t > 0g where we impose initially (z; 0) = f for z > 0 (3.18) and along the boundary, see expressions (3.2) and (3. for all t > 0. Here sm denotes the density of saturated brine. Boundary condition (3.3) relates the speci c discharge to the spatial derivative of the uid density at the salt rock boundary. Although no water is being produced along the salt rock boundary, a non-zero discharge exists along that boundary due to volume e ects caused by high salt concentration gradients in the uid.
Dimensionless variables
Before discussing equation ( for ! s = 0:26.
Self-similar solutions
Due to the nonlinear coupling between equations (4.3) and (4.4) it is not possible to nd explicit, closedform solutions of Problems I and II. Nevertheless, their special structure enables us to obtain much information concerning the qualitative behavior of the solutions and to obtain accurate approximations.
The key idea is to look for self-similar solutions, which reduce (4.3),(4.4) to a set of coupled ordinary di erential equations with boundary conditions originating from (4.5)-(4.9). The transformed problems were studied in detail by ]. They considered fundamental questions related to existence and uniqueness of solutions, as well as their qualitative behavior. With respect to the latter, they showed certain monotonicity properties of solutions and their asymptotic behavior for jzj ! 1 and for " # 0. Some of these results will be discussed here and in Section 7.
The similarity transformations for Problems I and II are given by Then if (u( ); v( )) solves ( 5.9) and ( 5.10) for ?1 < < +1, than so does (u( ); v( )) if we replace by in ( 5.9). This means that if (u( ); v( )) is a solution for which v( 1) exists, then by shifting over a suitable distance a, we can reach any limiting value of v( ), either at = ?1 or at = +1. If we choose a = 2v(+1) in ( 5.11) we can ensure that condition (5.6) is satis ed. This invariance property will be used in both the mathematical and numerical procedures for solving Problem I. Before discussing the construction of solutions, we recall some a priori properties which give an idea about the qualitative behavior of the solution. We proved that needs three conditions to be solved uniquely. Two conditions are given by (5.5). As a third condition we take, for instance,
We outline below how to obtain a unique solution satisfying (5.12), (5.5) and (5.13) and how to obtain from that solution a corresponding v = v( ) so that the pair (u; v) satis es equations (5.3) and (5.4). This function v will not satisfy condition (5.6). To achieve that condition one applies the linear shift (5.11) with a = 2v(1). Equation (5.12) is of third order, nonlinear and de ned on an unbounded domain. To tackle it directly is therefor not straightforward. As so often in mathematics, we solve problems by combining and applying what we already know. Also in this case. We will transform equation (5.12) into a second order equation on a nite domain, yielding a boundary value problem which is well-known in the mathematical literature. This transformation is achieved by taking u as the independent variable, which is allowed by the monotonicity of u, and by taking u 0 as the new independent variable. Thus setting = (u) and y(u) = ?u 0 ( (u)): 
6 Numerical procedures and results
The mathematical analysis has provided us with qualitative information about the structure of the solutions of Problem I and II. This information can be used to develop procedures to obtain accurate numerical solutions. Starting point for both problems is the third order equation ( We nd approximate values of the shooting parameters q 0 and r 0 by solving (I 0 ) numerically. We omit the details of the computations. Next equations (S) are solved using a fourth order Runge-Kutta method in the regions f < 0g and f > 0g, subject to p 0 , q 0 and r 0 . This gives the solution (u( ); v( )) of (5.9) and (5.10) which satis es u(0) = 1 2 . It also provides us with the value of v(+1) = r(+1) which we need to obtain the correct shift a = 2v(+1) to satisfy boundary condition (5.6). In all cases considered, i.e. for all relevant values of ", we veri ed the boundary conditions u(+1) = 0 and u(?1) = 1. Up to a small error term these values are taken on by the numerical approximations. This serves as an independent check for the accuracy of the numerical procedure for Problem (I'). Figures 2 and 3 give the results of the numerical approximations of the similarity solutions u( ) and v( ) for di erent values of the relative density di erence ". where the last condition is a consequence of (5.8). This is a one-parameter shooting problem which is more straightforward and is solved without using Problem (II'). The object is to nd a approximate value of q 0 such that the boundary condition u(+1) is satis ed. This can be achieved by starting the shooting procedure with an initial estimate for q 0 and check if the corresponding limiting behavior is satis ed at su ciently large distance L from the origin. The problem is to determine an approximate value of q 0 such that the boundary condition u(+1) = 0 is satis ed. This can be achieved by starting the shooting procedure with an estimated value of q 0 and check if the corresponding limiting behavior is satis ed at a su ciently large distance L from the origin. If u(L) > > 0, where an a priori speci ed small error term, the estimated value of q 0 is decreased by a xed amount q 0 and the shooting procedure is repeated. The step size q 0 remains xed until, say after the n-the step, u n (L) < 0. Now q n 0 is increased by the bisection of q 0 , hence q n+1 3 4 ). This procedure is repeated until 0 u(L) . The number of steps depends on the quality of the initial guess of q 0 and the initial step size q 0 . Figure 4 shows the results of the iterative shooting procedure for the scaled density u( ) for di erent "-values. The corresponding scaled speci c discharge distributions v( ) are given in Figure 5 . Notice that v(0) 6 = 0. This is a consequence of boundary condition (5.8) Remark (Boundary Condition) If we impose, instead of (5.8), the condition q z (0; t) = 0 for all t > 0 to express the assumption that the salt rock boundary is impervious, then the analysis yields 13 v( ) < v(0) = 0 for all > 0. An explanation for this behavior is that q z = 0 at the boundary can only be maintained by a back ow coming from +1. We conclude that this is a physically unrealistic situation and that the no ow boundary is incompatible with the model discussed in this paper.
Approximate self similar solutions
In this section we give some results of a formal asymptotic analysis which can be found in detail in ]. The asymptotic analysis yields series expansions in terms of the relative density di erence " for the similarity solutions (u( ); v( )) in both problems. When these expansions are truncated we obtain approximation formulas which can be of practical use to approximate (u( ); v( )) up to a certain, known accuracy. To emphasize the dependence on ", we denote the solutions by (u " ( ); v " ( )).
In the limit " ! 0 the solutions (u " ; v " ) converge to the corresponding Boussinesq limit (u 0 ; v 0 ) for both problems. For Problem I v 0 = 0, while the limit for u 0 is the solution of t, which is equivalent to the path of a tracer particle released at t = 0 in z = 0, i.e. at the beginning of the brine transport process. Hence in the limit ! 0, the movement of the tracer is caused by the compressibility e ect only.
Discussion
Self-similar solutions make the analysis tractable and (semi-)explicit results can be obtained. A crucial requirement for the applicability of similarity arguments is that both the governing equations and initial and/or boundary conditions be reducible to similarity form. Hence, only in special cases one may expect to nd similarity solutions. Due to the piecewise initial density data in Problem I and II we may consider the obtained similarity solutions as upper limits for the compressibility e ect. Smooth initial data decrease the magnitude of the enhanced ow.
In analyzing Problems I and II we show explicitly the e ect of enhanced groundwater ow due to compressibility of uid caused by high salt concentration gradients. Characteristic for both problems is the occurrence of additional speci c discharge in a direction perpendicular to the main groundwater direction. In both problems q z is not in uenced by gravity. The only quantity that depends on gravity is the speci c discharge in the y-direction, parallel to the main ow q f .
In this paper we only consider constant (molecular) di usion. In a more realistic description a velocity dependent dispersion matrix has to be introduced into equation (2.2). Molecular di usion underestimates the compressibility e ects.
When transversal dispersion, due to the (regional) back ground ow q y , dominates the dispersion/di usion in the z-direction we arrive at a di erent situation. Under the assumption jq z j << jq y j (2.5) Typical values oft are (for = 1):t( l = 1 m) 0:9 yr andt( L = 10 m) 88 yr, where as the typical time scale of brine transport processes is usually in the order of thousands of years. Hence at a very early stage of the brine transport process molecular di usion starts to dominate longitudinal dispersion. Notice thatt decreases when we replace the e ective molecular di usivity by a constant transversal di usivity T q f , as discussed above.
Conclusions
1. Compressibilty e ects in brine transport in porous media are small and have in most practical cases only little e ect on the density distributions. We studied two speci c brine problems and compared the solutions for " > 0 with the corresponding Boussinesq solutions for " ! 0, where " denotes the relative density di erence.
2. We found that high salt concentration gradients induce a convective ux, which is perpendicular to the main groundwater ow direction in the problems studied in this paper. The magnitude of this ux depends upon the relative density di erence and the e ective di usivity/dispersivity of salt. 3. Taking only molecular di usion into account underestimates the convective brine transport perpendicular to the main ow direction. For the problems studied in this paper it is more realistic to replace the molecular di usivity by the transversal dispersivity due to the (regional) background ow. This increases the magnitude of q z signi cantly and q z can no longer be neglected as convective transport mechanism. 4. The similarity solutions presented are both of practical and theoretical use. First they provide us with detailed qualitative and quantitative information about the nature of compressibility e ects. Secondly the solutions can be used to verify the accuracy of numerical codes designed to simulate brine transport.
5. The similarity solutions have the following properties: i) u 0 ( ) < 0 for all ?1 < < +1 (Problem I) and 0 < +1 (Problem II), ii) there exists a number 0 such that u 00 ( ) < 0 for < 0 and u 00 ( ) > 0 for > 0 , iii) v( 0 ) = 0 =2 and v 0 ( ) > 0 for < 0 and v( ) < 0 for > 0 . The number 0 plays a prominent role in the simultaneous transport of radionuclides. 6. The results of the asymptotic analysis can be used to approximate the similarity solutions up to a given accurracy. 7. When considering simultaneous transport of brine and dissolved radionuclides we can construct an explicit solution for the radionuclide mass fraction expressed in terms of the solution of the underlying brine problem. 8. In the limit of vanishing radionuclide di usion/dispersion a radionuclide front emerges in Problem II which travels with speed v( 0 )= p t. Hence, the movement of the radionuclide is caused by the compressibility e ect only.
