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Summary
The identification and management of context over time has become important in machine 
learning research over the last ten years. Although, there are established systems that have been 
created to detect changes successfully, there is room for further research to obtain an optimal 
system to both identify context and detect context changes from large datasets in an efficient 
manner.
With the recent advancement of Bayesian network learning and Graphical presentation, this 
research extends the work by Schlimmer (118, 119), Widmer (34) and Harries (39) to derive 
context and detect the point of concept drift from large datasets automatically.
In the research described in this thesis, we have made the following breakthroughs:
1. Firstly, by combining the use of Java Bayesian Network Classifiers (JBNC) and 
JavaBayes, we achieve a very rich package for learning and gaining understanding of 
concepts. The JBNC (51, 57), with the nodes discarding facility, has outperformed the 
Naïve Bayes classifier (111) in producing accurate Bayesian network structures. The 
precise Bayesian network structures, with the contextual attributes (125) and relationships 
between these attributes, are shown graphically by JavaBayes (56). The contextual values 
of the attributes are statistically identified with the probability tables stored within each 
attribute node. Eventually, the Boolean characterization (118), which is the context, is 
derived.
2. Secondly, with the concept that the dataset with only one hidden context produces good 
self-test accuracy, we proposed novel “Top-down” and “Bottom-up” learning methods to 
detect the disjoint points where the concept begins to drift within large datasets 
automatically. These methods do not use the traditional “Windowing” method (30), which 
is very popular among the existing methods. Instead, the proposed methods utilise simple 
search operators.
3. Finally, learning accuracy mechanisms and noise handling methods are proposed to 
ensure the learning methods can detect concept drift in a real-life environment efficiently. 
Music Chord (34) and Vowel datasets (126) were previously used by Widmer (34) in his
verification of METAL(B) and METAL(IB) in detecting concept drift in real-life 
environment. The proposed methods in this thesis are further validated with these datasets 
to show their efficiency and effectiveness in learning real-life datasets as compared to the 
META-Learning System.
Key words: Boolean Characterisation, Bayesian Network Classifier, JBNC, JavaBayes, Concept 
Drift, Noise Handling, Learning Accuracy.
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Chapter 1
1 Introduction
Machine learning (90) is concerned with computer programs that automatically improve with 
experience. Many successful machine learning applications (2, 25, 35, 42, 47, 73, 77, 91) have 
been developed in recent years, ranging from data-mining (24) programs that predict equity 
returns from securities data (2), to load balancing in computer networks (73), to information 
filtering systems (60, 62) that learn users’ reading preferences, to adaptive selection of stocks in 
US and Tol<yo stock market (35, 134), to monitoring patient ECG (130) and many more. Machine 
learning continues to advance with the search for and implementation of new theories and 
efficient algorithms.
We are living in a dynamic environment where objects around us keep changing. The concept of 
today might not be the same tomorrow. For instance, the stock market keeps changing based on 
changing world events and other internal and external factors. The Severe Acute Respiratory 
Syndrome (SARS), although it belongs to the Flu family, mutated and evolved to be more 
infectious and fatal than Flu. Therefore, in every occurring event, there is a governing context. 
And the change in the contextual attributes’ values can lead to concept drift. This change or 
concept drift can be gradual, rapid or cyclical.
The title of this thesis is “Identification and Management of Context Using a Bayesian Network 
Classifier”. The objective of this research is to develop a scalable and novel method with the help 
of statistical methods (23) and to leam real life dynamic data effectively. Thus, to provide the 
end-users with information on the point of time where a concept drifts (132), the contextual 
attributes or clues (128) that contributed to the drift and the Boolean characterisation (118) that 
justifies the change.
To illustrate what is a change or concept drift, let us consider the following example. Consider 
one is happily driving to Dover. On the way to Dover, there are road signs in English to direct the 
driver to the right destination. The traffic rule is to drive on the left lane. The language, traffic and
1
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the English atmosphere clearly indicate the concept that one is in England. Upon reaching Dover 
and boarding a ferry to Calais, France, one is going to experience something different. Again, one 
continues to drive from Calais to Paris. This time, all the road signs, atmosphere and traffic rules 
are different from the previous experience in England. In order to reach Paris quiclcly and safely, 
one needs to be able to read French and drive on the right lane. The previous concept one has 
learned is no longer applicable at this time. There is a total change in concept that one is indeed in 
a foreign country, France.
To explain concept drift (132), let us refer to the above example in driving from England to 
France. Things are no longer the same when one enters France from England. There are changes 
in the values of contextual attributes that lead to a change in the target concept. In this case, the 
contextual attributes are the language, driving lane and atmosphere and the target concept drifts 
from England to France.
Previously, the Machine learning world had seemed to neglect the importance of context change 
over time while learning datasets in a dynamic environment. Only in recent years have 
researchers started to focus on the different aspects and issues that arose from learning data which 
is dynamic and where concepts drift due to context changes over time.
Over the last two decades, a number of systems such as STAGGER (118, 119), the FLORA 
family (29, 30, 31, 32), the SPLICE family (37, 38, 39), METAL(B) and METAL(IB) (33, 34), 
Partial Memory Learner (82, 83, 84) and WINNOW (7) have been developed to handle different 
aspects in the area of context change over time (36, 40, 41, 62, 64, 70, 75, 83, 117, 124). These 
selected methods will be discussed later in Chapter 2.
So far, the developed machine learning systems for detecting context change over time have been 
applied to the following datasets:
1. “Learning to Fly” (117) could not be achieved until the domain representation was 
augmented by splitting the learning task into sub-tasks, thus converting the problem to 
one of Icnown context.
2. “Vowel Recognition” (126, 127) in which the gender of the speaker is a Icnown context. 
Turney was able to alter the ‘male’ tiaining data to better fit the ‘female’ classification 
tasks and vice versa.
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3. "Calendar Apprentice” (91) in which personalised rules for scheduling meetings of a 
University professor are learned from the ongoing use of an appointment calendar.
4. "Oil Spills ” (75) detection on the sea surface by scanning satellite radar images.
5. "Aircraft Gas Turbine Engine Diagnosis ” (124) and more...
In this research, we propose some simple learning algorithms to efficiently search for the location 
of the disjoint points where the concept begins to drift. These algorithms are then applied to 
complicated and noisy real-life datasets to validate their accuracy and efficiency. To achieve 
learning efficiency, it is also necessary to have a base learner to effectively leam the dataset and 
correctly identify the hidden context.
In the next section, the hypothesis of our research is discussed in detail.
1.1 Hypothesis and Approaches
In this section, we begin to discuss the hypothesis of this research with an example of a tourist 
travelling the European countiies.
This tourist travels the European continent without any Imowledge of the European countries. 
While driving from England to France, the tourist keeps learning the environment and updating 
himself of the surroundings. With the different features leamt, he assures himself that he is indeed 
in England. The features can be the road signboards and directions, driving on the left side of the 
road, the food and beverages, the English countiyside and so forth. At this point of time, the 
concept of England is with him until he crosses over to France. Once he crosses the channel and 
arrives at Calais France, he is experiencing a change of concept that he is now in France. The 
features remain the same but the values change. For example, the road signs are shown in French, 
the driving is on the right side of the road, instead of having beer; he is having champagne and 
etc. All that he has experienced in England is different in France. There are changes in the 
contextual values that cause the concept to change. As he continues to drive from France to 
Germany, from country to country, he has to keep adjusting the learnt concepts with the 
knowledge that he has leamt from each country as the feature values change.
Chapter 1. Introduction
This example illustrates on-line learning (30). Wlien the tourist drives, he is looking at the 
window in front of him. The tourist needs to update and compare the new information with the 
existing knowledge given whatever appears in front of him. Once he discovers that there are 
changes with the present situation, he updates himself to adjust to the new concept.
Online learning has been popular in research covering domain changes over time. Some existing 
systems include FLORA (31), METAL(B) and METAL(IB) (34). These methods use a “window” 
(46) which moves over recent past instances and uses the learned concepts for prediction only in 
the immediate future.
Let us further the example by supposing that the tourist has completed the European tour and 
returned home. He bought with him with photographs, information leaflets and souvenirs taken 
from different countries. With these resources in hand, he is trying to separate the photographs 
according to the country. As he goes through the photographs, based on the distinguished 
features, he is able to understand the context of each country and separate the photographs 
accordingly. As for England, the language, the countryside, the castles and so forth help to build a 
distinct context so as to distinguish England from other countries. Therefore, with the distinct and 
solo context of England, the self-test accuracy should be 100% or slightly less.
As the tourist goes through all the photographs that belong to England, he builds the final context 
that these photographs are belonging to England. As he begins to look at the photographs taken in 
France, there is a change of context values (scenery and many important features) that indicate to 
him that he is now looking at photographs taken in other countries apart from England. There is a 
change of contextual values that causes the concept to change from England to France.
If he continues to use the Imowledge of England to identify the photographs from France, he will 
be confused and have difficulty. The self-test accuracy is now low if the previous Imowledge of 
England is included with that of France to identify the photographs. Therefore, he puts aside the 
Imowledge of England and begins to classify photographs of France afresh. This means that there 
is a disjoint point that indicates the change of contextual values that causes the drift of concept 
from “England” to “France”. If the Imowledge of England is excluded, he classifies the 
photographs of France easily.
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This scenario illustrates offline or batch learning (15, 39). So far, only one established offline 
system has been created in the area of tracking concept drift since 1998. The SPLICE learning 
system (39) engages clustering (12) and classification methods (54) to separate the dataset into 
different cluster of contexts. Our research expands on offline or batch learning.
In the area of detecting and managing context change, this research extends the work of Widmer 
(METAL) (34) and Harries (SPLICE) (39) and resolves some limitations illustrate by these two 
systems.
This research includes the following important issues in machine learning: learning in a domain 
affected by context (85, 132), Bayesian network classifiers (51, 57), Feature selection (8, 51, 66), 
Graphical viewer (56) and Knowledge representation with Boolean characteristics (118). In 
addition, we establish the following concept to be used in the formation of the proposed learning 
system:
"The dataset that has a single (hidden) context achieves 100% self-accuracy i f  no noise is 
present. I f  there are multiple contexts present in the dataset, the learner gets confused and the 
self- test accuracy is low with many misclassified instances. ”
With the above hypothesis, the aim of this research is to develop a rich learning package where 
concept drifts can be identified efficiently within a large dataset. The areas of investigation are:
• The use of a node discarding technique in the improved Bayesian network classifier (57) 
to produce a precise network structure where only the relevant attributes (125) that 
contribute to the concept are present.
• The identification of the disjoint points (38) where the concept begins to drift. An 
improved Bayesian network classifier (with node discarding) is used as the underlying 
learner.
• The output of the searched context at the location of concept drift can be viewed 
graphically with a viewer (56). With the graphical viewer, the relevant attributes (125) 
that contribute to the concept, the relationships between those attributes and the 
attributes’ probabilistic tables are shown.
• The Boolean characterization (118), which is the hidden context, can then be derived 
easily.
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• The incorporation of different learning mechanisms into the learning system to ensure 
good accuracy in learning large dataset from the real-life problems (34).
1.2 Contributions
The main contributions of this thesis are:
Firstly, the improved Bayesian network classifier (JBNC) is used as the base learner for 
the system in tracking concept changes. This improved classifier performs better than the 
Naive Bayes network classifier in producing the precise network structure. The Naive 
Bayes network classifier is used widely in the Machine Learning environment due to its 
simplicity and accuracy. However, the shortcoming of this classifier is that all attributes 
are used for the classification disregarding whether or not the attributes are relevant. The 
node discarding facility of JBNC produces precise network structures with only the 
relevant attributes. The inelevant or redundant attributes are discarded during the 
classification.
With the precise Bayesian network structure, any graphical viewer could be used to 
present the leamt network. The relevant attributes and the arcs that represent the 
relationships between the attributes are shown graphically with the viewer. The Boolean 
characterisation, which is the hidden context, is derived with the values from the node 
probability tables.
So far, we are not aware of any work in deriving context or a Boolean characterisation 
from Bayesian network structures due to the limitation of the Naïve Bayes network 
classifier. With our advancement of Bayesian network research, we believe this thesis is 
the first that proposes a method in deriving the hidden context. This rich learning 
package can be applied to Medical, Business and Engineering research to detect hidden 
contexts and also to present the context in a graphical way.
Secondly, this research proposes two simple and efficient learning algorithms to detect 
concept drift over time. So far, the SPLICE learning system (1998) is the only offline or 
batch learning system in the Machine Learning research. Although SPLICE is the earliest
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and only offline system, it is not used widely in any application due to its complication 
(many iterations are needed for convergence to the right number of disjoints) and 
limitations (no proof of convergence in some domains, no notion of overlapping contexts, 
no information about the properties of the identified hidden context). The system might or 
might not give the right number of disjoint points depending on the complication of the 
dataset.
The Top-down and Bottom-up methods that we propose in this thesis use simple and 
efficient search operators to perform straightforward search for the right disjoint points 
within large datasets with the use of an allowable noise limit. With the search operators, 
the disjoint points are located quickly without going through multiple iterations like the 
SPLICE method.
The advantage of our proposed methods over SPLICE is that not only are the disjoint 
points located but the context or Boolean characterisation can both be derived and output 
graphically.
• Thirdly, in order to handle noisy and real-life datasets, learning accuracy mechanisms and 
noise handling methods are proposed and incoiporated into the learning system. As 
Medical, Business and Engineering data are collected over time, there are chances that 
noise or inaccurate information is present in the dataset. The use of the learning accuracy 
mechanism ensures the learning methods converge to the right disjoint point and not a 
virtual one due to the premature formation of a concept. The noise handling method 
proposes the use of a second classifier so that the core of similar attributes can be derived. 
These attributes are the relevant ones that contribute to the concept under a noisy 
environment. The Music Chord and Vowel datasets are then used to validate these 
methods.
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1.3 Thesis Structure
This thesis is organised as follows:
Chapter 2 presents a survey of machine learning literature relevant to the work presented in this 
thesis.
Chapter 3 presents the identification of context with the use of our rich learning package. The 
Java Bayesian network structure (JBNC) and the JavaBayes viewer are used to classify the dataset 
and present the output graphically. A method of deriving a Boolean characterisation of context is 
proposed.
Chapter 4 presents the detection of the location of disjoint points where the concept begins to 
drift. Various search operators are proposed and described. Top-down and Bottom-up methods are 
introduced and tested with the STAGGER datasets.
Chapter 5 presents the management of searched locations and context accuracy. Learning 
accuracy mechanisms and noise handling methods are proposed.
Chapter 6 shows test results with the Music Chord dataset. The Top-down and Bottom-up 
methods are tested in detail with the incorporation of the learning accuracy mechanism and noise 
handling method.
Chapter 7 shows the further testing with the Vowel dataset. The dataset is tested in details.
Chapter 8 gives the conclusion and recommendation for further work.
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2 Literature Reviews
In Chapter 1, the hypothesis and approach taken in for this thesis were highlighted. This research 
is designed to identify contexts and detect concept drifts in the most efficient way. To support this 
objective, we review a range of existing methods which are directly or indirectly related to the 
development of various techniques in this thesis. The existing methods include a range of 
machine learning methods for both static domains and domains with changing context. In 
addition, the work on Feature Selection (FS) and Graphical Viewers are briefly reviewed.
First, we review a series of supervised learning approaches. The Bayesian network and Bayesian 
network classifier are introduced. Further, the various way of representing Imowledge, feature 
selection and graphical viewing of leamt output are reviewed.
Second, a variety of context-sensitive machine learning approaches are reviewed. These methods 
may be relevant to the development of the batch learning system (AutoCX) in this thesis.
2.1 Identifying Context
This section presents the existing classifiers which can be used in any context-sensitive learning 
system to track concept drift. In addition, the various methods of representing Imowledge are 
shown. The Feature Selection Techniques with Bayesian networks and the utilisation of graphical 
viewers to view the leamt output are briefly reviewed.
These contribute to the development of a rich teaming package in this thesis where the supervised 
teaming classifier is used as the base leamer with the incoiporation of a feature selection facility.,
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With the trained classifier, the knowledge can be represented and output from a graphical viewer 
to provide a better understanding of the concept learnt.
From the review of various supervised learning techniques, we list the advantages and 
disadvantages of using those techniques which are aligned with this thesis. We also address the 
issue of readability of knowledge after the classification, learning efficiency, sensitivity to noise 
and irrelevant features.
2.1.1 Supervised Learning
In supervised learning (90), each instance is characterised by the values of a set of predetermined 
features called attributes and augmented with a class label. Attributes can be numeric if their 
values are numbers or nominal if they take on values in a pre-specified, finite set of possibilities. 
The learning goal is to induce a classifier that can correctly label new, unlabelled instances.
There are generally two types of learning: offline and online learning (90). In offline or batch 
learning, an entire historical dataset is used and input to the system. After learning, the system 
outputs a concept. In online learning, the learning instances are input one at a time. Each instance 
is used to improve the classifier. As each example is presented, the online learner first makes a 
class prediction and subsequently is told the correct class.
Next, we present five approaches to supeiwised learning. These methods are static learning 
systems in that they assume that the training and test data are drawn from a single unchanging 
distribution.
The evolutionary algorithms and adaptive fuzzy systems have not been discussed in this thesis as 
none of the context-sensitive learning systems adopted these methods. However, there can be 
great potential of these methods to be used in future for providing accuracy and effectively in 
context-sensitive learning.
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2.1.1.1 Instance-based Learner
METAL(IB) (34) is an example of a simple instance-based learning algorithm as the base-level 
learner to track context changes over time.
In the Instance-based learning (IBL) (1) paradigm, the algorithm does not induce any explicit 
classification model. It simply stores the dataset or a subset of it, and uses the data rather than 
induced model to classify new instances. When a new instance has to be classified, the algorithm 
compares that instance with all stored instances and retrieves the “nearest” or the K nearest 
instances to the new one as determined by a distance metric; the Euclidean distance. IBL is also 
loiown as K nearest neighbour in its simplest form.
The IBL methods can use a large amount of memoiy as they rely on storing training instances. In 
addition, IBL is also susceptible to noise. IBL methods require very little learning time but can be 
quite slow to classify new examples. They afford very little insight to the decision function and 
are extremely sensitive to irrelevant attributes and the selection of a distance metric. They can 
provide good classification accuracy as they do not segment the data space. So far, there is no 
work been done in determining if segmenting the data space can cause the reduction of 
classification accuracy in IBL.
2.1.1.2 Neural Networks
multiplication by w dgbt
Figure 2-1: Artificial Neuron
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A neural network (113) is an interconnected assembly of simple processing elements, units or 
nodes, whose functionality is loosely based on the animal neuron (Figure 2.1). The processing 
ability of the network is stored in the inter-unit connection stiengths, or weights obtained by a 
process of adaptation to, or learning from, a set of tiaining patterns.
Figure 2.2 shows the standard feedforward network, In this network, the neurons are combined 
into an input layer, one or more hidden layers and an output layer. The output from each artificial 
neuron is connected to all neurons in the succeeding layer with a multiplicative weight associated 
with each interconnection. Weights are typically set in a process Icnown as backpropagation.
Input Layer Hidden Layer
\  Weights
Weights Output Layer
Inputs
Figure 2-2: Artificial Neural Network - Feedforward
The advantage of a neural network is that it can be very accurate. It is also very fast to classify 
new instances. The disadvantage is that the training speed is slow and can be difficulties in 
selecting the optimal architecture and learning parameters. Therefore, much hand tuning and 
repeated training are required.
Previously, it was loiown that the neural network provides little insight into the resulting 
classification function as the decision function is spread across a great many weights. However, 
with the recent intensive research and large body of work on extracting decision trees and rules 
from neural networks, we can visualise the learnt outcome easily (136).
So far, we are not aware of any context-sensitive system that uses a neural network as the base 
learner.
1 2
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2.1.1.3 Decision Trees
Don’tPlay PlayGolf
HiimkiUy Windy
Figure 2-3: C4.5 decision tree
Decision tree learners (9, 108, 107) are frequently used in machine learning as they are fast, 
robust and accui'ate. The SPLICE learning algorithm (39) utilises C4.5 (107) to perform clustering 
and induce concepts from the clusters of data. The decision trees, when small, are easy to 
interpret. A sample decision tiee for the task of deciding to play golf is shown in Figure 2.3.
A decision tree is a representation of a decision procedure for determining the class of a given 
instance (104). A decision tree can consist of:
1. Leaf nodes (or answer nodes) that indicate a class name.
2. Non-leaf nodes (or decision nodes) which indicate an attribute name branches to another 
decision tree for each value of that attribute.
The top down induction of decision trees is a popular approach to learning. This approach uses 
attribute based descriptions and the learned concepts are represented by decision trees. It is also 
possible to categorise conjunctive and disjunctive descriptions of concepts with 'if-then' rules 
which can be lifted from the trees (107). These rules often offer a more flexible representation 
than the decision trees themselves.
To induce decision trees, the training data is recursively partitioned on an attribute that maximises 
some purity criteria. In the C4.5 learner, a purity criterion called information gain ratio, which is 
based on information theory, is used.
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Although the decision tree method is elegant and fast, the learner might over fit the dataset. 
Therefore, the decision tree learners generally avoid over fitting in noisy domains by a process 
Icnown as pruning whereby branches of the decision tree are removed if they are not well 
supported by the training data. The pruning level can be adjusted for different levels of noise.
The advantage of using decision tree induction is that it is fast and relatively accurate. When 
decision trees are small, they can be easily read and thus provide knowledge about the 
classification function. Further, the decision trees also address the issue of readability by 
expressing classifiers as sets of rules.
2.1.1.4 Rule Induction
For context sensitive learning, the FLORA learning system uses an inductive learner to induce 
incoming data into different sets of concept hypotheses.
A set of rules can be derived fi'om a decision tree by using the C4.5rules (107). For instance, the 
following rule is drawn from one of the decision tree leaves in Figure 2.3.
if (Outlook = Sunny) and (Humidity <= 75) then class is Play Golf.
By re-expressing decision trees as rules, it is often easier to interpret the leamt Icnowledge.
C4.5rules takes a C4.5 decision tree and creates a rule from each leaf node. It also identifies and 
removes redundant rule conditions and then prunes the resulting rule set to remove redundant 
rules.
From the rule induction approach, the AQ family of learning methods (87, 88) and CN2 (14) build 
individual rules by incrementally adding rule conditions until some type of class purity criterion is 
met. By repeatedly inducing a rule and then removing all positive instances covered by that riile, a 
set of rules can be found. This process is continued until all examples are covered.
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AQ-PM (82) extended the AQ-15c (133) inductive learning system as an online learning system 
that maintains a partial memory of past training examples. AQ-15c represents training examples 
using a restricted version of the attribution language VLl. (88). The rule conditions are of the 
form ‘[‘<attribute.’=’<reference>’]’, where <attribute> is an attribute used to represent domain 
objects and <reference> is a list of attribute values.
For learning more expressive rules, Inductive Logic Programming (ILP) can be utilised to learn 
first order rules (106). These rules can contain variables and thus represent knowledge about 
relationships. The resulting concepts can be executed often as Prolog programs. The use of ILP 
provides a framework for the use of background knowledge and provides a much richer range of 
concepts expression.
2.1.1.5 Bayesian Classifiers
The most popular types of graphical models (80) are Bayesian networks (98, 16, 17, 97). The 
Bayesian network has been successfully applied in real world applications (43, 44) especially in 
Medicine (3, 79), image retrieval (135) and more.
Figure 2-4: Bayesian network
A Bayesian network (52) for a set of random variables X = {Xi, . . . , Xn} is a pair B = <S, P>, 
where S is a directed acyclic graph (DAG) whose nodes are in one-to-one correspondence with 
random variables in X. P is a set of local probability distributions associated with each variable. 
Xi denotes both the variable and its corresponding node in S. We use Paj to denote parents, and pai
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to denote configuration of parents of node Xi in S as well as variables corresponding to these 
parents. The joint probability represented by the structure S is given by (51):
n
pix)=Y\pi^i\p^^)
i=\
The local probability distributions P are the distributions corresponding to the terms in the above 
equation. The probability distribution represented by the network shown in Figure 2.4 for 
example is:
p ( X l , X 2 , X i , X 4 , X s )  =  p(x \  I X 2 , X 5 ) . p ( X 2 ) . p ( X 2  I X 5 ) . p ( X 4  | %3,%5)./?(%5)
A Bayesian network can be used for classification in a quite straightforward way. One of the 
variables is selected as a class variable, C, and the remaining variables as attribute variables, A,, . 
. . ,  An-i, as shown in Figure 2.5.
Figure 2-5: A Bayesian network classifier
A classification is performed by selecting the value of the class variable c^"^  ^ that has the highest 
conditional probability given values of attributes, p(c^ '"^  | a,, . . . , an-i). If all of the attributes are 
instantiated, we can compute the conditional probability of a class variable being in configuration 
k using the following formula:
p(c<‘> |m  a , - 1) = -'■
^/7(Gl,...,a«-l,C^*^)
7=1
where rc is the number of classes (number of configurations of class variable C) and 1 < k < rc.
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The Naïve Bayes Classifier, popularised by Duda and Hart (111, 13, 48, 49), is one of the most 
commonly used classifiers due to its simplicity and low classification error rate. Its properties 
have been intensively studied (28, 68, 69, 101, 102, 103) and it inspired a number of other 
classification approaches.
Illustrated in Figure 2.6, the classifier has a fixed structure with the class node as a parent to all 
the attribute nodes. There are no edges between the attribute nodes. A Naïve Bayes classifier 
assumes that all attribute variables are conditionally independent given the class variable. Despite 
the fact that these assumptions are in most cases violated, the classifier performs as well as many 
of the state-of-the-art classifiers. Naïve Bayes Classifiers have been used widely in machine 
learning (19, 135) and especially in METAL(B) (34) for learning concept changes over time.
Figure 2-6: Naïve Bayes network Classifier
••••
Figure 2-7: Tree Augmented Naïve Bayes network Classifier
The improved Tree-Augmented Naïve Bayes classifier, TAN, was introduced by Friedman, 
Geiger and Goldszmidt (93) (Figure 2.7). It extended the Naïve Bayes classifier network structure
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by adding a tree-like dependency among attribute variables. Thus, there is always an undirected 
path between any attributes that do not pass through the class variable. Although the performance 
of TAN can be better than Naïve Bayes classifiers (93), the rigid network structure may force 
dependencies between random variables in the model that do not exist in reality. Thus, it may also 
deteriorate classification perfoimance in certain situations.
Our research focuses on outputting the precise Bayesian network structure where only the 
relevant or useful attributes and the true relationships between these attributes are present after the 
classification. Due to the rigidity of the Naive Bayes classifier where all attributes are used, the 
classifier can only be used purely as the base learner (blackbox) for detecting context drift within 
a fixed window in METAL(B). The output cannot be visualised as the leamt network structure.
Given the drawbacks of Naïve Bayes and TAN classifiers, the Java Bayesian Network Classifier 
(JBNC) (57) toolldt was designed and proposed by Jarek Sacha to maximise the classification 
abilities of the consti'ucted networks and at the same time to minimise the complexity of the 
learning algorithm. JBNC (57) is a Java toolkit for training, testing and applying Bayesian 
network classifiers. Sacha (51) developed JBNC in 1999 for his PhD research. So far, the 
implemented classifiers have been shown to perform well in a variety of machine learning 
applications. Sacha has also tested the classifiers successfully with the UCI Machine Learning 
Repository datasets (10). Recently, the JBNC was included in the Weka 3 (131), Data Mining 
Software in Java, to induce a Bayesian classifier.
2.1.2 Knowledge Representation
In Machine learning, there are various methods for presenting a learnt output from a 
classification. Some of the most popular ones are; decision trees, rules sets and graphical models.
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t t c » u l l» J p r  W cafh p jr
Fte Edt
Sees [Release 1.191 Thu Oct 02 06:16:47 2003
Read 14 cases (4 attributes) from Weather data
Decision tree:
Outlook = Overcast: Yes (4)Outlook ■ Sunny:Humidity • High: Ho (3)Humidity ■ Normal: Yes (2)Outlook ■ Rain:.. Windy • True: No (2)Windy • False: Yes (3)
Figure 2-8: Decision Tree structure generated from SeeS
A decision tree (108) is like a flow chart, in which a node of the tree represents a test on an 
attribute and each outgoing branch corresponds to a possible result of this test. Each leaf node 
represents a classification to be assigned to an example. Figure 2.8 shows a simple decision tree 
for the task of deciding if the weather will be good. Rules can be derived from the decision tree. 
The tree is equivalent to a set of conjunctive rules, corresponding to each leaf of the decision tree. 
For example, with the decision tree shown in Figure 2.8, a derived rule is: if <Outlook> is Sunny 
and <Humidity> is Normal, the class is Good Weather.
SoeS [Release 1.191 Thu Oct 02 06 : 29 : 43 2003
Read 14 cases (4 attributes) from Weather data
Rule 1: (4, lift 1.3)Outlook ■ Overcast -> class Yea [0.633]
Rule 2: (3. lift 1.2)Outlook ■ Rain Windy ■ False -> class Yes [G.GQO]
Rule 3 (7/1. lift 1.2)Humidity ■ Normal -> class Yes [G.77B]
Rule 4: (3. lift 2.2)Outlook " Sunny Humidity ■ High -> class No [0.600]
Rule 5: (2. lift 2.1)Outlook ■ R a m  Windy ■ True 
-> class Mo [G 750]
Default class: Yes
Figure 2-9: Production rules generated from SeeS
A production rule generator, for example AQ15 (133), will output a set of ‘if...then...’ 
classification rules rather than a decision tree. This characterisation is often a more 
comprehensible representation than a decision tree especially when the decision tree is large. Each 
decision rule is of the form ‘if <condition> then predict <class>’, where <condition> is a conjunct
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of attribute tests. There may be more than one rule for each class. For example, in Figure 2.9, one 
of the rules generated by See5 is ‘if <Outlook> = Sunny and <Humidity> = High then <class> = 
No good’.
y
(a) Full dependency.
Figure 2-10: Examples of graphs representing graphical models.
A graphical model (80) (Figure 2.10) uses nodes and arcs to represent dependency relationships 
within a set of random variables. In a graph, the nodes are used to represent the random variables. 
An arc in the graph intuitively corresponds to a dependency relationship between two variables. 
Bayesian networks (98) are one of the most popular types of graphical model.
Decision trees and rules are generally used in machine learning to represent knowledge induced 
from a dataset. However, these methods are not appropriate to be used in representing hidden 
context. We need a more general and more expressive representation. This thesis uses Bayesian 
network structures to represent the context induced from a classifier. From the Bayesian network 
structure, a Boolean characterisation is derived. The Boolean characterisation (118, 119) is the use 
of Boolean operators to represent the conjunctive and disjunctive nature of the leamt 
representation. The STAGGER algorithm (118, 119) modifies the Boolean characterisation when 
instances are added incrementally.
2.1.3 Feature Selection
There are many factors affecting the success of machine learning on a given task. If there is much 
irrelevant and redundant information present or the data is noisy and unreliable, then knowledge 
discovery (24) during the training phase is more difficult. Feature subset selection (8, 20, 66, 92,
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100, 120, 123) is the process of identifying and removing as much of the irrelevant and redundant 
information as possible. This reduces the dimensionality of the data and allows learning 
algorithms to operate faster and more effectively. In some cases, accuracy on future classification 
can be improved; in others, the result is a more compact, easily interpreted representation of the 
target concept.
The purpose of feature selection is to decide which initial features (possibly a large number) to be 
included in the final subset and which to ignore. If there are n possible features initially, then 
there are 2" possible subsets. The only way to find the best subset would be to try them all. This is 
clearly prohibitive for all but a small number of initial features.
There are generally two widely used methods in Feature Selection: the Wrapper and the Filter 
approach (8, 66). In the wrapper approach (66), the feature subset selection algorithm exists as a 
wrapper around the induction algorithm. The feature subset selection algorithm conducts a search 
for a good subset using the induction algorithm itself as part of the function evaluating feature 
subsets. The induction algorithm is considered as a black box in the wrapper approach. The 
induction algorithm is run on the dataset, usually partitioned into internal training and holdout 
sets, with different sets of features removed from the data. The feature subset with the highest 
estimated value is chosen as the final set on which to run the induction algorithm. The resulting 
classifier is then evaluated on an independent test set that was not used during the search.
The filter approach (8) operates independently of any induction algorithm. The undesirable 
features are filtered out of the data before induction commences. Filter methods typically make 
use of all the training data when selecting a subset of features. Some look for consistency in the 
data, that is, they note when every combination of values for a feature subset is associated with a 
single class label. Another method eliminates features whose information content (concerning 
other features and the class) is subsumed by some number of the remaining features. Still other 
methods attempt to rank features according to a relevancy score. Filters have proven to be much 
faster than wrappers (8) and hence can be applied to large data sets containing many features.
There is also some work attempting to improve the performance of Naïve Bayes classifiers with 
attribute selection. Rohavi and John (66) utilise the Naïve Bayes classifier as the inducer in their 
wrapper approach. With the selected subset of features, their Naïve Bayes classifier is reported to 
produce surprising overall results that are better than the decision tree (66).
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BAYDA (100) is a software package for flexible data analysis in predictive data mining tasks. 
The underlying mathematical model is based on a simple Bayesian network (Naive Bayes 
classifier). BAYDA utilises a novel Bayesian criterion for feature selection to improve the 
performance of the classifier. This criterion is based on the supervised marginal likelihood of the 
class value vector given the rest of the data. With the use of a real-world dataset, the Bayesian 
feature selection scheme has demonstrated to reduce the number of features dramatically. Hence, 
the predictive accuracy of the original Naïve Bayes classifier is improved.
Tsymbal and Puuronen (123) propose the EPS SBC (Ensemble Feature Selection for the Simple 
Bayesian Classifier) to constructs an ensemble of simple Bayesian classifiers in random subspaces 
and uses hill climbing in a refinement cycle for improving the accuracy and diversity of the base 
classifiers. In the selection of feature subsets, the random subspace method randomly selects 
feature subsets from the original dataset. Each feature subset is calculated by a goodness measure 
using the fitness function proposed by Opitz (54). The dataset is divided into training, validation 
and testing set. The training set is used for calculating the Bayesian probabilities and building the 
base classifier. The validation set is used in the refinement cycle and the test set is used for 
evaluating the final refined ensemble. An iterative refinement of the ensemble members is used to 
improve the accuracy and diversity of the base classifiers. For all the feature subsets, each feature 
is to be included or deleted. If the resulting feature subset produces better performance on the 
validation set, the change is kept. The process is continued until no further improvements are 
possible.
The above reviews the existing methods in improving the perfoimance of Naïve Bayes classifiers 
by using various feature selection techniques. Due to the rigidity of Naïve Bayesian classifiers 
that assumes all attributes are conditionally independent given the class variable, the feature 
selection methods only help to improve the predictive accuracy of the classifiers but fail to 
provide a precise network where the relevant atti'ibutes and the true relationships between 
attributes are constructed.
In our research, the node discarding facility of JBNC (51) removes the irrelevant or redundant 
attributes during the classification and outputs the precise network with the relevant attributes and 
the true relationships between attributes. The nodes discarding facility is embedded in the 
Augmented Dependency Search with Discarding (SAND) operator of the JBNC. The SAND 
operator performs attribute selection and determines which attributes do not contribute to the 
classification goal and discard them from the classification work.
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2.1.4 Graphical viewer
The ability to describe the structure of a classifier in a way that the user can easily understand 
transforms classifiers from incomprehensible black boxes to useful tools that convert the data into 
knowledge. So far, only few projects are devoted to the representation and handling of Bayesian 
network classifiers.
Becker, Kohavi and Sommerfield (4) propose the use of Evident Visualizer to display the 
structure of a Simple Bayesian classifier and allow a user to interact with it, examine specific 
values, show probabilities of picked objects and ask what-if questions. The motivation is that 
classification of data without any exploration of the underlying model reduces the trust of users in 
the system and does not help the knowledge discovery process. Thus, a visualisation 
accompanying an induced classifier provides a way for users to understand the model used in the 
classification.
BATMAN (Bayesian network manipulator) (89) is designed to manipulate Bayesian networks 
over the Internet. The motivation is that it is difficult to imagine the relationships among variables 
when they are presented in a textual foim. BATMAN creates, edits, deletes, tests and retrieves the 
Bayesian networks locally and over the Internet.
In our research, we will utilise the JavaBayes viewer (56) to output the leamt Bayesian network 
structure graphically. JavaBayes uploads the output file from a Bayesian network classifier (for 
example, JBNC) after the classification under the bif (for Bayesian Interchange Format) output 
formats. The nodes and the relationships between nodes are shown clearly. In addition, the 
probability tables, which belong to the nodes, are uploaded together with the nodes and viewed 
for the derivation of a Boolean characterisation.
2.2 Detecting Context
In the previous section, we reviewed the various classifiers, feature selection techniques, 
knowledge representation methods and graphical viewers. With reference to these techniques in
23
Chapter 2. Literature Reviews
Chapter 4, we will propose an efficient context sensitive learning system where the locations of 
concept drifts within a large dataset can be found. From the locations of disjoint points, the 
relevant attributes and the relationships between attributes are identified and viewed with 
graphical viewer. Thus, the context, which is the Boolean characterisation, is derived easily.
The subsequent section defines concept drift and context and reviews the different techniques 
currently available for detecting concept drift.
2.2.1 Concept Drift
In many real-world domains, the context in which some concepts of interest depend may change. 
This results in more or less abrupt and radical changes in the definition of the target concept (132, 
32).
Let us consider the example given in Chapter 1 (driving in England and France). If one examines 
the surroundings in England, one can identify the unique conditions which are specific to the 
region. Therefore, it is possible to build a concept about visiting England. However, as one 
travels to the neighbouring country, France, one can observe that the conditions change. The 
spoken language changes, the driving lane is on the right side and consequently the concept built 
based on the conditions encountered in England is no longer valid. The concept needs to be 
changed in order to reflect the new conditions.
For another example, consider the Flu virus which keeps evolving and mutating under different 
climates and conditions. This results in a perceived change of Flu virus to SARS and Bird Flu. 
Therefore, it is necessaiy to modify prediction rules that rely on previous observations. In such 
situations, the learning system must process the ability to track and adapt to these changes in the 
environment. The problem of tracking these environment changes is loiown as concept drift.
There are many different kinds of concept diift in the real world. Characteristic attribute values 
may change, the value domains of attributes may evolve over time, attr ibutes once important may
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become meaningless, new ones may emerge; differences between successive concepts may be 
drastic or affect only some small facet; some concepts change only gradually, creating phases of 
ambiguity and uncertainty between periods of stability, other concepts may change overnight.
(30)
The problem of tracking the concept drift is primarily caused by not knowing what to forget and 
when to forget. Forgetting (115) was implemented in the original FLORA system (29, 30,31, 32) 
in the form of a window of fixed size thus delimiting the number of samples in “working 
memory”.
Most existing machine learning systems that track concept drift uses an online learning approach
(31) and can be characterised as adaptive. The primary approach used for adaptive online learning 
is to decay the importance of older examples. Another way of doing that is to continually update 
the concept to fit a window of recent instances. The windowing approach was first suggested for 
machine learning by Kubat (74).
Traditionally, the batch learning methods assume that all available information will be directly 
represented in the attributes provided; hence changes in context will be treated as noise. Batch 
learners can also be used for online adaptive learning in domains with concept drift by repeatedly 
learning from a window of recent instances (15, 62). One approach is to learn a new concept for 
every movement of the sliding window as with classical online learning. However, this can be 
resource intensive. An alternative is to step the window forward by more than one instance (36). 
One can also explicitly maintain rules from the past, and only learn exceptions to these rules (15). 
In this case, concept drift is dealt with by maintaining statistics about each rule’s performance in 
the recent past.
2.2.2 Context
Context (85) plays a major role in detecting concept drift. Context is essential because it 
determines which attributes to use for a given problem out of many available, Consequently, as 
the context of a problem changes, there is a conesponding change in the set of attributes which 
are considered relevant (126).
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The Collins dictionary (122) defines context as: (1) the parts of a piece of writing, speech, etc., 
that precede and follow a word or passage and contribute to its full meaning; (2) the conditions & 
circumstances that are relevant to an event, fact, etc. The second of these definitions is relevant to 
machine learning. For the purpose of machine learning, we might consider the target concept to 
denote as a event or facts whereas context can be understood as the conditions and circumstances 
under which the target concept holds. For example, the concept “To Play” is characterised by the 
context: (humidity = normal AND windy = false) OR outlook — overcast. The target concept is 
“To Play” whereas the contextual attributes are “humidity”, “windy” and “outlook”. The change 
in the contextual values can cause the concept to drift.
To illustrate the importance of context, let consider the example of detecting oil spills on the sea 
surface by scanning satellite radar images (75). The approach is to leam one set of images and test 
on a different set of images. The learning task involves a large number of attributes which are 
used to describe the objects in the images in term of their characteristics produced by a set of 
vision modules. The earlier investigation has shown that these attributes are not sufficient to 
classify objects into spills and non-spills with adequate accuracy. The additional atti'ibutes such as 
meteorological conditions, the angle of the radar beam that produces the image and the proximity 
of the object to land can help to improve predictive accuracy. Therefore, the inclusion of 
contextual infoimation can gieatly help in the classification. Context is important in the learning 
process and that in many cases the learning task may not be satisfactorily resolved if the context is 
ignored.
The characterisation of a concept may also depend on the context. Matwin and Kubat (85) divide 
concepts into three categories:
• Absolute concepts that never change with context change
• Relative concepts that completely change with changes of context
• Partially relative concepts that only partially change with changes of context
The learning process can become considerably harder if the concepts of interest depend on some 
hidden context. In the study of hidden context (31), the current context is assumed to be unknown, 
but to be persistent over time. A context i will hold for some time before switching to another 
context j.  Contexts can also change gradually. An important aspect of hidden context in some 
domains is that past contexts can repeat thus leading to recun ing target concepts.
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A stable concept (39) is a target concept that remains accurate for some period of time. Each 
period of time with a stable concept is assumed to have a fixed value of some unseen 
circumstance, or hidden context. While the hidden context (31) is not directly available to the 
learning system, knowing about the hidden context would be valuable, both for general domain 
insight, and to improve the accuracy of any induced models.
In many domains, it can be valuable to divide the learning task into sub-tasks to be learned 
separately. These learning tasks are often divided according to values of some attributes or known 
context. An example of this is Turney’s (126) study of Vowel Recognition. As data is being 
collected in batches, there is a possibility that the batches systematically differ from one another, 
or that there is a much greater similarity of examples within a batch than between batches. Hence, 
each batch can be designated as a separate (Icnown) context.
2.2.3 Context-Sensitive Learning
So far, in the research and study of detecting concept drift and context changes over time, there 
are many learning systems being developed over the past ten years that uses the concept of batch 
and online learning method. For instances, the STAGGER system (online) (118), FLORA family 
(online) (31), SPLICE family (batch) (39), METAL(B) and METAL(IB) (34), WINNOW (7), 
AQ-PM (Partial Memory) (82) and more have been successfully detecting concept drift for 
different applications.
In this section, we will concentrate on the existing systems that are related to the systems that we 
will propose in Chapter 4. The motivation, different mechanisms and methodologies are shown. 
As the STAGGER, FLORA family, SPLICE family and METAL(B) broadly cover the different 
learning methods that so far exist in the area of detecting concept drift, they are reviewed in the 
following section.
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2.2.3.1 STAGGER Algorithm
The STAGGER (118, 119) is probably the first machine learning system dealing with concept 
drift. Concepts are represented in STAGGER as a set of dually weighted, symbolic 
characterisations. Each element of the concept description is a Boolean function of attribute-value 
pairs represented by a disjunction of conjuncts. For example, context that matches either small 
blue figures or square ones would be represented as ((size = small and colour = blue) or shape = 
square). These characterisations are dually weighted in order to capture positive and negative 
implication. One weight represents the sufficiency (118) of a characterisation for prediction and 
the other represents its necessity (118).
STAGGER uses logical sufficiency (LS) (positive likelihood ratio) and logical necessity (LN) 
(negative likelihood ratio) to measure sufficiency and necessity. The dual weights with the 
estimated prior odds are used to calculate if a given instance is positive. Expectation is the 
product of the prior odds of a positive instance and the LS values of all matched characterisations 
and the LN values of all unmatched ones. The resulting number represents the odds in favour of a 
positive instance.
In order to represent concepts in a distributed manner and use a Bayesian measure to compute an 
expectation value, STAGGER incrementally modifies both the weights associated with individual 
characterisations and the structure of the characterisations themselves. With these two latter 
abilities, STAGGER is capable of adapting its concept description to better reflect the concept.
The incremental learning method used in STAGGER tolerates systematic noise and concept drift. 
It begins with simple characterisations and can leam complex characterisations by conducting a 
middle-out beam search through the space of possible conjunctive, disjunctive and negated 
characterisations (118).
2.2.3.2 FLORA Family
The FLORA learning system (30, 29, 31, 32) was developed with the motivation that effective 
learning in environments with hidden contexts and concept drift requires a learning algorithm that
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can detect context changes without being explicitly informed about them. Besides, the learning 
algorithm must quickly recover from a context change and adjust its hypotheses to a new context, 
and make use of previous experience in situations where old contexts and corresponding concepts 
reappear.
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Figure 2-11; The FLORA Family System (after (31))
The main features of the FLORA (31) (Figure 2.11) online system are:
• Learning from a window of recent instances to detect concept drift. From Figure 2.11, as 
the context is known to vary in time, the learner trusts only the latest examples using a 
sliding window. Newly arrived examples are added to the window and the oldest ones are 
deleted from it. These additions and deletions of examples trigger the modifications to the 
current concept hypothesis and keep it consistent with the examples in the window.
• Sorting the conjunctions of attribute value pairs into three sets in the concept hypothesis. 
The three sets are: one for conjunctions matching only positive examples (ADES), 
another for conjunctions matching mainly positive and negative examples (PDES) and the 
third for conjunctions matching only negative examples (NDES). The ADES set forms 
the predictive concept.
By using an inductive learner, the description items in ADES, NDES and PDES are generated by 
incremental generalisation in response to positive and negative examples. Some of the description 
transfers from one set to another when new instances are added or deleted from the current 
window. For example, the set PDES which contains items that were once in ADES or NDES but 
are contradicted by some examples are kept in PDES in the hope that they may become relevant
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again when old instances are dropped from the window. The membership of each of these sets is 
altered and modified according to the cuiTcnt membership of the window.
FLORA2 (30) uses a Window Adjustment Heuristic to dynamically adapt the size of its window 
during the learning process. This is to satisfy the argument that a narrow window will not 
accommodate a sufficient number of examples for a stable concept description and a wide 
window will slow down the learner’s reaction to concept drift particularly if the change in the 
concept is quite dramatic.
The Window Adjustment Heuristic (WAH) is used to decrease the window size by 20% if a 
concept change is suspected. If the hypothesis seems to be extremely stable, the WAH decreases 
the window size by 1. This is to avoid keeping in memory unnecessarily large numbers of 
examples. If the current hypothesis seems stable enough, the window size is simply left 
unchanged. And if none of these conditions is satisfied, the program assumes that more 
information is needed and does not forget the oldest examples, thus incrementally increasing the 
window size. The parameter values used in WAH are based on the authors experiments and 
experience with the system. There is no mathematical study for these parameters.
As there are many natural domains where a finite number of hidden contexts may reappear, either 
cyclically or in an unordered fashion, it would be waste of effort to relearn an old concept from 
scratch every time the contexts and associated concept versions reappear. Therefore FLORA3 
(29) incorporates a measure to directly exploit recurring context. This was achieved by storing 
concepts that did not change for some period of time and guarding against small changes to a 
previously seen context and mistaken concept selection.
2 .2 3 3  SPLICE Family
Instead of learning concept drift online, Harries (39, 36, 37, 38, 40) argues that stable concepts 
can also be identified offline using batch learning algorithms. As companies and organizations 
store large amount of historical data, such data can be analysed offline to discover regularities. 
Patterns in the data, however, may be affected by context changes without any records of the 
context being maintained. To handle these situations, the batch learner must be augmented to 
detect hidden changes in context.
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Figure 2-12: The SPLICE 1 prediction system (after (39))
SPLICE (39), which includes SPLICE 1 and SPLICE2, is an offline meta-leaming system for 
context sensitive learning. It is designed to identify stable concepts during supeiwised learning in 
domains with hidden changes in context.
SPLICE I (Figure 2.12) first uses a heuristic to identify likely context boundaries. Once the data 
has been partitioned on these boundaries, the partitions are combined according to their similarity 
of context. Stable concepts are then induced from the resulting contextual clusters,
SPLICE 1 consists of thiee stages. In the partition dataset stage, SPLICE 1 uses C4.5 (107, 108) to 
build an initial concept which is a decision tree from the whole data set. From partitioning the 
dataset, C4.5 leams a concept description of the whole domain including time and thus identifies 
splits on time for the concept description. Each split on time is then extracted from the initial 
concept and used to define both intervals of the dataset and the associated fragments of the initial 
concept term as partial concepts. Each partial concept consists of the rules embedded in the leaves 
of the original decision tree that would act upon examples in the same interval of the 
environmental attribute.
In performing the contextual clustering stage, the accuracy of each partial concept on each 
interval of data is evaluated and rated by coverage of the dataset. The training data can be 
adjusted so that each example appears to come from the relevant time interval. Then the training 
data can simply be classified by the initial concept. The error rate for each combination of partial 
concept and interval is recorded in a Local Accuiacy Matrix. Each partial concept is rated in
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terms of data set coverage. This is the number of instances in all the intervals of the data set that it 
covers. Thus, an ordered set X  of partial concepts is created.
Finally with the leam stable concepts stage, the batch learner is applied to each contextual cluster 
to learn a stable concept. Context is delineated in time by the boundaries of the cluster.
SPLICE 1 uses the assumption that splits on time resulting from a run of C4.5 will accurately 
reflect changes in context. This is not always true (39). Therefore, SPLICE2 was designed to 
reduce the reliance on the initial partitioning.
SPLICE2 (39, 40) is a meta-learner but uses a more sophisticated contextual clustering method to 
correct errors in the initial partitioning. SPLICE2 consists of two stages.
In the partition dataset stage, any of the following methods may be used in SPLICE2 (Figure 
2.13) for the initial partitioning:
• Random partitioning. Randomly divide the data set into a fixed number of partitions. This 
process can use random cuts on time (the default behaviour), or randomly distribute the 
dataset into a number of buckets.
• Partitioning by C4.5. As used in SPLICE 1. Each test on time found by running C4.5 on 
the entire data set is used as an initial partition.
• Prior Domain Knowledge, hi some domains, existing Icnowledge can be used to partition 
the data into likely contexts.
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Figure 2-13: SPLICE2: Stage 1 (After (39)).
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Once the dataset has been partitioned, each interval of the dataset is stored as an initial contextual 
cluster. C4.5 is then applied to each cluster to produce a decision tree known as an interim 
concept, see Figure 2.13.
1
interim concept
Figure 2-14: SPICE2: Stage 2 Using interim concept accuracy over a window to capture context(after (39)).
The contextual clustering stage iteratively refines the contextual clusters generated in the partition 
dataset stage. Thus, a new set of contextual clusters is created in an attempt to better identify 
stable concepts in the data set.
Each time a new set of contextual clusters is created, C4.5 is applied to each contextual cluster to 
create a new set of stable concepts. With this process, the number of contextual clusters can be 
reduced and refined. Consequentially, the number of stable concepts eventually learned.
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Figure 2-15: SPLICE2: stage 2. Create interim concepts (after (39)).
To achieve stable concepts, each interim concept is tested against all training examples for 
classification accuracy. A score Wÿ is computed for each pair of interim concept j  and example i. 
This score is based upon the number of correct classifications achieved in a window surrounding 
the example (see Figure 2.14). C4.5 is then applied to each new contextual cluster to leam a new 
set of interim concepts (Figure 2.15), replacing the previous interim concepts. The contextual 
clustering process iterates until either a fixed number of repetitions is completed or until the 
interim concepts do not change from one iteration to the next. The last iteration of this stage
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provides a set of stable concepts. The final contextual clusters give the intervals of time for which 
different contexts are active.
The window is designed to capture the notion that a context is likely to be stable for some period 
of time. The window size is set to 21 by default and was considered to be the shortest context that 
would be valuable during on-line classification. The window size can be altered for different 
domains.
2.2.3.4 M ETA-Learning
Widmer proposes the META-Learning System (METAL) (33, 34) with a rather different 
approach. Here, the contextual attributes are assumed to be available to the learning system, but 
not identified to be different from normal attributes.
METAL is an adaptive on-line method that identifies and exploits contextual attributes. 
Contextual attributes are considered to be those attributes that provide information about the 
predictive value of other attributes. Predictive features are identified as particular attribute values 
that lead to a significant difference (measured by %^) in a class within a fixed window of recent 
instances. Contextual features are attribute values that co-occur with predictive features, this time 
using the whole history of examples (again measured by x^ ). This approach has been studied with 
both naive Bayesian learning (101) and instance based learning (1).
METAL(B) and METAL(IB) (34) use a two-level learning model. Both systems can detect 
contextual clues and react accordingly when a change in context is suspected. The model consists 
of a base level learner that performs the regular on-line learning and classification tasks, and a 
meta-leamer that tries to identify attributes and features that might provide contextual clues. Thus, 
context learning and detection occur during regular on-line learning, without separate training 
phases for context recognition. Perceived context changes are used to focus the on-line learner 
specifically on information relevant to the current context. The result is faster adaptation to 
changed concept definitions and generally an increase in predictive accuracy in dynamically 
changing domains.
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METAL(B) uses a naive Bayesian classifier (101) as the underlying learner, and changes the set 
of examples (selected from the window of recent instances) to match the contextual features seen 
in each example to be classified; in other words, the algorithm selects examples that appear to 
belong to the same context.
Table Counts Gccurrences/rel. frequency of Computed over Use at
G # examples in class a Current window Base-level
AVij # examples with at — Vij Current window Base-level
A VCijk # examples with ai = Vij in class Ck Cuirent window Base-level
Cij # examples in meta-class dj Entire history meta-level
AVij # examples with ai = Vij Entire history meta-level
A Y  C ijki # examples with ai = Vij in meta-class Cki Entire history meta-level
Figure 2-16; Tables maintained for identifying predictive and contextual attributes (after (34)).
METAL(B) learns on-line from a stream of incoming examples. After each learning step, a 
statistical independence test is used to determine which features are currently predictive. 
Predictive features are computed relative to the current window because predictive accuracy is a 
temporal quality that may change with time and context. The information needed for the test is 
readily available in the tables Cj and AVCyk that are maintained by the base-level learner. The 
table Q counts the number of example in class c; and table AVCyk counts the number of examples 
with ai=Vij in base-level class cyk. All base-level and meta-level information needed for identifying 
the predictive and contextual attributes is available in Figure 2.6. Refer to (34) for further 
information.
In order to detect concept drift online, there is a modification that the learner maintains a window 
of fixed length. As new examples are added to the window, the oldest ones are deleted from it if 
the window size is exceeded. This is to ease the problem that very old instances pertaining to an 
outdated context may prevent the learner from effectively adjusting to new hypotheses. The 
window size is a user-settable parameter, but it remains fixed during the entire learning process.
The contextual attributes identified by meta-leaming are used to focus the base level Bayesian 
classifier on relevant examples when making predictions: whenever a new instance comes in, the
35
Chapter 2. Literature Reviews
set of attributes that are currently contextual (if any) is established, and the Bayesian classifier is 
then made to use for prediction only those examples from the window that have the same values 
for the contextual attributes as the new instance to be classified. In other words, the base level 
classifier uses only those instances as a basis for prediction that seem to belong to the same 
context as the incoming example. If no attributes are currently recognized as contextual, the entire 
window is used for Bayesian classification. After classification, the true class of the new instance 
is read, and the learning tables for both base and meta-level are updated.
METAL(IB) realises the same meta-leaming as METAL(B) but uses a simple instance-based 
learning algorithm (1) as base-level learner. New incoming examples are classified by a 
straightforward 1-NN (nearest-neighbour) method, using Euclidean distance as the (dis)similarity 
measure. Again, METAL(IB) maintains a window of fixed size, and only examples in the current 
window are used in the nearest-neighbour search. An instance-based learner enabled a greater 
range of methods for exploiting the contextual attribute to be explored. METAL(IB) uses these 
variants to suspect contextual clues. These were: exemplar selection -  contextual information is 
used in the same way as in METAL(B); exemplar weighting - where each exemplar was assigned 
a weight according to its similarity to the cun’ent context; and feature weighting - where features 
(or attribute values) were given different weights, according to the expected importance of the 
feature in the current context. A combination of exemplar weighting and feature weighting was 
found to provide the best accuracy.
2.3 Conclusion
So far, we have stated the hypothesis of this thesis and related work that provide a foundation for 
the various techniques proposed in this thesis. With the state-of-the-art of machine learning in the 
areas of supervised learning and learning in domains with changing context, we achieve the 
following:
1. The various classifiers, loiowledge representation methods, feature selection and 
graphical viewers are reviewed. These methods help us in the formation of a novel 
learning package where a Bayesian network classifier is used as the base learner. The 
feature selection technique embedded in the Bayesian network classifier help to remove
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redundant attributes. The precise leamt Bayesian network structures consist of a set of 
relevant attributes and their tine relationship. A Java graphical viewer will then be used to 
view the network and the probability tables. A Boolean characterisation is then derived 
and used as the knowledge representation.
2. Concept drift and context are explained in detail. Various context-sensitive learning 
methods are reviewed. These related works help in finding a simple but yet efficient batch 
learning system to detect the locations where the concept begins to drift within a large 
dataset. The proposed learning system uses simple search operators to perform the 
searching.
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3 Identifying Contexts
This chapter proposes a novel method for identifying a hidden context from a dataset. With the 
combined use of a Bayesian network classifier and a graphical viewer, we achieve a very rich 
package for learning and gaining understanding of concepts.
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Figure 3-1 : The process of identifying contexts
Using understanding gained from the reviews of the various machine learning techniques in 
chapter 2, we propose a novel process of identifying contexts as shown in Figure 3.1. The raw 
dataset is first fed into the JBNC classifier (section 3.1) where the learnt Bayesian network 
structure is induced. With the nodes discarding facility of JBNC, the classifier induces a precise 
network with only the relevant attributes and the true relationships between attributes; the 
redundant attributes are removed during the learning. The output file of the leamt network 
structure is saved under the .bif format. Using this output file, the JavaBayes viewer is then used 
to present the leamt network structure graphically with the attribute nodes and their relationships 
with arcs (section 3.2). Each attribute node also contains a probability table and can be viewed by 
the JavaBayes viewer. With the attributes relationships and the probability tables, the Boolean 
characterisation, which is the context itself, is derived (section 3.3).
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The objectives of this chapter are:
To introduce the use of improved Bayesian classifiers in classifying datasets with 
hidden context.
To utilise the JavaBayes viewer in presenting the graphical output of the leamt 
network structures.
To propose a method of deriving a Boolean characterisation from the dependencies 
between attiibutes and the node probability tables.
To select the best classifier for automatic context extraction using large datasets.
First, the improved Java Bayesian network classifiers, JBNC, proposed by Sacha are introduced. 
The method of presenting the leamt network stiuctures with a graphical viewer is shown. Later, 
we demonstrate the derivation of a Boolean characterisation from the leamt Bayesian network 
structure.
In the results section, the improved Bayesian classifiers are tested with the Weather and 
STAGGER datasets as these datasets have been used widely in STAGGER (118), FLORA (31), 
SPLICE (39) and METAL (34) for the validation of the initial proposed system. To validate the 
new leaming system, the results are compared with the established STAGGER algorithm. We will 
discuss the selection of the best classifier for extracting context in the next chapter,
3.1 Java Bayesian Network Classifiers JBNC
This research focuses on producing the precise Bayesian network structure where the relevant or 
useful attributes and the true relationship between attiibutes are shown after the classification.
In chapter 2, we discussed the deficiency of Naïve Bayes (101) and Tree Augmented Naïve Bayes 
(TAN) (93) classifiers due to their rigid structures in leaming. The rigidity of the Naïve Bayesian 
network classifier can be seen in METAL(B) where the classifier only uses as the underlying 
leamer for detecting context drift within a fixed window. We will demonstiate that the leamt 
output cannot he used for deriving the Boolean characterization that will be proposed later in this 
chapter.
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Given the drawbacks of Naïve Bayes and the TAN classifiers, we propose the use of JBNC (57) 
as the base classifier for our new algorithm for detecting concept drift. The node discarding 
facility offered by JBNC produces a precise network structure where only the relevant attributes 
are present.
The Java Bayesian Network Classifier (JBNC) toolkit is designed and written by Jarek Sacha (51) 
to maximise the classification abilities of the constructed networks and at the same time to 
minimise the complexity of the leaming algorithm. JBNC is a Java toolkit for training, testing and 
applying Bayesian network classifiers. Sacha developed them in 1999 for his PhD dissertation. So 
far, the implemented classifiers have shown to perform well in a variety of machine leaming 
applications. Sacha has tested the classifiers successfully with the UCI Machine Leaming 
Repository datasets (10). JBNC has been used in our new application with his permission.
From Table 3.1, in addition to the existing Naive Bayes and TAN algorithms, Sacha proposed five 
new algorithms in his research work. The stmcture search algorithms are combined with 
parameter leaming inference and quality measures to create complete algorithms for leaming 
Bayesian network classifiers. The Bayesian network classifiers implemented by JBNC are: Forest 
augmented naive Bayes, FAN, which uses only FOREST-AUGMENTER operator to constmct the 
network; Selective tree augmented naive Bayes, STAN, which uses the combination of SAN and 
TREE-AUGMENTER to construct a tree-like network; Selective tree augmented naive Bayes 
with node discarding, STAND, which uses the combination of SAND and TREE-AUGMENTER 
to constmct a tree-like network; Selective forest augmented naive Bayes, SFAN, which uses the 
combination of SAN and FOREST-AUGMENTER to construct a forest-like network; and 
Selective forest augmented naive Bayes with node discarding, SFAND, which uses the 
combination of SAND and FOREST-AUGMENTER to constmct a forest-like network.
Algorithm Operator Composition
Existing Naïve Bayes CLASS-DEPEND
TAN TREE-AUGMENTER
Proposed
FAN FOREST-AUGMENTER
STAN SAN, TREE-AUGMENTER
STAND SAND, TREE-AUGMENTER
SFAN SAN, FOREST-AUGMENTER
SFAND SAND, FOREST-AUGMENTER
Table 3-1: JBNC proposed algorithms and operator composition
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The CLASS-DEPEND operator extends the network structure by adding to it dependencies 
between the class node and the attribute nodes. It is used directly to create the structure of a naïve 
Bayes classifier.
The SAN operator discovers dependencies between the class variable and attributes. The main 
feature is that SAN determines which of these dependencies are actually needed. SAN performs a 
greedy search of possible edges from the class variable to attribute variables. SAN starts with an 
empty set of children and at each step adds a new child that is optimal according to some network 
structure quality measure. There are 2 sets: the children of the class node and those attribute 
variables that are not directly dependent on the class node. For each configuration of children, a 
suitable chosen AUGMENTER, determines dependencies among attribute variables. The
AUGMENTER takes as input dependencies between the class variable and attribute variables and 
leams additional dependencies among attribute variables using the set of training cases. The 
AUGMENTER operator can be TREE-AUGMENTER or FOREST-AUGMENTER. SAN selects 
the network with the highest score according to the quality measure.
The SAND operator is similar to SAN except that it discards attributes that are not determined to 
be dependent on the class variable before applying the AUGMENTER operator. Thus, SAND 
performs attribute selection and determines which attributes do not contribute to the classification 
goal and discards them from the classification network. This is the main feature that contributes to 
the art of identifying and deriving context in this thesis.
The TREE-AUGMENTER operator is a generalisation of the tree-augmented naïve Bayes 
classifier except that not all the attribute nodes depend on the class variable. The operator builds 
the augmented tree using the extension of the algorithm proposed by Chow and Liu (11). The 
difference is the way in which the mutual information function is computed.
The FOREST-A UGMENTER creates dependencies between variables in the form of a number of 
disjoint trees. It utilises a specific property of KruskaTs maximum spanning tree algorithm (121). 
Kruskal’s algorithm builds the spanning tree by adding legal edges in order of their decreasing 
weights. In this way, it maintains a graph containing a forest of disjoint trees. The branches of 
these trees in the forest are clustered by the strongest dependency among the node variables.
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The JBNC uses a search-and-score heuristic approach to searching through the domain of possible 
networks. Therefore, the right choice of quality measure is essential in directing the search and to 
selecting best Bayesian network. There are five quality measures proposed by JBNC where the 
first two are global Bayesian quality measures and the last three are local quality measures. The 
difference is that the global quality measures score the quality of the joint probability distribution 
represented by the network whereas the local quality measures score the conditional probability 
distribution of the class variable given the attribute variable.
The quality measures are Heckerman-Geiger-Chickering (HOC), Standard Bayesian (SB), Local 
criterion (LC), Leave-One-Out cross validation (LOO) and n-fold t-times Cross Validation 
(CVn,t).
The HGC was proposed by Heckerman (16) and was called Bayesian Dirichlet metric. This 
quality measure is based on accessing the posterior probability of the network structure given the 
training dataset.
Castillo (22) presented the SB quality measure that is proportional to the posterior probability 
distribution with an added penalty term for the network size since over fitting occurs when the 
number of parameters is too large.
Spiegelhalter (18) proposed LC, which could be more adequate for the construction of classifiers 
than global quality measures. The data is split into 2 portions /-I and /. The model is trained 
sequentially with the first /-I cases and then tested with the I cases. This is a form of cross- 
validation where the training and testing cases are never interchanged.
The global version of LOO has the tendency to over fit the model to the data. Heckerman (93) 
argues that this criterion is less fit for scoring models then the HGC criterion. He follows the 
argument of David (95) that LOOgiobai criterion over fits the model to the data. Given this setback, 
LOOgiobai was modified by Sacha to test the marginal probability of the class variable C given a 
configuration of attributes.
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For the CVn,t quality measure, the dataset is split into n pairs of sets Vi and Wi, Dataset F; is used 
for training and dataset Wi for testing. The «-fold cross validation is repeated t times and the 
results are averaged.
We were greatly impressed by the node discarding facility of the SAND operator in determining 
the irrelevant attributes and discarding them from the classification network. This is similar to the 
feature subset selection in classical machine learning. The problem of feature subset selection 
involves finding a “good” set of features under some objective function. John (26) cited in his 
thesis:
“Using only a subset o f available attributes can give three advantages: first, it speeds up the 
data mining step by reducing the total amount o f data that needs to be considered; second, 
reducing the number o f available attributes usually reduces the number o f attributes that 
appeared in the discovered patterns, making them easier for the domain expert to understand; 
and third, most data mining algorithms can be confused by the presence o f irrelevant but 
harmful attributes, and by removing them we expect to find higher quality patterns. ”
The JBNC’s node discarding facility satisfies the second and third advantages. With the SAND 
operator, the classifiers perform feature subset selection and output the precise leamt Bayesian 
network stmcture, which is easily understandable by a user. With the irrelevant attributes 
removed, we have a precise Boolean characterisation of the hidden context. The final output is a 
set of contextual attiibutes that truly contribute to the classification.
The JBNC’s proposed classifiers have been applied successfully with the UCI Machine leaming 
repository dataset (10) listed in Table 3.2. The Table 3.3 ranks SFAND as the most accurate 
classifier with the lowest error rate and highest advantage ratio. The LOO quality measure in 
Tahle 3.4 is ranked as the best quality measure despite of its tendency of over fitting the dataset. 
Therefore, the proposed classifier SFAND-LOO is voted to be the most accurate classifier among 
the candidates in (51).
To date, Sacha has only applied the proposed classifiers with the static datasets from the UCI 
repository. In our research, we are using the datasets with hidden contexts to further verify the 
validity of each proposed classifier and quality measure. The best classifier and quality measure 
will be used in the next chapter for extracting context from a large dataset automatically.
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The above detailed introduction of JBNC is to give a clear picture of how the various classifiers 
search the leamt network structures. This will lead on to the subsequent derivation of a Boolean 
characterisation in the next section.
PIllllBt 0 Attributes 1 Classes Triln Teii
australian 14 2 690 CV-5
breast 10 2 683 CV-5
chess 36 2 2130 1066
cleve 13 2 296 CV-5
corral 6 2 128 CV-5
crx 15 2 653 CV-5
diabetes 8 2 768 CV-5
flare 10 2 1066 CV-5
german 20 2 1000 CV-5
glass 9 7 214 CV-5
glass] 9 2 163 CV-5
heart 13 2 270 CV-5
hepatitis 19 2 80 CV-5
iris 4 3 150 CV-5
letter 16 26 15000 5000
lymphography 18 4 148 CV-5
mofn-3-7-10 10 2 300 1024
pima 8 2 768 CV-5
satimage 36 6 4435 2000
segment 19 7 1540 770
shuttle-small 9 7 3866 1935
soybean-large 35 19 562 CV-5
vehicle 18 4 846 CV-5
vote 16 2 435 CV-5
waveform-21 21 3 300 4700
Table 3-2: UCI Machine Learning Repository datasets used for testing
Indicator IAN STAN STAND SFAN SFAND
Average error rate 13.81 14.78 14.07 14.02 13.81
Average advantage ratio 66.71 65.51 66.43 66.42 66.79
Table 3-3: Ranking of new search algorithm
Indicator HGC SB LC LOO CVlOlO
Average error rate 13.79 15.69 13.77 13.59 13.65
Average advantage ratio 66.87 63.3 67.01 67.34 67.33
Table 3-4: Ranking of network quality measures
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3.2 The JavaBayes Graphical Viewer
In general, any graphical viewer can view a Bayesian network structure if the viewer has the 
ability to interface with the output file of the Bayesian network classifier. It is also important that 
the node probability tables are interfaced directly and can be shown with the graphical viewer.
In our research, we utilise the JavaBayes (56) viewer to view the graphical output of a leamt 
Bayesian network structure. The bif format output from the JBNC classifier enables the viewer:
1. To output the attribute nodes and their relationships with arcs.
2. To shown the probability table of each attribute node.
JavaBayes is a system that handles Bayesian networks: it calculates marginal probabilities and
expectations, produces explanations, performs robustness analysis and allows the user to import,
create, modify and export networks. In our research, we will use JavaBayes purely as a graphical 
viewer to load and view the bif format file. The other useful facilities are the “Delete” function for 
irrelevant attribute nodes and the “Edit Function” to view the node probability tables.
Create Move Delete Query jobsetve
/
4  4olor
shape
clati/  \
ill " "r 1 7
Edit Variable Edit Function Edit Network
File Options Help
JavaBayes Version 0.346 
Copyrlgtit 1996 - 1997 Carnegie Mellon University 
Copyrigtit 1998 - 2000 Fablo Gagllardi Cozman 
<fgcozman@usp.br>
«http://www.cs.cmu.edu/-fgcozman/liome.titml» 
JavaBayes Is a system for Inferences with Bayesian 
networks entirely written in Java.
More documentation at 
«http://www.cs.cmu.edu/~javabayes/»
JavaBayes starts in Move mode.
To start editing networks, press the Create button and 
click on the JavaBayes editor, or load a network using 
the Network-»Open menu. O t
Figure 3-2: The Console and Editor captured from JavaBayes viewer
Figure 3.2 shows a leamt Bayesian network structure. From the JavaBayes Editor, the attributes 
are shown as nodes and the arcs are used to relate the dependencies between attributes and the 
class. This gives the user a clear understanding of the concept being leamt.
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Figure 3-3: The probability table of node attribute through the “Edit Function” button
In Figure 3.3, the probability table of each attribute node is viewed using the “Edit Function” 
button. One thing to note is that the control value of the attribute is the highest distributed value 
with the positive class. For example, in Figure 3.3, the <color> node has the value of “red” as the 
“red” achieved 0.999 distributed values with the “Yes” class.
With the use of the JavaBayes viewer, we can output the leamt network structure directly from 
the leaming outcome of JBNC. The JavaBayes viewer shows the leamt network precisely with the 
relevant attribute nodes and the arcs. The probability tables are included in the bif output format 
and the attributes’ values can be viewed with the JavaBayes’ “Edit Function”. These functions 
from JavaBayes are essential for the derivation of a Boolean characterisation from the graphical 
output, as we will illustrate in the next section.
3.3 Deriving and Extracting a Boolean Characterisation
In Machine leaming, there are various methods for presenting the knowledge representation or 
characterisation of the leamt output from a classification. The most popular ones are the decision 
tree, rules set and the graphical model, as reviewed in Chapter 2.
This thesis focuses on developing a method to derive a knowledge representation or Boolean 
characterisation from the leamt Bayesian network structure. In order to have a richer 
understanding of concept formation and underlying context, the combine use of “AND” and “OR”
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is essential in the loiowledge representation. There shouldn’t be any restriction on whether the 
context is a conjunctive or disjunctive condition. In actual cases, no one loiows what is the context 
in the dataset. We need a richer leaming package to extract the context and present the 
characterisation in a richer and flexible manner.
So far, in our understanding of graphical models, we are not aware of any other works on deriving 
a Boolean characterisation from the Bayesian network structure. This research work is the first to 
attempt to achieve this objective.
We were impressed by the method of the STAGGER algorithm for deriving the “concept 
attainment”. The initial concept description is a collection of the simplest possible features. With 
the refinement process, the individual elements are combined to form more complex Boolean 
characterisations. Based on the characteristics of the dataset, the Boolean operators are added.
The Boolean characterisation is the use of Boolean operators to represent the conjunctive or 
disjunctive nature of the leamt representation. There can be “AND”, “OR” or both conditions in 
representing the underlying context of the dataset. One of the examples is:
(humidity = normal AND windy = false) OR outlook = overcast
The identification of the conjunction “AND” and disjunction “OR” relationship from the 
Bayesian network leamt stmcture is as follows:
In Figure 3.4a, the Bayesian network can model a concept represented as “A AND B”. From the 
diagram, there are arcs connected from the class node to each atti'ibute node. To portiay the 
“AND” relationship, there is no direct arc from attribute A to attribute B or vice versa. This 
means that there is no dependency between the attribute nodes of A and B.
However, if the preferred representation of a concept is “A OR B” (Figure 3.4b), then we must 
place a direct dependency between attr ibute nodes of A and B. This is capturing the following 
cases: if A is false, then B must be tme; if B is false, then A must be true.
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Edit Variable Edit Function Edit Network
Figure 3-4: a. The “AND” relationship between attributes, b. The “OR” relationship between
attributes
We cannot express this in the first model shown in Figure 3.4a. For simplicity, let C represent the 
Target Concept node. Then according to the first model, the probability distribution must 
decompose as:
p(A,B,C) = p(A|C).p(B|C).p(C)
We have two marginally independent statements: if C is true, then A is true; if C is true, then B is 
true. And that is all. That is, if C is true, then both A and B are true.
In the case of the second model shown in Figure 3.4b, we cannot decompose p(A,B,C). We can, 
and must consider all the possible combinations of truth-values. In particular, we may have: 
p(A=true, B=true, C=true) = 1; p(A=true, B=false, C=true) = 1; p(A=false, B=true, C=true) = 1. 
That is, of C is true, then A or B may be true.
To further illustrate the concept of Boolean characterisation derivation, we provide an example 
using the Weather dataset (118).
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In this example, we compare the result against the work done by Schlimmer (118) to validate the 
reliability of our concept in extracting a Boolean characterisation from the leamt Bayesian 
network stmcture.
The Weather dataset used by the STAGGER algorithm is as follows:
1. Sunny,Hot,High,True,No.
2. Sunny,Hot,High,False,No.
3. Sunny,MiId,High,False,No.
4. Sunny,Mild,Normal,True,Yes.
5. Sunny,Cool,Normal,False,Yes.
6. Overcast,Hot,High,False,Yes.
7. Overcast,Hot,Normal,False,Yes.
8. Overcast,Mild,High,True,Yes.
9 . Overcast,Cool,Normal,True,Yes.
10. Rain,Mild,High,True,No.
11. Rain,Mild,High,False,Yes.
12. Rain,Mild,Normal,False,Yes.
13. Rain,Cool,Normal,True,No.
14. Rain,Cool,Normal,False,Yes.
There are 14 instances with 4 attributes and a class. In (118), the STAGGER algorithm accurately 
covers 12 of the 14 instances with the eventual characterisation:
(humidity = normal AND windy -  false) OR outlook = overcast.
In Figure 3.5, by using JBNC with the SFAND classifier and LOO quality measures, we obtain 
100% accuracy. The output from the JBNC classifier is saved under the .bif format. With the 
JavaBayes viewer, the graphical output shows the Boolean relationship between attributes.
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Figure 3-5: Results of JBNC learning
From Figure 3.6, we observe that Outlook, Humidity and Windy are used as the contextual 
attribute nodes whereas the Temperature node is discarded after the classification. By using the 
“Edit Function” of the JavaBayes viewer, the viewer shows the raw probability table with the 
contextual attributes’ values.
C r e a t e  |  M o o  ]  D e l e l e  |  Q m i y  | O b s a i ^
clai
Humidity-
41Ouüook
E d it  V a r ia b le  E d it F u n c t io n  E d it N e tw o rk
Figure 3-6: The learnt Bayesian network structure
From the class probability table in Figure 3.7, we observe that the “Yes” class has the highest 
distributed value. One thing to note is that the underlying context is based on the “Yes” value of 
the class node.
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Figure 3-7: The probability table and values of class node
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Figure 3-8: The probability table and values of attribute node <Outlook>
In Figure 3.8, the Outlook probability table shows that “Overcast” has the highest distributed 
value of 0.444. Therefore, the contextual value for Outlook is “Overcast”.
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Figure 3-9: The probability table and values of attribute node <Humidity>
For the Humidity node (Figure 3.9), we observe that the “Normal” value has the highest 
probability values of 0.9995 and 0.6665 in relationship with the Outlook node of “Sunny” and 
“Rain”. For the “Overcast” state of Outlook, the value is distributed equally among “High” and 
“Normal”. Since the Humidity has 2 values (High and Normal), the distributed value is 0.5. This 
symbolises the “OR” relationship between the attribute node of “Outlook” and “Humidity”.
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Figure 3.6 shows an arc directly from “Outlook” to “Humidity”. Therefore, the value for 
Humidity is Normal.
For the Windy node (Figure 3.10), the “False” value has the highest probability values of 0.6665 
and 0.9996 in relationship with the Outlook node of “Sunny” and “Rain”. For the “Overcast” state 
of Humidity, the value is distributed equally between “True” and “False”. This again symbolises 
the “OR” relationship between the attribute node of “Outlook” and “Windy”. This relationship is 
shown in Figure 3.6 where an arc is linked directly from “Outlook” to “Windy”. Therefore, the 
value for Windy is False.
Since the Outlook node is disjunctively linked with the Humidity and Windy nodes, there is no 
relationship between Humidity and Windy. No arc is being linked between these attributes. This 
symbolises the “AND” relationship between Humidity and Windy. From Figure 3.6, all the 
attributes are dependent on the class node.
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Figure 3-10: The probability table and values of attribute node <Windy>
When the relationship among the attribute nodes and the contextual values of each attribute are 
known, we derive the Boolean relationship as follow:
(Humidity = Normal OR Outlook = Overcast) AND (Windy = False OR Outlook = Overcast)
^  (Humidity = Normal AND Windy = False) OR Outlook = Overcast
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This result is exactly the same as the “concept attainment” achieved by the STAGGER algorithm 
in (118).
To conclude, we list the rules for deriving the context from the learnt Bayesian network structures 
as:
1. All relevant attributes must have a direct relationship with the class node. This means that 
there is an arc directed from the class nodes to those relevant attributes.
2. Any attributes without a direct link or relationship from the class node are considered as 
irrelevant.
3. For the “AND” relationship, there is no arc directed between the two attributes.
4. For the “OR” relationship, there is an arc directed between the two attributes.
5. The highest value in the node probability table for the positive class gives the contextual 
value for that particular attribute in relationship with class node or another attribute.
6. For the “OR” relationship, one of the nodes will have probability values equally 
distributed among the attribute values. If there are n numbers of attribute values, the 
probability will be 1/n.
3.4 Datasets
To validate the concepts explained above, we will use the following datasets:
• Weather dataset
• STAGGER dataset
The Weather dataset is the smallest dataset to be used for testing. Schlimmer (1) used this dataset 
to provide an example of how the STAGGER algorithm derives the final context. The dataset 
consists of 4 discrete attributes of Outlook, Humidity, Temperature and Windy together with the 
class node of Yes and No.
The STAGGER dataset is used widely in research on context changes over time. So far, the 
FLORA family, SPLICE family and the METAL systems have used this dataset as the initial 
testing for their proposed algorithms. The task has 3 attributes: size, colour and shape. Size has
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three possible values: small, medium and large. Colour has three possible values: red, green and 
blue. Shape also has three possible values: circular, tiiangular and square.
The underlying contexts of these datasets are:
1. Weather: (humidity = normal and windy = false) or outlook = overcast
2. STAGGER 1 : colour = green or shape = circular
3. STAGGER 2: size = medium or size = large
4. STAGGER 3: (size = small) or (colour = red and shape == square)
3.5 Results
Sacha’s (2), uses the UCI Machine leaming repository datasets to perform detailed analyse to 
validate the JBNC classifiers. He concludes by selecting the SFAND-LOO classifier as the best 
classifier and quality measure for the classification task. However, his work is based on a static 
dataset. In this section, we are using the Weather and STAGGER datasets that are relevant to the 
study of concept changes over time, to further investigate the perfomtiance of various Bayesian 
networks classifiers. Each of these datasets contains an underlying context.
In order to select the best classifier both in terms of leaming accuracy and output of the precise 
network structure, we propose two methods of assessing the classifiers. First, we select the best 
classifiers based on the leaming accuracy. Those classifiers perform best with the Weather dataset 
are selected for the next assessment. Second, with the best classifiers found in the previous round, 
we further examine the classifiers based on their accuracy in presenting the right Bayesian 
network model and deriving the correct Boolean characterisation.
Our argument is that although a classifier might perform well on leaming the data, they might not 
produce the correct or relevant Bayesian network structure to be used in deriving the Boolean 
characterisation. For example, the Naïve Bayes and TAN classifiers achieve very good accuracy 
in leaming the data but their network structures cannot be used for deriving the Boolean 
characterisation as their basic assumption that all attribute nodes are dependent on the class is not 
correct.
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Further, our objective is to search for a classifier that can achieve great accuracy in leaming the 
Bayesian network and deriving an accurate leamt network structure for identification of the 
Boolean characterisation. It is therefore necessary to retest all the proposed classifiers and validate 
their strength in accordance to our objective.
Thus, we combine the classifiers and quality measures in JBNC to evaluate which is/are the best 
combination for context sensitive leaming. The classifiers are: Naïve Bayes, TAN, JBNC-SFAN, 
JBNC-SFAND, JBNC-STAN, JBNC-STAND. The classifiers, apart from Naïve Bayes and 
TAN, are tested with the quality measures of HGC, SB, LC, LOO and CV,oio.
3.5.1 Selecting the Classifiers based on Learning Accuracy
3.5.1.1 Testing with W eather Dataset
None HGC SB LC LOO CVlOlO
Naïve 92.9%
(13/1/14)
TAN iQ m
FAN 92.9%
(13/1/14)
92.9%
(13/1/14)
100% 92.9%
(13/1/14)
92.9%
(13/1/14)
SFAN 71.4%
(10/4/14)
71.4%
(10/4/14)
100% 100% 100%
SFAND 71.4%
(10/4/14)
71.4%
(10/4/14)
100% 100% 100%
STAN 71.4%
(10/4/14)
71.4%
(10/4/14)
100% 78.6%
(11/3/14)
78.6%
(11/3/14)
STAND 71.4%
(10/4/14)
71.4%
(10/4/14)
100% 100% 100%
Table 3-5: Testing results with Weather dataset
The proposed classifiers are tested with the Weather dataset. From Table 3.5, we observe that 
SFAN-LC, SFAN-LOO, SFAN-CVlOl, SFAND-LC, SFAND-LOO, SFAND-CVlOl, STAND- 
LC, STAND-LOO and STAND-CVlOl perform best with the Weather dataset. However, FAN 
and STAN fail to perform well with the Weather dataset.
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From the results, we also observe that the naïve Bayes classifier is less accurate compared to the 
JBNC proposed classifiers in dealing with small dataset like the Weather dataset. The ability to 
learn from a small dataset and produce an accurate network is essential in this research for 
extracting the context automatically from a large dataset, as will be seen in chapter 4.
Notice that the quality measures HGC and SB under perform with all the classifiers. This could be 
due to the nature of these global quality measures in dealing with joint probabilities. In contrast, 
the local quality measures LC, LOO and CVlOlO perform very well with the classifiers.
3.5.1.2 Testing with STAGGER Dataset
To gain further insight into the generalisability of the most accurate classifiers, we tested them 
further using the STAGGER datasets.
None LC LOO CVlOlO
Naïve 100%
SFAN 100% 100% 100%
SFAND 100% 100% 100%
STAND 100% 100% 100%
Table 3-6: Testing results with STAGGER dataset 1
None LC LOO CVlOlO
Naïve 100%
SFAN 100% 100% 100%
SFAND 100% 100% 100%
STAND 100% 100% 100%
Table 3-7: Testing results with STAGGER dataset 2
From Table 3.6 and 3.7, we observe that the Naïve, SFAN, SFAND and STAND together with 
the quality measures LC, LOO and CVlOlO are performing well with the STAGGER 1 AND 
STAGGER 2 datasets.
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None LC LOO CVlOlO
Naïve 88.9%
(24/3/27)
SFAN 100% 77.8%
(21/6/27)
77.8%
(21/6/27)
SFAND 100% 62.9%
(17/10/27)
62.9%
(17/10/27)
STAND 100% 62.9%
(17/10/27)
62.9%
(17/10/27)
Table 3-8: Testing results with STAGGER dataset 3
For STAGGER 3 dataset, the hidden context is (size = small) or (colour = red and shape = 
square) which is complicated for a small dataset of 27 instances. From Table 3.8, we observe that 
the SFAN, SFAND and STAND are performing well with 100% of accuracy with the LC quality 
measure. The Naïve Bayes, SFAN-LOO, SFAN-CVlOlO, SFAND-LOO, SFAND-CVlOlO, 
STAND-LOO and STAND-CVlOlO under perform with high rate of misclassification.
In the next section, the classifiers are further distinguished by using their ability to present the 
leamt Bayesian network structures accurately.
3.5.2 Selecting the Classifiers based on the Boolean Characterisation 
Accuracy
As well as classification accuracy, we also believe that an ability to provide a visual 
representation of the context is an important aid to the user. In this section, the classifiers are 
assessed on their accuracy in presenting the leamt Bayesian network structures graphically.
From Figure 3.11, we observe that the Naïve Bayes classifier assumes all the attributes are 
independent of each other but dependent on the class node. The TAN does not give the right 
graphical output in general as it assumes the attributes are dependent on each other. We conclude 
that the Naïve Bayes and TAN classifiers may be accurate classifiers but the leamt outputs hide 
important insight that may be gained.
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Figure 3-11: The learnt Bayesian network structures of Naïve Bayes and TAN classifier
Looking at Figure 3.12, we can see that the SFAN classifier uses all the attributes when leaming. 
The <Temperature> node is included in the leamt network structure. According to the underlying 
context of the Weather dataset (118), the Temperature node is an irrelevant attribute that does not 
contribute to the classification. The <Temperature> node does not have a direct link with the class 
node, which violates the mles stated at the end of section 3.3. This suggests that the SFAN 
classifier with the quality measures of LC, LOO and CVlOlO is not appropriate to be used in 
extracting context, due to its lack of ability to recognise and discard irrelevant nodes.
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Figure 3-12: The learnt Bayesian network structures of SFAN classifier with Weather dataset
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Figure 3-13: The learnt Bayesian network structures of SFAND classifier with Weather dataset
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Figure 3-14: The learnt Bayesian network structures of STAND classifier with Weather dataset
In Figure 3.13 and Figure 3.14, we observe that the SFAND and STAND classifiers discard nodes 
that are not relevant in the classification of the network. The node discarding facility in SFAND 
and STAND helps to discover the irrelevant attributes and discard them. This produces a precise 
network structure where only the relevant contextual attributes are present. As the contextual 
attributes for the Weather dataset are Outlook, Windy and Humidity, the Temperature attribute is 
removed. As compared to Naïve Bayes and the TAN classifiers, the SFAND and STAND give 
more accurate results based on the graphical output. The Boolean characterisation from these 
figures is:
Weather: (humidity = normal and windy = false) or outlook = overcast
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We shall further examine the SFAND-LC, SFAND-LOO and SFAND-CVlOlO classifiers with 
the STAGGER dataset output. The STAND classifier produces the same output as SFAND as the 
FOREST-AUGMENTER is an improvement from the TREE-AUGMENTER. Therefore, we will 
concentrate only on the SFAND classifiers.
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Figure 3-15: The learnt Bayesian network structures of SFAND classifier with STAGGER 1 dataset
Figure 3.15 clearly shows the learnt Bayesian network structures of the STAGGER 1 dataset. 
From the diagram, the <size> node is not used for the classification. The <color> and <shape> 
nodes are linked directly to the class node. The arc from <color> to <shape> symbolises the “OR” 
relationship between these attributes. The final characterisation is:
(color = green or shape = circular)
Therefore, the quality measures LC, LOO and CV1010 produce an accurate network structure for 
the context derivation.
The Boolean characterisation for Figure 3.16 is size = medium or size = large. There is only an 
arc directed from the class node to the <size> node. The node probability table clearly shows that 
the medium and large have the highest values of 0.49997. As the values of medium and large are 
equally distributed, this symbolise the “OR” relationship. Therefore, the <size> node has the 
values of medium or large. The quality measures LC, LOO and CVlOlO are once again proven to 
perform well on the STAGGER 2 dataset.
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Figure 3-16: The learnt Bayesian network structures of SFAND classifier with STAGGER 2 dataset
For the STAGGER 3 dataset, the context is (size = small) or (colour = red and shape = square). 
From Table 3.8, the LC quality measure produced 100% accuracy in classifying the dataset. With 
the graphical output from Figure 3.17, we also observe that the LC quality measure creates a more 
accurate network structure than the LOO and CVIOIO. The LOO and CVlOlO both fail to include 
the <shape> and <size> nodes during the network searching.
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Figure 3-17: The learnt Bayesian network structures of SFAND classifier with STAGGER 3 dataset
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Thus, the SFAND-LC classifier of capable to search for accurate network structures with small 
and complicated datasets as shown in the above analysis. Therefore, we provisionally conclude 
that the SFAND-LC classifier produces the most accurate output, and so we select this classifier 
for our experiments with automatic context extraction algorithms.
3.6 Further Analysis
To further validate our analysis, in the following section, we apply the SFAND-LC classifier to 
learn the real-life Music Chord dataset.
Context No. of instances SFAND-LC
1 63 90.5%
2 70 95.7%
3 73 97.3%
4 42 97.6%
5 45 93.3%
6 86 89.5%
7 61 95.1%
8 113 98.2%
Average 94.7%
Table 3-9: Learning results of the Music Chord dataset with the SFAND-LC classifier
Table 3.9 shows the results produced by SFAND-LC in learning the Music Chord dataset. The 
actual dataset consists of 8 pieces of song and each piece has a fixed number of instances and a 
hidden context. From the table, the SFAND-LC produces good results with an average of 94.7%. 
This is better than the results shown in Widmer’s work of METAL B and METAL IB. In (34), 
he reported that the simple Bayesian classifier (Naïve Bayes) on each piece separately yields a 
total accuracy over the eight songs o f 69.54% that is slightly higher than the 68.75%> achieved by 
simple Bayesian learning with a fixed window over the whole sequence. The METAL(B) and 
METAL(IB) were reported in (34 to produce mean accuracies of 74.62% and 79.58%, 
respectively.
In our initial study of the Music Chord dataset with the SFAND classifier, we achieve a good 
result of 95% with the LC quality measure. In addition, the SFAND classifier demonstrates 
superior performance to the Naïve Bayes classifier and METAL family in presenting the learnt
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Bayesian network structures of context extraction graphically, as shown in Figure 3.18. 
METAL(B) uses the Chi-square distribution to detect the contextual attributes during learning but 
fails to present them graphically. The graphical output produced by the SFAND-LC classifier 
shows the primary attributes that contribute to the concepts of the Music Chord dataset.
For example, SFAND-LC classifier managed to identify <scal>, <dur> and <pch> as the primary 
attributes and the relationships between these attributes (as shown by the arcs) for Context 1. With 
the probability tables of these attributes, we derive the Boolean Characterisation (context) as (seal 
= thi and pch = I) or dur = q. In the derivation of Boolean characterisation for context 2, the 
selected attributes are <tac>, <ms>, <scal>, <loc>, and <mod>. With the relationships between 
these attributes and the node probability table, the context is derived as mod = maj and ((ms = s 
and loc = I) or seal = uni) and (ms = s or tac = q). All the derived contexts are shown in Figure 
3.18.
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Figure 3-18: The graphical output of Music Chord dataset
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3.7 Conclusion
In this chapter, we have performed detailed analyse to select the best classifier for the automatic 
context extraction work in the next chapter. The SFAND-LC classifier outperforms the other 
candidates with excellent results in learning accuracy and presenting the precise learnt network 
structures.
The method of deriving the Boolean characterisation has been introduced with the Weather 
dataset. As this is pioneer work in deriving the Boolean characterisation from a Bayesian network 
structure, we have established the set of rules to guide the derivation process.
In order to validate the SFAND-LC classifier, we apply the classifier with the large and 
complicated real-life Music Chord dataset. The SFAND-LC performs far better than the Naïve 
Bayes classifier in learning accuracy and producing the precise graphical output of the learnt 
Bayesian network structures.
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4 Detecting Contexts
In chapter 2, we reviewed the state-of-the-art in context sensitive learning and the existing 
learning methods. In chapter 3, an improved Bayesian Network classifier with a gi'aphical viewer 
was introduced and tested in identifying and deriving contexts. These concepts and tools will now 
be used in the formation of novel learning algorithms in this chapter.
Input (lata Top-down & Bottom-iip leaiiung methods Ouh«it
Dataset
Main Search 
Opei-ators
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Classifier
Refinement
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Context 1 to n
Boolean 
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Figure 4-1 ; The process of detecting concept drift
Figure 4.1 illustrates the general process of detecting concept drift over time. The datasets that 
feed to the learning system are collected over time and may contain hidden changes of context. 
The learning system seeks to detect the “disjoint” points within the dataset where the concept 
begins to drift. The learning system consists both Top-down and Bottom-up learning methods. 
These methods use the JBNC SFAND classifier, the main search operators and the refinement 
operators to detect the actual points of disjunction within the dataset. The outcomes of the 
learning are the clusters of data instances which are delimited by the location of the disjoint points 
and their Boolean characterisations which represent the context.
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The objectives of this chapter are threefold:
• To reinforce the concept of learning with datasets that contain single and multiple 
hidden contexts,
• To assess the effectiveness of various search operators in detecting the disjoint points.
• To reveal the efficiency of the new learning algorithms in detecting context changes
within large datasets.
First, the concept of formulating the learning algorithm is discussed. The testing with dataset 
consisting of single and multiple contexts are shown. Second, the various search operators and the 
Top-down and Bottom-up learning methods are proposed and tested. Then, the STAGGER 
datasets are used to validate the proposed learning algorithms.
In this thesis, the learning accuracy is characterised by Z(a/b/c) where a is the number of 
classified instances, b is the number of misclassified instances and c is the total number of trained 
instances. Z is the percentage of accuracy by dividing a by c. The misclassified instances b is used 
to compare with the allowable noise limit to justify the possibility of a concept drift.
4.1 Automatic Context Extraction using AutoCX
We have designed AutoCX to identify periods of time where the target concept does not change. 
This period of time may be disjoint. There may be a sequence of disjoint periods of time in any 
given dataset.
Like the SPLICE learning method, AutoCX uses a “batch learning method” to search through a 
large dataset and identify the point of disjunction where the concept begins to drift.
SPLICE 1 uses a heuristic to identify likely context boundaries. Once the data have been 
partitioned according to these boundaries, the partitions are combined according to their similarity 
of context. Stable concepts are then induced from the resulting contextual clusters. SPLICE2 uses 
more sophisticated contextual clustering method to correct errors in the initial partitioning by
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making a best guess at partitions of the dataset which are then used to initialise an iterative 
contextual clustering process.
Our proposed learning algorithm takes a sequence of training examples as input, each example 
comprising of a feature vector and a Icnown classification. These data are collected over time and 
may contain hidden changes of context. From this data, AutoCX attempts to learn a set of stable 
concepts each associated with a different hidden context. We define a stable concept as a concept 
that holds true for some period of time. In Figure 4.2, the concept of Context 1 holds true for a 
instances before drifting to the concept of Context 2. The concept of Context 2 holds h ue for b 
instances before drifting to the concept of Context 3 and so on. The difficulty in locating stable 
concepts is determining how long these periods should be.
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Figure 4-2: The disjoint points of the hidden contexts
The AutoCX does not use partitioning methods to identifying initial boundaries of concepts. 
Instead, the learning algorithms employ search operators to perform quick convergence to the 
approximate point of disjunction where the concept begins to drift. The five operators proposed in 
the next section are used to search for the disjoint points efficiently without any “windowing” 
method to match the dataset to the initial clusters of concepts. The main operators perform quick 
convergence to the approximate point of disjunction and then refinement operators perform a final 
search to reach the actual point of disjunction.
Here, the approximate point of disjunction is the point close to the actual point of disjunction. 
From this approximate point, the refinement operator performs a step forward incremental search
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to locate the actual point. Therefore, the actual point of disjunction is the exact point where the 
concept begins to drift. The core of our approach is a comparison of the error rate from a self­
accuracy test with the allowable noise limit in order to justify the introduction of a disjoint point.
The AutoCX algorithms utilise the JBNC’s SFAND-LC classifier as the base learner. At each 
iteration, the SFAND-LC classifies the dataset and performs a self-accuracy test. If the self- 
accuracy test error is greater than the allowable noise limit, the approximate point of disjunction is 
not located in that set of data and the next iteration continues. The approximate point of 
disjunction is located in the set of data if the error rate goes below the allowable noise limit.
The outcome of the learning is the location of each found disjoint point and the graphical 
presentation of the respective hidden contexts. The graphical viewer outputs the learnt Bayesian 
network structure at each location of a disjoint point. With the contextual attributes and their 
relationships, the Boolean characterisations are derived.
In the METAL learning method, the Chi-square distribution method is used to derive the 
contextual attributes. The advantage of the JBNC classifier is the incorporation of the nodes’ 
discarding facility so that the outcome of the learning is the set of relevant and contextual 
attributes that contribute to the concept.
4.2 Learning with Single Context
As we have said, a stable concept is a concept that holds true for some period of time. For each 
collection of data, there exists a hidden context. The group of data instances that contribute to the 
concept can be considered as a data cluster where the infra similarity is high. Therefore, the self­
accuracy should be 100% accurate if no noise is present in the concept. To handle noise or 
irrelevant instances, an allowable noise limit is used in a self-accuracy test.
Dataset No. of instances Accuracy
STAGGER 79 64.6% (51/28/79)
Vowel 989 41.5% (410/579/989)
Table 4-1: The STAGGER and Vowel datasets learning results
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Let us consider the STAGGER and Vowel examples. The STAGGER dataset consists of 3 data 
groups and each group has a hidden context. If we join the 3 data groups and learn with SFAND- 
LC, the self-accuracy is 64.6% with 28 misclassified instances as shown in Table 4.1. If the 
datasets are learned separately, we achieve 100% for each data group as shown in Table 4.2.
Context No. of instances Accuracy
1 26 100%
2 27 100%
3 26 100%
Table 4-2: The STAGGER data groups learning results
For the vowel dataset, there are 15 speakers in total. The total instances are 989 as shown in Table 
4.1. Each speaker has his or her own unique character. Therefore, the self-accuracy for each 
speaker is high. If we put all the speakers together and learn from the 989 instances, we have a 
self-accuracy of 41.5% with 579 misclassified instances. If the speakers are learned separately, we 
achieve an average of 98.9% self-accuracy. The individual speaker’s self-accuracy is shown in 
Table 4.3.
Speaker No. of instances Accuracy
1 65 98.5%(64/l/65)
2 66 98.5%(65/l/66)
3 66 100%(66/0/66)
4 66 98.5%(65/l/66)
5 66 100%(66/0/66)
6 66 100%(66/0/66)
7 66 98.5%(65/l/66)
8 66 95.5%(63/3/66)
9 66 100%(66/0/66)
10 66 100%(66/0/66)
11 66 98.5%(65/l/66)
12 66 97%(64/2/66)
13 66 100%(66/0/66)
14 66 100%(66/0/66)
15 66 98.5%(65/l/66)
Average 98.9%
Table 4-3: The learning result of individual speaker for the Vowel dataset
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Therefore, our research is predicated on the principle that the self-accuracy of a dataset that has a 
single context should be 100%, or slightly less if there exists any noise. If the dataset consists of 
multiple contexts, the learning algorithm will be confused, with a corresponding reduction in the 
learning accuracy.
4.3 Learning Algorithms
This section introduces the search operators and the learning algorithms for locating the actual 
point of disjunction where the concept begins to drift.
4.3.1 Search Operators
The main task of the learning algorithms is to efficiently search for the point of disjunction where 
the concept begins to drift. Therefore, the search operators are tailored to perform searching at all 
conditions. This section proposes 5 operators to perform the main and refinement searches.
The proposed operators are:
• Rate Reduction Operator
• Incremental Operator
• Misclassified Removal Operator
• Step Operator and
• Inteipolation Operator
The Top-down and Bottom-up learning methods utilise the rate reduction and incremental 
operators to rapidly converge to the right point of disjunction by using the error rate assessed 
against the allowable noise limit. The rate reduction operator reduces the number of instances 
iteratively according to the user-specified reduction rate. The incremental operator increases the
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present instances with the user-specified instances to search for the approximate disjoint point in 
the dataset.
Once the main operators heuristically reach the approximate point of disjunction, the refinement 
operators are used to further refine the results. The misclassified removal operator removes the 
number of misclassified instances from the present instances that produce the network. After that, 
the step operator is used to perform a user-specified step to further refine the result until the actual 
point of disjunction is found. The interpolation operator is a special operator and is only activated 
when irregularities occur during the search.
There is no distinction between noise from the inputs (such as sensor noise) and conflicting 
classification instances. The misclassification rates fr om the self-accuracy test, which can be the 
outliers or conflicting classification instances, are used to compare with the allowable noise limit 
to justify the possibility of concept drift. Refer to section 4.3.1.3 for more explanation of noise 
used in this thesis.
4.3.1.1 Rate Reduction Operator
As the main search operator, the rate reduction operator seeks to achieve quick convergence to the 
approximate point of disjunction within a large dataset. The operator performs an instance 
reduction based on a user-specified rate. The reduction rate ranges from 0 to 100%. This operator 
only operates in the Top-down learning method. The iteration continues until the error rate goes 
below the allowable noise limit.
From Figure 4.3, the search operation starts with the total instances of x. The SFAND(ZC, x) 
classifies the x instances with the quality measure LC and produces the learnt network structure. 
After performing the self-accuracy test with x instances, the misclassification rate is obtained. If 
the error rate exceeds the allowable noise limit, the rate reduction operator performs data 
reduction using the user-specified rate. The subsequent learning is processed on the reduced 
dataset. The removal of instances is done on a top-down basis. For example, if there are 100 
instances in the dataset, after the rate reduction of 0.5, the leftover instances will be 1 to 50 and 
the instances fr'om 51 to 100 are removed. The reduction iteration continues until the error rate 
goes below the allowable noise limit.
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Condition:
• Total instances > 0
• Rate reduction r ranges between 0 and 100%
• Allowable limit = allow
1. Start:
2. X == total number of instances
3. error rate > allow
4. X] = reduction rate * x
5. remove xi from the end of the dataset
6. new X = x -  X]
7. call SFAND(LC, x)
8. perform self-acciu'acy test
9. if  err or rate <== allow
10. stop
Figure 4-3: The rate reduction operator algorithm
Step Action No. of instances Accuracy Remarks
1 79 65% (51/28/79) NG
2 Reduce 50% 40 82.5% (33/7/40) NG
3 Reduce 50% 20 100% (20/0/20) OK.
Let consider the example above. At step 1, 79 instances are classified and the self-accuracy eiTor 
rate is 28 which has exceeded the allowable noise limit. Step 2 performs the reduction of 
instances by 50% and the instances at step 2 reduce to 40. As the error rate is still above the 
allowable noise limit, the iteration continues until step 3 where the error rate goes below the 
allowable noise limit.
4.3.1.2 Incremental Operator
The incremental operator is used in the Bottom-up learning method to increase the present 
instances by the user-specified instances if the error rate from the self-accuracy test goes below 
the allowable noise limit. The iteration stops when the error rate exceeds the allowable noise 
limit.
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Condition:
• Total instances > 0
• Incremental rate specified by user
• Allowable limit = allow
1. Start:
2. 11 = user-specified number of instances
3. error rate <= allow
4. x = x + n
5. call SFAND(LC, x)
6. perform self-accuracy test
7. if  error rate > allow
8. stop
Figure 4-4: The incremental operator algorithm
The search operation starts with the user-specified number of instances x. The SFAND-LC 
classifier produces the network structure based on the instances x. After performing the self­
accuracy test with instances x, the misclassification rate is obtained. If the error rate goes below 
the allowable noise limit, the incremental operator performs a data increment with the user- 
specified instances. For the next iteration, the instances are increased by x, which is 2x. The 
iteration proceeds until the eiTor rate goes above the allowable noise limit.
Step Action No. of instances Accuracy Remarks
1 5 100% (5/0/5) OK
2 Increase by 5 10 100% (10/0/10) OK
3 Increase by 5 15 100% (15/0/15) OK
4 Increase by 5 20 100% (20/0/20) OK
5 Increase by 5 25 100% (25/0/25) OK
6 Increase by 5 30 90% (27/3/30) NG
From the above example, at step 1, the classification is done with 5 instances. With the self­
accuracy goes below the allowable noise limit, the incremental operator performs the instances 
adding. Step 2 shows the increase of instances by 5. The iteration continues with instances 10, 15, 
20 and 25 as long as the self-accuracy goes below the allowable noise limit. At step 6, the 
iteration ceases as the error rate goes above the allowable noise limit.
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4.3.1.3 M isclassified Removal Operator
The misclassified removal operator searches the approximate point of disjoint by removing the 
number of misclassified instances from the present instances that produce the network structure. 
This operator activates after the main operator has completed the initial searching. The operator is 
used to remove the outliers or irrelevant instances that do not belong to the present group of 
instances that formulate that concept.
There are 2 types of misclassification: outlier and noise. The outliers can be those instances that 
lie outside the disjoint point which do not belong to the group of instances for that particular 
concept. The removal of these outliers can greatly help the learning algorithm to converge to the 
right solution quickly. The other misclassification is noise or inaccurate instances that are present 
in the group of instances. The presence of noise causes the learning result to be inaccurate. One 
way to deal with noise is to use an allowable noise limit to guide the search.
The condition to activate this operator is that the present stage of learning has achieved accuracy 
below the allowable noise limit but the previous stage had achieved error rate greater than the 
allowable noise limit. The iteration continues to remove the misclassified instances from the 
learning steps as long as the error rate goes above the allowable noise limit.
Condition:
• Initial point of disjoint found by main search operator
• Allowable limit = allow
1. do.
2. m = present step level
3. if  Top-down process
4. p = m - l
5. else p = m
6. X = number of instance at any step
7. retrieve x at step p
8. y  ~ number of misclassified instance
9. retrieve y at p
1 0 .  X  =  X  - y
11. call SFAND(LC, x)
12. perform self-accuracy test
13. stop
Figure 4-5: The misclassified removal operator algorithm
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The refinement process starts after the main operator has completed the initial search (Figure 4.5). 
At the last iteration where the error rate goes below the allowable noise limit, the algorithm 
retrieves the number of instances and the number of misclassified instances from the previous step 
that has error rate greater than the allowable noise limit. The estimated disjoint point is the 
number of instances after removing the number of misclassified instances from the present 
instances at that step. The SFAND-LC classifier is activated and a self-accuracy test is performed. 
If the error rate is above the allowable noise limit, the operator continues to refine the disjoint 
point until the error rate goes below the allowable noise limit.
Let us consider the example below. At step 2, the main operator has located the disjoint point with 
the error rate less than or equal to the allowable noise limit. Step 1 has 9 misclassified instances. 
The misclassified removal operator is used at this point to remove the misclassified instances 
from the 70 instances. At step 3, the new number of instances for learning is 61.
Step Action No. of instances Accuracy Remarks
1 70 87.1% (61/9/70) NG
2 Reduce by 50% 35 100% (35/0/35) OK
Refinement 1 :
3 Remove 9 instances from 61 100% (61/0/61) OK
the 70 instances in Step 1
4.3.1.4 Step Operator
Condition:
' •  Initial point of disjoint found by main search operator or misclassified removal operator 
• Allowable limit = allow
1. Start:
2. step n, error rate <= allow,
3. do.
4. m = step 11
5. X = number of instance at any step
6. retiieve x at m
7. y = number of user-specified instance
8. X =  X +  y
9. call SFAND(LC, x)
10. perform self-accuracy test
11. stop
Figure 4-6: The step operator algorithm
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The step operator refines the result by making a step forward search from the approximate disjoint 
point. This operator is activated after the main operator or the misclassified removal operator has 
completed the convergent search. This operator is used to perform a single step or user-specified 
step to reach the actual disjoint point.
When the main operator and the misclassified removal operator reach the approximate disjoint 
point, there might be instances ahead of the present step level that are relevant to the present 
concept. Therefore, the step operator endeavours to include these instances until the self-accuracy 
with that number of instances exceeds the allowable noise limit.
In Figure 4.6, the algorithm retrieves the number of instances at the last processing step after the 
main operator or misclassified removal operator have completed the initial search. For the 
refinement search, the user-specified instance is added to the present number of instances. The 
iteration continues as long as the error rate goes below the allowable noise limit. Once the error 
rate goes above the allowable noise limit, the process stops and the actual disjoint point is the 
number of instances from the previous process step level.
Refinement 1 ; No, of instances Accuracy Remarks
6 Remove 9 instances from 61 98.4% (60/1/61) OK
the 70 instances in Step 2
Refinement 2:
7 Add 1 instance to the 61 62 98.4% (61/1/62) OK
instances in Step 6
8 Add 1 instance to the 62 63 90.5% (57/6/63) NG
instances in Step 7
Let consider the above example. At step 6, the misclassified removal operator has located the 
disjoint point with an error rate less than or equal to the allowable noise limit. Step 7 performs the 
refinement search by adding 1 instance at a time to the present 61 instances to locate the actual 
disjoint point. In step 8, the iteration stops as the error rate is now much greater than the allowable 
noise limit. The disjoint point for the concept drift is at step 7 with 62 instances.
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4.3.1.5 Interpolate Operator
The interpolate operator is a special operator that is only activated when irregularities occur 
during the search. An irregularity could be the failure to converge to the right disjoint point. After 
much iteration, the error rate is supposed to go below an allowable noise limit. Suppose instead 
that the error rate is getting bigger. At this point of time, the main operator iteration ceases and the 
interpolate operator is activated to perform refinement and endeavour to reach an approximate 
disjoint point.
Condition:
• Initial disjoint point found by main search operator
• Allowable limit = allow
1. Start:
2. step n, error rate <= allow.
3. step n-1, eiTor rate <= allow
4. do.
5. m = step level
6. X = number of instance at any step
7. m = n
8. retrieve x at step m
9. y = number of instance at any step n-1
10. m = n -  1
11. retrieve y at m
12. z = (x + y)/2
13. call SFAND(LC, z)
14. perform self-accuracy test
15. stop
Figure 4-7: The interpolate operator algorithm
In Figure 4.7, an irregularity occurs when the process step fails to converge to an approximate 
disjoint point. Instead, the error rate is getting higher. The algorithm retrieves the number of 
instances of step n and step n~l and perfomis an interpolation hoping that the point of disjoint can 
be found.
Step Action No. of instances Accuracy Remarks
1 414 90.6% (375/39/414) NG
2 Reduce 50% 207 82.9%( 179/28/207) NG
3 Reduce 50% 104 95.2% (99/5/104) NG
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Reduce 50% 
Reduce 50%
Refinement 1 :
6 Inteipolate between 
instances 104 and 52 
in Step 3 and 4
52
26
78
90.4% (47/5/52) NG
65.4% (17/9/26) NG
93.6% (73/5/78) NG
Consider the above example. From step 1 to 5, the main operator fails to reach an approximate 
disjoint point. Irregularity occurs when the error rate at step 5 is gi^eater than at step 4. By 
performing step 6, the approximate disjoint point can be found. In step 6, the error rate remains 
the same as step 4. This shows that the disjoint point may be lying ahead of the present instances. 
Therefore, the misclassified removal operator is called to further refine the result.
4.3.2 Top-down Learning Method
The Top-down learning method uses the various operators mentioned above to search for the 
actual disjoint point according to a user-specified reduction rate. By “Top-down” we mean that 
the whole dataset is involved in the initial learning and the subsequent reduction of instances is 
done from the end of the dataset.
The Top-down learning method is detailed in Table 4.4. It consists of four stages:
1. Convergent Search
2. Refinement Search
3. Further Search
4. Data Removal
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Table 4-4: The Top-down Learning algorithm
Input:
• Dataset with instances n.
• Allowable enor rate, allow.
• User-specified rate reduction, r.
• Step increment 1.
Algorithm:
• Stage 1 : Convergent Search
■ Begins with the whole dataset of instances n.
■ Use SFAND(LC, n) to classify the dataset and perform self-accuracy test.
■ If error rate > allowable limit, call rate reduction operator.
■ If error rate < allowable limit, proceed to stage 2.
•  Stage 2: Refinement Search
■ Perform check 1
■ Last iteration step m error rate <= allowable limit.
■ Previous iteration step m-1 enor rate > allowable limit.
■ If check 1 is TRUE, call misclassified removal operator.
■ If error rate < allowable limit, proceed to stage 3.
• Stage 3: Further Search
■ Perform check 2
■ Last iteration step m, enor rate < allowable limit.
■ If check 2 is TRUE, call step operator.
■ If enor rate > allowable limit, stop the search.
■ Output “Context x is found at instances y”.
• Stage 4: Data Removal
■ Remove instances y from total instances n.
■ If n-y > 0, goto stage 1.
■ If n-y = 0, stop the whole process.
Output;
• Stable concepts
• Graphical output of learnt Bayesian network structures.
•  Boolean Characterisation of the hidden context.
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4.3.2.1 Convergent Search
Number of instances
1st iteration 2nd iterationn instances rate reduction = r%
area of refinement
 ^ r xn instances
actual disjo int point 
approximate disjoint point
u .
a instances r x r  x n  
instances
0 instance Number of iterations
Figure 4-8: The Top-down searching process
In Figure 4.8, the search begins with the total instances n. At this step, the SFAND(LC, n) 
classifier is called to learn the dataset and to perform a self-accuracy test. If the misclassification 
rate is greater than the allowable limit, the algorithm engages the rate reduction operator to 
perform an instance reduction operation. At each iteration, the dataset is reduced by r% where r is 
the user-specified reduction rate. For example, the dataset after reduction at iteration 1 is r x w 
instances. At the next iteration, the dataset is further reduced to r x r x n  instances.
The rate reduction iteration ceases:
• When the error rate goes below the allowable rate.
• When the total number of instances reduces to zero.
• When an irregularity occurs and convergence is still pending.
Under these situations, the refinement operators are used to further refine the disjoint point.
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4.3.2.2 Refinement Search
In Figure 4.8, the rate reduction operator, with much iteration, reaches the approximate disjoint 
point by performing instances reduction. However, the actual disjoint point is located somewhere 
after the approximate disjoint point. The misclassified removal operator is used at this point to 
further converge to the right location. The misclassified removal operator attempts to reach the 
actual disjoint point by removing a number of misclassified instances from the dataset. This 
process brings the location point closer to the actual disjoint point but not the actual point. The 
iteration ceases when the error rate goes below the allowable noise limit.
4.3.2.3 Further Search
After the misclassified removal operator brings the disjoint point closer to the actual location, the 
step operator is employed to search upwardly in a step-by-step manner to reach the actual disjoint 
point. At each iteration, the dataset is increased by 1 instance or a user-specified number of 
instances which is greater than 1. Once the error rate exceeds the allowable noise limit, iteration 
ceases and the actual disjoint point is the number of instances belonging to the previous step.
4.3.2.4 Data Removal
When the step operator performs the final search, the actual disjoint point for Context 1 is found. 
To begin the next context search, the pointer line starts to move up to instances a as shown in 
Figure 4.9 when a is the disjoint point. This means that the instances that belong to Context 1 are 
removed from the actual dataset. The next search is done with n-a instances. The algorithm 
performs a test to ensure that the number of instances for the next search is greater than zero. If 
the test is true, the process repeats stage 1 to stage 3. The search iteration continues until the 
actual disjoint point is found with b instances.
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Number of instances 
n instances 1 s t  i t e r a t i o f t 2nd iteration
rate reduction = r%
area of refinement
n r K (n -  a) 
instances actual disjoint point
approximate disjoint point
 ^  ^ r x r x ( n - a )  
instances
N u m b e r  o f  i te r a t io n s
0 instance
Figure 4-9: The searching of context 2 with the removal of a instances
After repeating the steps 1 to 3, the Context 2 is found with b instances. The pointer again moves 
to instance b as shown in Figure 4.10. The total number of instances for the next search is n-a-b. 
The Top-down process continues as long as the number of instances is greater than zero.
Num ber of instances 
n instances
n - a - b
1st iteration
rate reduction =  t%
area of refinement
actual disjoint point
r x n  -  a - b  instancesapproxim ate d is jo in t point
Number o f iterations
0 instance
Figure 4-10: The searching of next context with b instances being removed
The outputs of the search are:
1. The locations of the disjoint points where the concept begins to drift.
2. The Bayesian network structures leamt at all disjoint points.
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3. The graphical output of the contextual attributes and their relationships.
4. The derived Boolean characterisation of the contexts found.
4.3.2.S Extended Example W ith STAGGER Dataset -  Top-down 
M ethod
We will use the STAGGER dataset to illustrate and test the Top-down learning method. The total 
instances in the dataset is 79 where 26 instances belong to the T* context, 27 instances belong to 
the 2"^ * context and 26 instances belong to the 3*^  ^context.
The Top-down search begins with 79 instances. The reduction rate is 50% and the allowable noise 
limit is 0. The step increment is set to 1. The primai'y classifier is SFAND with LC quality 
measure.
For search number 1, the 79 instances are classified by the SFAND-LC and the self-accuracy test 
is performed. As the error rate is 28 and greater than allowable limit of 0, the rate reduction 
operation performs a quick convergent search by reducing the dataset by 50%. At step 2, the 
dataset is reduced to 40 instances. The self-accuracy test at this point shows that the error rate is 7 
again greater than the allowable noise limit. The iteration proceeds until step 3 where the error 
rate is 0. At this point, the rate reduction process ceases and the algorithm engages the 
misclassified removal operator to perfonn refinement search.
The algorithm confirms the condition that step 2’s error rate is greater than the allowable noise 
limit and the step 3’s error rate is equal to or less than allowable noise limit. The misclassified 
removal operator starts at step 2 and removes 7 misclassified instances from 40 instances. At step 
4, with 33 instances, the error rate is 5, which is greater than the allowable noise limit. The 
iteration continues until step 6. At step 6, the error rate is 0 and the operation ceases.
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Searching method: Top-down
JBNC: SFAND (Forested with nodes discarding), Quality Measure LC, STAGGER dataset 
Allowable noise tolerance = 0 
Reduction rate = 50%
Search No 1.
Total instances = 79 
Step Action 
1
2 Reduce 50%
3 Reduce 50%
No. of instances Accuracy
79
40
20
65% (51/28/79) 
82.5% (33/7/40) 
100% (20/0/20)
Remarks
NG
NO
OK
Refinement 1 :
4 Remove 7 instances from 33
the 40 instances in Step 2
Remove 5 instances from 28
the 33 instances in Step 4
Remove 2 instances from 26
the 28 instances in Step 5
84.9% (28/5/33) 
92.9% (26/2/28) 
100% (26/0/26)
NG
NG
OK
Refinement 2:
7 Add 1 instance to the 26 27 96.3% (26/1/27)
instances in Step 6
Step 6: misclassified rate is 0 <= allowable noise tolerance
***Context 1 found at instances <26> at <100%> accuracy***
***Remove 26 instances from dataset***
NG
Search No 2.
Total instances = 7 9 - 2 6  = 53 
Step Action 
1
2 Reduce 50%
No. of instances Accuracy
53
27
56.6% (30/23/53) 
100% (27/0/27)
Remarks
NG
OK
Refinement 1:
3 Remove 23 instances from 30 
the 53 instances in Step 1
93.3% (28/2/30) NG
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Refinement 2:
4 Add 1 instance to the 27 28 96.4% (27/1/28)
instances in Step 2
Step 2: misclassified rate is 0 <= allowable noise tolerance
***Context 2 found at instances <27> at <100%> accuracy***
***Remove 27 instances from dataset***
NG
Search No 3.
Total instances = 5 3 - 2 7  = 26
Step Action No. of instances Accuracy
1 26 100% (26/0/26)
Step 1 : misclassified rate is 0 <= allowable noise tolerance 
***Context 3 found at instances <26> at <100%> accuracy***
***Remove 26 instances from dataset***
Remarks
OK
***Total Instances = 0***
***End of contexts search***
Network Structures Output and Boolean Characterisation
Context 1 -  26 instances
Create | [  Move l |  Delete
d a ts
ioior •hap*
Edit Variable I Edit Function I Edit Network
Context 2 - 2 7  instances
Create | Move Delete j Query | Observe
m iz #
cll^
Edit Variable || Edit Fjunc i lo ^ l  Edit Network
co lor  =  green or shape = circular size  =  medium or size  =  large
Context 3 - 2 6  instances
Create Move Delete Query Observe
clai s
•hap* color
•Iz*
jJJ
Edit Variable |  Edit Function Edit Network
(size  =  sm all) or (color =  red  and  
shape  =  square)
The misclassified removal operator attempts to reach the actual disjoint point where the concept 
begins to drift by removing the outliers from the dataset. Although a candidate point has been 
located, the present location might not be the actual disjoint point. The actual disjoint point might
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be located somewhere ahead of the current present instances. Therefore, the algorithm engages 
the step operator to perform further search. At step 7, one further instance is added to the data 
instances at step 6. The self-accuracy test shows that the error rate is greater than the allowable 
noise limit. This means that the actual disjoint point is located at step 6. Hence, Context 1 is found 
with 26 instances and 100% accuracy.
The algorithm then removes the 26 instances from the front of the 79 instances. For search 
number 2, 79 -  26 = 53 instances will be used. The pointer moves forward and the 53 instances 
classified by SFAND-LC.
The whole process repeats for search number 2. The rate reduction operator performs the 
convergent search by reducing the instances by 50%. At step 2, the self-accuracy is 0; that is 
equal to or less than the allowable noise limit. The misclassified removal operator is called and 23 
instances are removed from the 53 instances of step 1. At this step, the self-accuracy test fails. 
This means that the actual disjoint point might lie between instances 27 to 30. The algorithm 
analyses the situation and engages the step operator to perform on step 2. As 1 instance is added 
to the 27 instances at step 2, the self-accuracy is 1, that is greater than allowable noise limit. The 
process ceases and the actual disjoint point is confirmed to locate at instance 27. Context 2 is 
found with 27 instances and 100% accuracy.
The algorithm removes these 27 instances fi'om the fi ont of the remaining 53 instances. For search 
number 3, 53 -  27 = 26 instances will be used. The pointer moves forward and 26 instances are 
used for the next search.
For search number 3, the 26 instances are classified and the error rate is zero. Since the error rate 
is less than the allowable noise limit, Context 3 is found at instances 26 with 100% accuracy.
To begin the next search, the algorithm checks if the total instances to be used are zero. As the 
instance is zero (26-26), there is nothing further to be learned and the operation ceases.
The outputs for the search are the location of each context and their graphical outputs to illustrate 
the relationships between the contextual attributes. Finally, the Boolean characterisations are
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derived to highlight the contexts of the clusters of data. The Boolean characterisations for the 
contexts are:
1. color = green or shape = circular
2. size = medium or size = large
3. (size = small) or (color = red and shape = square)
4.3.3 Bottom-up Learning Method
The Bottom-up learning method uses the various operators to search for the actual disjoint point 
according to the user-specified increments. By “Bottom-up”, we mean that the search begins at 
the beginning of the dataset and the user-specified increments of instances are used for the initial 
learning.
The Bottom-up learning method is detailed in Table 4.5. It also consists of four stages:
1. Convergent Search
2. Refinement Search
3. Further Search
4. Data Removal
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Table 4-5; The Bottom-up Learning algorithm
Input:
• Dataset with instances n.
• Allowable error rate, allow.
• User-specified incremental rate, x.
• Step increment 1.
Algorithm:
• Stage 1 : Convergent Search
■ Begins with the user-specified number of instances x.
■ Use SFAND(LC, x) to classify the dataset x and perform self-accuracy test.
■ If err or rate < allowable limit, call incremental operator.
■ If error rate > allowable limit, proceed to stage 2.
• Stage 2: Refinement Search
■ Perform check 1
■ Last iteration step m error rate > allowable limit.
■ Previous iteration step m-1 error rate <= allowable limit.
■ If check 1 is TRUE, call misclassified removal operator.
■ If error rate < allowable limit, proceed to stage 3.
• Stage 3; Further Search
■ Perform check 2
■ Last iteration step m error rate < allowable limit.
■ If check 2 is TRUE, call step operator.
■ If error rate > allowable limit, stop the search.
■ Output “Context x is found at instances y”.
• Stage 4: Data Removal
■ Remove instances y from total instances n.
■ If n-y > 0, goto stage 1.
■ If n-y = 0, stop the whole process.
Output:
• Stable concepts
• Graphical output of learnt Bayesian network stnrctures.
• Boolean Characterisation of the hidden context.
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4.3.3.1 Convergent Search
In Figure 4.11, the search begins with the m user-specified instances. At this step, the 
SFAND(LC, m) classifier is called to learn the data instances and to perform the self-accuracy 
test. If the misclassification rate is less than or equal to the allowable noise limit, the algorithm 
engages the incremental operator to perform the instances increment operation. At each iteration, 
the dataset is increased by m where m is the user-specified incremental. For example, the dataset 
after iteration 1 is 2m instances. At the next iteration, the dataset is further increased to 3m 
instances.
Number of instances 
n instances a
Area of refinement.
5 x m  
4 X m 
3 x m  
2 X  m 
1 x m
0 instance
.................Approx.disjoint point
Actual point of disjoint
  with a instances
for Context i
Number of iterations
Figure 4-11 : The Bottom-up searching process
The incremental iteration ceases:
• When the error rate exceeds the allowable rate or 
When irregularity occurs and convergence is still pending.
Under these situations, the various refinement operators are used to further refine the disjoint 
point.
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4,3.3.2 Refînement Search
In Figure 4.11, the incremental operator reaches the approximate disjoint point by performing 
instance increments. The actual disjoint point is located somewhere after the approximate disjoint 
point. The misclassified removal operator is used at this point to further converge to the right 
location. The misclassified removal operator attempts to reach the actual disjoint point by 
removing the number of misclassified instances from the actual dataset. The iteration brings the 
pointer closer to the actual disjoint point but not the actual point. The iteration ceases when the 
error rate goes below the allowable noise limit.
4.3.3.3 Further Search
The further search uses the step operator to search upwardly in a step-by-step manner to reach the 
actual disjoint point. At each iteration, the dataset is increased by 1 instance or a user-specified 
number of instances which is greater than 1. Once the eiTor rate exceeds the allowable noise limit, 
the iteration ceases and the actual disjoint point is the number of instances belonging to the 
previous step.
4.3.3.4 Data Removal
When the step operator performs the final search, the actual disjoint point for Context 1 is found. 
To begin the next context search, the pointer line starts to move up to instances a as shown in 
Figure 4.12. This means that the instances that belong to Context 1 are removed from the actual 
dataset. The next search is done with n-a instances. The algorithm performs a test to ensure that 
the number of instances for the next learning is greater than zero. If the test is true, the process 
repeats stage 1 to stage 4. The search iteration is continued until the actual disjoint point is found 
with b instances.
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n instances
5 x m  
4 X m
3 x m  
2 x m  
1 x m
0 instance
Area of refinement
/
—  witli b instances 
b for Context 2
▲
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Figure 4-12: The searching of context 2 with the removal of a instances
Number of intances 
n  instances 
3 x m  
2 x m  
1 x m
0 instance
I 1 .
Actual point of disjoint 
with c instances 
for Context 3
Number of iterations
Figure 4-13: The searching of next context with b instances being removed
As Context 2 is found with b instances, from Figure 4.13, the pointer again moves to instances b. 
The total number of instances for the next search is n-a-b. The Bottom-up process continues as 
long, as the number of instances is greater than zero.
The outputs of the search are:
1. The locations of the disjoint points where the concept begins to drift.
2. The Bayesian network structures learnt at all disjoint points.
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3. The graphical output of the contextual attributes and their relationships.
4. The derived Boolean characterisation of the contexts found.
4.3.3.5 Extended Example W ith STAGGER Dataset -  Bottom-up 
M ethod
To illustrate and test the Bottom-up learning method, we again present an example with the 
STAGGER dataset. The total instances in the dataset is 78 where 26 instances belong to the 1®‘ 
context, 27 instances belong to the 2"^  context and 26 instances belong to the 3^  ^context.
Search number 1 begins with the user-specified increment of 5 instances. After engaging the 
SFAND(LC, 5) to classify these 5 instances, the error rate is obtained. At step 1, the eiTor rate is 0 
which is within the allowable noise limit. The algorithm activates the incremental operator to 
perform the “Bottom-up” search for the approximate disjoint point. At each step, 5 instances are 
added and the self-accuracy test is performed. The iteration continues until step 6 where the error 
rate is 3 which exceeds the allowable limit.
At this point, the incremental iteration ceases and the misclassified removal operator is called to 
perform the refinement work. At step 6, after removing 3 misclassified instances in step 6 from 30 
instances, the error rate is 1 which is greater than the allowable noise limit. The iteration proceeds 
until step 8 where the error rate is 0. The step operator has not been activated after step 8 as step 7 
shows an increased error rate with 27 instances. Therefore, search number 1 ceases. Context 1 is 
found with 26 instances at 100% accuracy. (See figure overleaf)
For the next search, the algorithm performs data reduction by removing the 26 classified instances 
from the front of the actual dataset. Search number 2 again begins with the user-specified number 
of instances. As the error rate goes below the allowable limit, the instances learnt so far belong to 
the same concept. At step 6, the accuracy begins to diverge. The iteration cease as the error rate is 
2, exceeding the allowable noise limit. The misclassified removal operator is called to perfoim the 
refinement. By removing 2 misclassified instances fi.*om 30 instances, the error rate still exceeds 
the allowable noise limit. The iteration continues until step 8 where the error rate goes below the
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allowable noise limit. Search number 2 is completed and the disjoint point is found at instance 27 
with 100% of accuracy.
Searching method: Bottom-up
JBNC; SFAND (Forested with nodes discarding), Quality Measure LC, STAGGER dataset 
Allowable noise tolerance = 0 
Incremental rate = 5 instances
Search No 1.
Total instances = 79
Step Action No. of instances Accuracy Remarks
1 5 100% (5/0/5) OK
2 Increase by 5 10 100% (10/0/10) OK
3 Increase by 5 15 100% (15/0/15) OK
4 Increase by 5 20 100% (20/0/20) OK
5 Increase by 5 25 100% (25/0/25) OK
6 Increase by 5 30 90% (27/3/30) NG
Refinement 1:
7 Remove 3 instances from 
the 30 instances in Step 6
27 96.3% (26/1/27) NG
8 Remove 1 instances from 
the 27 instances in Step 7
26 100% (26/0/26) OK
Step 8: misclassified rate is 0 <= allowable noise tolerance
***Context 1 found at instances <26> at <100%> accuracy***
***Remove 26 instances from dataset***
Search No 2.
Total instances = 7 9 - 2 6  = 53
Step Action No. of instances Accuracy Remarks
1 5 100% (5/0/5) OK
2 Increase by 5 10 100% (10/0/10) OK
3 Increase by 5 15 100% (15/0/15) OK
4 Increase by 5 20 100% (20/0/20) OK
5 Increase by 5 25 100% (25/0/25) OK
6 Increase by 5 30 93.3% (28/2/30) NG
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Refinement 1:
7 Remove 2 instances from 28 96.4% (27/1/28)
the 30 instances in Step 6
8 Remove 1 instances from 27 100% (27/0/27)
the 28 instances in Step 7
Step 8: misclassified rate is 0 <= allowable noise tolerance
***Context 2 found at instances <27> at <100%> accuracy***
***Remove 27 instances from dataset***
NG
OK
Search No 3.
Total instances = 5 3 - 2 7  = 26
Step Action No. of instances Accuracy Remarks
1 5 100% (5/0/5) OK
2 Increase by 5 10 100% (10/0/10) OK
3 Increase by 5 15 100% (15/0/15) OK
4 Increase by 5 20 100% (20/0/20) OK
5 Increase by 5 25 100% (25/0/25) OK
6 Increase by 5 26 100% (26/2/26) NG
Step 6: misclassified rate is 0 <= allowable noise tolerance 
***Context 3 found at instances <26> at <100%> accuracy*** 
***Remove 26 instances from dataset***
***Total Instances = 0***
***End of contexts search***
Network Structures Output and Boolean Characterisation
Context 1 - 2 6  instances Context 2 - 2 7  instances
Create |r~Move~1l Delete | Query | Observe |
C h ap *
Edit Variable Edit Function Edit Network
Create | Move [ Delete | Query | Observe |
ciz*
class
Edit Variable [[ Edit Function I  Edit Network
co/or  =  green or shape  =  circular size  =  medium or size  =  large
Context 3 - 2 6  instances
Create Move 1 Delete I Query Observe
Edit Variable j Edit Function I Edit Network
(size  =  sm all) or (color  =  red  and  
shape  =  square)
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Search number 3 begins after the algorithm removes these further 27 instances from the actual 
dataset. The incremental operator performs the initial search by increasing the present dataset by 
the user-specified number of instances. The iteration continues until step 6 where the error rate is
0. At this point, there are no more instances present in the dataset to be added. The search process 
ceases with Context 3 found at instance 26.
To begin the next search, the algorithm checks if the total instances to be used are zero. As the 
dataset is empty, there is nothing further to be learned and the operation ceases.
The outputs for the search are the locations of each context and their graphical outputs to illustrate 
the relationships between the contextual attributes. Finally, the Boolean characterisation is 
derived to highlight the context of the clusters of dataset. The Boolean characterisations for the 
contexts are:
1. color = green or shape = circular
2. size = medium or size = large
3. (size = small) or (color = red and shape = square)
4.4 Discussion
We have tested the Top-down and Bottom-up learning methods successfully with the STAGGER 
dataset. These learning algorithms are able to converge to the right disjoint point quickly and 
efficiently. With the allowable noise limit set to 0, the learning accuracy is 100% and the disjoint 
points are the same as the actual results as shown in Table 4.6.
Actual Top-down Bottom-up
Context Accuracy Instances Accuracy Instances Accuracy Instances
1 100% 26 100% 26 100% 26
2 100% 27 100% 27 100% 27
3 100% 26 100% 26 100% 26
Table 4-6: Comparison of results for STAGGER dataset
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The advantage of the Top-down and Bottom-up learning methods over other existing methods is II
that these methods use simple search operators to perform heuristic search over the dataset. The 
main operators, the rate reduction and the incremental operators, achieve quick convergence to 
the approximate solution. The misclassified removal operator performs a quick refinement to the 
right solution by removing the irrelevant instances from the learning dataset.
As compared to the FLORA, SPLICE and METAL learning methods, the Top-down and Bottom- 
up learning methods are simple and efficient. The proposed methods do not use the “windowing” 
method to slide through the instances for classification purposes. Instead, our methods use the 
self-accuracy test as the standard for justifying the disjoint point. Our concept is that a dataset that 
has a single hidden context should achieve 100% or slightly lesser self-test accuracy as the infra- 
similarity among the cluster of instances is high.
The proposed methods perform better than the METAL(B). The METAL(B) uses Naïve Bayes as 
the underlying classifier. The leamt network structure cannot be used for the identification of 
contextual attributes and the derivation of a Boolean characterisation as many irrelevant attributes 
are present.
In order to identify the contextual attributes, METAL(B) engages the Chi-square distribution 
method. Our proposed method engages the JBNC SFAND to perform the classification tasks. 
The node discarding facility in JBNC removes the irrelevant attiibutes during the classification 
process. The outcome of learning is a set of relevant and contextual attributes that can be used for 
the derivation of Boolean characterisation.
Our proposed learning systems improve on the FLORA, SPLICE and METAL(B) methods as 
follows:
• It is simple and efficient. It only uses search operators to converge quickly to the actual 
disjoint points.
• The ability to identify the relevant and contextual attributes during the classification 
stage. The irrelevant atti'ibutes are removed.
• The precise network structures created by JBNC can be used for the derivation of a 
Boolean characterization that captures the context of that cluster of data.
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4.5 Conclusion
In this chapter, we have reviewed the Top-down and Bottom-up learning methods of the AutoCX 
learning system. The various search operators are introduced in detailed. For the initial testing, the 
Top-down and Bottom-up methods produce good results with the STAGGER dataset. The 
performance of AutoCX is comparable to or better than the FLORA, SPLICE and METAL 
learning systems.
The output of the learning is a graphical presentation of the Bayesian network model. Using a 
gi'aphical viewer, the relationship of the contextual atti'ibutes is shown and the Boolean 
characterisations are derived. This is a good brealcthi'ough in the Machine Learning world as most 
of the existing methods fail to provide the results visually.
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5 Managing Context Accuracy
In chapter 4, the Top-down and Bottom-up learning methods have been introduced and tested 
successfully with the STAGGER dataset. The learning methods could achieve 100% accuracy as 
the dataset is free of noise.
In order to manage context accuracy in learning real-life and noisy datasets, the irregularities 
occurring during learning and the noise problem have to be handled efficiently. Thus, as shown in 
Figure 5.1, we incorporate a learning accuracy mechanism and noise handling method into our 
proposed learning system.
Input dntn Top-down «ft Bottom-up  lenniing methods Output
Noise Handling 
Mecluuiisms
Main Seai ch 
Operators
JBNC_SFAND
Classifier
Learning Accm^icy 
Meclianisms
Disjoint points of 
Context 1 to n
Boolean 
CTiar a cterisatioiLs
Figure 5-5-1: The incorporation of learning accuracy and noise handling mechanisms
The learning accuracy mechanism handles the following problems during learning:
• Failure to converge due to irregularities occurring during the search.
• High misclassification rate due to the premature formation of concepts.
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To handle noise efficiently, the quality measures are re-examined on their ability to tolerate noise
or conflicting instances during learning. With the quality measures being tested, we propose an
efficient method to obtain the core similarity of attributes from the graphical outputs if the dataset 
is noisy and the learning system fails to obtain the best leamt network structure.
The objectives of this chapter are:
• To explore the various scenarios in managing accuracy in learning real-life and noisy 
datasets.
• To explore the best quality measures in dealing with a noisy dataset.
• To investigate some novel methods in handling noise.
First, the various learning scenarios that help in learning accuracy are reviewed and incorporated 
into the learning algorithms. Second, we perform a detailed analysis in exploring the best quality 
measure to be used in JBNC in dealing with a noisy dataset. Then, the method of handling noise 
during learning is shown.
5.1 Learning Accuracy
Chapter 4 shows the Top-down and Bottom-up learning methods and their efficiency in searching 
for disjoint points. However, the testing is done on a noise fi*ee dataset. In order to handle the 
complications arising in learning from real-life or noisy datasets, the learning conditions and 
scenarios are discussed and incorporated into the learning methods to ensure the output results are 
accurate.
5.1.1 Failure to Converge
In the Top-down and Bottom-up learning process, there might be chances that the main operators 
fail to converge to the approximate disjoint point. The possible reasons of this include:
• The error rate remains above the allowable noise limit throughout the entire search.
• The search operators have missed the approximate disjoint point.
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• The reduction rate and incremental rate are unrealistically specified by the user and fail to 
locate the approximate disjoint point during the searching.
Under these situations, the algorithm will behave as if an irregularity has occurred and the 
iteration ceases. Based on the error rate collected at each learning step, the algorithm will now 
examine the situation and remedy the problem.
Scenario:
The search always begins with some good steps of convergence in the initial stages. However, 
after much iteration, the error rate fails to converge. Instead, the error rate begins to diverge again. 
Under this situation, the iteration ceases. The algorithm engages the interpolate operator to 
perform a further search for the approximate disjoint point. The inteipolate operator considers the 
last iteration error rate has to be greater than the error rate from the previous step before 
performing any interpolation.
Step Action No. of instances Accuracy Remarks
1 414 90.6% (375/39/414) NG
2 Reduce 50% 207 82.9%(179/28/207) NG
3 Reduce 50% 104 95.2% (99/5/104) NG
4 Reduce 50% 52 90.4% (47/5/52) NG
5 Reduce 50% 26 65.4% (17/9/26) NG
Refinement 1:
6 Interpolate between 78 93.6% (73/5/78) NG
instances 104 and 52
in Step 3 and 4
Refinement 2:
7 Remove 5 instances from 73 97.3% (71/2/73) OK
the 78 instances in Step 6
The example above shows that the main operator fails to converge to the right disjoint point after 
much iteration. From step 1 to 3, we obsei*ve that the learning accuracy begins to converge to the 
right solution. At step 5, the error rate begins to diverge instead of reaching the right solution. At 
this point, the iteration ceases and the interpolate operator is called to perform the remedial work. 
The intei-polate operator interpolates between the instances 104 and 52 in step 3 and step 4. After 
the self-accuracy test with 78 instances, we observe that the eiTor rate remains the same as step 4. 
Therefore, the approximate disjoint point is located around 78 instances. By calling the
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misclassified removal operator at step 7, the operator reaches the approximate disjoint point with 
the error rate below the allowable limit.
5.1.2 Premature Formation of Concepts
The premature formation of concepts can be a major problem in the Bottom-up learning method. 
As the incremental operator increases the user-specified number of instances, the iteration might 
not converge to the right solution. The reason can be that the adding of instances by the specified 
incremental rate is not sufficient to change the initial leamt concept to the new improve one. 
During this transition stage of concept consolidation, there are many instances being affected. 
Therefore, the misclassification rate is extremely high.
We acknowledge that the stable concept will hold for a period of time before the context values 
change that causes the concept to drift. However, sufficient instances are required to form the 
learning concept. With the instances increased, instead of converging to the right solution with 
the error rate below the allowable noise limit, the error rates are diverging and getting larger. The 
divergence continues until a point where the concept finally gets consolidated and convergence 
occurs. We consider the concept is not mature in the beginning and more instances are needed to 
consolidate the leamt concept. With sufficient instances, the error rate eventually goes below the 
allowable noise limit.
Our proposed teaming accuracy mechanism allows the main operator, to iterate for further steps if 
the error rates after the initial search begin to diverge. Usually, the initial iteration obtains a very 
good error rate but the subsequent iterations start to perform poorly. The algorithm allows the 
concept to develop after much iteration and the iteration proceeds under these conditions:
1. misclassification rate at present step > user-specified incremental rate
2. instances at present step -  misclassification rate < instances at previous step
With these conditions, the algorithm is overseeing the concept development to ensure the disjoint 
point is properly located.
102
Chapter 5. Managing Contexts Accuracy
If the learning condition satisfies condition 1 during the iteration, the algorithm allows for more 
iteration in order to decide the next remedial action. Condition 1 is due to the premature formation 
of a concept.
The algorithm also allows for more iteration until the error rate goes below the allowable noise 
limit with condition 2. The reason is that if the previous step produces an error rate lower than the 
allowable noise limit, any instances before the previous step must have obtained a good 
classification. The present number of instances obtained with condition 2 cannot be lower than the 
previous number of instances. If this happens, irregularities occur during the search.
Step Action No. of instances Accnracy Remarks
1 Increase by 10 10 100% (10/0/10) OK
2 Increase by 10 20 100% (20/0/20) OK
3 Increase by 10 30 50% (15/15/30) NG
4 Increase by 10 40 47.5% (19/21/40) NG
5 Increase by 10 50 92% (46/4/50) NG
6 Increase by 10 60 48.3% (29/31/60) NG
7 Increase by 10 70 97.1% (68/2/70) OK
8 Increase by 10 80 93.8% (75/5/80) NG
9 Increase by 10 90 93.3% (84/6/90) NG
Consider the above example. With the initial good accuracy obtained, the iteration continues until 
step 3. With the addition of 10 further instances, the error rate goes far above the allowable noise 
limit. If we follow the condition of using error rate against the allowable noise limit, the 
approximate disjoint point is located after the first 20 instances. But the developed concept at this 
point of time is not mature and the error rate begins to diverge greatly after 10 instances are added 
to the learning.
Step 3 violates the following conditions:
1. The misclassification rate 15 is greater than the incremental rate 10.
2. The value after the present instances 30 minus the misclassification rate 15 is 15. This 
value is lower than the previous instances of 20.
At step 3, if the misclassified removal operator is engaged, after removing 15 misclassified 
instances from 30 instances, we have 15 instances. This means that the divergence of error should
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begin after 15 instances. If we refer to step 2, the 20 instances produce 100% of accuracy. So step 
3 contradicts the result obtained in step 2.
The highest instance misclassification is reached at step 4. At step 5, it begins to converge again. 
But this convergence only happens with 10 instances. After adding a further 10 instances, the 
accuracy begins to diverge greatly (step 6). At step 7, we manage to obtain the approximate 
disjoint point as the error rate goes below the allowable noise limit. At this point, the developed 
concept manages to classify the instances accurately. The whole process needs much iteration to 
reach the approximate disjoint point despite the fact that the initial iteration produces very good 
accuracy.
5.1.3 Parameter Control
To ensure good accuracy in locating the right disjoint points, the learning parameters have to be 
handled efficiently. The learning parameters are the allowable noise limit; reduction rate; 
incremental instances; and, step incremental value.
Firstly, the allowable noise limit is used to control the level of noise present in the dataset. No one 
Imows a priori how much noise is present in the dataset that is being tested. Usually, the dataset is 
tested a few times with the learning method to investigate the noise level. The location of disjoint 
points varies according to the allowable noise limit used in the search. After each round of testing, 
the allowable noise limit needs to be adjusted accordingly. If the dataset is noisy, there might be 
chances that the learning accuracy diverges during the initial run.
So far, there is no restriction on the values to be used for the allowable noise limit. The values are 
adjusted according to the user’s experience with the dataset. For example, after testing the Music 
Chord dataset with different allowable noise limits, the noise level was studied and the allowable 
limit set to 3 with the assumption that this limit will give the best accuracy (refer to Chapter 6). 
To locate the disjoint points of the STAGGER dataset, the allowable limit used was 0.
In Chapter 6, the extended examples will be tested with different allowable noise limit to locate 
the most accurate disjoint points for concept drift.
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Secondly, the reduction rate and the incremental instances to be specified by the user have to be 
realistic. The recommended values for the reduction rate are from 20% to 50%. The smaller the 
reduction, the more accurately and confidently the approximate disjoint points are located. The 
same applies to the incremental instances used in the incremental operator. The smaller the 
increment, the more accurate is the convergent point. However, if the values are too small, the 
learning algorithm takes a long time to complete the search. If the incremental rate is too large, 
the learning algorithm tends to miss the disjoint point. The incremental rate is based on the user’s 
experience with the dataset after a few rounds of running. This issue is highlighted in Chapter 6 
where the extended examples are tested with different reduction and incremental rates.
Finally, the step increment for the refinement search is recommended to be 1. If the increment is 
too large, the actual disjoint point cannot be found. With an increase of 1 instance, the actual 
disjoint point can be located easily.
5.2 Noise Handling
In this section, in order to leam accurately and efficiently from a noisy dataset, we propose the 
following:
1. To study the behaviour of the quality measures in handling noise.
2. To overcome the problems of large and noisy datasets by using 2 quality measures in 
Bayesian learning.
5.2.1 Quality measures in handling noise
In order to handle noise effectively during learning, we investigate the behaviour of various 
quality measures in their response to different types of noise. The use of good quality measures 
can help in overcoming noise in the datasets during learning.
Quality measures have been tested in Sacha’s experimental work (51) and our chapter 3 in their 
accuracy in obtaining the right context both with static and dynamic datasets. However, all these
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datasets contain low noise levels. We are unable to find any reported work in testing the various 
quality measures with respect to their tolerance to noise.
In this section, we use the LC, LOO and CVioio quality measures to perfoiTn testing with the 
Weather and STAGGER 3 datasets. First, we compare the quality measures based on their 
accuracy in classifying noisy datasets. Next, we select the best quality measure based on the 
ability to present accurate graphical output under a noisy environment.
The first test is performed by including conflicting instances from the negative class.
Noise Free Dataset
1. Sunny,Hot,High,True,No.
2. Sunny,Hot,High,False,No.
3. Sunny,Mild,High,False,No.
4. Sunny,Mild,Normal,True,Yes.
5. Sunny,Cool,Normal,False,Y e s .
6. Overcast,Hot,High,False,Yes.
7. Overcast,H o t ,Normal,False,Y e s .
8. Overcast,Mild,High,True,Yes.
9. Overcast,Cool,N o rmal,T r u e ,Yes.
10. Rain,Mild,High,True,No.
11. Rain,Mild,High,False,Y e s .
12. Rain,Mild,Normal,False,Yes.
13. Rain,Cool,Normal,True,No.
14. Rain,Cool,Normal,False,Y e s .
Dataset with 3 noise elements
1. Sunny,Hot,High,True,Yes.*
2. Sunny,H o t ,High,False,N o .
3. Sunny,Mild,High,False,No.
4. Sunny,Mild,Normal,True,Yes.
5. Sunny,Cool,Normal,False,Yes.
6. Overcast,Hot,High,False,Yes.
7. Overcast,Hot,Normal,False,Yes
8. Overcast,Mild,High,True,Yes.
9. Overcast,C ool,Normal,T r u e ,Yes
10. Rain,Mild,High,True,Yes.*
11. Rain,Mild,High,False,Yes.
12. Rain,Mild,Normal,False,Y e s .
13. Rain,Cool,Normal,True,Yes.*
14. Rain,Cool,N ormal,False,Yes.
Figure 5-2: Illustrate of dataset with conflicting instances
In real world data collection, there might be mistakes made during data collection. The mistakes 
can be due to human eiTors or inaccurate information provided. Let us consider the example in 
Figure 5.2. The conflicting instances are highlighted with *. Instead of having the “No” class for 
instance 1, the data was collected with “Yes” class which is different from the noise free dataset. 
This instance can conflict the hidden context in the whole dataset.
In this testing, we investigate the quality measures LC, LOO and CVioio in their sensitivity to 
noise. With the adding of more conflicting instances to the dataset, we observe the changes in 
learning accuracy and the ability to provide the right graphical Bayesian network structures.
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In table 5.1, we observe that the LC, LOO and CVioio perform very well with different numbers 
of conflicting instances. The LC obtains 100% accuracy with 1,2,4 and 5 noise items added. The 
LOO and CVioio perform well with 1 , 3 , 4  and 5 noise elements. The difference between these 
quality measures is that the LC performs well with 2 numbers of noise before getting less accurate 
with the addition of 3"‘* noise. The accuracy begins to drop when the classifiers with LOO and 
CVioio are applied to dataset with 1 added noise. One interesting thing is that, after the drop in 
accuracy, all the quality measures obtain 100% with more noise added.
No. of noise added LC LOO CVjoio
0 100%(14/0/14) 100%(14/0/14) 100%(14/0/14)
1 100%(14/0/14) 100%(14/0/14) 100%(14/0/14)
2 100%(14/0/14) 78.6%(ll/3/14) 78.6%(ll/3/14)
3 85.7%(12/2/14) 100%(14/0/14) 100%( 14/0/14)
4 100%(14/0/14) 100%(14/0/14) 100%(14/0/14)
5 100%(14/0/14) 100%(14/0/14) 100%(14/0/14)
Table 5-1: Accuracy of quality measures in response to different number of noise
Actually, this phenomenon of increasing classification accuracy with the increase in noise levels 
is based on the incorrect or less accurate network structures being induced. In classical machine 
learning, there might be ways to validate if the learning results are correct despite that the dataset 
could be noisy.
In this thesis, this setback can be overcome with the exploration of JBNC and JavaBayes viewer 
in chapter 3 as we can clearly visualise the leamt Bayesian network structures and derive the 
Boolean characterisation to validate if the structures are correct. Thus, to further validate the 
accuracy of these quality measures in handling noisy dataset, we output the leamt Bayesian 
network structures for all noise levels and examine them.
From Figure 5.3, we observe that the LC quality measure obtains the correct Bayesian network 
structures with the addition of and 2"^* conflicting instances. The leamt network structures are 
the same as the one with zero noise. With the addition of the 3"^  conflicting instance, the leamt 
network structure begins to change and the <Outlook> attribute is made redundant. With the 4^ 
conflicting instance, all the attributes are present, including the use of the <Temperature> attribute 
as primary attributes. As more conflicting instances are added, at the 5“’ addition, the leamt 
network structure finally decomposes and only the <Humidity> attribute is considered as relevant.
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The LOO and CVIOIO quality measures produce correct network structures for the addition of 
conflicting instances. With the 2"^  conflicting instance added, the network structure decomposes 
and only <Humidity> is used as a primary attribute. When more conflicting instances being 
added, the leamt network structures progressively get less accurate. Although Table 1.1 shows 
that the LOO and CVioio measures produce 100% learning accuracy with 3, 4 and 5 numbers of 
conflicting instances added, the leamt network structures obtained are not correct.
From the leamt network structures at different noise levels, we observe that the primary attributes 
are used and present at the output. However, the network structures are no longer correct as the 
relationships between attributes are not correct. The existence of attributes and the relationship 
between attributes are confused and controlled by the adding of conflicting instances. Although 
the network structures could obtain 100% accuracy with more noise added, the network structures 
are no longer the same and an accurate representation of the context. The 100% accuracy is based 
on the incorrect network being induced.
From the above testing, we observe that the LC quality measure performs the best in responding 
to noise as compared to LOO and CVioio- hi the section below, we examine the quality measures 
with the instances that conflict with the positive class.
The second test is performed with instances that conflict with the instances of the positive class.
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Figure 5-3: Graphical output of all structures learnt at different noise level
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Noise Free Dataset
1. Sunny,H o t ,High,True,N o .
2. Sunny,H o t ,High,False,N o .
3. Sunny,Mild,High,False,N o .
4. Sunny,Mild,Normal,True,Y e s .
5. Sunny,C ool,Normal,False,Y e s .
6. Overcast,H o t ,High,False,Y e s .
7. Overcast,H o t ,Normal,False,Y e s .
8. Overcast,Mild,High,True,Y e s .
9. Overcast,Cool,Normal,T rue,Yes.
10. Rain,Mild,High,True,No.
11. Rain,Mild,High,False,Yes.
12. Rain,Mild,Normal,False,Y e s .
13. Rain,Cool,Normal,True,No.
14. Rain,Cool,Normal,False,Y e s .
Dataset with 3 noise elements
1. Sunny,Hot,High,True,No.
2. Sunny,Hot,High,False,No.
3. Sunny,Mild,High,False,No.
4. Sunny,Mild,Normal,T rue,Y e s .
5. Sunny,Cool,Normal,False,Y e s .
6. Overcast,H o t ,High,False,Y e s .
7. Overcast,H o t ,Normal,False,Yes.
8 . Overcast,Mild,High,True,Y e s .
9. Overcast,C ool,Normal,True,Yes.
10. Sunny,Mild,High,False,Yes. *
11. Rain,Mild,High,True,No.
12. Rain,Mild,High,False,Y e s .
13. Overcast,H o t ,Normal,False,No.*
14. Rain,Mild,Normal,False, Y e s .
15. Rain,Cool,Normal,True,No.
16. Rain,Cool,Normal,False,Yes.
17. Rain,Mild,High,True,Y e s .*
Figure 5-4: Illustrate of dataset with conflicting instances
Consider the example in Figure 5.4. The conflicting instances are highlighted with *. The 
conflicting instance at No. 10 contradicts the instance at No. 3. The conflicting instance at No. 13 
contradicts the instance at No. 7. The conflicting instance at No. 17 contradicts the instance at No.
10. The contradiction is that with the same attributes and attributes’ values , the class value is 
different. This type of conflicting instance can cause major problems in learning.
From Table 5.2, we observe that the LC achieves better accuracy than LOO and CVlOlO for the 
r '  and 2"^  addition of conflicting instances. The accuracy drops when a 3'^ '^  conflicting instance is 
added. The LOO and CVjoio perform equally well except that CVlOlO performs less accurately 
with the conflicting instance added.
No. of noise added LC LOO CVioio
1 93.3%( 14/1/15) 8094(12/3/15) 66.794(10/5/15)
2 87.5%(14/2/16) 62.594(10/6/16) 62.594(10/6/16)
3 64.7%( 11/6/17) 64.7%( 11/6/17) 64.794(11/6/17)
Table 5-2: Accuracy of quality measures in response to different number of noise with Weather
dataset
LC LOO CV,
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Figure 5-5: Graphical output of all structures learnt at different noise level
From Figure 5.5, the LC quality measure produces the best results with the graphical output. The 
learnt network structures for the and added conflicting instances are exactly the same as the 
network structure with zero noise. The network structure becomes inaccurate when the 3'^ '* 
conflicting instance is added. Only the <Humidity> attribute is present after the learning.
The LOO quality measure performs the second best after the LC quality measure. Although none 
of the learnt network structures produced by LOO comes close to the actual network structure 
with zero noise, the relevant attributes are present after the learning. The CV,o,o quality measure 
performs badly in this test.
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So far, the LC quality measure performs the best in handling noise. To validate this further, the 
STAGGERS dataset is used for the final testing.
No. of noise added LÜ LOO
0 I00%(26/0/26) 100%(26/0/26)
1 92.694(25/2/27) 6394(17/10/27)
2 92.9%(26/2/28) 64.3%(18/10/28)
3 82.8%(24/5/29) 62.1%( 18/11/29)
4 80%(24/6/30) 6094(18/12/30)
5 80.794(25/6/31) 58.194(18/13/31)
Table 5-3: Accuracy of quality measures in response to different number of noise with Weather 
dataset
Table 5.3 again shows that the LC quality measure performs better than the LOO quality measure. 
Figure 5.6 shows that the LC quality measure manages to maintain accurate network structures 
for the r ‘ and 2""^  addition of conflicting instances. The LOO quality measure does not produce 
the right network structure and the learning accuracy is low.
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Figure 5-6: Graphical output of all structures learnt at different noise level
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5.2.2 Two Quality Measures Concept
In the previous section, we have tested the quality measures in their handling and tolerance to 
different noise level. LC performs better than the LOO and CVlOlO quality measures both in 
learning accuracy and producing the correct learnt network structures.
In this section, we investigate the use of two quality measures to overcome the noise problem 
during learning. From the testing of the previous section, we observe that different quality 
measures respond to different noise levels. The leamt network structures obtained by the different 
quality measures are different too. But one thing we observe is that the primary or relevant 
attributes (not all but some) are used in the representation although the relationships between 
attributes are not accurate due to the presence of noise.
Therefore, under the problem of severe noise, we can compare the graphical outputs to obtain the 
core group of similar attributes. The accuracy of the leamt graphical output is not as accurate as 
the output from noise free dataset, of course. However, we obtain at least the core group of similar 
attributes which can be the probable contextual attributes that contribute to the hidden context.
Context No. of instances SFAND-LC SFAND-LOO
1 63 90.5% 100%
2 70 95.7% 98.6%
3 73 97.3% 97.3%
4 42 97.6% 100%
5 45 93.3% 91.1%
6 86 89.5% 88.4%
7 61 95.1% 100%
8 113 98.2% 97.3%
Average 94.7% 96.6%
Table 5-4: Learning results of the Music Chord dataset with the SFAND-LC and SFAND-LOO
classifier
To illustrate the concept of using two quality measures, we extend the example from section 3.6. 
We apply the SFAND-LC classifier to learn the Music Chord dataset. As the Music Chord dataset 
is complicated and probably noisy, we engage the SFAND-LOO as the second classifier to further 
validate the results.
114
Chapter 5. Managing Contexts Accuracy
From Figure 5.4, we observe that the leamt network structures produce by SFAND-LC and 
SFAND-LOO are slightly different. This justifies to the use of quality measures of different 
statistical standards. In addition, under the noisy environment, the quality measures respond to 
noise levels differently. So far, little work has been done to investigate the best quality measure in 
classifying the leamt Bayesian network under severe noise. With the use of different quality 
measures, we have different Bayesian network outputs. The difference in the quality measure 
does not affect the leaming with small and simple datasets. But, with large and noisy datasets like 
the Music Chord dataset, the results can be significant.
One thing for sure is that no one knows what is the network structure before they leam the 
dataset. In order to show the accuracy and validity of the leamt results, it is necessary to run the 
dataset with the classifier using different quality measures.
From the graphical outputs in Figure 5.7, we observe that there are similarities between the 
SFAND-LC and SFAND-LOO outputs. With the use of different quality measures, some of the 
attributes are considered as contextual in SFAND-LC but are considered as irrelevant in SFAND- 
LOO or vice versa. However, there are always attributes or group of attributes present in both the 
classifications. This core of similarity represents the relevant attributes that contribute to the 
hidden context of the dataset in the absence of noise.
In the next chapter, this issue will be discussed and examined further with the extended examples.
SFAND-LC SFAND-LOO Similarity
r \ dItor
C re a te  |  Mov# | |  |  O bserve
Edit v a ria b le  E dn Function Edit N etwork
IrMx:
C reate  Move D elete  Query O bserve
Edit V ariab le  Edit Function Edit Network
C re a te  j Moy« j D t l t t t  |  O u»iy j O bserve
Edit Variab le  l Edit Function  EdII Network
Context 1
115
Chapter 5. Managing Contexts Accuracy
. J- ÎOÎX,
E d n V ah a b le  E d ilF uncllon  Edit N etwork
Context 2
C re a te  | Move | D e le te  I Q u eiy  | O b i i iv e
Edit V en a b le  EdM Func tion  EdII Network
\  '
Edit V enab le  | E dit Func tion  | Edit Network
dial
l o c
C re a te  Move I D elete  1 Q uant O bserve
Edit V en a b le  Edit Function  Edit Network
( di|o£»
C re a te  |  Move | D gH Ic | Q uery  | O b ae tv e
fC  .  w
p e n  p J u r
JJ ■
E dit V aria b le  j Edit Fu nc tion  I E dit N etw ortr
Context 3
f
J .
E dit V an a b le  E dit F unction  Edit N etw ork
Context 4
C r e a te  |  M ove |  D e la te  |  Q u e ty  |  O b s e rv e
à .
m  ^  \p d u r  m i
EdII V e r la b le  j E dit F u n c tio n  [  E d ItN e tw o rtr
Context 5
Q uery
dir
Edit V ariab le  j
C re a te  | Move | D e le te  j Q uery  j O b sen re
E dit V en a b le  E d it F un c tio n  E d ItN etw ortr
C re a te  Mova D e le te  Q uery  O b serv e
fide»
' èp i n i
I Edit F unction  jEdit V ariab le  Edit N etwortrj
E d ltV a rla b le  | E dit F unction  j E dit N etw ork
116
Chapter 5. Managing Contexts Accuracy
r y  Bvali/nrw /  d ltp r . . . .  „  _ 1 1 5 1 1  x ]
C r e a te  |[  M ove ~|| P B l e t a  | Q u ery  | O b s a iv e
1%:
E d ltV a r la b le  | E d it F u n c tio n  | E d llN e lw e r tr
D e le te  | Q u e iy  | O b a e tv e
f ^ f T  fSlayvp I
C r e a te  |[  tilove D e le te  | Q uery  | O b s e rv e
#dlCllI
F
JJ
E d ltV a r la b le  E d it F u n c tio n  I E dit N etw ortr
cl^ M '
pen
E d ltV a r la b le  | E d it F u n c tio n  | E d ttN e tw ort<
Context 6
JnvdHajfEj^dllOf (Tieix:
C reate  | Move |  D e le te  | Q uery | O b a ew »
I
# 4  0 ^... .....
pine- dm#» tac
UiÊàim
C re a te  |  Move |  D ele tfl [ Q uery  j O b ^ r v e C r e a te  M ove D e le te  Q uery O b se rv e
dijT
E d ltV a rla b le  |  E d it F u n c tio n  I E dit N e tw o rk
ÎC M ,
ft ppen pdur ¥ Pp e n  p d O r
jjJsmN
E d ltV a r la b le  I E dit F u n c tio n  E d it N e tw o rkÏ
Context 7
C re a te  j Idove j D e le te  j Q u ery  | O b s e n re
I #
pW / \
#  ,p#
E dit V a r ia b le  | E d it F u n c b o n  j E dit N e tw o rk
Context 8
Figure 5-7: The graphical output of Music Chord dataset with SFAND classifier
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5.3 Conclusion
In this chapter, we have proposed various methods to ensure leaming accuracy under different 
leaming irregularities. The leaming irregularities can be failure to converge, premature formation 
of concept and the mishandling of leaming parameters. The leaming system incorporates this 
experience and endeavours to leam real-life dataset accurately in the extended examples in 
chapter 6.
The various quality measures are tested with datasets of different noise level to investigate their 
response and the handling of noise in leaming. From the results, the LC quality measure has the 
best performance. The LOO quality measure is second and the CVioio fails the test.
In order to obtain the representation of hidden context while leaming from a noisy dataset, we 
propose the two quality measures concept. The use of two quality measures produces two 
different sets of leamt network structures. The commonality between these two sets of network 
structures is the core of similaidty representing the relevant attributes that contribute to the hidden 
context of the dataset.
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6 Extended Example -  Music Chord
In chapter 4, we have reviewed and tested the proposed Top-down and Bottom-up leaming 
methods. The methods were tested with the STAGGER dataset. The good results show that the 
Top-down and Bottom-up methods are capable of reliably and efficiently searching for the 
disjoint points within a set of data. However, these results have limited value as the STAGGER 
dataset is simple and noise free.
In order to verify the performance of the proposed leaming methods in detecting concept drift in a 
real-life environment, we apply them to the Music Chord dataset. Additionally, the leaming 
accuracy mechanism and the noise handling methods proposed in Chapter 5 are incorporated in 
the proposed methods to achieve good accuracy in leaming from real-life datasets.
The test procedures adopted for this chapter are;
1. The learning efficiency o f the proposed methods. The efficiency of the proposed methods 
is assessed by how rapidly convergence can be achieved. Then, the different scenarios are 
highlighted to demonstrate the algorithms in dealing with leaming iiTegularities.
2. The restriction o f control parameters in achieving good accuracy. The dataset is tested 
with different values of allowable noise limit, rate reduction and incremental rate. The 
most accurate results are compared with the results obtained from METAL (34).
3. The comparison o f graphical outputs. To validate the accuracy of the leaming methods in 
producing accurate graphical outputs, the leamt Bayesian network stmctures for both 
methods are compared against the actual results generated by JBNC SFAND LC.
4. The core o f similarities under a noisy environment. To simulate the remedial work done 
in a noisy environment, the second classifier JBNC_SFAND with LOO quality measure 
is engaged to produce another set of graphical outputs for comparison. The core of 
similarities is the probable set of relevant or contextual attributes.
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Therefore, the objectives of this chapter are:
• To introduce the real-world dataset. Music Chord.
• To highlight the various testing methods in examining the proposed leaming 
methods.
To verify that the proposed methods can handle the complications of real-life datasets 
efficiently.
First, we introduce the Music Chord dataset and its application with METAL (34). Then, the 
detailed sample runs of Top-down and Bottom-up leaming methods are shown. Later, the results 
of the various tests are shown and discussed.
6.1 M usic Chord Examples
To illustrate the ability of Top-down and Bottom-up leaming methods to handle noise and 
produce accurate outputs from real-life datasets, this chapter presents an in-depth study using the 
Music Chord dataset.
Widmer (34) uses this dataset to predict online what chord should accompany the next note in a 
given melody. The task is to correctly predict one of three classes: tonic harmony (i.e., the note to 
be played with a C major chord, if the piece is in the key of C major), dominant (i.e., a G major 
chord in the key of C), or other. This simulates the real scenario where a guitar player is trying to 
accompany a singer in real time on pieces she does not know and tries to get at least the two most 
important chord types (tonic and dominant) right.
The data used for this experiment are the melodies of Franz Schubert’s German Mass, a collection 
of 8 songs of varying length. After putting all the songs together for the context search, there are 
553 melody notes in total. The distribution of classes is 290 (52%) tonic, 179 (32%) dominant and 
84 (15%) other.
The individual notes are described by 11 discrete attiibutes: the mode of the current piece (major 
or minor), the meter (e.g., 4/4, 3/4 or 6/8), the current tactus (i.e., whether the major metrical level
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-  the level at which one would tap one’s foot in rhythm -  is the level of quarter or eighth notes), 
the current local key (to describe modulations within a piece), and various attributes that describe 
the current note itself and its predecessor: scale degree (a tonality -  independent abstraction of the 
note name), duration, and metrical strength of the current note, duration of the note’s predecessor, 
the interval and its direction between the previous and current note, and the harmony that 
accompanied the previous note.
As was mentioned in (34), with the learning methods developed by Widmer, the attributes most 
often singled out as contextual were meter and tactus, less frequently mode and very rarely local 
key. The note duration was sometimes considered contextual although it does not help in directly 
predicting the harmony. It is useful as a ‘secondary’ decision criterion.
The experiment work perfonned by the Top-down and Bottom-up leaming methods identify 
relevant attributes that contribute to the formation of context in the data. By using the JavaBayes 
viewer, the graphical output of the leamt network structure can be viewed. Those nodes present in 
the graphical output are the relevant attributes and the redundant ones are being removed. With 
the relevant attributes, the Boolean characterisation, which represents the context, can be derived 
easily.
Learning algorithm Mean ace (%) Std. dev.
Naïve Bayes 68.75 1.07
METAL(B) 74.62 1.44
Simple IBL 76.14 0.87
METAL(IB)-COM: 79.58 0.89
Figure 6-1 : Results of Schubert experiment.
In term of accuracy, in Figure 6.1 with Widmer (34), the Naïve Bayes classifier produces an 
average of 68.75% accuracy on each piece of song whereas the simple Instances-Based leamer 
yields 76.14%. METAL(B) produces an average of 74.62% and METAL(IB) produces 79,58% on 
the Music Chord dataset.
In Table 6.1, with the use of JBNC SFAND and LC quality measures, we obtain an average of 
94.65% of accuracy. The error rate on each piece of song varies fiom 2 to 9. From leaming each
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piece of song separately, the JBNC SFAND performs better than the Naïve Bayes Classifier and 
the Instance-based leamer. These summarise the results that were discussed in Chapter 3.
Actual Dataset
Context■ Instances Self-Accuracy {%)
1 63
90.5
(57/6/63)
2 70
95.7
(67/3/70)
3 73
97.3
(71/2/73)
4 42
97.6
(41/1/42)
5 45
93.3
(42/3/45)
6 86
89.5
(77/9/86)
7 61
95.1
(58/3/61)
8 113
98.2
(111/2/113)
AVE 94.65
Table 6-1: Accuracy of each piece of song with JBNC SFAND
To validate the Top-down and Bottom-up leaming methods in detecting the disjoint points within 
a large and noisy dataset where the concept begins to drift, we put all 8 songs together as a single 
dataset for leaming. To combine all the songs as one dataset, there might be problems in correctly 
identifying the disjoint point:
The error rate is different for each piece o f song. This can be seen from Table 6.1 where 
the error rates are 1,2, 3, 6 and 9. Our proposed methods use a single allowable noise 
limit to guide the search throughout. For the proposed methods, this is a test of ability to 
detect the right disjoint points within a small tolerance range.
There might be overlapping instances between songs. It is difficult to obtain 100% 
accuracy close with the actual disjoint point as some of the instances from the previous 
song can also apply to the next song or the instances of the present song can lap over to 
the next song. This means that the overlapping instances can cause the search for the 
actual disjoint point to be difficult and the disjoint points are achieved within a certain 
percentage of error.
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6.2 Sample Run of M usic Dataset
In this section, we present the full run of the Top-down and Bottom-up methods in leaming the 
Music Chord dataset for disjoint points. The individual search is explained in detail. At the end of 
the search, the graphical output of each context is presented and the Boolean characterisation is 
derived.
6.2.1 Searching method: Top-down
JBNC: SFAND (Forested with nodes discarding). Quality Measure LC, Music Chord dataset 
Allowable noise tolerance = 3 
Reduction rate = 50%
Search No 1.
Total instances = 553 
Step Action
1
2 Reduce 50%
3 Reduce 50%
4 Reduce 50%
5 Reduce 50%
No. of instances Accuracy
553
277
139
70
35
88.8% (491/62/553) 
83.4%(231/46/277) 
79.9% (111/28/139) 
87.1% (61/9/70) 
100% (35/0/35)
Remarks
NG
NG
NG
NG
OK
Refinement 1;
6 Remove 9 instances from 
the 70 instances in Step 4
61 98.4% (60/1/61) OK
Refinement 2:
7 Add 1 instance to the 61 62
instances in Step 6
8 Add 1 instance to the 62 63
instances in Step 7
98.4% (61/1/62) 
90.5% (57/6/63)
OK
NG
Step 7: misclassified rate is 1 <= allowable noise tolerance 
***Context 1 found at instances <62> at <98.4%> accuracy*** 
***Remove 62 instances from dataset***
Search No 2.
Total instances = 553 -  62 = 491 
Step Action 
1
2 Reduce 50%
3 Reduce 50%
No. of instances
491
246
123
Accuracy
89.8% (441/50/491) 
82.9%(204/42/246) 
84.6% (104/19/123)
Remarks
NG ^
NG
NG
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Reduce 50% 62 95.2% (59/3/62) OK
Refinement 1:
5 Remove 19 instances from 
the 123 instances in Step 3
104 85.6% (89/15/104) NG
6 Remove 15 instances from 
the 104 instances in Step 5
89 87.6% (78/11/89) NG
7 Remove 11 instances from 
the 89 instances in Step 6
78 89.7% (70/8/78) NG
8 Remove 8 instances from 
the 78 instances in Step 7
Refinement 2:
70 95.7% (67/3/70) OK
9 Add 1 instance to the 70 
instances in Step 8
71 95.8% (68/3/71) OK
10 Add 1 instance to the 71 
instances in Step 9
72 95.8% (69/3/72) OK
11 Add 1 instance to the 72 
instances in Step 10
73 95.9% (70/3/73) OK
12 Add 1 instance to the 73 
instances in Step 11
74 96% (71/3/74) OK
13 Add 1 instance to the 74 
instances in Step 12
75 96% (72/3/75) OK
14 Add 1 instance to the 75 
instances in Step 13
76 96.1% (73/3/76) OK
15 Add 1 instance to the 76 
instances in Step 14
77 96.1% (74/3/77) OK
Step 15: misclassified rate is 3 <= allowable noise tolerance
***Context 2 found at instances <77> at <96.1%> 
***Remove 77 instances from dataset***
Search No 3.
Total instances = 491 -  77 = 414
accuracy***
Step Action No. of instances Accuracy Ren
1 414 90.6% (375/39/414) NG
2 Reduce 50% 207 82.9%(179/28/207) NG
3 Reduce 50% 104 95.2% (99/5/104) NG
4 Reduce 50% 52 90.4% (47/5/52) NG
5 Reduce 50% 26 65.4% (17/9/26) NG
Refinement 1;
6 Inteipolate between 78
instances 104 and 52 
in Step 3 and 4
93.6% (73/5/78) NG
Refinement 2:
7 Remove 5 instances from 
the 78 instances in Step 6
73 97.3% (71/2/73) OK
Refinement 3;
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Add 1 instance to the 73 
instances in Step 7
74 94.6% (70/4/74) NG
Step 7: misclassified rate is 2 <= allowable noise tolerance 
***Context 3 found at instances <73> at <97.3%> accuracy*** 
***Remove 73 instances from dataset***
Search No 4.
Total instances = 414 -  73 = 341 
Step Action
1
2 Reduce 50%
3 Reduce 50%
4 Reduce 50%
5 Reduce 50%
No. of instances
341
171
86
43
22
Accuracy
93.8% (320/21/341) 
62% (106/65/171) 
52.3% (45/41/86) 
90.7% (39/4/43) 
100% (22/0/22)
Remarks
NG
NG
NG
NG
OK
Refinement 1;
6 Remove 4 instances from 
the 43 instances in Step 4
39 100% (39/0/39) OK
Refinement 2:
7 Add 1 instance to 
instances in Step 6
the 39 40 100% (40/0/40) OK
8 Add 1 instance to 
instances in Step 7
the 40 41 100% (41/0/41) OK
9 Add 1 instance to 
instances in Step 8
the 41 42 100% (42/0/42) OK
Step 9: misclassified rate is 0 <= allowable noise tolerance 
***Context 4 found at instances <42> at <100%> accuracy*** 
***Remove 42 instances from dataset***
Search No 5.
Total instances = 341 -  42 = 299 
Step Action
1
2 Reduce 50%
3 Reduce 50%
4 Reduce 50%
No. of instances
299
150
75
38
Accuracy
95% (284/15/299) 
92.7% (139/11/150) 
97.3% (73/2/75) 
42.1% (16/22/38)
Remarks
NG
NG
OK
NG
Refinement 1:
5 Add 1 instance to the 75 76 94.7% (72/4/76)
instances in Step 3 
Step 3: misclassified rate is 2 <= allowable noise tolerance 
***Context 5 found at instances <75> at <97.3%> accuracy***
***Remove 75 instances from dataset***
NG
Search No 6.
Total instances = 299-75= 224 
Step Action No. of instances Accuracy Remarks
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Reduce 50% 
Reduce 50% 
Reduce 50%
Refinement 1:
5 Remove 8 instances from 
the 56 instances in Step 3 
Remove 7 instances from 
the 48 instances in Step 5 
Remove 5 instances from 
the 41 instances in Step 6
224
112
56
28
48
41
36
56.7% (127/97/224) NG
96.4%(108/4/112) NG
85.7% (48/8/56) NG
100% (28/0/28) OK
85.4% (41/7/48) NG
87.8% (36/5/41) NG
97.2% (35/1/36) OK
Refinement 2:
8 Add 1 instance to 
instances in Step 6
the 36 37 94.6% (35/2/37) OK
9 Add 1 instance to 
instances in Step 7
the 37 38 92.1% (35/3/38) OK
10 Add 1 instance to 
instances in Step 8
the 38 39 97.4% (38/1/39) OK
11 Add 1 instance to 
instances in Step 9
the 39 40 87.5% (35/5/40) NG
Step 10: misclassified rate is 1 <= allowable noise tolerance 
***Context 6 found at instances <39> at <97.4%> accuracy*** 
***Remove 39 instances from dataset***
Search No 7.
Total instances = 224 -  39 = 185 
Step Action 
1
2 Reduce 50%
3 Reduce 50%
Refinement 1:
4 Remove 8 instances from 
the 93 instances in Step 2
Refinement 2:
No. of instances
185
93
47
85
Accuracy
95.7% (177/8/185) 
91.4%(85/8/93) 
97.9% (46/1/47)
96.4% (82/3/84)
Step 7: misclassified rate is 3 <= allowable noise tolerance 
***Context 7 found at instances <88> at <96.6%> accuracy*** 
***Remove 88 instances from dataset***
Remarks
NG
NG
OK
OK
5 Add 1 instance to 
instances in Step 3
the 85 86 96.5% (83/3/86) OK
6 Add 1 instance to 
instances in Step 4
the 86 87 96.6% (84/3/87) OK
7 Add 1 instance to 
instances in Step 5
the 87 88 96.6% (85/3/88) OK
8 Add 1 instance to 
instances in Step 6
the 88 89 95.5% (85/4/89) NG
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Search No 8.
Total instances = 185 -  88 = 97 
Step Action 
1
No. of instances
97
Accuracy
97.9% (95/2/97)
Remarks
OK
Step 1 : misclassified rate is 2 <= allowable noise tolerance 
***Context 8 found at instances <97> at <98.4%> accuracy*** 
***Remove 97 instances from dataset***
***Total instances = 0***
***End of contexts search***
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The process begins with the user-specified input parameters. The SFAND classifier with the LC 
quality measure is used to classify the dataset. The allowable noise limit is set to 3 and the 
reduction rate is 50%. The algorithm performs a check on the total instances before the actual 
search for disjoint points.
Search No. 1
Search 1 begins with 553 instances. The SFAND-LC classifies the instances and performs a self­
accuracy test. As the error rate is high, the iteration continues with the use of rate reduction 
operator. With the rate reduction operator, the iteration performs 50% reduction of instances at 
each step. The process continues until step 5 where the error rate is 0. At this step, the 
misclassified removal operator is called to perform refinement. With the removal of 9 instances 
from 70 instances at step 4, 61 instances are used for further classification. The search algorithm
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reaches the approximate disjoint point as the error rate is low. Next, the step operator is used to 
perfoim a final search with single step forward to the actual disjoint point. With the error rate at 
step 8 exceeding the allowable noise limit, the refinement operator ceases. The actual disjoint 
point for Context 1 is found at step 7 with 62 instances and 98.4% accuracy.
Search No. 2
The next search begins with the removal of the previous 62 instances from the front of the total 
dataset. As the leftover instances are 491 and greater than 0, the iteration begins again. The rate 
reduction operator iterates until step 4 with the error rate equal to or less than the allowable noise 
limit. The pointer moves to step 3 and uses the misclassified removal operator to remove 19 
instances from 123 instances. The refinement continues with step 5, 6 and 7. At step 8, the error 
converges and equals the allowable noise limit. The step operator performs the final search by 
increasing the instances at step 8 by 1 instance. As the error rate equals 3, the iteration continues 
until step 15 with 77 instances. At step 16, with 78 instances, the enor rate is 8. The iteration 
ceases and Context 2 is located at step 15 with 77 instances and 96.1% accuracy.
Search No. 3
For the start, search number 3 uses 414 (= 491 -  77) instances to perform a self-accuracy test. As 
the error is high, the iteration continues with the rate reduction operator. At steps 2, 3 and 4, the 
errors are 28, 5 and 5. However, the error begins to diverge at step 5, that is 9. The search 
operator has missed the approximate disjoint point. The algorithm assesses the situation and 
engages the interpolate operator to perform refinement. The pointer moves to step 3 and step 4 
and performs an interpolation with the 104 and 52 instances. The new interpolated point is at 
instance 78. At step 6, the error rate remains at 5, that is the same as step 4. At this point, the 
misclassified removal operator is called to remove 5 instances from 78 instances. After the self­
accuracy test, the error rate is 2 and less than the allowable noise limit. As the approximate 
disjoint point is located, the step operator is then used to perform the final search. With the 
increase of 1 instance to 73 instances, the enor rate is 4. The process ceases and the actual disjoint 
point for Context 3 is found to be located at 73 instances with 97.3% accuracy.
Search No. 4
With the use of 341 instances in the classification, the error rate is 21; greater than the allowable 
limit. However, as the iteration continues with the rate reduction operator, the eiTor rate begins to 
diverge. With error rates of 21, 65, 41 at step 1, 2 and 3, the error rate starts to converge. At step
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5, the error rate goes below the allowable noise limit. The pointer moves to step 4 and engages the 
misclassified removal operator to remove 4 instances from the 43 instances. With the 39 
instances, the error rate is 0. The step operator is then used to perform the final search. At step 9, 
the error rate is 0 with 42 instances. Since, at step 4, the error rate for 43 instances is greater than 
the allowable noise limit, the process ceases. The disjoint point for Context 4 is found at 42 
instances with 100% accuracy.
Search No. 5
The search begins with 299 instances. The error rate diverges greatly in the beginning but 
converges slowly to the approximate disjoint point at step 3. At step 3, the error rate is 2; lower 
than the allowable noise limit. The step operator is called at this point to perform the final search. 
With the addition of 1 instance to 75 instances, the enor rate goes above the allowable noise limit. 
The process ceases and Context 5 is found at 75 instances with 97.3% accuracy.
Search No, 6
With the rate reduction operator, the iteration continues until step 4. At this point, the error rate 
goes below the allowable noise limit. The misclassified removal operator is called to remove 8 
instances from 48 instances at step 3. As the error rate still exceeds the allowable noise limit, the 
iteration continues with the misclassified removal operator until step 7 where the error rate is 1. 
The step operator is called at this point to perform the final refinement. With the addition of 1 
instance at each step, the actual disjoint point is found at 39 instances with 97.4% accuracy.
Search No. 7
Now, the total instances have been reduced to 185, still greater than 0. The rate reduction operator 
performs the iteration until step 3 where the error rate is within the allowable noise limit. The 
misclassified removal operator is called to remove 8 instances from the 93 instances at step 4. 
With 84 instances, the error rate goes below the allowable noise limit. The step operator performs 
step refinement until step 7 where the actual disjoint point is found. Hence, Context 7 is found at 
88 instances with 96.6% accuracy.
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Search No. 8
The total instances to be used are 97 after removing 88 instances from the front of the dataset. 
With 97 instances, the error rate is 2; lower than allowable limit. Therefore, the iteration stops and 
Context 8 is found at 97 instances with 100% accuracy.
Output
The algorithm performs a check on the total number of instances to be used for the next search 
process. As the total instances after removing the 97 instances is 0, the search process ceases. The 
algorithm outputs graphical representations of the leamt network structures for each context. With 
the presentation of the relationship between the contextual attributes using the graphical viewer, 
the Boolean characterisation is derived for all the contexts.
6.2.2 Searching method: Bottom-up
JBNC: SFAND (Forested with nodes discarding). Quality Measure LC, Music Chord dataset 
Allowable noise tolerance = 3 
Incremental rate =10 instances
Search No 1.
Total instances = 79
Step Action No. of instances Accuracy Remarks
1 10 100% (10/0/10) OK
2 Increase by 10 20 100% (20/0/20) OK
3 Increase by 10 30 100% (30/0/30) OK
4 Increase by 10 40 100% (40/0/40) OK
5 Increase by 10 50 86% (43/7/50) NG
6 Increase by 10 60 98.3% (59/1/60) OK
7 Increase by 10 70 87.1% (61/9/70) NG
8 Increase by 10 80 88.8% (71/9/80) NG
Refinement 1:
9 Remove 9 instances from 
the 70 instances in Step 7
61 98.4% (60/1/61) OK
Refinement 2:
10 Add 1 instance to the 61 
instances in Step 9
62 98.4% (61/1/62) OK
11 Add 1 instance to the 62 63 90.5% (57/6/63) NGinstances in Step 10
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Step 10: misclassified rate is 1 <= allowable noise tolerance
***Context 1 found at instances <62> at <98.4%> accuracy*** 
***Remove 62 instances from dataset***
Search No 2.
Total instances = 553 -  62 = 491
Step Action No. of instances Accuracy Remarks
1 10 100% (10/0/10) OK
2 Increase by 10 20 100% (20/0/20) OK
3 Increase by 10 30 100% (30/0/30) OK
4 Increase by 10 40 100% (40/0/40) OK
5 Increase by 10 50 100% (50/0/50) OK
6 Increase by 10 60 96.7% (58/2/60) OK
7 Increase by 10 70 95.7% (67/3/70) OK
8 Increase by 10 80 90% (72/8/80) NG
9 Increase by 10 90 87.8% (79/11/90) NG
Refinement 1:
10 Remove 8 instances from 72 95.8% (69/3/72) OK
the 80 instances in Step 8 
Refinement 2:
11 Add 1 instance to the 72 73 95.9% (70/3/73) OK
instances in Step 10
12 Add 1 instance to the 73 74 95.9% (71/3/74) OK
instances in Step 11
13 Add 1 instance to the 74 75 96% (72/3/75) OKinstances in Step 12
14 Add 1 instance to the 75 76 96% (73/3/76) OK
instances in Step 13
15 Add 1 instance to the 76 77 96% (74/3/77) OK
instances in Step 14
16 Add 1 instance to the 77 78 89.7% (70/8/78) NG
instances in Step 15
Step 15: misclassified rate is 3 <== allowable noise tolerance 
***Context 2 found at instances <77> at <96%> accuracy*** 
***Remove 77 instances from dataset***
Search No 3.
Total instances = 491 -  77 = 414
Step Action No. of instances Accuracy Remarks
1 10 100% (10/0/10) OK
2 Increase by 10 20 100% (20/0/20) OK
3 Increase by 10 30 50% (15/15/30) NG
4 Increase by 10 40 47.5% (19/21/40) NG
5 Increase by 10 50 92% (46/4/50) NG
6 Increase by 10 60 48.3% (29/31/60) NG
7 Increase by 10 70 97.1% (68/2/70) OK
132
Chapter 6. Extended Example - Music Chord
Increase by 10 
Increase by 10
80
90
93.8% (75/5/80) 
93.3% (84/6/90)
NG
NG
Refinement 2:
10 Add 1 instance to 
instances in Step 7
the 70 71 93.4% (69/2/71) OK
11 Add 1 instance to 
instances in Step 10
the 71 72 97.2% (70/2/72) OK
12 Add 1 instance to 
instances in Step 11
the 72 73 97.3% (71/2/73) OK
13 Add 1 instance to 
instances in Step 12
the 73 74 94.6% (70/4/74) NG
Step 12: misclassified rate is 2 <= allowable noise tolerance 
***Context 3 found at instances <73> at <97.3%> accuracy*** 
***Remove 73 instances from dataset***
Search No 4.
Total instances = 414 -  73 = 341 
Step Action No. of instances Accuracy Remarks
1 10 100% (10/0/10) OK
2 Increase by 10 20 100% (20/0/20) OK
3 Increase by 10 30 96.7% (29/1/30) OK
4 Increase by 10 40 100% (40/0/40) OK
5 Increase by 10 50 62% (31/19/50) NG
Refinement 2:
6 Add 1 instance to the 40 41 100% (41/0/41) OKinstances in Step 4 
7 Add 1 instance to the 41 42 100% (42/0/42) OKinstances in Step 6 
8 Add 1 instance to the 42 43 90.7% (39/4/43) NG
instances in Step 7
Step 7 : misclassified rate is 0 <= allowable noise tolerance 
***Context 4 found at instances <42> at <100%> accuracy
***Remove 42 instances from dataset***
Search No 5.
Total instances = 341-42 = 299
Step Action No. of instances Accuracy Remarks
1 10 80% (8/2/10) OK
2 Increase by 10 20 90% (18/2/20) OK
3 Increase by 10 30 40% (12/18/30) NG
4 Increase by 10 40 42.5% (17/23/40) NG
5 Increase by 10 50 40% (20/30/50) NG
6 Increase by 10 60 96.7% (58/2/60) OK
7 Increase by 10 70 97.1% (68/2/70) OK
8 Increase by 10 80 97.5% (78/2/80) OK
9 Increase by 10 90 81.1% (73/17/90) NG
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10 Increase by 10 100
Refinement 1:
11 Remove 17 instances from 73 
the 90 instances in Step 9
Refinement 2:
82% (82/18/100)
97.3% (71/2/73)
Step 13: misclassified rate is 2 <= allowable noise tolerance 
***Context 5 found at instances <75> at <97.3%> accuracy*** 
***Remove 75 instances from dataset***
NG
OK
12 Add 1 instance to the 73 74 97.3% (72/2/74) OK
instances in Step 11
13 Add 1 instance to the 74 75 97.3% (73/2/75) OK
instances in Step 12
14 Add 1 instance to the 75 76 94.7% (72/4/76) NG
instances in Step 13
Search No 6.
Total instances = 299 - 1 5 -  224 
Step Action
1
2 Increase by 10
3 Increase by 10
4 Increase by 10
5 Increase by 10
6 Increase by 10
Refinement 1 :
7 Remove 5 instances from 
the 40 instances in Step 4
Refinement 2:
10
11
No. of instances Accuracy
10
20
30
40
50
60
35
Add 1 instance to the 35 36
instances in Step 7
Add 1 instance to the 36 37
instances in Step 8
Add 1 instance to the 37 38
instances in Step 9
Add 1 instance to the 38 39
instances in Step 10
100% (10/0/ 10) 
100% (20/0/20) 
100% (30/0/30) 
87.5% (35/5/40) 
86% (43/7/50) 
86.7% (52/8/60)
100% (35/0/35)
97.2% (35/1/36) 
94.6% (35/2/37) 
92.1% (35/3/38) 
97.4% (38/1/39)
Remarks
OK
OK
OK
NG
NG
NG
OK
OK
OK
OK
OK
Step 11 : misclassified rate is 1 <= allowable noise tolerance 
***Context 6 found at instances <39> at <97.4%> accuracy*** 
***Remove 39 instances from dataset***
Search No 7.
Total instances = 224-39= 185 
Step Action 
1
No. of instances
10
Accuracy
100% (10/0/ 10)
Remarks
OK
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2 Increase by 10 20 85% (17/3/20) OK
3 Increase by 10 30 90% (27/3/30) OK
4 Increase by 10 40 97.5% (39/1/40) OK
5 Increase by 10 50 100% (50/0/50) OK
6 Increase by 10 60 96.7% (58/2/60) OK
7 Increase by 10 70 97.1% (68/2/70) OK
8 Increase by 10 80 97.5% (78/2/80) OK
9 Increase by 10 90 91.1% (82/8/90) NG
10 Increase by 10 100 95% (95/5/100) NO
11 Increase by 10 
Refinement 1:
110 96.4% (106/4/110) NG
12 Remove 8 instances from 
the 90 instances in Step 9
82 95.1% (78/4/82) NG
13 Remove 4 instances from 
the 82 instances in Step 12
Refinement 2;
78 96.2% (75/3/78) OK
14 Add 1 instance to the 78 
instances in Step 13
79 97.5% (77/2/79) OK
15 Add 1 instance to the 79 
instances in Step 14
80 97.5% (78/2/80) OK
16 Add 1 instance to the 80 
instances in Step 15
81 97.5% (79/2/81) OK
Step 16: misclassified rate is 2 <= allowable noise tolerance
***Context 7 found at instances <81> at <97.5%> 
***Remove 81 instances from dataset***
Search No 8.
Total instances = 185-81 = 104
accuracy***
Step Action No, of instances Accuracy Remarks
1 10 100% (10/0/10) OK
2 Increase by 10 20 95% (19/1/20) OK
3 Increase by 10 30 63.3% (19/11/30) NG
4 Increase by 10 40 65% (26/14/40) NG
5 Increase by 10 50 64% (32/18/50) NG
6 Increase by 10 60 61.7% (37/23/60) NG
7 Increase by 10 70 61.4% (43/27/70) NG
8 Increase by 10 80 62.5% (50/30/80) NG
9 Increase by 10 90 96.7% (87/3/90) OK
10 Increase by 10 100 97% (97/3/100) OK
11 Increase by 10 104 97.1% (101/3/104) OK
Step 11 : misclassified rate is 3 <= allowable noise tolerance 
***Context 8 found at instances <104> at <97.1%> accuracy*** 
***Remove 104 instances from dataset***
***Total Instances = 0 ***
***End of contexts search***
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Network Structures Output and Boolean Characterisation
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The process begins with the user specifying the input parameters. The JBNC_SFAND classifier 
with the LC quality measure is used to classify the dataset. The allowable noise limit is set to 3 
and the incremental rate is 10 instances. The algorithm performs a check on the total instances 
before the actual search for disjoint points.
Search No. 1
As the total number of instances is greater than 0, search 1 begins with the user-specified 
instances of 10. After the self-accuracy test, the error rate goes below the allowable noise limit. 
The algorithm engages the incremental operator to search for the approximate disjoint point. On 
iteration, 10 instances are added to the learning set. By performing the 8th iteration, the 
approximate disjoint point is located after 60 instances at step 6. Something to note is that, after 
step 4, the error rate begins to diverge at step 5 with error rate of 7. At the next step, with less than 
10 instances being added, the error rate converges and goes below the allowable limit at step 6. 
With this irregularity, the algorithm performs more iteration and observes the situation before 
choosing the right approximate disjoint point. The irregularity at step 5 is caused by the premature 
formation of a concept. With the adding of 10 instances at step 5, the new instances might not 
help in the formation of the concept within the learnt network. With more instances being added 
in step 6, the concept is finally formed with error rate lower than the allowable noise limit. The 
misclassified removal operator is then called to remove 9 instances from 70 instances in step 7. 
With the error rate lower than allowable noise limit, the step operator is used to perform the final 
search. After adding 1 instance to 61 instances, the 62 instances reduce the error rate to lower than
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the allowable limit. The search process ceases and Context 1 is found at 62 instances with 98.4% 
accuracy.
Search No. 2
The algorithm removes the previous 62 instances from the front of the actual dataset. The process 
begins with the use of the incremental operator and the user-specified instances of 10. From step 1 
to step 5, the error rate is 0. The iteration ceases at step 8 as the error rates exceeds the allowable 
noise limit. At this point, the misclassified removal operator is used to remove 8 instances from 
80 instances in step 8. With these 72 instances, the error rate goes below the allowable noise limit. 
The step operator performs a step forward operation to search for the actual disjoint point. At step 
16, the error rate exceeds the allowable noise limit and the process ceases. Context 2 is found at 
77 instances with 96% accuracy.
Search No. 3
Search 3 begins with 414 instances. The incremental operator uses the user-specified instances to 
perform searching for the approximate disjoint point. Steps 1 and 2 achieve an error rate of 0. At 
step 3, the accuracy suddenly gets worse and drops to 50%. The algorithm performs a check if 
there is any irregularity occurring in the learning. If we remove the 15 misclassified instances 
from the 30 instances in step 3, the leftover instances are 15. However, at step 2, based on 20 
instances, the accuracy is 100%. So, step 3 contradicts the step 2. The algorithm concludes that 
the irregularity is due to the premature formation of a concept. Therefore, the iteration continues 
without engaging the refinement operators. At step 5, the eiTor begins to converge. With 10 
instances add at step 6, the eiTor diverges greatly again. Finally, at step 7, the error rate converges 
and goes below the allowable noise limit. As the number of instances is 70 after the misclassified 
removal operator removes 5 instances from 75 instances, the algorithm skips the initial refinement 
and engages the step operator. By adding 1 instance at a time, the error rate goes above the 
allowable noise limit at step 13. Therefore, Context 3 is found at step 12 with 73 instances and 
97.3% accuracy.
Search No. 4
The process starts with 341 instances. Steps 1 to 4 show the enor rate goes below the allowable 
noise limit. At step 5, the error begins to diverge with 19 misclassified instances. At this point, by 
engaging the misclassified removal operator, the leftover instances are 31 after removing 19 
instances fiom 50 instances. This contiadicts the accuracy found at step 4 with 40 instances.
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Therefore, the step operator is engaged to perfoim a step forward search from step 4. With 1 
instance added to the dataset, the actual disjoint point is located at 42 instances with 100% 
accuracy.
Search No. 5
The search process begins after confirming that the total instances are 299. The incremental 
operator performs search by using the user-specified number of instances. After step 2, the error 
rate begins to diverge greatly. There is irregularity due to the premature formation of the concept. 
At step 6, the enor begins to converge to 2; below the allowable noise limit. The incremental 
operator continues the iteration as long as the error rate is below the allowable noise limit. At step 
9, the iteration ceases. The pointer points to step 9 and the misclassified removal operator 
removes 17 instances from 90 instances. With 73 instances at step 11, the error rate goes below 
the allowable noise limit. Then the step operator is engaged to perform a step forward search. The 
actual disjoint point is found at step 13 with 75 instances and 97.3% accuracy.
Search No. 6
With 224 instances, the process begins with the user-specified number of instances. The 
incremental operator iterates until step 4 where the en*or rate exceeds the allowable noise limit. 
The misclassified removal operator is called to remove 5 instances from 40 instances at step 4. 
The error rate for 35 instances is 0. The step operator performs the final search by moving 
forward with 1 instance. At step 11, the error rate is 1; lower than the allowable noise limit. As the 
40 instances at step 4 exceed the allowable noise limit, the process ceases. Context 6 is found at 
39 instances with 97.4% accuracy.
Search No. 7
The incremental operator iterates from step 1 to step 8 with the error rate lower than the allowable 
noise limit. At step 9, the error rate is 8 and the iteration ceases. The misclassified removal 
operator removes 8 instances from 90 instances in step 9. However, the 82 instances produce an 
error rate above the allowable noise limit. The misclassified removal process continues until step 
13 where the error rate is equal to the allowable noise limit. The step operator is then called at this 
point to perform a step forward refinement. With 3 iterations, the error rate is 2. As the error rate 
at 82 instances at step 12 is greater than allowable noise limit, the search process ceases. Context 
7 is found with 81 instances and 97.5% accuracy.
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Search No. 8
As the instances are 104 and gieater than 0, the next search begins with the user-specified 
instances. After 2 iterations, the error begins to diverge as an irregularity occurs during learning. 
The divergence continues until step 8 and at step 9 the error rate begins to stabilise and converge 
to 3. At 104 instances, the error rate is 3; equal to or lower than allowable noise limit. The process 
ceases as there are no more instances to be added for the searching. Therefore, Context 8 is found 
with 104 instances and 97.1% accuracy.
Output
The algorithm performs a check on the total number of instances to be used for the next search 
process. As the total instances after removing 104 instances is 0, the process ceases. The 
algorithm outputs the learnt network sti*uctures for all contexts. With the presentation of the 
relationship between the contextual attributes, the Boolean characterisations are derived for each 
found context.
6.3 Learning Efficiency
The learning efficiency of the Top-down and Bottom-up methods is now studied by the example 
of Music Chord dataset in section 6.2. The Top-down method uses rate reduction, interpolation, 
misclassified removal and step operators to quickly detect the actual disjoint point where the 
concept begins to drift.
First, the dataset is tested if only one context lies within the entire dataset. If there is more than 
one context present in the dataset, the dataset is tested by parts by the rate reduction operator in a 
Top-down manner. With 50% of rate reduction, the 553 instances used in search 1 are tested, and 
then followed by 227, 139, 70 and 35 until the error rate is within the allowable noise limit. 
Search 1, 2, 4, 5, 6, 7 and 8, with the exception of 3, have a stiaightfbrward eiTor convergence.
After the rate reduction operator reaches the initial disjoint point, the misclassified removal 
operator is used to bring the location closer to the actual disjoint point. The misclassified removal 
operator removes the misclassified instances from the present instances. Search 1,3,4 and 7 have
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a straightforward processing. Search 2 and 6 need more iteration before reaching the approximate 
disjoint point. Hence, the misclassified removal operator is a powerful tool to remove redundant 
instances and convergence is assured.
The step operator begins the step forward search once the misclassified removal operator locates 
the approximate disjoint point. The job of the step operator is to locate the actual disjoint point by 
moving forward by 1 instance from the approximate disjoint point. If the error rate is below the 
allowable noise limit, the iteration continues. The process continues until the error rate at that step 
exceeds the allowable noise limit that can be seen in searches 1 to 7.
The Top-down method handles the irregularity as that occurred during the search efficiently by 
engaging the interpolate operator. In search 3, after much iteration performed by the rate 
reduction operator, the approximate disjoint point cannot be obtained as the error rate begins to 
diverge after the initial convergence. The main search by the rate reduction operator has 
overlooked the initial disjoint point. By employing the interpolate operator, remedial work is 
performed and the tentative point of convergence is found. Later, with the misclassified removal 
operator, the approximate disjoint point is found.
The Bottom-up method engages the incremental operator to perform the initial search. If the error 
rate is lower than the allowable noise limit, the new iteration continues with the incremental 
operator adding the user-specified number of instances to the present number of instances. The 
process continues until the error rate exceeds the allowable noise limit.
Searches 2, 4, 6 and 7 have straightforward convergence. With the instances added at each step, 
the error rate goes below the allowable noise limit. The iteration stops when the error rate exceeds 
the allowable noise limit. Then the misclassified removal operator is engaged to bring the initial 
disjoint points closer to the approximate disjoint point by removing the redundant instances.
However, searches 1 , 3 , 5  and 8 suffer from learning irregularities. The problem is due to the 
premature formation of the concept. For search 1, after much iteration, the error rate diverges 
greatly after adding 10 instances. With the next iteration, the error rate converges back to 1; that is 
lower than the allowable noise limit. Later, the error rate for the rest of the iteration is greater than 
the allowable noise limit. The enor pattern is 0, 7, 1,9 and 9. The Bottom-up method incorporates
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the learning accuracy mechanism from chapter 5 and allows more iteration to proceed before 
assessing the situation. Therefore, the stopping point is at step 7 with the error rate of 9 instead of 
7 at step 5.
For searches 3, 5 and 8, the incremental operator achieves good error rate for the initial iteration. 
However, the error rate begins to diverge greatly in the subsequent iteration due to the premature 
formation of concept. The Bottom-up method assesses the situation by perforaiing the 2 
conditional checks proposed in chapter 5. With the confirmation that the error rate at the present 
step is greater than the incremental rate and the number of instances after the present instances 
minus the error rate is lower than the previous step instances, the algorithm allows for more 
iteration to proceed until the eiTor rate begins to converge properly. Then the misclassified 
removal operator is engaged to bring the initial search location closer to the approximate disjoint 
point.
From the results produce from search 1 to 8, for the Top-down and Bottom-up methods, we can 
observe that the search algorithms are simple and convergence can be achieved easily. With the 
incorporation of learning accuracy mechanisms, the irregularities can be overcome easily. The 
Bottom-up method allows for more iteration if an irregularity is suspected. Thus, the Top-down 
and Bottom-up methods perform well with the real-life and noisy Music Chord dataset.
6.4 Parameter controls
In Chapter 5, we emphasise the importance of coiTectly handling the control parameters in 
achieving accurate disjoint points within a dataset. In this section, the Top-down and Bottom-up 
methods are further validated with different values of allowable noise limit, rate reduction and 
incremental rate.
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6.4.1 Allowable Noise Limit
As mentioned in Chapter 5, no one knows what is the noise level within the dataset in the initial 
stage. Therefore, much testing with the dataset is needed to understand the noise level.
This chapter shows the results of testing the Music Chord dataset on different values of allowable 
noise limit. Table 6.2 shows the results of the Top-down searching with allowable noise limit of 
2, 3 and 4.
From Table 6.2, the Top-down method separates the Music Chord dataset into 9 contexts with the 
allowable noise limits of 2 and 4. With the allowable noise limit of 3, the search method achieves 
8 contexts, which is the same as the actual result shown in Table 6.1.
Let us examine the results obtain by the allowable noise limits of 2, 3 and 4 in detail with the 
location diagrams show in Figure 6.2, 6.3 and 6.4.
Top-down 
Noise Allowable = 2
Top-down Top-down 
Noise Allowable " 3 | Noise Allowable = 4
Context Instances Self-Accuracy (%) Instances Self-Accuracy (%) Instances Self-Accuracy (%)
1 62
98.4
(61/1/62) 62
98.4
(61/1/62) 62
98.4
(61/1/62)
2 60
96.7
(58/2/60) 77
96.1
(74/3/77) 77
96.1
(74/3/77)
3 17
94.1
(16/1/17) 73
97.3
(71/2/73) 74
94.6
(70/4/74)
4 73
97.3
(71/2/73) 42
100
(42/0/42) 44
100
(44/0/44)
5 42
100
(42/0/42) 75
97.3
(73/2/75) 19
89.5
(17/2/19)
6 75
97.3
(73/2/75) 39
97.4
(38/1/39) 100
96
(96/4/100)
7 37
94.6
(35/2/37) 88
96.6
(85/3/88) 106
96.2
(102/4/106)
8 77
97.4
(75/2/77) 97
97.9
(95/2/97) 36
100
(36/0/36)
9 110
98.2
(108/2/110) 35
94.3
(33/2/35)
Table 6-2: Comparison of Top-down method with different noise allowable limit
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From Figure 6.2, we observe that the searched context 2 and 3 are located from 62 instances to 
139 instances as compared to the context 2 of Figure 6.3 that is located from 62 instances to 139 
instances. The actual noise level for context 2 is 3 as observed from Table 6.1. As the allowable 
noise limit of 2 is used, the searching algorithm only ceases at the location where the error rate is 
equal or lower than 2. Therefore, the instances from 62 to 139 are split into 2 contexts. This is the 
main difference that separates the results of allowable noise level 2 and 3. The obtained location 
for the rest of the contexts is quite close.
Actual
Top down
Allowable -  2
122 139
Figure 6-2: The disjoint points search by Top-down method in comparison to the actual results
(Allowable Noise Limit = 2)
Actual 0
Top-down
Allowable -  3
Search
Figure 6-3: Tbe disjoint points search by Top-down method in comparison to the actual results
(Allowable Noise Limit = 3)
The use of an allowable noise limit of 3 obtains the most accurate disjoint points in the Top-down 
learning with the Music Chord dataset. The algorithm identifies 8 contexts which is the same as 
the actual results show in Table 6.1. From Figure 6.3, contexts 1,2,3 and 4 are very close to the 
actual results. Context 1 ranges from 0 to 62 that is almost the same as the actual result which
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ranges from 0 to 63. Context 2 ranges from 62 to 139; slightly out of the range of 63 to 133 in the 
actual result. Contexts 3 and 4 are ranged from 139 to 212 and 212 to 254 whereas the actual 
results range from 133 to 206 and 206 to 248.
The noise level for the actual contexts 5 and 6 are 3 and 9 as shown in Table 6.1. Thus, there is a 
great change of noise level from one context to the next. The Top-down method that uses the 
standard allowable noise limit of 3 for the entire search can only locate context 5 from instances 
254 to 329. As observed, many instances overlap from the actual context 5 to context 6 with the 
use of an allowable noise limit of 3. This can explain why the actual context 6 has such a high 
noise level of 9. With many instances overlapping context 5, context 6 is located from 329 to 368.
The searched context 7 has some overlapping instances from the actual context 6 and 8. It can be 
seen that the searched context 7 ranges from 368 and 456 whereas the actual context 7 ranges 
from 379 to 440.
One thing to note is that the slight differences of searched location between the actual results and 
those obtained by the Top-down method is caused by the use of standard allowable noise limit to 
guide the search whereas the actual dataset has a great variation of noise level across the 8 pieces 
of song.
Acinnl 0
After 0 
SeniYh
63
62
293
Top-down 
AUownble -  4
133
139
379
257 276 329 376
206 248
213
440
257
553
5 6 I 7 8 9
f l
482 518
Figure 6-4: The disjoint points search by Top-down method in comparison to the actual results
(Allowable Noise Limit = 4)
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Figure 6.4 shows the Top-down method, with allowable noise limit of 4, detecting 9 contexts 
instead of 8 as compared to the actual results. As observed, the searched contexts 1 to 4 are close 
to the actual results. The difference is in context 5 which only ranges from 257 to 276 as 
compared to the actual that ranges from 248 to 293. There is a great overlapping of instances for 
the searched contexts 6 and 7 with the use of an allowable noise limit of 4. The searched contexts 
8 and 9 are split instead of a single context as shown in Figure 6.3.
From Table 6.3, we observe that the Bottom-up method produces 10 contexts from the Music 
Chord dataset with an allowable noise limit of 2. The search with the allowable noise limit of 3 
and 4 produces 8 contexts. The location of the disjoint points is quite close for these two 
allowable noise limits.
---------- 1 Bottom-up 
Noise Allowable = 2
Bottom-up 
Noise Allowable = 3
Bottom-up 
Noise Allowable = 4
Context Instances Self-Accuracy (%) Instances Self-Accuracy (%) Instances Self-Accuracy (%)
1 62
98.4
(61/1/62) 62
98.4
(61/1/62) 62
98.4
(61/1/62)
2 60
96.7
(58/2/60) 77
96.1
(74/3/77) 77
96.1
(74/3/77)
3 17
94.1
(16/1/17) 73
97.3
(71/2/73) 74
97.3
(70/4/74)
4 73
97.3
(71/2/73) 42
100
(42/0/42) 44
100
(44/0/44)
5 42
100
(42/0/42) 75
97.3
(73/2/75) 73
95.9
(70/3/73)
6 75
97.3
(73/2/75) 39
97.4
(38/1/39) 38
97.4
(37/1/38)
7 37
94.6
(35/2/37) 81
97.5
(79/2/81) 89
95.5
(85/4/89)
8 27
100
(27/0/27) 104
97.1
(101/3/104) 96
97.9
(94/2/96)
9 79
98.7
(78/1/79)
10 81
97.5
(79/2/81)
Table 6-3: Comparison of Bottom-up method with different noise allowable limit
From Figure 6.5, we have the location of the searched disjoint points of each context as compared 
to the actual results. With the allowable noise limit set to 2, the Bottom-up method searches 10 
contexts. With the increment of 10 instances at each iteration, the Bottom-up method scrutinises
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the search and split the instances from 62 to 139 into 2 contexts. The searched context 1, 4 and 5 
are the same as the searched context in Figure 6.6 with allowable noise limit of 3. From instances 
254 to 553, the learning method again splits the instances into smaller clusters thus producing 5 
contextual groups.
Bollom-up
Allowable -  2
A fter 122 13PSearch
Figure 6-5: The disjoint points search by Bottom-up method in comparison to the actual results
(Allowable Noise Limit = 2)
Aftual
Botloin-up 
AUowtible -  3
Aftei
S«aiYh
329 368 449
Figure 6-6: The disjoint points search by Bottom-up method in comparison to the actual results
(Allowable Noise Limit = 3)
Figure 6.6 and 6.7 with allowable noise limit of 3 and 4 produce 8 contexts that is the same as the 
actual result in Table 6.1. The search contexts 1 , 2, 3  and 4 are very close to the actual results 
except there are some overlapping instances due to the use of standard allowable noise limit. For
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searched context 5, there is overlapping of instances into the actual context 6. The actual context 6 
has an error rate of 9 and the Bottom-up search are based on allowable noise limit of 3. Therefore, 
with the lower error rate, the search steps into the boundary of the actual context 6. Therefore, the 
searched context 5 is ranged from 257 to 330 instead of the actual context ranging from 248 to 
293.
•Actual 0
A fter
Search
Bottoin-iip
Allowable -  4
Figure 6-7: The disjoint points search by Bottom-up method in comparison to the actual results
(Allowable Noise Limit = 3)
The searched context 7 has some overlapping instances from the actual context 6 and 8. Thus, it 
can be seen that the searched context 7 ranges from 368 and 449 or 457 whereas the actual 
context 7 ranges from 379 to 440.
With the good results obtained by the Top-down and Bottom-up methods with allowable noise 
limit 3, the graphical outputs are later compared with the actual to validate its efficiency in 
producing accuracy results.
6.4.2 Rate Reduction
In Chapter 5, we discussed that the incorrect use of rate reduction can greatly affect the accuracy 
of the searched results in the Top-down method. In order to obtain the correct range of rate 
reduction, the Music Chord dataset is tested with 30%, 50% and 70% reduction rates. Table 6.4 
shows the results of comparison with different reduction rates.
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From Table 6.4, we observe that the results obtained by reduction rates 30% and 50% are 
identical. The Top-down method manages to obtain 8 contexts that are the same as the actual 
results listed in Table 6.1.
One thing to note is that, with the use of a lower reduction rate like 30%, the search method needs 
to go through more iteration in order to reach the right solution. This means that the search 
method performs more detailed searching and more locations in the dataset are being examined.
Top-down 
Noise Allowable -  3 
Rate reduction = 30%
Top-down 
Noise Allowable = 3 
Rate reduction = 50%
Top-down 
Noise Allowable = 3 
Rate reduction = 70%
Context Instances Self-Accuracy (%) Instances Self-Accuracy (%) Instances Self-Accuracy (%)
1 62
98.4
(61/1/62) 62
98.4
(61/1/62) 46
100
(46/0/46)
2 77
96.1
(74/3/77) 77
96.1
(74/3/77) 59
100
(59/0/59)
3 73
97.3
(71/2/73) 73
97.3
(71/2/73) 20
90
(18/2/20)
4 42
100
(42/0/42) 42
100
(42/0/42) 20
90
(18/2/20)
5 75
97.3
(73/2/75) 75
97.3
(73/2/75) 37
100
(37/0/37)
6 39
97.4
(38/1/39) 39
97.4
(38/1/39) 51
94.1
(48/3/51)
7 88
96.6
(85/3/88) 88
96.6
(85/3/88) 44
100
(44/0/44)
8 97
97.9
(95/2/97) 97
97.9
(95/2/97) 14
85.7
(12/2/12)
9 71
97.2
(69/2/71)
10 47
100
(47/0/47)
11 95
97.9
(93/2/95)
12 30
100
(30/0/30)
13 18
94.4
(17/1/18)
14 1
100
(1/0/1)
Table 6-4: Comparison of Top-down method with different reduction rate (30%, 50% and 70%)
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However, the search with reduction rate of 70% obtains poor results. The top-down method 
detects 14 disjoint points from the entire dataset. The search algorithm separates the dataset into 
14 different contexts instead of 8. As observed, the huge reduction of instances during searching 
can reduce the number of search steps but with a tendency to miss the right disjoint points.
Due to the use of a high reduction rate, the gap between the present instances and previous 
instances is huge. If the initial disjoint point is found, a secondary operator like the misclassified 
removal operator needs to perform many iterations exhaustively in order to reach the approximate 
disjoint point.
In addition, too big a reduction rate causes the searching algorithm to concentrate on the lower 
portion of the dataset. For example, with 70% of reduction, only the lower 30% of the dataset are 
being attended. The top 70% of the dataset are neglected. Most of the important locations within 
the top 70% of the dataset are not being examined. There is a tendency that the initial disjoint 
point is located outside the 30% of instances.
The failure to obtain the initial accuracy and the right disjoint points for the present search can 
affect the searching results of the subsequent search. For example, if the wrong disjoint point for 
context 1 is obtained, the accumulated error from the context 1 search will be bought forward to 
the search of context 2. This can affect the accuracy of the searched context 2. This also means 
that the instances to be used for context 2 include those instances that fail to be included in 
context 1 but might actually belong to context 1.
Therefore, for the learning of real-life datasets, we propose the use of 30% to 50% for rate 
reduction. Any rate reduction above 50% is not encouraged.
6.4.3 Incremental Rate
As the use of incremental rate can affect the search results with the real-life datasets, in order to 
investigate the right range of incremental rate with the Bottom-up method, we propose tests with 
10, 30, 40 and 50 incremental rates. Table 6.5 shows the results of comparison with different 
incremental rates.
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From Table 6.5, the results obtained with incremental rate of 10 and 30 are identical. The learning 
method manages to search for 8 contexts with the Music Chord dataset that is the same as the 
number of contexts shown in Table 6.1. Subsequently, with the use of an incremental rate of 40, 
the search method obtains 10 disjoint points. The contexts 1 to 6 obtain very close results to those 
from the search with incremental rate of 30. With the huge instances increment of 40, the search 
method splits the last 75 instances into contexts 8, 9 and 10.
Bottom-up 
Noise Allowable = 3 
Incremental rate = 10
Bottom-up 
Noise Allowable = 3 
Incremental rate » 30
Bottom-up 
Noise Allowable = 3 
Incremental rate = 40
Context Instances
Self-Accuracy
(%) Instances
Self-Accuracy
(%) Instances
Self-Accuracy
(%)
1 62
98.4
(61/1/62) 62
98.4
(61/1/62) 62
98.4
(61/1/62)
2 77
96.1
(74/3/77) 77
96.1
(74/3/77) 77
96.1
(74/3/77)
3 73
97.3
(71/2/73) 73
97.3
(71/2/73) 73
97.3
(71/2/73)
4 42
100
(42/0/42) 42
100
(42/0/42) 42
100
(42/0/42)
5 75
97.3
(73/2/75) 75
97.3
(73/2/75) 81
97.5
(79/2/81)
6 39
97.4
(38/1/39) 39
97.4
(38/1/39) 48
93.8
(45/3/48)
7 81
97.5
(79/2/81) 81
97.5
(79/2/81) 95
96.8
(92/3/95)
8 104
97.1
(101/3/104) 104
97.1
(101/3/104) 27
100
(27/0/27)
9 32
96.9
(31/1/32)
10 16
100
(16/0/16)
Table 6-5: Comparison of Bottom-up method with different incremental rate (10, 30 and 40)
Incremental rate = 50 
Total instances = 553
Step Action No. of instances Accuracy Remarks
1 50 86% (43/7/50) NG
2 Increase by 50 100 93% (93/7/100) NG
3 Increase by 50 150 79.3% (119/31/150) NG
4 Increase by 50 200 77% (154/46/200) NG
5 Increase by 50 250 84% (210/40/250) NG
6 Increase by 50 300 83% (249/51/300) NG
7 Increase by 50 350 80.9% (283/67/350) NG
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8 Increase by 50 400 82.8% (331/69/400) NG
9 Increase by 50 450 84% (378/72/450) NG
10 Increase by 50 500 89.2% (446/54/500) NG
11 Increase by 50 550 88.8% (487/63/550) NG
12 Increase by 50 553 88.5% (491/62/553) NG
System fails to locate any context!
The use of a high incremental rate can perform a quick search but cause the learning method to 
miss the initial disjoint point. The example above shows the results with the use of an incremental 
rate of 50. From the example, the learning method fails to reach the right disjoint point until all 
the instances are used. The initial disjoint point is missed with too big an increment.
In Chapter 5, we highlight the importance of using the right value of incremental rate to obtain 
good results in learning. With too small an incremental rate, the learning method needs more 
iteration to reach the initial disjoint point. This means that more locations within the dataset are 
searched and examined. With too large an incremental rate, fewer iteration are performed but the 
accuracy of the disjoint point is greatly affected.
Therefore, in this section, we further reinforce the proper use of a reasonable incremental rate, 
such as 10 to 30 for the Music Chord example, is necessaiy to achieve accurate points of disjoint. 
The decision of what value to use is also based on how big is the dataset to be tested. In this 
section, we perforai tests on different incremental rates in order to verify the right range of 
increment. Therefore, with different real-life datasets, learning with different incremental rates is 
necessary to obtain the most accurate results.
6.5 Graphical Output Accuracy
The previous sections highlight the accuracy and efficiency of the Top-down and Bottom-up 
learning methods in producing the disjoint point where the concept begins to drift. So far, the 
allowable noise limit of 3, the rate reductions in the 30% and 50% range and incremental rates of 
10 to 30 produce the best results with the Music Chord dataset. With the disjoint points located, 
we present the graphical output and compared them with the actual results.
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From Figure 6.8, we observe that the Top-down method produces the same graphical outputs as 
the Bottom-up method. The only difference is in the context 8 where the graphical output of the 
Top-down method does not have a link from <scal> to <pch> as compared to the Bottom-up 
method. This could contribute to the difference in the number of instances used in obtaining the 
context 8.
For context 1, the Top-down and Bottom-up learning methods have the attributes of <pch>, <dur> 
and <scal>. The actual result consists of <dur> and <scal> attiibutes with the OR relationship. 
This can be due to the use of different noise levels in searching for the disjoint points. The Top- 
down and Bottom-up methods use an allowable noise limit of 3 and the actual result contains 
error rate of 6. Figure 6.9 shows the core of similar attributes as compared with the actual result.
Context 2 produces the same graphical outputs for the actual result. Top-down and Bottom-up 
methods. The learning methods manage to obtain identical results as the actual one efficiently.
As compared to the actual result for context 3, the Top-down and Bottom-up methods have lesser 
attributes in their graphical output. The actual output has additional attributes of <pdur> and 
<met>. The attributes fr om the graphical output of the learning methods are all present in the 
actual result. The learning methods have efficiently obtained a graphical output that is close to the 
actual result.
The graphical outputs for context 4 are very close except that <loc> and <scal> are used for the 
learning methods and <tac> is used for the actual result apart from those common attributes. We 
can observe the core of similar attributes in Figure 4.9.
In context 5, the search methods obtain very close graphical output to the actual result except that 
the <ms> and <pint> are not used. The context 6 for the actual result uses the <loc> whereas the 
learning methods use <dir>. The core of similar attributes for context 6 is the “OR” relationship 
between the attributes <pch> and <scal>.
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Figure 6-8: Graphical outputs of the located disjoint points
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Figure 6-9: The core of similar attributes as compared to the actual results
The learning methods produce the poorest result for context 7. Only the <tac> and <mod> 
attributes are present in the graphical output of the actual results. This can be due to the inclusion 
of overlapping instances from context 6 and context 8. Finally, context 8 produces good graphical 
output with all the attributes present in the actual results.
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The Figure 6.9 shows the core of similar attributes as compared to the actual output. So far, the 
Top-down and Bottom-up methods produce very good graphical output despite that the number of 
instances used to produce the graphical outputs is slightly different from the actual.
The testing of a real-life dataset like Music Chord can help to investigate the Top-down and 
Bottom-up methods in their ability to search for the right disjoint points where the concept begins 
to drift and to produce the right graphical output to show the context of that drift. So far, the 
graphical outputs obtained are very close to the actual output except context 7.
6.6 Noise Handling
So far, the Top-down and Bottom-up methods have produced very good graphical output and 
location of disjoint points in testing with the Music Chord dataset. In this section, to simulate the 
testing of a noisy dataset, we engage another classifier to produce another set of graphical outputs 
with the located disjoint points obtained by the Top-down and Bottom-up learning methods. The 
core of similarities between these outputs is the set of contextual attributes that contribute to the 
formation of concepts under a severe level of noise present in the dataset.
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Figure 6-10: The core of similarities under the influence of severe noise level
From Table 6.1, we observe that the noise levels are varied from 1 to 9 for contexts 1 to 8. This 
means that some of the contexts found are not accurate as the noise hidden in the dataset can 
affect the classifier JBNC_SFAND_LC. With the use of JBNC_SFAND_LOO, we have another 
set of graphical outputs. This gives the option of comparison to obtain the core group of attributes 
that actually contribute to the concept formation.
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Figure 6.10 shows the core of similar attributes between the graphical output by SFAND_LC and 
SFAND_LOO. Under severe noise conditions, we can consider this core of similar attributes as 
the contextual attributes. However, we cannot derive the Boolean characterisation as the 
relationships between attributes are confused by the noise.
6.7 Discussions & Conclusion
So far, we have tested the Music Chord dataset with the Top-down and Bottom-up learning 
methods with different allowable noise limits, rate reduction, incremental rates and the graphical 
output. The Top-down and Bottom-up learning methods have produced encouraging results in 
handling the real-life dataset. The results by these methods are as accurate as the actual result.
From Table 6.6, the disjoint points obtained by the Top-down and Bottom-up are very close 
except for context 7 and 8. Although there is some variation, the graphical outputs obtained are 
veiy close as shown in Figure 6.8.
Figure 6.11 shows the results obtained by the METAL (34). From the figure, we can observe that 
there are many turning points where the concept begins to diift. With such a noisy environment, 
the Top-down and Bottom-up methods manage to obtain reasonable results. These can be 
contributed to the learning methods that are simple and the engagement of simple search operators 
to perform different types of search.
With the use of standard allowable noise limits, we produce very promising results as compared 
to the variation of noise level in different pieces of song. This means that the Top-down and 
Bottom-up methods perform efficiently to obtain best accuracy as compared to the actual with the 
use of allowable noise limits.
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r  - - 7
Actual Dataset j Top-down Bottom-up,,
Context Instances Self-Accuracy (%) | Initancei Self-Accuracy (%) Instances Self-Accuracy (%2j
1 63
90.5
(57/6/63) 62
98.4
(61/1/62) 62
98.4
(61/1/62)
2 70
95.7
(67/3/70) 77
96.1
(74/3/77) 77
96.1
(74/3/77)
3 73
97.3
(71/2/73) 73
97.3
(71/2/73) 73
97.3
(71/2/73)
4 42
97.6
(41/1/42) 42
100
(42/0/42) 42
100
(42/0/42)
5 45
93.3
(42/3/45) 75
97.3
(73/2/75) 75
97.3
(73/2/75)
6 86
89.5
(77/9/86) 39
97.4
(38/1/39) 39
97.4
(38/1/39)
7 61
95.1
(58/3/61) 88
96.6
(85/3/88) 81
97.5
(79/2/81)
8 113
98.2
(111/2/113) 97
97.9
(95/2/97) 104
97.1
(101/3/104)
AVE 94.65 AVE 97.625 AVE 97.6375
Table 6-6: Results of Actual compares with the Top-down and Bottom-up methods
100
80
60
40
20 Simple Bayes —
0 0 100 200 300 400 500
Instances processed
Figure 6-11 : The accuracy in predictive task of METAL (refer to 34 for clearer figure)
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7 Extended Example -  Vowel
In chapter 6, we have tested the Music Chord dataset in details with the Top-down and Bottom-up 
learning methods both on learning accuracy and graphical output. With the incorporation of the 
learning accuracy mechanism, the proposed methods perfonn efficiently on this real-life dataset. 
In this chapter, we further validate the proposed methods with the Vowel dataset.
The test procedure adopted for this chapter was to test with different discretisation levels. As the 
attributes are numeric, the dataset was discretised with different intervals. The level of 
discretisation can affect the accuracy of the proposed methods in searching for the right disjoint 
points. This chapter provides an analysis of this effect.
The vowel dataset contains instances that describe male and female speakers. It is a challenge for 
the Top-down and Bottom-up learning methods to effectively separate the male speaker from the 
female speaker and also to distinguish each speaker.
Hence, the objectives of this chapter are:
• To introduce the real-world dataset: Vowel dataset.
• To verify that the Top-down and Bottom-up learning methods can handle the 
complication of the real-world dataset.
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7.1 Vowel Dataset
In order to further validate the accuracy of Top-down and Bottom-up learning methods in 
detecting the points within the dataset where a concept begins to drift, we further apply the 
proposed methods to the Vowel dataset.
The Vowel data is owned by Peter Turney (126) and can be found in the UCI repositoi-y (10), The 
design of the Vowel dataset is to recognise a vowel spoken by some arbiti ary speakers. Hence, the 
training instances are vowels spoken by different persons.
In the Vowel dataset, there are eleven classes (different vowels). The instances are described by 
ten continuous features which are derived from spectral data. The only symbolic attribute is the 
speaker’s sex (male or female). We do not use the Speaker identity, which is given in the original 
data.
There are 15 different speakers, eight male and seven female in the original dataset. Each of the 
eleven vowels is spoken six times by each speaker. This contributes to the 66 examples pertaining 
to one particular speaker appearing in a contiguous group. The sequence of speakers in terms of 
sex is 4 males -  4 females -  4 males -  3 females. In this research, we are using 8 speakers instead 
of 15. The sequence of speakers is 4 males -  4 females.
The aim to achieve is to distinguish the individual speaker who is speaking a vowel and separate 
the male speaker voice from the female speaker. For this purpose, we are using the training 
instances (8 speakers) instead of the whole Vowel dataset with 15 speakers. The assumption is 
that if the algorithms learn effectively with the training instances of 8 speakers, it will also 
perform well with the instances of 7 speakers (testing instances). For the 8 speakers, there are 527 
instances for the context search. The results with the testing instances of 7 speakers are shown in 
the Appendix.
We foresee there are problems in detecting the accurate disjoint points within the vowel dataset. 
In the Vowel data, there are mainly numeric attributes that represent the human vocal spectrum. 
The only discrete attribute is the sex of the speaker. Therefore, we need a Bayesian network
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classifier that can handle both numeric and discrete values. However, in this research, the use of 
numeric values with JBNC is not in the scope. Instead, we have settled for a rather simple 
solution: the numeric attributes are discretised into N intervals of equal length and then treated as 
symbolic values to be used in JBNC_SFAND.
Firstly, with the adoption of the discretisation method (50, 129), there are some difficulties in 
searching for the right number of disjoint points (8 disjoint points for 8 speakers) and the right 
location (close to the actual) where the concept begins to drift. Table 7.1 shows the accuracy of 
speakers with different discretisation levels. As observed, different discretisation levels produce 
different error rates with the speakers. For example, with discretised interval 3, speaker 1 
produces 96.9% accuracy with error rate of 2 as compared to 98.5% accuracy and error rate of 1 
with discretised interval 4. Therefore, the proper selection of the allowable noise limit together 
with the discretisation level is important to achieve accuracy in learning. To compare against the 
searched outcomes, the results in Table 7.1 are treated as actual results.
Actual 
Discretisation = 3
Actual 
Discretisation -  4
Speaker Instances Accuracy Instances Accuracy
1 65 96.9%
(63/2/65)
65 98.5%
(64/1/65)
2 66 100%
(66/0/66)
66 98.5%
(65/1/66)
3 66 97%
(64/2/66)
66 100%
(66/0/66)
4 66 95.5%
(63/3/66)
66 98.5%
(65/1/66)
5 66 100%
(66/0/66)
66 100%
(66/0/66)
6 66 98.5%
(65/1/66)
66 100%
(66/0/66)
7 66 98.5%
(65/1/66)
66 98.5%
(65/1/66)
8 66 100%
(66/0/66)
66 95.5%
(63/3/66)
Table 7-1: Accuracy of each speaker with Discretisation levels of 3 and 4
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The discretisation levels 3 and 4 are chosen heuristically in this chapter without any loiowledge 
that these levels can produce good results eventually. Further, to ensuie simplicity of this chapter, 
only 2 discretisation levels are used.
Secondly, there are common voice features shared by different speakers as far as the human voice 
spectrum is concerned. For example, the instances used to describe speaker 1 (male) might also 
apply to speaker 2 (male). This means that speaker 1 and 2 have some similar features or values 
that can cause the instances to overlap during the search. This problem can occur between 
speakers of the same sex and also different sexes as long as human voices are concerned. 
Therefore, the right use of allowable noise limit can separate the speakers efficiently.
Figures 7.1 and 7.2 show the classification results achieve by MetaL(B) and MetaL(IB) (34). The 
METAL learning family uses the online ‘window’ method to detect the concept drift. From 
Figure 7.1, we observe there are many peaks that correspond to 15 speakers. However, within 
these peaks, there are major and minor peaks. Therefore, it is difficult to identify which is the 
actual location where the concept begins to drift in the diagrams. Moreover, the METAL learning 
method does not indicate the location of the disjoint points in the experiment instead of giving 
approximate indications in the graph. Figure 7.2 shows clearly the distinct peaks that correspond 
the 15 speakers. However, as observed, some of the speakers have 2 peaks indicating the 
fluctuation of the error rates.
1 0 0  2 0 0  3 0 0  4 0 0  5 0 0  6 0 0  7 0 0  8 0 0  9 0 00 Itisianccs processed
Figure 7-1 : Accuracy of vowel classification (METAL(B))
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Figure 7-2: Accuracy of vowel classification (METAL(B))
Therefore, from the diagrams, we can observe the noisiness of the Vowel dataset. The online 
method manages to detect the concept drifts but without identifying the exact location of the 
disjoint points. Therefore, it is a challenge to apply the batch learning method to the Vowel 
dataset in searching for the most probable points where the concept begins to drift.
7.2 Discretisation Level
In this section, the vowel dataset is tested with different discretisation levels by the Top-down and 
Bottom-up learning methods. To further validate the proposed methods in their efficiency and 
accuracy in detecting concept drift, we evaluate the searched outcomes on the following;
• The ability to produce the same number of disjoint points as the actual results. For the 
Vowel dataset, there are, in total, 8 speakers. This means that the proposed methods 
should detect 8 disjoint points.
• The closeness of the located disjoint points as compared to the actual results. This means 
that the overlapping of instances with other speakers should be as minimal as possible to 
ensure the searched locations are correctly reflecting the true concept drifts.
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7.2.1 Discretisation 3
The numeric attributes of the Vowel dataset are discretised into 3 intervals of equal length and 
then treated as symbolic values to be used in JBNC SFAND.
From Table 7.2, with allowable noise limit 1, the Top-down method detects 10 disjoint points, 
which represent 10 speakers, within the dataset. With allowable noise limit 2, the Top-down 
method detects 6 disjoint points. In the actual results, there are 8 speakers in total.
Figure 7.3 shows the location diagram of the disjoint points searched by the Top-down method 
with discretisation interval of 3 and allowable noise limit 1.
Top-down 
Discretisation = 3 
Noise Allowable = 1
Top-down 
Discretisation = 3 
Noise Allowable = 2
Speaker Instances Accuracy Instances Accuracy
1 36 97.2%
(35/1/36)
85 97.6%
(83/2/85)
2 96 100%
(96/0/96)
94 97.9%
(92/2/94)
3 47 97.9%
(46/1/47)
46 95.7%
(44/2/46)
13 92.3%
(12/1/13)
4 33 97%
(32/1/33)
116 98.3%
(114/2/116)
34 97.1%
(33/1/34)
5 94 98.9%
(93/1/94)
85 97.6%
(83/2/85)
6 76 98.7%
(75/1/76)
7 62 98.4%
(61/1/62)
101 98%
(99/2/101)
8 36 100%
(36/0/36)
Table 7-2: Comparison of Top-down method for discretisation level 3 with different noise allowable
limit
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From the diagram, the first disjoint point is found at 36 instances as compared to the actual 
location of 65 instances. Referring to Figures 7.1 and 7.2, the point that corresponds the speaker 1 
has 2 peaks. The first peak is located around 36 instances and the second one is at 65 instances. 
The Top-down method, with the use of standard allowable noise limit 1 throughout the searching 
process, can only locate the first peak, which is at 36 instances.
With the allowable noise limit increase to 2, the first disjoint point (Figure 7.4) is found at 85 
instances which is closer to the actual 65 instances. The reason is that the actual error rate for 
speaker 1 is 2 as shown in Table 7.1. The use of allowable noise limit 1 can only reach the disjoint 
point at 36 instances.
For the searched speaker 2, the disjoint point is found at 132 instances which is almost at the same 
spot as the actual location of 131 instances. As observe, there is overlapping of similar instances 
between speaker 1 and speaker 2. The instances after the 36 instances are used to formulate the 
concept for speaker 2. The Top-down method identifies this similarity and incorporates the 
instances to the speaker 2.
Actual 0
A fter Search 36
Top-dgwn 
Dlscreiicnilon -  3 
Allowable -  1
263
132 179 192 225 259
Figure 7-3: The disjoint points search by Top-down method in comparison to the actual results 
(Discretisation = 3, Allowable Noise Limit = 1)
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Top-down 
Discietisalioii -  3 
Allowable -  2
Actual
After SeaiTh
Figure 7-4: The disjoint points search by Top-down method in comparison to the actual results 
(Discretisation = 3, Allowable Noise Limit = 2)
From Table 7.1, the error rates for speaker 3 and speaker 4 are 2 and 3. For this search, we are 
using an allowable noise limit of 1. This means the maximum error that the searched speakers can 
make is 1. With this limitation, the Top-down method has a tendency to split the instances into a 
number of clusters that represent the sub-speakers.
As observed, the Top-down method actually splits the actual speaker 3 into the searched speakers 
3 and 4 with the error rate of 1. The Top-down method could not obtain the right disjoint point 
directly. The searched speakers 3 and 4 are found at location 179 and 192 whereas the actual 
location is at 197.
The actual speaker 4 also suffers from the same problem. The instances used for actual speakers 4 
are split into 2 clusters with the locations found at instances 225 and 259. The actual speaker 4 is 
located at 263.
At location 263, the search for actual male speaker has ended. The instances from 263 to 553 are 
used to describe the female speakers. This means that there is a change of male speaker to the 
female speaker. As observed, the Top-down method manages to separate the male speaker from 
the female speaker. The Top-down method locates the change at 259 instances which is 4 
instances different from the actual.
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For actual speakers 5, 6, 7 and 8, there are many similar instances between the speakers. This can 
be observed from Figure 7.3 that the searched speakers 7, 8, 9 and 10 are overlapping each other. 
The reason could be that the female vowel voice is highly similar and it is difficult to clearly 
distinguish the female speakers. As observed, the searched locations for speakers 7, 8, 9 and 10 
are 353, 429, 491 and 553 whereas the actual locations are 329, 395, 461 and 553.
The search with allowable noise limit 2 does not produce good results. The searched number of 
speakers is 6 as compared to the actual 8 speakers. There is high overlapping of instances 
amongst the speakers that causes the Top-down method to only detect 6 speakers.
One thing to note is that the Top-down method with allowable noise limit 2 manages to detect the 
first disjoint point of 85 instances as compared to the actual result of 65 instances. But the rest of 
the search is not accurate at all.
Bottom-up 
Discretisation = 3 
Noise Allowable = I
Bottom-up 
Discretisation = 3 
Noise Allowable = 2
Speaker Instances Accuracy Instances Accuracy
1 36 97.2%
(35/1/36)
54 96.3%
(52/2/54)
2 96 100%
(96/0/96)
80 98.8%
(79/1/80)
3 47 97.9%
(46/1/47)
80 97.5%
(79/2/80)
13 92.3%
(12/1/13)
4 29 96.6%
(28/1/29)
115 98.3%
(113/2/115)
38 97.4%
(37/1/38)
5 73 100%
(73/0/73)
6 69 98.6%
(68/1/69)
96 97.9%
(94/2/96)
7 72 98.6%
(72/1/73)
55 98.2%
(54/1/55)
8 54 100%
(54/0/54)
47 100%
(47/0/47)
Table 7-3: Comparison of Bottom-up method for discretisation level 3 with 
different noise allowable limit
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Table 7.3 shows the searched results obtained by the Bottom-up method with allowable noise 
limit of 1 and 2. With allowable noise limit of 1, the Bottom-up method obtains 10 disjoint points 
which is more than the actual results. Whereas, with allowable noise limit of 2, 7 disjoint points 
are located.
From the location diagram of Figure 7.5, the Bottom-up method locates the first disjoint point at 
36 instances which is the same as the Top-down method. The searched speaker 2 is located at 132 
instances which is almost identical to the actual location of 131.
The instances used for actual speaker 3 are split into 2 clusters. These clusters are the searched 
speakers 3 and 4 with locations of 179 and 192. Like the actual speaker 3, the actual speaker 4 is 
also split into 2 speakers with locations of 221 and 259.
From searched speakers 1 to 6, the Bottom-up method successfully identifies the male speakers 
and also separates the male speaker from the female speaker. This can be seen from Figure 7.5 
that the searched speaker 6 is found at location 259 as compared to the actual of 263. The point 
263 is the actual point of separation between the male and female speaker.
After SeaiTÜ 36
65
Bottom iq) 
Dûcielù.itioii -  3 
Allowable -  1
131
132
197
179 192 221 259
Figure 7-5: The disjoint points search by Bottom-up method in comparison to the actual results 
(Discretisation = 3, Allowable Noise Limit = 1)
The Bottom-up method also separates the female speakers quite efficiently. For searched speaker 
7, the found location is at 332 as compared to the actual location of 329. The searched speaker 8
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is located at 401 as compared to the actual location 395. The disjoint point for searched speaker 9 
is located at 473 as compared to 461 from the actual result. Finally, the speaker 10 is found at 
location 553.
From the above analysis, although the Bottom-up method identifies 10 disjoint points, the 10 
disjoint points clearly represent the locations of the actual 8 speakers. The searched locations are 
very close to the actual results except for speaker 1 which has many similar instances with the 
speaker 2.
The search with allowable noise limit 2 with the Bottom-up method does not produce good 
results. The searched number of speakers is 7 as compared to the actual 8 speakers. This means 
that there is high overlapping of instances amongst the speakers that causes the Bottom-up 
method to detect only 7 speakers.
Aclu.'il 0
Bottom-up 
Discretjsatlon -  3 
Allowable - 1
263
Figure 7-6: The disjoint points search by Bottom-up method in comparison to the actual results 
(Discretisation = 3, Allowable Noise Limit = 2)
From Figure 7.6, we clearly observe that the Bottom-up method fails to separate the male speaker 
from the female speaker. The searched speaker 4 overlaps to the actual speaker 5 and has the 
same disjoint point as the actual speaker 5 with location 329 instead of 263. The instances from 
263 to 329 are also belonged to the female speaker.
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7.2.2 Discretisation 4
From the previous section, the Top-down and Bottom-up methods manage to separate the 
individual speakers and also the male from the female speaker with the use of allowable noise 
limit 1 and discretisation level 3. In this section, we continue to investigate if the proposed 
methods can still perform well with the use of discretisation level 4.
The numeric attributes of the Vowel dataset are discretised into 4 intervals of equal length and 
then treated as symbolic values to be used in JBNC SFAND.
Top-down 
Reduction rate = 
30%
Discretisation = 4 
Noise Allowable = 0
Top-down 
Reduction rate = 
30%
Discretisation = 4 
Nolle Allowable = 1
Top-down 
Reduction rate = 
30%
Discretisation = 4 
Noise Allowable = 2
Speaker Instances Accuracy Instances Accuracy Instances Accuracy
1 26 100%
(26/0/26)
85 98.8%
(84/1/85)
85 98.8%
(84/1/85)
2 76 100%
(76/0/76)
102 99%
(101/1/102)
102 99%
(101/1/102)
3 57 100%
(57/0/57)
4 65 100%
(65/0/65)
54 98.1%
(53/1/54)
81 97.5%
(79/2/81)
2 100%
(2/0/2)
5 120 100%
(120/0/120)
154 99.4%
(153/1/154)
150 98.7%
(148/2/150)
6 81 100%
(81/0/81)
7 38 100%
(38/0/38)
75 98.7%
(74/1/75)
65 96.9%
(63/2/65)
8 31 100%
(31/0/31)
26 100%
(26/0/26)
44 95.5%
(42/2/44)
10 100%
(10/0/10)
31 96.8%
(30/1/31)
21 100%
(21/0/21)
Table 7-4; Comparison of Top-down method for discretisation level 4 with 
different noise allowable limit
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Table 7.4 shows the searched results perform by Top-down method with allowable noise limit of 
0, 1 and 2. From the table, the Top-down method identifies 11, 7 and 6 disjoint points with 
allowable noise limit of 0, 1 and 2 as compared to the actual result of 8 shown in Table 7.1.
The first disjoint point for Figure 7.7 is found at instance 26 which falls short of the actual 
location of 65. The subsequent search involves high overlapping of instances for searched 
speakers 2, 3 and 4. The search for the separation point between the male and female speaker at 
actual location 263 is not successful. Instead, the searched speaker 6 spans from location 226 to 
346. The actual locations for actual speaker 4 (male) and 5 (female) are 197 to 263 and 263 to 
329.
Top-down 
Disrrvtisotiou -  4 
AUownbl» -  0
Aftu.'d 0
After SeaiTh 26 224 226
0
496 506
Figure 7-7: The disjoint points search by Top-down method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 0)
The use of allowable noise limit 1 for the search of disjoint points with the Top-down method is 
not successful either. From Figure 7.8, the top-down method fails to separate the male speaker 
from the female speaker. There is great overlapping of instances that shows the dependency of 
instances between the speakers with discretisation level 4.
With allowable noise limit of 2, the Top-down method identifies 6 disjoint points. From Figure 
7.9, although the Top-down method manages to separate the male speaker from the female one, 
there is still high overlapping of instances between speakers. For the search of male speakers, 
instead of 4 speakers in actual, the Top-down method only manages to detect 3 speakers (searched
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speakers 1, 2 and 3). For the search of female speakers, the Top-down method also detects 3 
speakers (searched speaker 4, 5 and 6) with the searched speaker 4 spanning into the instances of 
actual speaker 5 and 6 (from 268 to 418).
Actual
After Search
Top-down 
Discreijs.alioii -  4 
Allowable -  1
Figure 7-8: The disjoint points search by Top-down method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 1)
From the above results, the Top-down method fails to detect the disjoint points accurately with 
the allowable noise limit of 0, 1 and 2 under the discretisation level 4.
Table 7.5 shows the search results performed by the Bottom-up method with allowable noise 
limits of 0, 1 and 2. The Bottom-up method detects 12, 7 and 7 disjoint points with allowable 
noise limits 0, 1 and 2 which is different from the actual result of 8 speakers.
The result obtains by the Bottom-up method with allowable noise limit 0 is not accurate as shown 
in Figure 7.10. Firstly, the Bottom-up method fails to detect the disjoint point where the male 
speaker is separated from the female speaker. Instead, the male speaker laps over to the female 
instances. This can be seen by the searched speaker 7 which spans from location 226 to 346. 
Secondly, there is a high overlapping of instances between the speakers. This means that the 
Bottom-up method fails to distinguish each speaker with the use of allowable limit 0 throughout 
the search.
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Bottom-up
Incremental rate = 
10
Discretisation =  4 
Noise Allowable = 0
Bottom-up 
Incremental rate = 
10
Discretisation =  4 
Noise Allowable = I
Bottom-up
Incremental rate = 
10
Discretisation =  4 
Noise Allowable -  2
S p e a k e r I n s t a n c e s A c c u r a c y I n s t a n c e s A c c u r a c y I n s t a n c e s A c c u r a c y
1 2 6 1 0 0 %
( 2 6 / 0 / 2 6 )
8 5 9 8 . 8 %
( 8 4 / 1 / 8 5 )
8 5 9 8 . 8 %
( 8 4 / 1 / 8 5 )
2 8 2 1 0 0 %
( 8 2 / 0 / 8 2 )
1 0 2 9 9 %
( 1 0 1 / 1 / 1 0 2 )
1 0 2 9 9 %
( 1 0 1 / 1 / 1 0 2 )
3 6 8 1 0 0 %
( 6 8 / 0 / 6 8 )
1 2 1 0 0 %
( 1 2 / 0 / 1 2 )
4 3 7 1 0 0 %
( 3 7 / 0 / 3 7 )
4 8 9 7 . 9 %
( 4 7 / 1 / 4 8 )
8 1 9 7 . 5 %
( 7 9 / 2 / 8 1 )
1 1 0 0 %
( 1 / 0 / 1 )
5 1 2 0 1 0 0 %
( 1 2 0 / 0 / 1 2 0 )
1 0 1 1 0 0 %
( 1 0 1 / 0 / 1 0 1 )
1 5 0 9 8 . 7 %
( 1 4 8 / 2 / 1 5 0 )
6 8 1 1 0 0 %
( 8 1 / 0 / 8 1 )
7 3 8 1 0 0 %
( 3 8 / 0 / 3 8 )
1 1 3 9 9 . 1 %
( 1 1 2 / 1 / 1 1 3 )
4 9 1 0 0 %
( 4 9 / 0 / 4 9 )
8 3 1 1 0 0 %
( 3 1 / 0 / 3 1 )
5 0 9 8 %
( 4 9 / 1 / 5 0 )
3 4 9 4 . 1 %
( 3 2 / 2 / 3 4 )
1 0 1 0 0 %
( 1 0 / 0 / 1 0 )
2 8 1 0 0 %
( 2 8 / 0 / 2 8 )
2 6 1 0 0 %
( 9 / 0 / 9 )
2 1 1 0 0 %
( 2 1 / 0 / 2 1 )
Table 7-5: Comparison of Bottom-up method for discretisation level 4 with different noise allowable
limit
The results obtained by using allowable noise limit 2 are close to the results with the allowable 
noise limit 1. From Figure 7.11, the Bottom-up method again fails to separate the male speaker 
from the female speaker. There is high overlapping of instances between the speakers.
From Figure 7.12, the point of separating the male and female speakers is found and is quite close 
to the actual. However, there is great overlapping of instances that causes the Bottom-up method 
to detect only 7 disjoint points. Instead of having 4 distinct male speakers, the Bottom-up method 
only finds 3 speakers. Further, the searched speaker 4, spans from 268 to 418, has actually 
overlapped into the actual speakers 6 and 7 which are located at 329-395 and 395-461.
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Arlunl 0
Top-down 
Discretltntion -  4 
Allowable -  1
After Seaitli
363 329 395 461
5
527
418 483
Figure 7-9: The disjoint points search by Top-down method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 2)
Actual 0
After Seaixh 26
Bottom u(i 
Discietùatiou -  4 
Allowable -  0
176 188 225 226
427 465 496 506
Figure 7-10: The disjoint points search by Bottom-up method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 0)
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Actual 0
After Seaifh
B o t t o m - i q i  
Discretisation -  4 
Allowable -  1
65
263 329 395
Figure 7-11: The disjoint points search by Bottom-up method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 1)
Bottom tqi 
Discietisntioit -  4 
Allowable -  2
After Search
263
268
329 395 461 527
5 I 6 7
418 467 501
Figure 7-12: The disjoint points search by Bottom-up method in comparison to the actual results 
(Discretisation = 4, Allowable Noise Limit = 2)
From the results shown above, we conclude that, with discretisation level 4, the Bottom-up 
method fails to produce accurate results with different allowable noise limits.
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7.3 Discussions and Conclusion
In this section, the Top-down and Bottom-up methods are compared in their search performance 
with the real-life Vowel dataset.
So far, the Top-down and Bottom-up methods produce good results with the discretisation level 3 
and allowable noise limit 1. Table 7.6 shows the searched results of Top-down and Bottom-up 
methods against the actual results produced by JBNC_SFAND.
Actual 
Discretisation = 3
Top-down 
Discretisation = 3 
Noise Allowable = I
Bottom-up 
Discretisation = 3 
Noise Allowable = 1
Speaker Instances Accuracy Instances Accuracy Instances Accuracy
1 6 5 9 6 . 9 %
( 6 3 / 2 / 6 5 )
3 6 9 7 . 2 %
( 3 5 / 1 / 3 6 )
3 6 9 7 . 2 %
( 3 5 / 1 / 3 6 )
2 6 6 1 0 0 %
( 6 6 / 0 / 6 6 )
9 6 1 0 0 %
( 9 6 / 0 / 9 6 )
9 6 1 0 0 %
( 9 6 / 0 / 9 6 )
3 6 6 9 7 %
( 6 4 / 2 / 6 6 )
4 7 9 7 . 9 %
( 4 6 / 1 / 4 7 )
4 7 9 7 . 9 %
( 4 6 / 1 / 4 7 )
1 3 9 2 . 3 %
( 1 2 / 1 / 1 3 )
1 3 9 2 . 3 %
( 1 2 / 1 / 1 3 )
4 6 6 9 5 . 5 %
( 6 3 / 3 / 6 6 )
3 3 9 7 %
( 3 2 / 1 / 3 3 )
2 9 9 6 . 6 %
( 2 8 / 1 / 2 9 )
3 4 9 7 . 1 %
( 3 3 / 1 / 3 4 )
3 8 9 7 . 4 %
( 3 7 / 1 / 3 8 )
5 6 6 1 0 0 %
( 6 6 / 0 / 6 6 )
9 4 9 8 . 9 %
( 9 3 / 1 / 9 4 )
7 3 1 0 0 %
( 7 3 / 0 / 7 3 )
6 6 6 9 8 . 5 %
( 6 5 / 1 / 6 6 )
7 6 9 8 . 7 %
( 7 5 / 1 / 7 6 )
6 9 9 8 . 6 %
( 6 8 / 1 / 6 9 )
7 6 6 9 8 . 5 %
( 6 5 / 1 / 6 6 )
6 2 9 8 . 4 %
( 6 1 / 1 / 6 2 )
7 2 9 8 . 6 %
( 7 2 / 1 / 7 3 )
8 6 6 1 0 0 %
( 6 6 / 0 / 6 6 )
3 6 1 0 0 %
( 3 6 / 0 / 3 6 )
5 4 1 0 0 %
( 5 4 / 0 / 5 4 )
Table 7-6: Comparison between the Top-down and Bottom-up methods against the actual results
Table 7.7 shows the Top-down and Bottom-up learning methods produce the same number of 
disjoint points of 10 with the Vowel dataset. The actual result has only 8 disjoint points. The 
reason as mentioned in the previous section is the use of standard allowable noise limit
179
Chapter 7. Extended Example - Vowel
throughout the entire search. Instead of searching for one disjoint point, the Top-down and 
Bottom-up methods split the instances used by the actual speaker into 2 clusters as the allowable 
noise limit used for the search is lower than the actual error rate from the instances of the actual 
speaker.
The Top-down and Bottom-up methods successfully separate the male speaker from the female 
speaker. Among the speakers of the same sex, the proposed methods also successfully distinguish 
the various speakers.
Method No. of disjoints found
Discretisation » 3
Allowable Noise Limit = 1
Actual 8
Top-down 10
Bottom-up 10
Table 7-7: The comparison of number of disjoint points detected
Speaker Actual
Location
Top-down
Location
Difference ! Bottom-up 
1 Location
Difference
Location
1 65 36 29 instances 36 29 instances
2 131 132 1 instances 132 1 instances
3 197 192 5 instances 192 5 instances
4 263 259 4 instances 259 4 instances
5 329 353 24 instances 332 3 instances
6 395 429 34 instances 401 6 instances
7 461 491 30 instances 473 12 instances
8 527 527 0 instances 527 0 instances
Table 7-8: The comparison of the searched locations closeness to the actual results
With the above success in distinguishing the various speakers, the only way to assess the methods 
is how accurate the searched disjoint points are found as compared to the actual results. Table 7.8 
tabulates the difference of instances between the searched disjoint points and the actual locations.
From the Table 7.8, for speaker 1, the different of instances are 29. The actual location is at 65 
instances whereas the proposed methods manage to locate the concept drift at 36 instances.
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We can clearly observe that the Bottom-up method produces better accuracy in detecting the 
disjoint points as compared to the Top-down method. The disjoint points locate by the Bottom-up 
method are close to the actual especially for Speaker 2, 3, 4, 5, 6, 7 and 8. This can be due to the 
incremental search natui'e of the Bottom-up method where the actual disjoint points can be located 
accurately.
The Top-down method produces the same results as the Bottom-up method for Speakers 1 to 4. 
However, from Speaker 5 to 8, the method fails to distinguish the female speaker accurately. The 
differences of instances from the actual results are 24, 34, 30 and 0 whereas the Bottom-up 
method has differences of 3, 6, 12 and 0 instances.
In conclusion, in order to search for the disjoint points where the concept begins to drift in a real- 
life dataset, we need to perform detailed testing to understand the behaviour of the discretised 
dataset subjected to different allowable noise limits. The dataset is first discretised into different 
intervals. Then the Top-down and Bottom-up learning methods, with the different allowable noise 
limits, are used to search through the discretised dataset for the disjoint points.
The Top-down and Bottom-up methods manage to distinguish the individual speakers and also to 
separate the male speaker from the female speaker. However, the Bottom-up method performs 
better than the Top-down method by detecting the disjoint points location as close to the actual 
results.
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8 Conclusion and Further Work
In every domain, there is a hidden context. Classical machine learning methods have been used to 
induce loiowledge from datasets with a static domain. However, in a real-life environment, the 
data collected over time contains hidden contexts. Further, the change in context is hidden and not 
obvious as the dataset is collected. The collection of data over time has the possibility of having a 
number of data clusters that each has a unique context. The presence of these hidden contexts 
causes traditional learners to perform poorly.
In this research, we propose and test efficient methods in identifying context and detecting the 
location where the context changes. With the incorporation of a learning accuracy mechanism, we 
overcome the problem of “virtual concept drift” while learning from real-life and noisy datasets.
8.1 Identifying Context
The ability to represent context and derive it from a graphical viewer enables a Bayesian network 
classifier to move from a black box classifier to a useful tool for loiowledge acquisition. Due to 
the shortcoming of Naïve Bayes classifiers and TAN, the classifiers cannot- produce precise 
network structures for knowledge representation. Further, the engagement of feature selection 
methods to Naïve Bayes classifier is not sufficient to produce a network where the true 
relationships between attributes are being identified.
In this research, we present a rich and efficient learning package for identifying the contexts. The 
package consists of an improved Bayesian network classifier (JBNC) with nodes discarding 
facility, the JavaBayes viewer and an algorithm to derive the Boolean characterisation.
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With the use of JBNC, we produce a precise network structure. The embedded nodes discarding 
facility in JBNC efficiently removes the redundant and irrelevant attributes. The learnt network 
structure consists of the relevant attributes and the true relationships between attributes. The 
JavaBayes viewer is then used to upload the output file from JBNC. JavaBayes imports the 
attribute nodes, the arcs that represent the relationships between nodes and the probability table of 
each node. With these characteristics, we propose an algorithm to derive the Boolean 
characterisation which represents the context. The nodes are the contextual attributes, the 
relationships between the attributes build the “AND” and “OR” relationships and the probability 
tables show the contextual attributes values for the positive class.
We then test the learning package with the Weather and the STAGGER datasets. The output from 
the learning has been evaluated to have advantages over the results obtained by the STAGGER 
algorithm in (118).
With the successful implementation of the learning package, we can apply these methods to the 
study of Diseases, Viruses, Engineering and other applications where datasets are collected over 
time and there are hidden contexts. For example, we could study the mutation and evolution of 
SARS related viruses. With the learnt output fi'om JBNC and the graphical viewing by JavaBayes, 
we can understand the contextual attributes, the attribute values and the derived context that link 
these new virus to SARS.
8.2 Detecting and M anaging Context
The ability to conectly detect the locations where the concept begins to drift is essential in the 
study of domains with changing context. In the specific case of studying virus behaviour and 
medical diseases, the correct location of changes can help to produce the correct information that 
justifies and explains the change.
In the area of detecting and managing context changes, this research extends the works of Widmer 
(METAL) and Hanies (SPLICE) and resolves some limitations illustrate by these two systems.
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The METAL(B) uses the Naïve Bayes classifier as the base learner and a statistical method to 
identify the contextual attributes. Due to the limitation of the Naïve Bayes classifier that assumes 
all attributes are conditionally independent, this classifier can only be used as a black box 
classifier. The outcome of the learning process is a graph of drifting locations. The characteristics 
or information at the points of concept drift are not clearly shown.
SPLICE is an offline learner that uses the C4.5 algorithm to perform the initial clustering. The 
disadvantage of SPLICE is that SPLICE can have poor convergence and sometimes has no proof 
of convergence in some domains. In addition, due to the use of clustering techniques, SPLICE has 
no notion of overlapping contexts. Further, SPLICE provides no information about the properties 
of the identified hidden context.
This research proposes Top-down and the Bottom-up learning methods with the incorporation of 
a learning accuracy mechanism and noise handling method to efficiently detect and manage 
context changes within a large and noisy dataset. The learning methods utilise simple search 
operators to perform convergent search. The rate reduction and the incremental operators 
successfully converge to the point where the concept begins to drift with the guidance of the 
allowable noise limit. The misclassified removal operator brings the location closer to the actual 
disjoint point by iteratively removing the misclassified instances. The step operator performs a 
step-by-step forward search to the actual disjoint point. So far, the Top-down and Bottom-up 
methods achieve high accuracy with the STAGGER dataset.
In order to validate these learning methods in their ability to handle real-world and noisy datasets, 
we then apply them to the Music Chord and Vowel datasets. With the help of learning accuracy 
mechanism, the learning methods achieve very good results with the Music Chord and Vowel 
datasets. The learning methods successfully identify the actual number of disjoint locations as 
compared to the actual results. The learning accuracy mechanism is able to avoid the “virtual 
concept drift” due to the premature formation of concept. The noise handling method enables the 
use of a second classifier in order to achieve the core set of similar attidbutes from the output of 
the two classifiers. This core set of attributes is the contextual attributes that contribute to the 
formation of a concept under the noisy and inaccurate dataset.
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8.3 Conclusion
With the development and integration of algorithms listed in Chapter 3, 4 and 5, this research 
proposes a rich learning package (AutoCX) to identify context and detect the locations where the 
concepts begin to drift.
With the use of JBNC and the embedded nodes discarding facility, the JavaBayes viewer and the 
proposed algorithm to derive context, we produce the same Boolean Characterisation (Weather 
dataset) as the STAGGER algorithm. The JBNC obtains better classification accuracy than the 
STAGGER algorithm.
As compared with the METAL learning system, this learning system has the following 
advantages:
• The JBNC outperforms the Naïve Bayes classifier in producing a precise and coiTect 
Bayesian network.
• With the use of nodes discarding facility, the JBNC provides the relevant or contextual 
attributes after the learning without using any external statistical method as in METAL.
The AutoCX system has resolved some of the limitations demonstrated by the SPLICE learning 
system:
• SPLICE suffers from convergence problem due to the use of clustering techniques. The 
Top-down and Bottom-up methods efficiently converge to the right disjoint point with the 
use of simple operators. The simple operators have also been demonstrated to be effective 
on the real-world and noisy datasets (Chapter 4 ,5 ,6  and 7).
• With the use of allowable noise limit, the Top-down and Bottom-up methods address the 
issue of overlapping instances. This can be seen in Chapter 7 with the Vowel dataset. The 
locations that separated the speakers achieved by the Bottom-up method are very close to 
the actual results.
• With the use of JBNC and JavaBayes, the properties of the identified hidden context are 
shown with the location of the disjoint point, the contextual attributes that contribute to 
the concept drift, the graphical output of the true relationships between these attributes
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and the Boolean characterisation which is the context. In addition, if the dataset is noisy 
and the finding of contextual attributes is difficult, the noise handling method produces 
another set of attributes with the second classifier for the derivation of the core of similar 
athibutes as compared with the results from the present classifier.
8.4 Future W ork
Although AutoCX has demonstrated the ability to perform well with the real-life and noisy 
datasets, the learning system has a variety of limitations:
1. In this research, the quality measures offered by JBNC are good enough to handle noisy 
and complicated datasets. However, there are rooms for further research into the 
mathematical aspects of quality measures in JBNC in selecting the most accurate network 
sti'uctures under severe noise level. Although we have tested the quality measures in 
Chapter 5, selected the best quality measure to be used in Chapter 3, and the proposal of 
using two quality measures in handling noise in Chapter 5, the problem of quality 
measures in responding to severe noisy environment can be addressed further.
2. The JBNC does not handle numeric attributes in this research. In Chapter 7, in order to 
leam the Vowel dataset, different discretisation levels are performed. Although the 
discretisation method is a simple and fast way to process the numeric attributes, the leamt 
output might not be accurate. Therefore, it is important to investigate the handling of 
numeric attributes in learning with a Bayesian network classifier.
3. So far, the Top-down and Bottom-up learning methods use the standard allowable noise 
limit to guide the search for disjoint points. However, the use of different noise level to 
search the dataset for disjoint points can be a good research area. One of the tentative 
ways is to utilise some statistical methods to step through the dataset to study the 
disfribution of noise. Alternatively, we can identify the noise within the dataset and 
remove them during the learning. In this way, we can use a standard noise limit for the 
search throughout. There are some existing works in dealing with the impact of noise in 
datasets (137, 138, 139 and 140). These existing techniques can be considered for the 
future development of methods in this thesis in dealing with noisy datasets.
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Appendix
In chapter 7, we have successfully tested the Vowel dataset with our proposed system, AutoCX. 
The test was performed on the training instances of the dataset with the sequence of 4 males and 4 
females. The combination of discretisation level 3 and allowable noise limit 1 had given the best 
results as compared to the actual one.
In this Appendix, we further examine the generalisability of the leaming algorithms with the 
leaming parameters obtained from Chapter 7 which had produced the best results in detecting the 
disjoint points. The test is performed on the testing instances of the Vowel dataset which consists 
of 7 speakers and with the sequence of 4 males and 3 females. The parameters from Chapter 7 are 
discretisation level 3 and allowable noise limit 1.
Discussion:
Actual 
Discretisation -  3
Top-down 
Discretisation = 3 
Noise Allowable = 1
Bottom-up 
Discretisation = 3 
Noise Allowable = 1
Speaker Instances Accuracy Instances Accuracy Instances Accuracy
9 66 97.0%
(64/2/66)
58 98.3%
(57/1/58)
58 98.3%
(57/1/58)
10 66 100%
(66/0/66)
88 100%
(96/0/96)
75 98.7%
(74/1/75)
11 66 100%
(66/0/66)
62 98.4%
(61/1/62)
77 98.7%
(76/1/77)
12 66 95.5%
(63/3/66)
31 96.8%
(30/1/31)
17 94.1%
(16/1/17)
69 98.6%
(68/1/69)
13 66 100%
(66/0/66)
94 98.9%
(93/1/94)
59 100%
(59/0/59)
14 66 100%
(66/0/66)
126 99.2%
(126/1/127)
49 100%
(49/0/49)
15 66 100%
(66/0/66)
2 100%
(2/0/2)
58 100%
(58/0/58)
T able A-1: C om parison  betw een  the T op-dow n and B ottom -up m ethods against the actual results
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Method No. of disjoints found 
Discretisation - 3  , : 
Allowable Noise Limit = 1
Actual 7
Top-down 7
Bottom-up 8
T able A-2: T he com parison  o f  num ber o f  disjoint points detected
Actual 0 66
Top-down 
Discretisation -  3 
Allowable = 1
132
After Seaixh 58 146
198 264
9 10 11 12
208 239
460
F igure A-1: T he disjoint points search by T op-dow n m ethod in com parison  to the actual results 
(D iscretisation  = 3, A llow able N oise L im it =  1)
Actual 0 66
After Search
Bottom-iqi 
Discretisation -  3 
Allowable -  1
132 198 264
11 12 13
1
210 227
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Figure A-2: T he disjoint points search  by B ottom -up  m ethod in com parison  to the actual results 
(D iscretisation  = 3, A llow able N oise L im it =  1)
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Table A.l shows the comparison between the Top-down and Bottom-up methods against the 
actual results. From the table, the Top-down method searches for 6 speakers whereas the Bottom- 
up method searches 8 speakers (Table A.2).
For the Top-down method, as refer to Figure A.l, the algorithm actually searches 6 speakers with 
the 7th speaker considers as error. The searched speaker 7 has only 2 instances to support the 
context. This can be due to the filtering effect of error instances by using the standard allowable 
noise limit.
The searched speaker 9 is found with 58 instances which are 8 instances from the actual speaker
9. The searched speaker 10 has overlapping instances from actual speaker 9 and speaker 11. The 
located disjoint point for searched speaker 10 is at 146 instances as shown in Figure A.l. The 
searched speaker 11 laps into the instances of actual speaker 12 with searched location at 208 
instances. The separation between the male speaker and the female speaker is at 239 instances 
where the actual location is 264. This can be contributed to the enor rate of 3 from the original 
dataset of actual speaker 12 as shown in Table A.l. The high noise level can be some of the 
instances which characterised speaker 12 or belonged to the data cluster as noise might belong to 
speaker 13. In this test, we are using a standard allowable noise limit 1. We also observe that 
there are high similarities between actual speaker 12 and 13 although speaker 12 is male and 
speaker 13 is female. For the separation between female speakers, searched speaker 13 laps into 
the actual speaker 12 but produce the disjoint location close to the actual speaker 13 at 333 
instances.
The Top-down method, at this point, fails to separate the actual speaker 14 and 15 with the 
eventual searched speaker 14 with 127 instances. The leftover 2 instances is the error after using 
the standard allowable noise limit.
Overall, the Top-down method with discretisation level 3 and allowable noise limit 1 managed to 
distinguished between male speakers from the female speaker with 25 overlapping instances. The 
separation between the male speakers is quite straightforward except for the separation between 
the female speakers. The algorithm fails to separate speaker 14 and 15 due to high similarities 
between these speakers.
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For the Bottom-up method, as refer to Figure A.2, we observe that the algorithm searches for 8 
speakers. Searched speaker 9 is found at 58 instances. The searched speaker 10 is located as close 
to the actual speaker 10 with 133 instances as compared to actual 132 instances. The searched 
speaker 11 has 12 overlapping instances into the actual speaker 12. The algorithm with the 
standard allowable noise limit, split the actual speaker 12 into 2 searched speaker 12 and 13. The 
searched speaker 13 is located at 296 instances which is the point of separation between the male 
and female speakers. As observed, there are overlapping of searched speaker 13 into the instances 
of actual speaker 13 and the actual speaker 12. From Table A.l, the speaker 12 and 13 have error 
rate of 3 and 0. The overlapping instances can be due to the instances use to describe the speaker 
13 are actually closer to the actual speaker 12.
For the subsequent search, the algorithm successfully identifies searched speaker 14, 15 and 16 
with locations at 355, 404 and 462.
The Bottom-up method manages to separate the male speaker fiom the female one with high 
overlapping of instances. This can be due to some of the instances that belong to actual speaker 12 
are closer to the actual speaker 13. This can be seen from Table A.l where the error rate is 3 for 
speaker 12 and 0 for speaker 13. For the separation between the same sexes, the algorithm 
manages to separate them effectively according to the noise level with the data cluster.
In conclusion, the Top-down and Bottom-up methods with the use of parameters obtained from 
Chapter 7 manage to detect the disjoint points for the test dataset of the Vowel example. Due to j
tthe noise distribution between speakers, there is much overlapping of instances between speakers. j
However, the Top-down and Bottom-up methods managed to separate the male from the female |
and also to distinguish the speakers of the same sex.
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