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Abstract
We establish convergence theorems for two different block-iterative methods for solving the problem of finding a point in the
intersection of the fixed point sets of a finite number of nonexpansive mappings in Hilbert and in finite-dimensional Banach spaces,
respectively.
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1. Introduction
The problem of finding a point in the intersection of closed and convex subsets {Ci}mi=1 of a Banach space is
a frequently appearing problem in diverse areas of mathematical and physical sciences. This problem is commonly
referred to as the convex feasibility problem. For instance, when solving a large consistent system of linear equations
or inequalities in the Euclidean space Rd , each block of equations or inequalities constrains the solution to lie in
a convex set Ci . In computer tomography with limited data, in which an unknown image has to be reconstructed from
a priori knowledge and from measured results, each piece of information gives a constraint which, in its turn, gives
rise to a convex set Ci to which the unknown image should belong.
Since it is usually not possible to obtain a point in C∗ :=⋂mi=1 Ci in a direct manner, an iterative procedure using,
for example, the nearest point projections Pi onto the corresponding sets Ci is devised, where, starting from some
arbitrary point x1 in the Hilbert space, a sequence {xn}∞n=1 is constructed so that it converges to a point in C∗. In the
simplest form of the method, which is sometimes called the cyclic sequential scheme, a new point xn+1 in the sequence
is obtained from xn by applying the projection Pn(modm) to xn, that is, xn+1 = Pn(modm)xn. On the other hand, when
a parallel computer is available for the computations, it may be more convenient to use another method, called the
parallel scheme, of constructing the sequence {xn}∞n=1. To this end, at the nth iteration a set of m positive real numbers
{ωi,n}mi=1 (these are called the weights) with
∑m
i=1 ωi,n = 1 is chosen, and, analogously to the sequential scheme, the
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Over the years, the sequential and parallel algorithmic schemes have been extended to more flexible block-iterative
methods in which only a block of sets {Ci}i∈I˜n is activated at the nth iteration.
The block-iterative methods evolved further to include the so-called relaxation methods for solving the convex fea-
sibility problem which date back to Kaczmarz [14] and Cimmino [7]. These methods are of special interest because
of their relatively easy implementation and computational efficiency in solving extremely large and sparse problems.
Several contributions to the study of relaxation methods are surveyed in [5]. Aharoni and Censor [1] discuss a block-
iterative projection method which incorporates as special cases many of the earlier relaxation techniques. Their method
generates a sequence {xn} in Rd as follows: Choose an initial point x1 in Rd and, for any positive integer n, com-
pute xn+1 by xn+1 = xn +λn(Pwnxn −xn), where, for any n ∈ N, wn : I˜ → R, I˜ = {1,2, . . . ,m}, are weight functions,
that is, they satisfy the conditions
∑
i∈I˜ ωn(i) = 1 and ωn(i) 0, λn are relaxation parameters, and Pωn : Rd → Rd
are defined by Pωnx =
∑
i∈I˜ ωn(i)Pix, where each Pi = PCi is the nearest point projection onto the closed and con-
vex set Ci . They prove that if
∑∞
n=1 ωn(i) = ∞ for each i ∈ I˜ , then their block-iterative algorithm converges to some
point in the intersection of the sets Ci , as long as all relaxation parameters λn are confined to a closed interval of the
form [ε,2 − ε], ε > 0. Another block-iterative framework for solving the convex feasibility problem was proposed by
Combettes [9,10] in general Hilbert spaces. In this scheme, as compared to the Aharoni–Censor scheme, the broader
class of firmly nonexpansive mappings is involved in the iteration process, while a slightly more restrictive condition
is imposed on the sequence of weights.
In the present paper we develop two very flexible algorithmic schemes which originate in the schemes of Com-
bettes, and Aharoni and Censor, respectively. For the first scheme we define and prove the convergence of an algorithm
that incorporates in each iteration both convex combinations and compositions of averaged mappings in Hilbert space.
It turns out that the possible range of the relaxation parameters λn directly depends on the specific class of averaged
mappings used in the nth iteration. The second scheme extends the result of Aharoni and Censor to finite-dimensional
strictly convex Banach spaces. To the best of our knowledge, the convergence result we obtain is new outside Euclid-
ean space. Another novelty of both our schemes is that our convergence results hold for a wider class of mappings.
As a matter of fact, we solve the problem of finding a point in the intersection of the fixed point sets of averaged
and firmly nonexpansive mappings, and, as it turns out, under some mild restriction on the relaxation parameters, our
second main result may also be extended to all nonexpansive mappings.
2. Preliminaries
Throughout this paper all vector spaces are real and we denote by N and R+ the set of positive integers and
nonnegative real numbers, respectively. Let C be a nonempty, closed and convex subset of a Banach space X and let
E be a nonempty subset of C. A Banach space (X,‖ · ‖) is said to be uniformly convex if its modulus of convexity
δ : [0,2] → [0,1] defined by δ() = inf{1 − ‖x+y‖2 : ‖x‖ 1, ‖y‖ 1, and ‖x − y‖ } is positive for all  > 0. X
is called strictly convex if its unit sphere S = {x ∈ X: ‖x‖ = 1} does not contain any linear segment. In other words,
X is strictly convex if from the assumptions ‖x‖ = 1, ‖y‖ = 1 and ‖ x+y2 ‖ = 1, it follows that x = y. Recall that any
uniformly convex space is strictly convex, and a finite-dimensional strictly convex space is, in fact, uniformly convex.
A mapping T : C → X is said to be nonexpansive if ‖T x − Ty‖  ‖x − y‖ for all x, y ∈ C. It is said to be firmly
nonexpansive if ‖T x − Ty‖ ‖r(x − y) + (1 − r)(T x − Ty)‖ for all r > 0 and all x, y ∈ C. A mapping T : C → C
is called averaged if there exist a nonexpansive mapping S and a number 0 < α < 1 such that T = (1 − α)I + αS,
where I denotes the identity operator. In Hilbert space a firmly nonexpansive mapping is, in fact, averaged with α = 12
[12, Proposition 11.2] and [2, Fact 1.3]. We denote the fixed point set of a mapping T by Fix(T ).
Proposition 2.1. (See [11, Lemma 2.1(iii)].) Let C be a subset of a Hilbert space (H, 〈·, ·〉) and let T : C → H be an
averaged mapping with 0 < α < 1. Then for all x, y ∈ C, there holds
‖T x − Ty‖2 + (1 − 2α)‖x − y‖2  2(1 − α)〈x − y,T x − Ty〉. (1)
Proposition 2.2. Let C be a subset of a Hilbert space H , T : C → H an averaged mapping with 0 < α < 1, and let
f ∈ Fix(T ). Then
‖T x − x‖2  2α〈x − T x,x − f 〉. (2)
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‖T x − x‖2 + ‖x − f ‖2 + 2〈T x − x, x − f 〉 2(1 − α)〈x − f,T x − f 〉 − (1 − 2α)‖x − f ‖2
or
‖T x − x‖2  2〈x − T x,x − f 〉 + 2(1 − α)〈x − f,T x − f 〉 − (2 − 2α)‖x − f ‖2.
Consequently,
‖T x − x‖2  〈2(x − T x) + (2 − 2α)(T x − f ) − 2(x − f ) + 2α(x − f ), x − f 〉
and
‖T x − x‖2  2α〈x − T x,x − f 〉,
as asserted. 
Proposition 2.3. (See [11, Lemma 2.2].) Let C be a subset of a Hilbert space H and {Ti : 1 i m} be a finite family
of averaged mappings of C with a corresponding 0 < αi < 1 for each i. Then the composition T = T1T2 . . . Tm is also
an averaged mapping with a corresponding
α = m · γ
1 + (m − 1) · γ ,
where γ = max{αi : 1 i m}.
A mapping T : C → X is called strongly nonexpansive if it is nonexpansive, and whenever {xn − yn} is bounded
and ‖xn − yn‖ − ‖T xn − Tyn‖ → 0, it follows that (xn − yn) − (T xn − Tyn) → 0. A mapping T : C → C is called
attracting (see, for example, [16]) with respect to a nonempty subset E of C if ‖T x − y‖ < ‖x − y‖ for all x ∈ C \E
and all y ∈ E. It follows from their definition that strongly nonexpansive mappings are attracting with respect to their
fixed point sets. We now recall several facts concerning strongly nonexpansive mappings. They will be needed in the
sequel.
Proposition 2.4. (See [3].) Let C be a subset of a uniformly convex Banach space X. If T : C → X is averaged, then
it is also strongly nonexpansive.
Proposition 2.5. (See [3].) If {Ti : 1  i  m} are strongly nonexpansive mappings and ⋂mi=1 Fix(Ti) 	= ∅, then
Fix(T1T2 . . . Tm) =⋂mi=1 Fix(Ti).
Proposition 2.6. (See [15].) Let T be a convex combination of the strongly nonexpansive mappings {Ti : 1 i m}.
If ⋂mi=1 Fix(Ti) 	= ∅, then Fix(T ) =⋂mi=1 Fix(Ti).
A Banach space X is said to have property (S) [3,13] if there exists a constant b > 0 such that if ‖x + ry‖ ‖x‖
for all r  0, then ‖x + y‖ ‖x − by‖. A Hilbert space has property (S) with b = 1. It is shown in [3] that there are
non-Hilbert spaces with this property.
Proposition 2.7. Let C be a subset of a uniformly convex Banach space X. If X has property (S) and T : C → X is
firmly nonexpansive, then λT + (1 − λ)I is strongly nonexpansive for 0 < λ < 1 + b.
Proof. Choose λ < a  1 + b. It is known [3] that S = aT + (1 − a)I is nonexpansive for such a. We have
T = 1
a
S +
(
a − 1
a
)
I = 1
a
S +
(
1 − 1
a
)
I.
Consequently,
λT + (1 − λ)I = λS +
(
λ − λ
)
I + (1 − λ)I = λS +
(
1 − λ
)
I.a a a a
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a
< 1, we see that λT + (1 − λ)I is an averaged, hence a strongly nonexpansive mapping by Proposi-
tion 2.4. 
3. A block-iterative scheme in Hilbert space
Let C be a closed and convex subset of a Hilbert space H , let I˜ = {1,2, . . . ,m}, and let {Ti : i ∈ I˜ } be a finite
family of averaged nonexpansive self-mappings of C with a corresponding 0 < αi < 1, respectively. We denote by
Fi = Fix(Ti) = {x ∈ C: Tix = x} the set of fixed points of the mapping Ti and assume that the intersection set
F =⋂
i∈I˜ Fi 	= ∅. A vector υ = (υ1, υ2, . . . , υp) is called an index vector of the set I˜ if its coordinates υj belong
to the set I˜ = {1,2, . . . ,m}. A set Ω of index vectors is said to fit the given feasibility problem if, for each i ∈ I˜ ,
there exists υ = (υ1, υ2, . . . , υp) ∈ Ω such that υs = i for some s ∈ {1,2, . . . , p}. For such a set Ω we denote by Ωi
the set of those υ ∈ Ω having i among their coordinates. For each n ∈ N, let Ωn ⊆ Ω be a nonempty subset of Ω
and let ωn : Ωn → R+ be a weight function, that is, a function which satisfies the conditions ωn(υ) > 0 for all
υ ∈ Ωn, and∑υ∈Ωn ωn(υ) = 1. For each index vector υ = (υ1, υ2, . . . , υp), we denote the composition Tυ1Tυ2 . . . Tυp
by T [υ] (cf. [4]). From Proposition 2.3 it follows that T [v] is an averaged mapping with α(v) = pγ
(p−1)γ+1 , where
γ = max{αvi : 1 i  p}.
Given x1 ∈ C and  > 0, the sequence {xn}∞n=1 is generated by the following iteration process:
xn+1 = xn + λn
( ∑
υ∈Ωn
ωn(υ)T [υ]xn − xn
)
, (3)
where
1. 0 <   λn  ( 1αn − )Ln with
Ln =
⎧⎨
⎩
∑
υ∈Ωn ωn(υ)‖T [υ]xn−xn‖2
‖∑υ∈Ωn ωn(υ)T [υ]xn−xn‖2 if xn /∈
⋂
υ∈Ωn Fix(T [υ]),
1 if xn ∈⋂υ∈Ωn Fix(T [υ]),
and αn = max{α(v): υ ∈ Ωn},
2. (∃δ > 0) (∀n ∈ N) (∃υ ∈ Ωn) such that{∥∥T [υ]xn − xn∥∥= max{∥∥T [η]xn − xn∥∥: η ∈ Ωn},
ωn(υ) δ > 0,
3. (∀i ∈ I˜ ) (∃(υ,Mi) ∈ Ωi ×N) such that (∀n ∈ N) υ ∈⋃n+Mi−1k=n Ωk .
Note that for each n ∈ N, Ln is well-defined by Proposition 2.6 and that Ln  1 because the function ‖ · ‖2 is
convex.
Theorem 3.1. The sequence {xn}∞n=1 defined by (3) converges weakly to a point in F . The convergence is strong if
either one of the following two conditions is satisfied:
(i) The interior of F is nonempty;
(ii) The Hilbert space H is finite-dimensional.
Proof. First we prove that the sequence {xn} is Fejér monotone [2, Definition 2.15] with respect to F . Then we use
the demiclosedness principle [2, Fact 1.2] to establish convergence. We divide our proof into three claims.
Claim 1. For all f ∈ F and n ∈ N, there holds
‖xn+1 − f ‖ ‖xn − f ‖. (4)
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βn = ‖xn − f ‖2 − ‖xn+1 − f ‖2 = ‖xn − f ‖2 − ‖xn+1 − xn + xn − f ‖2
= ‖xn − f ‖2 −
(‖xn+1 − xn‖2 + ‖xn − f ‖2 + 2〈xn − f,xn+1 − xn〉)
= 2〈f − xn, xn+1 − xn〉 − ‖xn+1 − xn‖2
= 2λn
∑
υ∈Ωn
ωn(υ)
〈
f − xn,T [υ]xn − xn
〉− λ2n
∥∥∥∥∑
υ∈Ωn
ωn(υ)T [υ]xn − xn
∥∥∥∥
2
 λn
αn
∑
υ∈Ωn
ωn(υ)
∥∥T [υ]xn − xn∥∥2 − λ2n
Ln
∑
υ∈Ωn
ωn(υ)
∥∥T [υ]xn − xn∥∥2
= λn
(
1
αn
− λn
Ln
) ∑
υ∈Ωn
ωn(υ)
∥∥T [υ]xn − xn∥∥2  2δ max
υ∈Ωn
∥∥T [υ]xn − xn∥∥2
 0, (5)
as asserted.
Claim 2. The sequence {‖xn+1 − xn‖2} is summable, that is,
∞∑
n=1
‖xn+1 − xn‖2 < ∞. (6)
Indeed,
‖xn+1 − xn‖2 = λ2n
∥∥∥∥∑
υ∈Ωn
ωn(υ)T [υ]xn − xn
∥∥∥∥
2
= λ
2
n
Ln
∑
υ∈Ωn
ωn(υ)
∥∥T [υ]xn − xn∥∥2
 λn
Ln
· βn1
αn
− λn
Ln

(
1
αn
− 
)
· 1

· βn 
(
1
α
− 1
)
· βn,
where 0 < α = min{αn: n ∈ N}. Since {βn} ⊂ R+ and
n∑
k=1
βk = ‖x1 − f ‖2 − ‖xn+1 − f ‖2  ‖x1 − f ‖2
for all n ∈ N, it follows that {βn} is summable, which, in turn, implies that the sequence {‖xn+1 − xn‖2} is summable
too.
Since the sequence {‖xn − f ‖} converges (and, hence, is bounded), the sequence {xn} is bounded and, therefore,
has a weak cluster point x∗.
Claim 3.
x∗ ∈ F. (7)
Indeed, let xkn ⇀ x∗ be a subsequence of {xn} weakly convergent to x∗ and fix i ∈ I˜ . We intend to show that
x∗ ∈ Fi . To this end, we note that by condition 3, there exist υ ∈ Ωi and a strictly increasing sequence (pn)n∈N such
that
kn  pn  kn + Mi − 1 and υ ∈ Ωpn.
Hence by the Cauchy–Bunyakovsky–Schwarz inequality,
‖xpn − xkn‖
kn+Mi−2∑
‖xl+1 − xl‖ (Mi − 1) 12
( ∞∑
‖xl+1 − xl‖2
) 1
2
.l=kn l=kn
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by the demiclosedness principle, x∗ ∈ FixT [υ], and, by Proposition 2.5, Fix(T [υ]) ⊆ Fix(Ti) = Fi , and this implies,
in turn, that x∗ ∈ F , as claimed.
Finally, since the point x∗ was an arbitrary weak cluster point of {xn}, it follows that all weak cluster points of {xn}
are contained in F . By [2, Theorem 2.16], a sequence {xn} having property (4) can have at most one weak cluster
point in F . Hence the sequence {xn} has a single weak cluster point, that is, it converges weakly to a point in F . If
either H is finite-dimensional or the interior of F is nonempty, then the convergence is strong [2, Theorem 2.16]. 
This result unifies and extends a number of existing results in several respects. First, the sets Ωn may vary at
each iteration according to various control strategies. Such flexibility is very valuable in practice because it makes
it possible, for example, to match the computational load of each iteration to the available number of the concurrent
processors. It also brings together the cyclic and parallel schemes, which, in turn, can be reduced to either methods
of successive projections or to “row-action” methods [2,5,6]. Suppose, for instance, that Ωn = Ω and λn = 1 for all
n ∈ N, and let {Ti : i ∈ I˜ } be a family of projection mappings where each Ti is the nearest point projection of H onto
a closed convex subset Ci . Then we obtain a parallel method for finding a point in
⋂
i∈I˜ Ci [4]. Second, the weights
(defined by the weight functions) may vary at each iteration, unlike the usual practice in parallel methods. Third, our
algorithms allow extrapolated iteration-dependent relaxation parameters far beyond the range (0,2) used in conven-
tional algorithms. It has already been observed that large overrelaxation can significantly improve the convergence of
certain algorithms [8].
4. A block-iterative scheme in finite-dimensional Banach spaces
In this section we introduce our second block-iterative scheme and establish a convergence theorem for it in finite-
dimensional Banach spaces. Let C be a closed and convex subset of a finite-dimensional, strictly convex Banach
space X having property (S) with constant b, let I˜ = {1,2, . . . ,m}, and let {Ti : i ∈ I˜ } be a finite family of firmly
nonexpansive self-mappings of C. We again denote by Fi = Fix(Ti) the fixed point set of each Ti and assume that
the intersection F =⋂
i∈I˜ Fi is nonempty. For each i ∈ I˜ and n ∈ N, we choose the weights ωi,n so that ωi,n  0,∑m
i=1 ωi,n = 1 and
∑∞
n=1 ωi,n = ∞.
Given x1 ∈ C,  > 0, and   λn  1 + b − , we define the sequence {xn}∞n=1 by
xn+1 = xn + λn
(∑
i∈I˜
ωi,nTixn − xn
)
. (8)
The special case when the weights are given by ωr(n),n = 1, where r : N → I˜ , gives rise to a sequential method. For
example, if r(n) = n (mod m) we obtain a cyclic sequential method. At the other extreme, choosing any sequence of
weights with ωi,n > 0 for all i ∈ I˜ and n ∈ N, we are led to a fully simultaneous algorithm in which all the mappings
{Ti}mi=1 are used in every iterative step. The condition
∑∞
n=1 ωi,n = ∞ for each i ∈ I˜ is quite mild; it prevents the
weights ωi,n attached to any particular mapping Ti from diminishing too quickly as the iteration process proceeds.
Theorem 4.1. If the above assumptions hold, then the sequence {xn}∞n=1 generated by (8) converges to a point in
F =⋂
i∈I˜ Fi .
Proof. We first introduce some additional notations. For any J ⊆ I˜ = {1,2, . . . ,m} and n ∈ N, we define ωn(J ) =∑
i∈J ωi,n. For any set B ⊆ C, we denote by J (B) the set of indices of those sets Fi that do not intersect B ,
that is, J (B) = {i ∈ I˜ | B ∩ Fi = ∅}. For a singleton B = {x}, we write J ({x}) = J (x) = {i ∈ I˜ | x /∈ Fi}. Finally,
for each i ∈ I˜ and λ > 0, we define the mappings Ti,λ by Ti,λx = x + λ(Tix − x), and denote the convex combination∑
i∈I˜ ωi,nTi,λn by Tω,λnx = x + λn(
∑
i∈I˜ ωi,nTix − x).
Claim 1. For any i ∈ I˜ , x ∈ C, f ∈ Fi , and   λ 1 + b − ,
‖Ti,λx − f ‖ ‖x − f ‖. (9)
This inequality is strict if x /∈ Fi .
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nonexpansive and hence attracting with respect to Fi .
Claim 2. For any f ∈ F ,   λn  1 + b − , and x ∈ C,
‖Tω,λnx − f ‖ ‖x − f ‖. (10)
Since each Ti,λn is a nonexpansive mapping, the convex combination Tω,λn is also nonexpansive. This, in turn,
implies (10), as claimed.
Claim 3. Let u ∈ C, J = J (u), and   λn  1 + b − . Then for every R > 0, there exists a nonnegative γ such that
if ‖x‖R, then
‖Tω,λnx − u‖ ‖x − u‖ + γωn(J ). (11)
We define γ := max{‖Tj,λx − u‖: ‖x‖R, j ∈ J,   λ 1 + b − }.
If j /∈ J , then by (9) we obtain ‖Tj,λnx − u‖ ‖x − u‖. This, in turn, implies that
‖Tω,λnx − u‖ =
∥∥∥∥∑
j∈J
ωj,n(Tj,λnx − u) +
∑
j /∈J
ωj,n(Tj,λnx − u)
∥∥∥∥ ωn(J )γ + (1 − ωn(J ))‖x − u‖
= ‖x − u‖ + ωn(J )
(
γ − ‖x − u‖) ‖x − u‖ + γωn(J ).
Claim 4. Let f ∈ F , B ⊆ C any compact set, J = J (B), and   λn  1 + b − . Then there exists α > 0 such that,
for every x ∈ B ,
‖Tω,λnx − f ‖ ‖x − f ‖ − αωn(J ). (12)
We define α := min{(‖x − f ‖ − ‖Tj,λx − f ‖): x ∈ B, j ∈ J,   λ 1 + b − }. From (9) and the compactness
of B it follows that α > 0. (Here we use the fact that each Tj,λ is strongly nonexpansive, hence attracting with respect
to Fj .) Thus for all x ∈ B and j ∈ J we have ‖Tj,λnx − f ‖  ‖x − f ‖ − α. Using the fact that if j /∈ J , then
‖Tj,λnx − f ‖ ‖x − f ‖, we get
‖Tω,λnx − f ‖ =
∥∥∥∥∑
j∈J
ωj,n(Tj,λnx − f ) +
∑
j /∈J
ωj,n(Tj,λnx − f )
∥∥∥∥
 ωn(J )
(‖x − f ‖ − α)+ (1 − ωn(J ))‖x − f ‖ = ‖x − f ‖ − αωn(J ),
as claimed.
Claim 5. The sequence {xn} is convergent.
We see from (10) that the sequence {xn} is bounded. If it does not converge, then it must have two or more distinct
accumulation points. Denote by ξ one such point, by ζ the other and let r = ‖ξ − ζ‖. The sequence {‖xn − f ‖} is
decreasing and bounded from below. Since ξ is an accumulation point of {xn}, it follows that limν→∞ ‖xν − f ‖ =
‖ξ − f ‖, and that for all ν = 1,2,3, . . . ,
‖xν − f ‖ ‖ξ − f ‖. (13)
Suppose that ξ /∈ F . Choose ρ > 0 such that ρ < r2 and such that the ball B = B(ξ,ρ) satisfies B ∩ Fj = ∅ for every
j ∈ J (ξ). Let J = J (B) and let γ and α be as in (11) and (12), respectively. Define τ = ρα
(γ+α) and choose an index ν
such that ‖xν −ξ‖ < τ . Since ζ is also an accumulation point and ρ < r2 , there exists an index μ > ν such that xμ /∈ B .
Choose the first such μ. Then, by (12), we have
‖xμ − f ‖ ‖xv − f ‖ − α
μ−1∑
ωn(J ) < ‖ξ − f ‖ + τ − α
μ−1∑
ωn(J ). (14)
n=ν n=ν
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μ−1∑
n=ν
ωn(J ) <
τ
α
. (15)
On the other hand, it follows from (11) that
‖xμ − ξ‖ ‖xν − ξ‖ + γ
μ−1∑
n=ν
ωn(J ). (16)
This inequality, when combined with (15), yields
‖xμ − ξ‖ < τ + γ τ
α
= ρ. (17)
Thus xμ ∈ B after all. The contradiction we have reached shows that ξ ∈ F . Since the sequence {‖xn − ξ‖} is now
seen to be decreasing, it follows that the whole sequence {xn} converges to ξ , as claimed.
Having established the convergence of {xn} to ξ , we do not yet know if ξ ∈ F because this has just been shown
only under the false assumption that there are several distinct accumulation points. Thus we still need to show that the
limit x∗ of any sequence {xn} generated by algorithm (8) belongs to F .
To this end, assume that x∗ /∈ Fi for some i ∈ I˜ . Choose a ball B centered at x∗ such that B ∩ Fi = ∅. Let ν be
such that xμ ∈ B whenever μ ν. By (12), there exists α > 0 for which
‖xμ − f ‖ ‖xv − f ‖ − α
μ−1∑
n=ν
ωn
(
J (B)
) (18)
for every μ > ν. But since i ∈ J (B), we have
lim
μ→∞
μ−1∑
n=ν
ωn
(
J (B)
)= ∞. (19)
Hence limμ→∞ ‖xμ − f ‖ = −∞, which is, of course, impossible. Thus {xn} converges to x∗ ∈ F , as asserted. 
Remark. This result may be extended to all nonexpansive mappings and to all finite-dimensional, strictly convex
Banach spaces by restricting the relaxation parameters λn to the interval [,1 − ]. This is because, in this case, each
mapping Ti,λn is also averaged and hence strongly nonexpansive [3]. The question whether it is possible to extend this
result to infinite-dimensional Banach spaces remains open. If the relaxation parameters are not restricted, then the set
C should be assumed to be affine in both Theorems 3.1 and 4.1.
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