I. Introduction
The definition of core inflation varies by country with the US definition of core inflation generally being total inflation minus the volatile components of food and energy, which is specifically examined in this article. Generally, core inflation is thought of as a long-run concept, but core inflation can have implications in the short-and medium-run especially with regards to policy matters (Gagnon, 2008) . The primary intent of core inflation is to capture the underlying trend of total inflation by not reflecting the changes in relative prices or temporary supply shocks that could be eliminated rather rapidly. The implication of this primary intent is that core inflation should then have some predictive capability with regards to total future inflation at some forecast horizon that could include the relative short-and medium-run (Clark, 2001) .
The purpose of this article is to investigate whether core inflation is able to predict the overall trend of total inflation, and if so, how fast, does this occur. In-sample forecasting is used to see if the exclusionsfrom-core measures of inflation have an impact on total inflation. Suppose core inflation is able to capture the underlying trend of total inflation, this implies that core inflation is an unbiased predictor of total inflation and should be continued to be used in monetary policy (Silver, 1997) . In this article, inflation persistence is examined through the use of the exclusions-from-core inflation persistence model over a five-period in-sample forecast horizon of one, two, four, eight and 12 quarters using real-time data. This article also examines the effect of data revisions for 50 vintages of real-time data in two sample periods. Two types of core and total inflation measures, Personal Consumption Expenditures (PCE) and the Consumer Price Index (CPI), are used to examine the effect that the exclusions-from-core has on total inflation.
The performance of PCE and CPI as an inflation measure is compared to see if the inflation measure has an effect on inflation persistence. Regarding PCE, the Federal Reserve currently uses the PCE to forecast core and total inflation since the PCE does not have as large of an upward bias as CPI due to the substitution effect. The PCE covers the whole consumption side of the economy as opposed to only the goods and services purchased by the typical urban consumer, which the CPI covers. The PCE is also subject to revision when additional source data becomes available, which enables a better break down between a change in real consumption and a change in consumer prices (Croushore, 2007) . Alternatively, as stated by Rich and Steindel (2005) , since the price of capital goods purchased by firms is difficult to measure as are goods purchased by the government such as education, a consumer-based price index such as the CPI may be a better measure of inflation because production costs are passed along to the consumer as is government purchases through the form of taxation, which decreases consumers' purchasing ability. In addition, the CPI is also an inflation measure that is more familiar to the general public. Since it is not revised, the CPI might appear to be more reliable to the general public and thereby, better able to capture the general trend of inflation (Lafle´che and Armour, 2006) . Hence, as one can see, a case for using either PCE or the CPI as a measure of inflation can easily be made.
Although this article concerns the US PCE and the US CPI, much of the existing literature in this area has been done with regards to the Canadian CPI. Lafle´che and Armour (2006) , upon whose work this article is heavily based, are unable to reject the null of unbiasedness with regards to the CPI core measure of inflation at the 12-month in-sample forecast horizon. At the 6-month in-sample forecast horizon, Johnson (1999) finds unbiasedness using the core weighted CPI but rejects the null of unbiasedness at the 12-and 18-month in-sample forecast horizons due to overestimation.
In addition, Cogley (2002) finds that an exponentially smoothed measure of inflation outperforms various measures of CPI and finds unbiasedness at the eight-to 10-quarter in-sample forecast horizons. Rich and Steindel (2005) fail to reject the null of unbiasedness at the 10% significance level for the 12-quarter in-sample forecast horizon for PCE when a longer sample period that begins in 1959 is used. They also reject the null of unbiasedness for the 12-quarter in-sample forecast horizon when the data sample begins in 1978 for both PCE and CPI. Hence Rich and Steindel (2005) obtain contrary findings when the sample period is partitioned. The reason for rejecting the null of unbiasedness for the second sample, as stated by Rich and Steindel (2005) , is due to the inflexibility of the parametric methodology, which is relaxed in this article through the use of nonparametric methodology.
For this article, in order to examine whether core inflation is an unbiased estimator of total inflation, the regression model of Lafle´che and Armour (2006) , which is based upon Cogley (2002) , is used in a recursive parametric and nonparametric framework that is implemented using real-time data with the quarterly vintages of the real-time data ranging from V_1996:Q1 to V_2008:Q2. 1 The regression model involves regressing the h-period ahead change in total inflation at time t onto the difference between core inflation at time t and total inflation at time t, which is the exclusions-from-core measure of inflation at time t. If core inflation is an unbiased predictor of inflation, then the estimated vertical intercept term should jointly be zero with the estimated slope coefficient being unity.
Along the lines of Clark (2001) and Rich and Steindel (2005) , two data samples are examined for inflation persistence with the first data sample beginning from 1960:Q1 and the partitioned data sample beginning from 1984:Q1, which takes structural breaks into account. The findings of this article are that unbiasedness is sensitive to the following: inflation measure, data sample and vintage.
For the nonparametric estimation of the regression model, the Kernel-Weighted Least Squares (KWLS) method is used, and the main reason for using nonparametric methodology is its ability to provide time-varying local regression estimators that are easy to interpret for policy matters without the need of partitioning the dataset, which is commonly done in this literature.
2 Another reason for using nonparametric methodology is that the empirical distribution of inflation is typically a fat-tailed distribution, and nonparametrics is better able to capture information in the tail regions as opposed to an Ordinary Least Squares (OLS) model (Clark, 2001) .
Another reason for using nonparametric methodology follows heuristically along the same line of reasoning as Cogley (2002) , which presents an 1 To make it easier to determine when a particular vintage of a real-time dataset as opposed to a given observation is being discussed, the notation of 'V_'' will appear before the vintage of the real-time dataset. For instance, V_1996:Q1 refers to the vintage of the real-time dataset released in the middle of the first quarter of 1996 with the observable data ranging from 1959:Q4 to 1995:Q4 for the first sample period. 2 For other time-varying models as it relates to monetary policy, see Ho¨ppner et al. (2008) and Paez-Farrell (2009). 2 H. L. R. Tierney adaptive measure of core inflation that permits learning with the assistance of a predetermined constant gain parameter such as the one used in recursive discounted least squares, which discounts old data while assigning new data a constant weight. Nonparametrics is able to provide an adaptive framework by providing a dynamic gain parameter that is data-driven though the use of its weighing kernel, which gives more weight, i.e. higher importance to observations that are similar to the conditioning observation in terms of metric distance. For instance, a low measure of inflation is given more importance in a low inflationary period, and increasingly less weight as the similarity dissipates. Hence, new data is able to be accessed for importance, conditional on a given observation, and incorporated appropriately. For this article, the window width, which is the smoothing parameter of the weighting kernel that facilitates this comparison, is obtained through the use of the Integrated Residual Squares Criterion (IRSC) as proposed by Fan and Gijbels (1995) .
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Yet another reason for using nonparametric methodology is its potential to explain the differing results obtained by Lafle´che and Armour (2006) and Johnson (1999) , which could be due to the larger sample size or due to the averaging method of OLS. 4 The use of real-time data also permits the tracing of the effects of averaging across vintages, which is one of the benefits of using real-time data (Elliott, 2002) .
In order to statistically test whether core inflation is an unbiased measure of total inflation, the null of unbiasedness is tested using the F-test for the parametric and global nonparametric models and a Likelihood Ratio (LR) test for the nonparametric model.
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To briefly summarize the empirical contributions given here, this article finds that both the parametric and nonparametric models are in agreement that core inflation is a biased estimator of the trend of total inflation for both PCE and CPI at the one-, two-and four-quarter in-sample forecasts for the first sample period. With regards to unbiasedness, the only strong agreement between the parametric and nonparametric models is found in the first sample period at the 12-quarter in-sample forecast of CPI with the exception of two vintages in the local nonparametric model. The findings are more vintage-related in the second sample period than the first sample, which could be due to the effects of data-revision that are more readily observable in a smaller sample size, but a clear consensus cannot be firmly made at this point since new data is incorporated with the revised data. The effect of structural breaks does impact both methodologies, but much more so in the parametric case.
The structure of this article is as follows: Section II presents the parametric and nonparametric models. The empirical results are presented in Section III as well as a brief discussion of the univariate data. The conclusion is presented in Section IV.
II. The Parametric and Nonparametric Models
Without loss of generality, the discussion of the parametric and nonparametric models will be presented in reference to only one dataset, which leaves out the notion of vintages with each vintage representing a different real-time dataset that occurs with the advent of the release of new data. In the presentation of the theoretical parametric and nonparametric models, an adaptation of the notation of Ha¨rdle and Mammen (1993) is used to present the differences between each of the methodologies. For the given pairs of observations fðX t , Y t Þg T t¼1 , the conditional mean of mðÁÞ ¼ EðY t jX t ¼ ÁÞ is modelled using the following regression function with Eð" t jX t Þ ¼ 0
The Newey-West's (1987) Heteroscedasticity and Autocorrelation Consistent (HAC) covariance matrix is used in both models. For the parametric model, let m(X t ) ¼ m p (X t ) with the subscript p referring to the parametric regression.
Specifically with ! t $ ð0, 2 t Þ, the OLS regression model is of the following forms:
which indicates that for each dataset, only one set of regression parameters is produced. Analogously for the nonparametric regression, let m(X t ) ¼ m np (X t ). The subscript 'np' refers to the nonparametric regression.
3 In practice, the Average Residual Squares Criterion (ARSC) is used to approximate the IRSC. 4 It should be noted that averaging and aggregation are not used as synonyms in this article. For instance, the average estimators refer to the mean estimators, and aggregation refers to the use of all the local conditional nonparametric estimators. 5 In much of the existing literature, such as Rich and Steindel (2005) , the F-test is used.
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For any given x and for t $ ð0, 2 ðxÞÞ, the Local Linear Least Squares (LLLS) nonparametric model, which produces T sets of regression parameters, is
For both models, the possible complication of unit root(s) is avoided due to the definition of the variables used. Thus, for this article, inflation persistence is analysed in a stationary framework with a possible complication arising from autocorrelation, which is discussed in more detail in the following sub-sections.
The parametric model
With regards to studying inflation persistence, the parametric OLS model of Equation 3 is of the following form:
where tþh is total inflation at time tþh, t is total inflation at time t, core t is core inflation at time t with ! t $ ðo, 2 t Þ being the random error term, and h represents the in-sample forecast horizon (Clark, 2001; Cogley, 2002; Rich and Steindel, 2005; Lafle´che and Armour, 2006, etc.) . This makes the regressand, Y t ¼ ð tþh À t Þ, the h-period-ahead change in total inflation at time t, and the regressor, X t ¼ ð core t À t Þ, is the difference between core inflation and total inflation at time t, which is the exclusions-from-core measure of inflation.
To statistically test for unbiasedness, with regards to core inflation being able to predict total inflation, Equation 6 is tested for the joint null hypothesis of ¼ 0 and ¼ 1 using the F-test at the 5% significance level. If the null hypothesis is rejected at the 5% significance level, then this seems to indicate that there is persistence (biasedness) present in the excludedfrom-core series of inflation. In order to see if and how 'fast' the short-run effects of inflation dissipates, a range of h-period in-sample forecast horizons is used, which is discussed in more detail in the section 'Data and univariate analysis'.
In order to demonstrate how Equation 6 tests for unbiasedness of core inflation, suppose that ¼ 0 and ¼ 1, then Equation 6 collapses to
In interpreting the slope coefficient with
Thus, Equation 9 states that the change in current core inflation at time t is able to capture the change in the h-period ahead in-sample forecast of total inflation.
Furthermore, suppose ¼ 0 and 51, then the following is inferred:
Equation 10 implies that the exclusions-from-core series of total inflation are overstated with the implication being that the change in the h-period ahead in-sample forecast of total inflation is below the change in trend inflation (Johnson, 1999; Lafle´che and Armour, 2006) .
Alternatively, suppose ¼ 0 and 41, then
Equation 11 infers that the change in the excludedfrom-core series of inflation is less than the change of future inflation. The transitory movements from the exclusions-from-core series are then said to be understated (Johnson, 1999; Lafle´che and Armour, 2006) . Analogously, the change in the h-period ahead in-sample forecast of total inflation is above the change of trend inflation.
Analogous to Cogley (2002) and Rich and Steindel (2005) , the Newey-West (1987) HAC covariance matrix is used to form the SEs and the t-statistics for Equation 6 with the lags of the Bartlett kernel reflecting the length of the h-period in-sample forecasts. 6 Due to the construction of the variables used in the regression model, which includes the h-period in-sample forecast horizons, the Newey-West (1987) HAC is used to account for autocorrelations caused by the overlapping time period of variables and any potential conditional heteroscedasticity (Rich and Steindel, 2005). 7 With regards to the hypothesis testing of the parametric model, the F-test is used. For the critical values, the standard F-statistic critical values are used as opposed to the Dickey-Fuller F-statistic critical values since all the variables in the model are stationary as is further discussed in the Section 'Data and univariate analysis'.
The nonparametric model
The discussion and analysis of the exclusions-fromcore measures of inflation in the nonparametric model are analogous to that of the parametric model, but the implementation is very different due to its flexibility. The flexibility as well as the minimax properties of the LLLS nonparametric regression model as given by Equation 5 permits a more thorough analysis of inflation persistence by providing T sets of regression parameters for a dataset with T number of observations (Wand and Jones, 1995; Fan and Gijbels, 1996; Atkeson et al., 1999) .
LLLS is a KWLS form of nonparametric methodology, which amounts to fitting a line within the window width that is conditional on a given observation, x. The KWLS form of local polynomial fitting is able to provide both local nonparametric regression parameters conditional on any given x, such as t (x) and t (x) with the subscript t referring to the t-th local nonparametric regression, which are analogous to the parameters of 
For this article, the degree of the local polynomial is one since it is able to reduce the bias in the boundary regions without increasing the variance by much (Ruppert and Wand, 1994; Pagan and Ullah, 1999) . For any given x, the univariate Gaussian kernel is used as the smoothing function, which is of the form
where
exp À 1 2
and d T referring to the window width, which is the smoothing parameter of the model. The window width, d T , is used in the kernel to help determine the 'nearness' or 'farness' based on the conditioning observation, x (Atkeson et al., 1997) . The flexibility provided by nonparametrics is due to its window width since it is able to provide local regression parameters conditional on any given observation, x.
8 This advantageous feature of nonparametrics is also the Achilles' heel since the choice of window width can severely affect the estimation of the local conditional regression parameters.
9 For this article, the IRSC method, which is a pre-asymptotic data-driven residual-based window width approach of Fan and Gijbels (1995) that minimizes the normalized weighted residual sum of squares, is used to obtain a constant window width for each dataset.
10 Concerning the window width, by choosing a constant window width that minimizes the ARSC, the mean squared errors is minimized thereby minimizing the squared bias and the variance of the regression parameters (Marron, 1988; Fan and Gijbels, 1995; Ha¨rdle and Tsybakov, 1997 ).
An additional benefit of using nonparametric methodology is that it takes into account heteroscedasticity since Eð 2 jX ¼ xÞ ¼ 2 ðxÞ, but when it comes to hypothesis testing, autocorrelation is not addressed (Robinson, 1998) . The presence of autocorrelation does not affect the parameters, but it does affect the hypothesis tests by producing SEs that could be underestimated, which would then overestimate the test statistic.
With regards to dealing with autocorrelation, Cai et al. (2008) propose a nonparametric Generalized Method of Moments (GMM) methodology that combines orthogonality conditions and LLLS as a method of dealing with autocorrelation as does Creel (2008) except his work mainly concerns general dynamic latent variable models. Creel (2008) discusses combining kernel smoothing techniques to obtain conditional moments and the Newey-West (1987) HAC, which itself involves a nonparametric kernel function, i.e. the Bartlett kernel, as is done in this article in order to remove autocorrelation from the local conditional SEs, which are needed for hypothesis testing.
11 Robinson's (1998) method of 8 The leave-one-out form of least squares cross-validation is not used for this article due to periods of instability when estimated (Marron, 1988; Ha¨rdle, 1994; Wand and Jones, 1995; Fan and Yao, 1998; Cai et al., 2000; Fujiwara and Koga, 2004) . 9 Another potential weakness in nonparametric methodology is the Curse of Dimensionality, which is not an issue for this article since this is a univariate model (Cleveland and Devlin, 1988; Ha¨rdle and Linton, 1999) . 10 For other papers that use the residual-based window, see Fan and Yao (1998) , Cai and Chen (2006) , Cai (2007) , Chauvet and Tierney (2009), etc. 11 Creel (2008) does not use the Newey-West (1987) HAC variance-covariance matrix due to unreliability in the general dynamic latent variable model.
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dealing with autocorrelation is more aptly suited for the nearest-neighbour nonparametric approach. A more generalized method for dealing with autocorrelation is presented in this article, which to the author's best knowledge has not been previously presented. Since the nonparametric error terms are obtained by minimizing the residual sum of squares from Equation 5, these error terms are used to form the T-test for statistical significance of the parameters which utilizes the Newey-West (1987) HAC covariance matrix (Wasserman, 2006) .
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Regarding the joint hypothesis test of unbiasedness of the exclusions-from-core measures of inflation of the nonparametric regression of Equation 5, the null hypothesis is of the following form:
for each and every x, with the alternate hypothesis being, H 1 : not H 0 . This translates into testing T-number of regression parameters for unbiasedness since there are T-number of observations in a given dataset.
Concerning the overall goodness-of-fit for all the local nonparametric regression estimates, Fan et al.'s (2001) generalized nonparametric LR-test in a varying-coefficients model is used since the error terms are stationary and since this test takes into account heteroscedasticity. Specifically, the generalized nonparametric LR-test is a hypothesis test that uses the weighted residual sum of squares with the same weighting matrix being used for both the null and alternate hypotheses in order to keep the comparison as similar as possible, which is important since the weighting is based on metric distance. The benefit of using the aforementioned LR-test, which assumes
, is that the 2 critical values may be used. The LR-statistic of T looks at the aggregated nonparametric regression model and is of the form
where RSS 0 is the residual sum of squares under the null (the restricted model) and RSS 1 is the residual sum of squares of the alternate (the unrestricted model). Hence, a generalized nonparametric LR test produces only one test statistic for each dataset.
Model evaluation
By considering within the framework of the literature in this area such as Johnson (1999) , Cogley (2002) , Rich and Steindel (2005) , and Lafle´che and Armour (2006), etc., the adjusted R-squared, R 2 , is used as a method for model comparison, which demonstrates how well the variation of the dependent variable is explained by the model (Hayfield and Racine, 2008) .
Given the two different ways to model inflation persistence, the metric distance between m np (X t ) from Equation 4 and m p (X t ) from Equation 2 is tested for statistical significance using Ha¨rdle and Mammen's (1993) wild bootstrap test. As stated in Li and Racine (2007) under the null hypothesis, the population mean is replaced with the sample mean in forming the estimated test statistic,N HM wherê
with the alternate hypothesis beingN HM 4 0.
III. Empirical Results
Since the empirical portion involves five in-sample forecasts for two measures of inflation i.e. PCE and CPI, which means that two regression models are estimated and discussed for three different methodologies, which are the parametric, global nonparametric and local nonparametric methodologies as well as five in-sample forecast horizons, Tables 1-4 are provided in order to help with the interpretation of Tables 5-11 . Concerning the real-time data set, even though the results for V_1999:Q4 and V_2000:Q1 are presented for the regressions involving the PCE measure of inflation, the results are unreliable due to issues that stem from the PCE. V_1999:Q4 is problematic because much of the dataset had to be interpolated since the real-time data of V_1999:Q4 actually begins with observation 1994:Q1. The data in V_2000:Q1 is problematic due to inconsistencies in the data collection methodology. 13 In comparing V_2000:Q1 to other vintages, the change in data of V_2000:Q1 is picked up by the nonparametric methodology as evidenced by a smaller window width.
Data and univariate analysis
The measures of core PCE, PCE and CPI are obtained in real-time and are available from the Philadelphia Fed. The seasonally-adjusted core CPI is obtained from the St. Louis Federal Reserve Economic Data (FRED) since it is not provided in real-time.
14 The real-time dataset starts with the first vintage being V_1996:Q1 and the last vintage being V_2008:Q2. Only 50 vintages are examined since these are the only available vintages of core PCE and PCE. Vintages of CPI go farther back, but in order to keep the real-time data analysis as symmetric as possible especially since one of the purposes of this article is to examine whether PCE or CPI is better able to model inflation persistence. For the first sample period, each of the 50 vintages begins with 1959:Q4 before the calculation of inflation.
Regarding the first sample period, the calculation of inflation begins with 1960:Q1 to 2008:Q1 for the very last vintage used in this article, which is V_2008:Q2. This long range of data is deliberately used in order to capture the long-run trend in the core and total measures of inflation (Rapach, 2003; Gagnon, 2008) . 15 Since some observations are lost in forming the leading variables, the number of observations in each of the regressions varies according to the in-sample forecast horizons of h with h being defined as follows:
. The number of observations for each regression is presented in Table 4 .
For this article, annualized quarterly measures of inflation are used. Quarterly PCE and quarterly core PCE data are available but only monthly seasonallyadjusted real-time data of CPI is available from the Federal Reserve Bank of Philadelphia, which is adjusted accordingly to produce annualized quarterly data. 16 Figure 1(a) and (b) respectively depict PCE and core PCE and CPI and core CPI for the last vintage of V_2008:Q1. To describe generally and briefly the relationship between total inflation and core inflation using both PCE and CPI, the relationship appears to be as follows:
(a) Pre-1982: Total inflation and core inflation appear to share a similar co-movement, (b) (ii) Post-1982 Post- to 1999 : Core inflation appears to either over-or under-estimate total inflation, which shows a great deal of unique local behaviour, and (c) Post-1999: The difference between total and core inflation becomes even more pronounce and displays some local divergence. This seems to indicate the possible presence of a structural break especially around 1982. Based upon the findings of the Bai-Quant test for structural change (Bai, 1997) , a structural break for core PCE, PCE, core CPI and CPI are found respectively at the following dates: 1983:Q2, 1981:Q2, 1980:Q3 and 1981:Q4. 17 For the purpose of keeping the analysis as similar as possible, the second sample period for each vintage begins in 1983:Q4 before the calculation of inflation with the vintages examined in this article being analogous to the first sample period.
By the construction of the regressand and the regressor, the regression models of Equations 3 and 5 are stationary. Furthermore, the regressand, regressor and residuals of the regression model are individually tested for stationarity and are found to be I(0) by both the Augmented Dickey-Fuller (ADF) Core inflation and trend inflation 7 Core inflation and trend inflation 9 Tables 5-11 denote that the null fails to be accepted at the 5% significance level and the italicized bold print indicates that the test statistics and their corresponding p-values are at the 5% significance level. Core inflation and trend inflation 11 test and the Phillips-Perron (PP) test. These findings are also confirmed by Clark (2001) and Rich and Steindel (2005) .
Parametric and global nonparametric empirical results
As a method of organizing the estimation results for discussion, 'A' denotes the information regarding the regression involving the PCE measure of inflation, and 'B' denotes the information regarding the regression involving the CPI.
First sample period: beginning from 1960:Q1. As a means to compare central tendency for all 50 vintages of real-time data from V_1996:Q1 to V_2008:Q2, the parametric OLS and the global nonparametric, i.e. the average of the local nonparametric estimated In the local nonparametric model, there is sporadic unbiasedness during the following vintages for the following in-sample forecast horizon: h 2 : V_1996:Q1 to V_1997:Q1, V_1999:Q4, and V_2000:Q2 to V_2002:Q2.
b Regarding the parametric model for the second sample period, the null of unbiasedness is rejected for the following vintages at the 5% significance level: h 2 : V_1998:Q2 to V_2000:Q1 and V_2002:Q2, h 3 : V_1997:Q4 to V_2000:Q1, h 4 : V_1997:Q3 to V_2000:Q2, V_2002:Q2, and V_2003:Q3 to V_2004:Q2, h 5 : V_1997:Q3 to V_2000:Q2, V_2002:Q2 to V_2002:Q3, and V_2004:Q1.
Core inflation and trend inflation 13 regression coefficients are obtained respectively from Equations 6 and 12, and are found to produce vastly different results. Table 7 (Panel A) shows, the estimated slope coefficients of the parametric case is smaller than its global nonparametric counterpart for the first three in-sample forecast horizons of one, two and four quarters. 18 The estimated parametric slopes involving the in-sample forecast horizons of eightand 12-quarters is closer to unity and larger on average when compared to its global nonparametric counterpart, which is shown in Table 7 (Panel A).
The global nonparametric vertical intercepts tend to be negative and larger in absolute value terms than its parametric counterpart with each increasing in magnitude as the in-sample forecast horizon increases. The differences in the vertical intercept are important to point out because as mentioned by Rich and Steindel (2005) , the inflexibility of the vertical intercept is one of the problems of the parametric model, especially when parameter instability is suspected. The regression estimates for Regression B, which involves the CPI measure of inflation, are similar to the results of Regression A. A summary of the average behaviour of the estimated regressions coefficients for both the parametric and global nonparametric cases for all in-sample forecast horizons for Regression B are presented in Table 7 (Panel B).
The SDs, t-statistics and related p-values for both the parametric and global nonparametric case are computed using the Newey-West HAC variancecovariance (1987) in order to take into account autocorrelation, which increases as the in-sample forecast horizon increases. In Table 7 (Panel A and B), the SDs, t-statistics, and related p-values are provided for the estimated global nonparametric coefficients as a means of comparing central tendency against the parametric model but are not an exact analogous comparison of methodologies due to the formation of the residuals.
In comparing the R 2 , a summary of the averages of the R 2 across vintages and for all five in-sample forecast horizons is provided in Table 8 for Regressions A and B. For all methodologies, the latter vintages combined with higher in-sample forecast horizons produce an overall higher R 2 , which could possibly be partly due to data revision or the increase in sample size. Rich and Steindel (2005) also find that the R 2 increases as the in-sample forecast horizons increase.
For the parametric Regression A, the lowest R 2 of 0.017 is for the regression involving the four-quarter in-sample forecast horizon with the highest R 2 of 0.165 involving the regression for the 12-quarter in-sample forecast horizon. In the first sample period, when the structural break is not taken into account, the explanatory power of the variability of the dependent variable increases by 61% at the minimum for Regression A and 86% for Regression B, which occurs in the 12-quarter in-sample forecast horizon, and by 1329% at the maximum for PCE and 1214% for CPI, which occurs in the four-quarter in-sample forecast horizon as is shown in Table 8 .
With regards to the joint hypothesis test for unbiasedness of Equation 6, it is determined that unbiasedness occurs when the null hypothesis of ¼ 0 and ¼ 1 fails to be rejected at the 5% significance level through the use of the F-test. So, the farther away the p-value gets from 0.05, the more strongly the null is failed to be rejected. For this article, unbiasedness refers to the exclusionsfrom-core measures of inflation not having an impact on the h-period ahead forecast of inflation, which implies that core inflation is able to be capture the overall trend of inflation. For the first three in-sample forecasts of one-, two-and fourquarters, the null of unbiasedness is strongly rejected with a p-value of 0.00 for both the parametric and global nonparametric cases for Regressions A and B as is summarized in Table 9 (Panel A and B). The estimated slope coefficients for Regressions A and B, which are less than unity, imply that a scenario as described by Equation 10 has occurred meaning that the changes in the h-period in-sample forecast of Core inflation and trend inflation 15 total inflation are below the changes in trend inflation. For the parametric case, unbiasedness is found in the eight-and 12-quarter in-sample forecasts of PCE and CPI, but it should be noted that the average R 2 for Regression A is 11% and 16.5% and for Regression B, is 5.4% and 8.6% for the eight-and 12-quarter in-sample forecast horizons. Unbiasedness is not found in any of the global nonparametric regressions despite them being able to explain more of the variation in the regressand for all regressions involving PCE and CPI.
Second sample period: beginning from 1984:Q1. In taking into account a structural break, the parametric and global nonparametric models produce different results than that of the first sample period. Table 10 (Panel A) presents the average estimated coefficients for the regressions involving PCE for all 50 vintages. Except for the regression involving the first in-sample forecast horizon, the estimated slope coefficients are closer to unity similar to the global nonparametric slope coefficients. Regarding Regression B, which concerns the CPI, all the estimated vertical intercepts for the parametric and global nonparametric models are negative except for the global nonparametric regressions involving the two-quarter in-sample forecast horizon, which is essentially zero. As with Regression A, the average estimated slope coefficients are closer to unity especially for the latter three in-sample forecast horizons. The 12-quarter in-sample forecast horizon for both the parametric and global nonparametric regressions are extremely close in magnitude. In the two methodologies, all the estimated slope coefficients are statistically significant as is shown in Table 10 (Panel B).
Once the structural break is taken into account, the R 2 of the parametric model improves dramatically when compared to the first sample period as is demonstrated in Table 8 . Despite this, when compared to the parametric model, the global nonparametric model is still able to explain at a minimum 41% more of the variation in the h-quarter change in PCE and 26% of the variation in the h-quarter change in CPI in the four-quarter in-sample forecast horizon. The most dramatic increase involves the one-quarter in-sample forecast horizon with the global nonparametric model being able to explain 95% more of the variation in the regressand for Regression A and 125% more of the variation in the regressand for Regression B than the parametric model.
Concerning the joint hypothesis test with a null of unbiasedness, the results of the F-test in the parametric model are vintage-related as demonstrated by Table 9 (Panel A and B).
19 For both Regressions A and B, the null of unbiasedness is rejected for the global nonparametric model at the 5% significance level for all in-sample forecast horizons. Contrary to the first sample period, the parametric model, at least for the latter vintages, the null of unbiasedness fails to be rejected at the 5% significance level for all insample forecast horizons except for the one-quarter in-sample forecast horizon involving CPI. Thus, regarding unbiasedness, the parametric model and the global nonparametric model do not concur on unbiasedness for any of the in-sample forecast horizons in the second sample period.
Local nonparametric empirical results
The window widths for each vintage and for each sample period are calculated using Fan and Gijbels' (1995) IRSC method as described in the Section 'The nonparametric model' and is available upon request. Stating the range of the window width from the first vintage to the last vintage, the range of the window width for the regressions involving PCE is from 0.27 to 0.20 for the first sample period and from 0.22 to 0.05 for the second sample period. For the regressions involving the CPI, the window widths for the first sample period range from 0.29 to 0.18 and from 0.46 to 0.19 for the second sample period.
For both sample periods, the Ha¨rdle and Mammen (1993) 
wild bootstrap test as depicted in Equation 16
produces p-values that are less than 0.05 for all fifty vintages in both sample periods. This means that the parametric and nonparametric models are statistically different. Based on the fact that the local nonparametric model produces higher R 2 , which are presented in Tables 8 and 11 , and the results of the Ha¨rdle and Mammen (1993) wild bootstrap test, the local nonparametric model is better able to model inflation persistence than the parametric model. First sample period: beginning from 1960:Q1. For Regression A for V_2008:Q2, it might seem to be a mistake that conditional on 2006:Q4, the estimated vertical intercept for the two-quarter in-sample horizon is 20.75, and the estimated slope is À5.62, but 19 Regarding the parametric model for the second sample period, the null of unbiasedness also fails to be rejected at the 5% significance level for the following sporadic vintages not specifically mentioned in Table 9 (Panel A): h 1 : V_1999:Q4 to V_2000:Q1 and V_2001:Q4 to V_2002:Q1, h 4 : V_1999:Q4, V_2001:Q3 to V_2001:Q4, and V_2002:Q4 to V_2003:Q2, h 5 : V_1996:Q1, V_1997:Q3, V_1999:Q4, V_2003:Q3.
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H. L. R. Tierney when examining the fitted values, the local nonparametric fitted value is 5.027 and the parametric fitted value is 1.14 with the actual value of the two-quarter ahead in-sample forecast of inflation being 5.07. This is just one of the many instances where nonparametrics is able to pick up the curvature of the data better than the parametric version, which helps to explain why the nonparametric model has smaller residuals. Hence, regarding the interpretation of nonparametric models, it is important not only to look at the estimated coefficients but more importantly at the fitted values in order to determine if the local nonparametric estimates 'make sense' and are not an anomaly in the sense of being window width driven (Ha¨rdle, 1994; Wand and Jones, 1995) . Figures 2(a, b) and 3(a, b) illustrate the estimated fitted values of the parametric and local nonparametric values along with the actual values of the four-quarter change and the 12-quarter change in total PCE and total CPI, respectively. With the inclusion of the structural break, the local nonparametric model is better able to capture the actual in-sample forecasts of total inflation despite there being a great deal of local curvature with the exception of the oils shock of the mid-1970s and the turmoil of the early 1980s, thus explaining the much higher R 2 for both Regressions A and B. Fan et al.'s (2001) generalized nonparametric LR-test for Regression A, with the null of conditional unbiasedness being rejected for the regressions involving all insample forecast horizons except for V_1999:Q4, which is problematic since much of the dataset needs to be interpolated. A summary of the joint hypothesis tests of the aggregated local nonparametric estimates for both Regressions A and B can be found in Table 9 (Panel A and B). Regarding Regression B, as shown in Table 5 Core inflation and trend inflation 17 forecast horizons except for the 12-quarter in-sample forecast horizon with the exceptions of vintages, V_2005:Q1 to V_2006:Q1. Hence, according to Fan et al.'s (2001) generalized nonparametric LR-test, only for CPI and only at the 12-quarter mark does core CPI capture the general trend of total CPI in the first sample period. Hence, with regards to the empirical estimation of Regressions A and B, this article finds that both the parametric and nonparametric models agree upon unbiasedness with regards to the 12-quarter in-sample forecast of CPI only. Although nonparametrics is able to provided conditional local estimates, the effects of data revision are much more difficult to pinpoint with any degree of certainty because of the continual updating of the real-time dataset with new information. In order to isolate the effect of data revisions, one must keep the number of observations the same while varying only the vintages; this is left for future research.
Second sample period: beginning from 1984:Q1. Figures 4 (a, b) and 5 (a, b) demonstrates the estimated fitted values of both the parametric and local nonparametric values along with the actual values of the one-quarter change and the four-quarter change in total PCE and total CPI, respectively. With the removal of the structural break, the parametric model performs better, but the nonparametric model still out performs the parametric model. The regressions involving the one-quarter in-sample forecast horizon, as is found in Figure 4 (a) and (b), are illustrated since the difference in terms of explanatory power between the parametric and nonparametric models, as described by the R 2 is the highest. Similarly, the regressions involving the four-quarter in-sample forecast horizon are depicted since they involve the lowest in terms of the difference of the R 2 between the parametric and local nonparametric models. With regards to Fan et al.'s (2001) generalized nonparametric LR-test for the aggregate nonparametric model, for Regression B, which involves CPI, for the same in-sample forecast horizon such as the eight-quarter in-sample forecast horizon, the results of 18 H. L. R. Tierney the joint hypothesis test for unbiasedness are mixed, which is analogous to the finding of the parametric model with a summary of the results being provided in Table 6 (Panel A and B). Concerning Regression A, the earlier vintages of the four-quarter in-sample forecast horizon find unbiasedness while the vintages after and not including V_2002:Q4 find that the aggregated nonparametric model to be biased.
IV. Conclusion
The contributions of this article are the strongest on the two main fronts of methodology and empirical results and the third front of real-time data analysis being inconclusive. Concerning the methodology, the innovation of a nonparametric GMM method is used to account for autocorrelation at the local nonparametric level through the use of the Newey-West HAC estimator, which to the author's best knowledge has not been previously presented. In addition, as it pertains to the nonparametric methodology, this article proposes comparing the parametric benchmark with the aggregate local nonparametric model instead of just using the global nonparametric estimators, which are the average of the local nonparametric estimates as is typically done in the nonparametric literature. It should be noted that the global nonparametric estimators are presented as a measure of central tendency but hypothesis tests based on using these measures are inadequate since the residuals that are not formed by minimizing the residual sum of squares.
Regarding the empirical results of capturing inflation persistence, this article finds that core inflation, which is total inflation minus the volatile components of food and energy, does not appear to consistently capture the overall trend of total inflation regardless of whether PCE or CPI is used. Of the two measures, CPI performs better than PCE with regards to modelling inflation persistence. The findings of unbiasedness especially in the second sample period can possibly be vintage-related, which could be due to the incorporation of new data or data-revisions. This is Core inflation and trend inflation 19 an argument in favour of using real-time data, but this warrants further investigation. The parametric model is more likely to be unbiased, meaning that core inflation is able to predict the h-period ahead changes in total inflation for both PCE and CPI but is also vintage-related and sample-related in spite of being able to explain less of the variation in the regressand which makes one question the findings of unbiasedness in the parametric model. This article also finds that the presence of a structural break affects the empirical findings. In the presence of a large structural break such as the one that occurs in the early 1980s for PCE, core PCE, CPI and core CPI, the ability of the parametric model to explain the variability of the h-period ahead change in total inflation is dramatically decreased when compared to the subsample period with the removal of the structural break. The local nonparametric model fares better in the presence of a large structural break, but still, once the structural break is taken into account, the explanatory power of the local nonparametric model as captured by the R 2 also increases drastically, but not as drastically as the parametric model. The contribution of this article is regards to the exact effect of data-revision on measuring the persistence of inflation is uncertain. The use of a recursive methodology in a parametric and nonparametric framework is not enough to isolate the effects of data-revision. In the presence of data revision, even when new data is incorporated by using a dynamic gain parameter, it is not clear whether the change produced in the local conditional regression is from the incorporation of new data or due to data revision. Hence, this article finds that it is important to isolate the effect of data revisions by keeping the dataset constant and varying only the vintages, which is left for future research.
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