Efficient estimation with missing data is an important practical problem with many application areas. Parameter estimation under nonresponse is considered when the parameter is defined as a solution to an estimating equation. Using a response probability model, a complete-response empirical likelihood method can be constructed and the nonparametric maximum likelihood estimator can be obtained by solving the weighted estimating equation where the weights are computed by maximizing the complete-response empirical likelihood subject to the constraints that incorporate the auxiliary information obtained from the full sample. Often the constraints are constructed from the working outcome regression model for the conditional distribution of the estimating function given the observation. The proposed method achieves the semi-parametric lower bound when we correctly specify the conditional expectation of the estimating function, regardless of whether the response probability is known or estimated. When the response probability is estimated nonparametrically, the resulting empirical likelihood method automatically achieves the semi-parametric lower bound without specifying the conditional distribution of the estimating function. Asymptotic theories are derived and simulation studies are also presented.
INTRODUCTION
The empirical likelihood (EL) method, proposed by Owen (1988 Owen ( , 1990 , has become a very powerful tool for nonparametric inference in statistics. It uses a likelihoodbased approach without having to make a parametric distributional assumption about the data observation. Thus, the EL method often leads to efficient estimation and enables likelihood-ratio type inference. Qin and Lawless (1994) considered the situation when the parameter of interest is the solution to a system of estimating equations. Owen (2001) provide a comprehensive overview of the EL method.
In the case of missing data, however, the EL method is not directly applicable and some adjustment needs to be made. Qin (1993) addressed this problem using a biased sampling argument of Vardi (1985) . Wang and Rao (2002) used regression-type imputation approaches to empirical likelihood inference. Wang and Chen (2009) used a nonparametric regression imputation approach to handle missing data in the empirical likelihood inference. The imputation approach uses some assumptions about the missing data given the observed data and usually assumes that the response mechanism is ignorable in the sense of Rubin (1976) . Under an ignorable missing mechanism, the explicit modeling of the response model is avoided.
In this paper, we consider an alternative approach to handling missing data using a model for response probability. Use of a parametric response probability model in the empirical likelihood inference has been considered in Qin and Zhang (2007) and in Chen et al. (2008) . Qin et al. (2009) and Tan (2011) considered using EL to model the complete likelihood, where the nonparametric likelihood function is computed for the whole sample including the units with missing data. The use of complete likelihood attains the full efficiency and also provides a nice theory of the limiting chisquared distribution in the likelihood ratio test statistics. However, as a practical matter, the unit-level information for the complete likelihood is not always available and the complete likelihood cannot be computed. For example, in voluntary surveys, the individual values of auxiliary variables in the nonsampled part are not usually available. In this case, the approach of using the complete likelihood may not be applicable.
In the case in which the response mechanism is nonparametrically modeled, the literature is somewhat sparse. Cheng (1994) discussed some asymptotic properties of the mean estimator using the kernel regression method to estimate the conditional outcome regression model under an ignorable missing case. Recently, Kim and Yu (2011) extended the approach of Cheng (1994) to handle nonignorable nonresponse. Xue (2009) discussed an empirical likelihood method for linear models using the weights computed from a nonparametric model where the kernel regression method is used to estimate the response model. Da Silva and Opsomer (2009) considered another type of nonparametric response probability estimation using local polynomial regression. Hirano et al. (2003) and Cattaneo (2010) discussed semiparametric efficiency of the nonparametric response propensity estimators in the context of estimating average treatment effect in econometrics.
In this paper, we propose a unified approach of the EL method with missing data that avoids using the complete likelihood. Under the setup of estimating function in Qin and Lawless (1994) , the proposed method can handle the situation regardless of whether the response probabilities are known or estimated, parametrically or even nonparametrically. When the response probabilities are estimated from a parametric model, the proposed method under the ignorable response mechanism is similar to the method of Qin and Zhang (2007) . The proposed method is directly applicable to the problem of the propensity score weighting method. The propensity score weighting method can be found, for example, in Durrant and Skinner (2006) , Kim and Kim (2007) , and Chang and Kott (2008) . We show that employing EL method using a suitable choice of control variables leads to efficient estimation in the sense that it achieves the lower bound of the asymptotic variance. Optimal choice of the control variable requires correct specification of the conditional distribution of the missing data given the observation. Under the nonparametric propensity score method, which will be discussed in Section 5, the lower bound of the asymptotic variance can be achieved without correctly specifying the conditional distribution.
In Section 2, we first review the existing methods of empirical likelihood under missing data and discuss a unified approach of the EL method. Asymptotic properties of the proposed estimator under known response probabilities are discussed in Section 3. The proposed EL estimator is discussed under estimated response probability in Section 4. Use of the nonparametric response model for the EL approach is discussed in Section 5. Results from the simulation study are reported in Section 6. Concluding remarks are made in Section 7.
BASIC SETUP
Consider a multivariate random variable (X, Y ) with distribution function F (x, y) that is completely unspecified except that E{U(X, Y ; θ 0 )} = 0 for some θ 0 . We are interested in estimating the parameter θ 0 from a random sample of the distribution. To avoid unnecessary details, we assume that the solution to E{U(X, Y ; θ)} = 0 is unique. For simplicity, we assume that the dimension of U is equal to the dimension of θ.
If (x i , y i ), i = 1, 2, . . . , n, are n independent realizations of the random variable (X, Y ), a consistent estimator of θ 0 can be obtained by solving
In this paper, we consider the problem of estimating θ 0 when x is always observed and y is subject to missingness. Let r i = 1 if y i is observed and r i = 0 otherwise. We consider an approach based on the empirical likelihood (EL) method.
To explain the idea, first note that the joint density of the observed data can be written as
where n r is the response sample size, p = Pr(r = 1), f (x, y|r) is the conditional density of (X, Y ) given r, and f (x i |r i = 0) = f (x i , y i |r i = 0)dy i is the marginal density of X among r = 0. In the empirical likelihood approach, the distribution is assumed to have the support on the sample observation. Let F 1 (x, y) = Pr(X ≤ x, Y ≤ y|r = 1) and F 0 (x, y) = Pr(X ≤ x, Y ≤ y|r = 0). Under the empirical likelihood approach, we can express
where ri=1 ω i = 1, ω i is the point mass assigned to (x i , y i ) in the nonparametric distribution of F 1 (x, y), and I(B) is an indicator function for event B. To express F 0 (x, y) using ω i , note that we can write
where
Thus, we can express
is completely determined by two factors: ω i and O i . The factor ω i is determined by the distribution F 1 (x, y) and the factor O i is determined by the response mechanism. If Odd(x, y) is a known function of (x, y), then we have only to determine ω i . From (4), the joint distribution of (x, y) can be written as
Thus, we have ri=1 ω i O i = 1/p − 1 and
.
We propose maximizing the pseudo-likelihood ri=1 f (x i , y i |r i = 1) in (2) in constructing the empirical likelihood. The proposed empirical likelihood approach can be formulated as maximizing
Note that, in constraint (6), the observed values of x i with r i = 0 are not used. To incorporate the partial information, we can impose
as an additional constraint for some h(x i ; θ). The choice of h(x; θ) will be discussed later. There are several other approaches using the empirical likelihood with missing data. Qin et al. (2002) considered using empirical likelihood for nonignorable nonresponse. Wang and Rao (2002) proposed empirical likelihood-based inference under imputation for missing response data. Qin and Zhang (2007) proposed an empirical likelihood method for estimating the mean response under ignorable missing data where the response probability π i = Pr(r i = 1|X i ) is parametrically modeled by π i = π i (φ 0 ) for some φ 0 . Specifically, they proposed maximizing
whereφ is the maximum likelihood estimator of φ 0 in the response probability, h(x i ) is an arbitrary variable, and
Once the estimated probabilityp i is computed by the above maximization procedure, the population mean can be estimated byθ = ri=1p i y i . Chen et al. (2008) built two empirical likelihoods for response and nonresponse variables separately and formulated two estimating equations based on these two empirical likelihoods. In the context of the current setup, their proposed method can be described as maximizing l = ri=1 log(p i ) + rj =0 log(q j ), subject to ri=1 p i = 1, p i ≥ 0, rj =0 q j = 1, q j ≥ 0, and
whereφ is the maximum likelihood estimator. Qin et al. (2009) 
whereφ is the maximum likelihood estimator. The computation requires that the individual values of x i for r i = 0 be available, which is not always possible, as discussed in Section 1. For example, in survey sampling problem, we only observe (x i , y i ) for r i = 1 and the aggregate information
In this case, the method of Qin et al. (2009) is not applicable.
In Section 3, some asymptotic properties of the proposed EL estimator described in (5)- (7) are developed for the case when π i = Pr(r i = 1 | x i , y i ) is a known function of (x i , y i ). In particular, we show that the optimal choice of h(x i ; θ) that minimizes the asymptotic variance of the resulting EL estimator of θ is
In Section 4, we consider the case where
) is a parametric model of the form Pr(r = 1 | x, y) = π(x; φ 0 ) for some φ 0 . By plugging estimatorφ of φ 0 into the empirical likelihood procedure, we can find the empirical likelihood estimator. The asymptotical properties of this estimator are discussed in Section 4. If a parametric form of π is unknown, we can use a nonparametric model for π. Asymptotical properties of the EL estimator using a nonparametric estimator of π are discussed in Section 5.
ESTIMATION WITH KNOWN RESPONSE PROBABILITY
In this section, we assume that the true response probability π = Pr(r = 1|X, Y ) is known, which is often the case with survey sampling where π i denotes the first-order inclusion probability and the response indicator r represents the sampling indicator. The regularity conditions of this section can be found in Appendix A.1. Our proposed estimator introduced in Section 2, (5)- (7), can be described as maximizing
ri=1
The choice of h i (θ) depends on two factors: One is the statistical efficiency and the other is the availability of n
In some situations, individual values of x i are not available in the sample, and
x i is the only available information. In this case, h i (θ) = x i can be used in (13), even though it may not be the optimal choice for minimizing the variance. The EL estimator of θ is then obtained bŷ
The following theorem presents some asymptotic properties of the EL estimatorθ h1 . The proof is presented in Appendix A.2.
Theorem 3.1. Letθ h1 be the solution to the maximization above. Then, under the regularity conditions (C1)-(C5) in Appendix A.1, we havê
where (16) and A ⊗2 = AA .
, we always have V(θ h1 ) ≥ V(θ n ), whereθ n is the solution to (1). According to the above theorem, we can get the consistent variance estimator by usingV h1 =τΩ h1τ , whereτ = −{n
For the special case of θ = E(Y ) and h = x, after some algebra, we havê
2 , which is close to the optimal estimator within the linear class. The resulting estimator is asymptotically equivalent to the optimal EL estimator considered in Kim (2009) . Remark 3.1. The EL estimator of Chen et al. (2008) 
where V c = τ Ω hc τ , and Ω hc = V{rπ
Thus, the estimator of Chen et al. (2008) achieves the minimum variance when h/(1 − π) ∝ E(U | x) while the asymptotic variance of the proposed EL estimator is minimized when h ∝ E(U | x). The Qin-Zhang-Leung (QZL) estimatorθ QZL defined in (10) and (11) 
Note that the choice of B = B q minimizes the variance of rπ −1 U − (rπ −1 − 1)Bh and the QZL estimator is optimal in the sense that it minimizes the variance among its class. This is because the QZL estimator uses the complete likelihood n i=1 log(ω i ) while our proposed estimator uses only pseudo-likelihood. If h ∝ E(U|X), then all the estimators, excluding the estimator of Chen et al. (2008) , achieve the same asymptotic variance. A numerical comparison is also made through a simulation study in Section 6.
In the following corollary, we find an optimal constraint that minimizes the asymptotic variance in (15). The proof is presented in Appendix A.3. 
The lower bound in (17) is the same as the semiparametric lower bound for the asymptotic variance discussed in Robins et al. (1994) and Chen et al. (2008) .
Remark 3.2. To compute the solution to the constrained optimization problem of maximizing (12) subject to (13), the following two-step algorithm can be used. In the first step, the optimal weight that maximizes (12) subject to
In the second step, we can get the resulting EL estimatorθ h1 by solving
Such a two-step algorithm was discussed in Chaudhuri et al. (2008) when the control function h i does not depend on θ. Usingĥ i = h(x i ;θ), whereθ is any √ n-consistent estimator of θ, in the two-step optimization is asymptotically equivalent to the original solution.
ESTIMATION WITH UNKNOWN RESPONSE PROBABILITY
We now consider the case when the response probability is known up to some parameter and has the known form P r(r = 1|X, Y ) = π(X; φ 0 ), for some φ 0 . Thus, we assume that the response mechanism is ignorable. We also assume that there existsφ such that
If the true response probability π i = π i (φ 0 ) is estimated byπ i = π i (φ), then the proposed EL estimator can be described as maximizing (12) subject to (19)
The following theorem presents some asymptotic properties of the proposed EL estimator. 
where B is defined in (14),
A consistent variance estimator of V h2 can be constructed byV h2 =τΩ h2τ ,
Comparing (21) with (14), we have an extra term, −Cb i (φ 0 ), in the linearization. This is because we have additional randomness due to estimating parameter φ 0 .
Thus, the asymptotic variance is equal to
which is equal to the lower bound in (17) when the propensity score is known. Under the optimal choice of h, the lower bound for the asymptotic variance is achieved regardless of whether the propensity score is known or estimated. According to Remark 4.1, the choice ofφ does not make any difference in the asymptotic variance ofθ h2 , as long as h ∝ E(U | X) is used in (19). If h ∝ E(U | X) does not hold, then the choice ofφ makes a difference. While the MLE of φ 0 is a popular choice, it does not necessarily lead to the optimal estimator. To see this, letφ q be a consistent estimator of φ 0 that can be obtained by solving the following equation:
where q i (φ) is an arbitrary function to make the solution of (22) unique. Note that equation (22) can be called the calibration equation in the sense that the estimator for the mean of q i , using the propensity score, is equal to the sample mean of q i . The MLE of φ 0 also belongs to the class because it satisfies (22) with q i = π i logit(π i ). Under some regularity conditions, we haveφ q → p φ 0 , regardless of the choice of q i . For example, instead of using the maximum likelihood method, we can use q i (φ) = (1, x i ) in (22) to estimate φ 0 . Such estimation is particularly useful when individual values of x i are not available outside the respondents, but the sample mean of x i is available from an external source.
The following theorem discusses the optimal choice of q in the calibration equation (22) 
where V h2 = τ Ω h2 τ , and
In addition, we have
with equality if α q = h * − Bh for some α.
In Theorem 4.2, the meaning of h * − Bh is the residual for the regression of h * = E(U|X) onh. If h ∝ h * , then the residual is equal to zero and the lower bound is achieved, as discussed in Remark 4.1. If h ∝ h * does not hold, we cannot achieve the lower bound and the efficiency can be improved by how well q explains the conditional expectation E(U | X). In the extreme case of h ≡ 0, the choice of q ∝ h * achieves the lower bound while the choice of q i ∝ π i h * , which corresponds to the maximum likelihood estimation of φ 0 , does not achieve the lower bound and thus leads to less efficient estimation.
NONPARAMETRIC ESTIMATION OF THE RESPONSE MECHANISM
In this section, we consider nonparametric estimation of the response probability. For simplicity, we assume the response mechanism is ignorable, π(x) = Pr(r = 1|x), and consider estimation of π nonparametrically. To this end, we consider kernel estimation of the response model as below:
where K H (s) is the kernel function which satisfies certain regularity conditions and H is the bandwidth. In addition, we define K H (s, t) = K {(s − t)/H} . Let f (x) be the probability density function of X. In addition to regularity conditions (C1)-(C5) in Appendix A.1, we also assume the following regularity conditions: (C6) f (x) and π(x) have bounded partial derivatives with respect to x up to an order q with q ≥ 2, 2q > d x almost surely, where d x is the dimension of x. (C7) The kernel function K(s) is a probability density function such that (a) It is bounded and has compact support.
Conditions (C6)-(C8) are common conditions used for nonparametric problems. In condition (C8), we used √ nH q → 0 to control the bias due to kernel smoothing, and nH 2dx → ∞ is used to produce consistent estimation of the conditional distribution as well as control the convergence rate of response probability estimation. Condition (C9) is used to avoid extreme propensity scores. Wang and Chen (2009) used the kernel smoothing method to estimate the conditional distribution function. They claimed that even though the curse of dimensionality is an issue for estimating the conditional distribution function, it does not play a leading order effect on estimating the finite dimensional parameter θ as long as the bias of the kernel estimator is controlled. Similar results will hold in our EL method when estimating propensity scores nonparametrically.
Under those regularity conditions, the proposed empirical likelihood method can be constructed similarly by maximizing (12) subject to
The following theorem presents some asymptotic properties of the proposed EL estimator of θ 0 using nonparametric response probability (24).
Theorem 5.1. Letθ h3 be the empirical likelihood estimator that is obtained by maximizing (12) subject to (25). Under the regularity conditions (C1)-(C9), we havê
By Theorem 5.1, the asymptotic variance ofθ h3 using nonparametricπ i,H is equal to the semiparametric lower bound in (17) . Note that the linearization in (26) does not depend on the choice of h in (25). This means that the same result (26) can be achieved for different choices of h. This is because, according to (40) in the proof of Theorem 5.1 in Appendix A.6, we have
whereh = h − μ h and h is any arbitrary function of x with some moment conditions described in Appendix A.1. In addition, the second constraint in (25) can be written as
, which implies that we can safely remove it. As was also pointed out by Hirano et al. (2003) , the inverse probability weighted estimator is globally semiparametrically efficient and the calibration step does not improve the efficiency. Thus, using the nonparametric estimator (24) of the response probability, the EL solution can be written as maximizing (12) subject to
which is equivalent to obtainθ h3 by solving n
According to Theorem 5.1, a consistent variance estimator for V h3 isV h3 =τΩ h3τ , whereτ = −{n (27) . Then, as n → ∞,
p , where p is the dimension of θ.
According to Theorem 5.2, we can construct a Wilktype confidence region for θ 0 without calculating the variance estimator, if E {U(θ 0 )|X} = 0 holds. For example, if E(Y |X) = X θ, then U = (Y − X θ)X satisfies E {U(θ 0 )|X} = 0. If E(U|X) = 0, but we know E(U|X), the result for Theorem 5.2 holds by replacing U with U * = U−E(U|X). Alternatively, a resampling method, such as bootstrap or jackknife, can be used to construct a confidence region for θ 0 .
SIMULATION STUDY
In the simulation study, the following two models were considered to generate the samples:
iid exp(1) − 1, and y i = 0.5 + 0.5x i + 0.5z i + e i . Under this setup, we considered eight estimators of θ 0 .
1. QZ: The EL estimator of Qin and Zhang (2007) using
The EL estimator of Chen et al. (2008) using h i = (x i , z i ) in (9). 3. QZL: The EL estimator of Qin et al. (2009) , which is obtained by maximizing
NEW (MLE): The proposed EL estimator using
, whereπ i is computed by the MLE of φ.
NEW (CAL): The proposed EL estimator using
, whereπ i is computed by the calibration method on (1, x). That is,φ is computed by solving (22) with q i = (1, x i ) . 6. NEW (NP1): The proposed EL estimator using nonparametric estimator (24) of π(x) = P (r = 1 | x) and h i = (x i , z i ) in (19). In addition, we used the Gaussian kernel and the reference bandwidth H = 1.06σ x n −1/5 , whereσ x is the estimated standard deviation of x i in the sample. 7. NEW (NP2): The proposed EL estimator using nonparametric estimator (24) of π(x) = P (r = 1 | x) without using h i = (x i , z i ) in (19). We used the same kernel density and bandwidth as NEW (NP1). Table 1 presents the Monte Carlo biases, variances, and mean square errors of the eight estimators under the four difference scenarios. Under Scenario 1, when both the outcome regression model and the response probability model are correct, the simulation results in Table 1 show that all the estimators are comparable since they all achieve the semiparametric lower bound except for CLQ, as discussed in Remark 3.1 and Remark 4.1. The NP2 method also shows some efficiency loss because the nonparametric propensity estimator does not make use of z i information. Under Scenario 2, when only the outcome regression model is correct, the CLQ estimator shows a large bias, suggesting that the CLQ estimator is not robust against the failure of the response model. In terms of efficiency, the QZ method, QZL method, and the proposed EL estimators show the smallest variances. Under Scenario 3, when only the response probability model is correct, the biases are all negligible. The QZL estimator is more efficient than the proposed EL estimator using maximum-likelihood estimation, which is discussed in Remark 3.1. The nonparametric estimators, NEW (NP1) and NEW (NP2), show good efficiency because they automatically achieve the lower bound in (17) without correctly specifying the outcome regression model, which is consistent with the theory in Theorem 5.1. The NEW (NP2) is slightly more efficient than NEW (NP1) because it does not use calibration on the wrong outcome regression model. When both models are incorrect, as in Scenario 4, the nonparametric estimators still show negligible bias because they estimate the response probability consistently. In terms of efficiency, the nonparametric estimators are quite comparable because they achieve the semi-parametric lower bound.
CONCLUDING REMARKS
We have considered a respondent's weighting approach of empirical likelihood in the sense that the empirical likelihood weights are created only for the respondents, rather than being created for the entire original sample. Unlike the full-sample-weighting approach considered in Qin et al. (2009) , the proposed method does not enjoy the nice property of the limiting chi-squared distribution of the likelihood ratio statistics. However, because the empirical likelihood weights are created only for the respondents, the proposed method is more useful in the situations where the individual values of the auxiliary variable are not available outside the respondents. For example, in voluntary surveys, the demographic information of the population can be easily incorporated into the proposed empirical likelihood method. Real data application using the proposed empirical likelihood approach will be presented elsewhere. 
A.2 Proof of Theorem 3.1
To discuss the asymptotic properties of the EL estimator, we write (28)
By using a similar argument of Lemma 1 of Qin and Lawless (1994) , it can be shown that (θ h1 ,λ ) → p (θ 0 , 0 ) . To prove the asymptotic normality ofθ h1 , by (28) and (29), we haveQ
According to conditions (C1)-(C5) and (θ h1 ,λ ) → p (θ 0 , 0 ) , we can apply the standard arguments using Taylor expansion to get
Because of the existence of moments, we have
So, after some algebra, we havê
Hence, by the existence of second moments, we get
A.3 Proof of Corollary 3.1
Note that Ω h1 in (16) satisfies
where the equality is achieved when h ∝ h * = E(U|X). The asymptotic variance ofθ h1 achieved at h ∝ h * = E(U|X) is equal to
A.4 Proof of Theorem 4.1
To discuss the asymptotic properties of the EL estimator, we writê
and
Q 2 (θ, λ, φ)
Hence (θ h2 ,λ) is the solution defined by equation Q 1 (θ h2 ,λ,φ) = 0 andQ 2 (θ h2 ,λ,φ) = 0, whereφ is defined in (18). By using a similar argument as that for Theorem 3.1, we can prove (θ h2 ,λ ) → p (θ 0 , 0 ) . Next, we want to prove the asymptotic normality ofθ h2 . According to (30) and (31), we havê
By using Taylor expansion around (θ 0 , 0, φ 0 ), we have 
A.5 Proof of Theorem 4.2
Becauseφ q → p φ 0 , under some moment conditions, by using Taylor expansion, we havê The equality holds when h * − Bh − CS −1 q = 0, which implies q = S(C C) −1 C (h * − Bh). Hence, the optimal choice of q is α q = h * − Bh for some α.
A.6 Proof of Theorem 5.1
For simplicity, we assume r = 1, q = 2 and d x = 1 in the following proof. A similar proof can be obtained for other cases. In order to prove Theorem 5.1, we first prove the following Lemma: Lemma A.1. Letπ i,H be the kernel estimator of π(x i ) which is defined in (24) . For the choice of h * = E(U |X), where U is the estimating function defined in (1), we have
Proof. By using the standard arguments in the kernel smoothing method, we have
According to (33), (34) and by using Taylor expansion, we have
By (35) and because of nH 4 → 0, nH 2 → ∞, we have
