In this letter, we describe a very general procedure to obtain a causal fit of the permittivity of materials from experimental data with very few parameters. Unlike other closed forms proposed in the literature, the particularity of this approach lies in its independence towards the material or frequency range at stake. Many illustrative numerical examples are given and the accuracy of the fitting is compared to other expressions in the literature.
Introduction
In this letter, we propose a general framework dedicated to the fitting of tabulated experimental data of complex permittivities [1, 2] . When using time harmonic numerical methods in electromagnetism, one sets a real frequency and uses the tabulated data, up to a simple interpolation, as it is. However, in time domain methods (e.g. Finite difference [3] , discontinuous Galerkin [4] ), the inverse Fourier Transform of the experimental data is needed since frequency dispersion in the time domain is generally tackled through an extra differential equation involving the polarization vector. An analytical expression of the relative permittivityˆ r (ω) fulfilling causality requirements has to be extracted from the data given in frequency domain. Same considerations hold when tackling generalized modal computations [5] of dispersive structures. This problem is well known and several closed forms have already been proposed: Drude and/or DrudeLorentz model, Debye model, critical points model [6] , or a combination of these elementary resonances [7, 8] . It is worth noticing that the form assumed is material dependent in the literature. In this letter we do not assume any particular form for the permittivity. The only requirement is the causality principle handled via the general constitutive relation between the electric field E and the polarization vector Pe. Causality is also ensured by assuming numerically that the experimental data satisfy appropriate parity requirements. We provide the details of the iterative least square approach, and provide numerical illustrations for semi-conductors and metals.
Mathematical formulation
In a frequency dispersive material with negligible magnetization, the electric displacement D is not only influenced by the electric field E, but also by the polarization vector Pe. A very general approach is to consider the following constitutive relation:
where the reality of both Pe and E requires p k 's and q l 's to be real numbers. Keeping causal solutions for Pe, it remains to carry out a Fourier transform with the following conventionf (ω) = R f (t)e −iωt dt:
Then, the electric susceptibilityχ(ω) is given bŷ
Using the fact that the electric susceptibility is expressed as a rational function, it is convenient to divide all the arXiv:1612.01876v1 [physics.optics] 6 Dec 2016
coefficients by q0, and calling
Consider now, some experimental data determined for instance by ellipsometry given by a set of corresponding points (ωm,χ
Data m
) with m = 0, . . . , M − 1. For passive materials these data are such that ωm ∈ R + and χ Data m ∈ C − were C − = {ξ ∈ C|Im{ξ} < 0}. These data can be organized into the following vectors
at ωm has a form as in Eq. (4), that is:χ
After some elementary manipulations and remembering that Q0 = 1, Eq. (6) reads:
with
and
(9) This can be rewritten in matrix form as:
where r is the column vector with entries rn, with n = 0, . . . , Nn + N d and Ξ is the M × (Nn + N d + 1) matrix with entries ξm,n. This overdetermined system can be solved in the sense of least squares [9] . That is, to find the vector R such that
This can be achieved, for instance, by the Householder transformation method [10] . In practice, we consider the entries of r to be complex, which relaxes our numerical scheme involving complex polynomials in (iω). The imaginary part of these numbers remains several orders of magnitude smaller than their real part.
Once the p k 's and q l 's coefficients have been determined, it is possible to obtain the poles and zeros ofχ(ω) by finding the roots of
Nn k=0 P k (iω) k respectively. Let Ωj, j = 1, . . . , N d be the obtained poles thenχ(ω) can be expanded as follows [11] :
where g is an holomorphic function representing a non resonant term ofχ and is approximated by a polynomial of degree Nn − N d . Assuming that this non resonant term is negligible, the amplitude coefficients Aj's can be obtained via the Tetrachotomy method [12] or as in the case of this paper by another least squares procedure. Note that this latest assumption simply amounts to compelling the degree of the numerator to be smaller than the denominator's.
Fitting data in practice
The first important step for fitting the data is to extend ω andχ Data , which are always given for positive frequencies only, so that the new vectors represent an electrical susceptibility with Hermitian symmetry. Second, we set N d = 2J for J ∈ N and Nn ≤ N d . This is done keeping in mind that each pole Ωj have its corresponding symmetric −Ωj and in order to ensure that the non resonant function g is at most a constant. In practice a good choice is to keep Nn = N d , which is the approach we will follow in the sequel. Next, when the poles Ωj and the associated amplitudes Aj are computed, it is handy to sort these pairs by the modulus of Aj. Once the data sorted, the sign of the imaginary part of ωj has to be checked. In the case of our choice for the Fourier Transform, the imaginary part of physical poles ωj must be non negative. If the first Jp pairs of poles (Ωj, −Ωj), with Jp ≤ J, have non negative imaginary part, then we can truncate the limit of the sum in Eq. (12) , that is:
It is easy to see that this expression presents Hermitian symmetry. Finally, if the error betweenχtrunc(ω) and χ Data according to a given norm is less than a certain tolerance, one can say the best fitting, according to this procedure, has been found. Otherwise it is necessary to repeat this procedure with J +1 points of poles and so on. It can be thought at first that the bigger the number of poles J the better will be the fitting. This is not true in general. As an illustrative example, the two and infinity norms fitting errors for Si [13] are shown in Figures 1  and 2 respectively. Notice that while the norm two error decreases as J increases, the norm infinity error does not exhibit a monotonic behavior. This is mainly due to the fact that the experimental data can exhibit measurement artefacts, for instance when switching from one source to another, and these small artefacts are revealed by the presence of spurious poles sometimes lying in the wrong (lower) half of the complex plane. These sharp spikes make the infinity norm increase once obvious poles are found. 
Results
The following tables are present the values of the poles ωj and associated amplitudes Aj = |Aj| exp(iφj) found when applying the method described above for different data sets. Also, the errors for 2−norm and ∞−norm expressed in percentage are given. The materials considered in this paper are: Gold and Copper [14] , Aluminum [15] , Silver [16] , GaAs, GaP [17] and Silicon [13] . The values for Au and Cu can be read in Tables 1 and 2 , for wavelengths λ in the range λ : 0.188 − 1.937µm. In the same way, Tables 3 and 4 Finally, for the case of semiconductors, GaAs and GaP parameters are given in Table 5 and 6 for λ : 0.234 − 0.840µm while Si parameters are written in Table 7 for λ : 0.25 − 1.0µm.These values were computed using the Python Code provided in (Ref. [18] ). 
Validation
In order to test the validity of our approach, two comparisons have been realized between our results and the ones found in the literature. In the case of metals, the results reported by Barchiesi and Grosges (B&G) in [7] for Gold (using experimental data from [14] ). In this case we set J = 8 and truncate the sum up to Jp = 2 (the same number of poles considered by B&G). The errors using 2−norm and ∞−norm expressed in percentage obtained by us are 3.01% and 1.27%, while for B&G are 9.98% and 6.65% respectively. For semiconductors, the Deinega and John (D&J) fitting parameters obtained for Silicon by considering two poles allow to compute a 2−norm error of 8.5% and a ∞−norm error of 15.63%. On the other hand, our approach setting J = 6 and Jp = 4 (the double of poles than D&J) allow us to compute corresponding two and infinity norm errors of 1.08% and 3.08%. 
Conclusions
In this letter, we proposed a simple yet systematic procedure for fitting experimental data of permittivities of resonant materials such as metals and semiconductors in the visible range. This procedure does not assume a priori any particular shape for the electric susceptibilityχ. The final expression obtained for the permittivity preserves causality and stability. This fitting is more accurate than those presented in the reviewed literature. It can be used as it is in numerical codes such as FDTD.
