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Abstract
Power systems exhibit nonlinear behavior especially during disturbances, necessitating
the application of appropriate nonlinear control techniques. Lack of availability of accu-
rate and updated models for the whole power system adds to the challenge. Conventional
damping control design approaches consider a single operating condition of the system,
which are obviously simple but tend to lack performance robustness.
Objective of this research work is to design a measurement based self-tuning controller,
which does not rely on accurate models and deals with nonlinearities in system response.
Designed controller is required to ensure settling of inter-area oscillations within 10−12s,
following disturbance such as a line outage. The neural network (NN) model is illustrated
for the representation of nonlinear power systems. An optimization based algorithm,
Levenberg-Marquardt (LM), for online estimation of power system dynamic behavior is
proposed in batch mode to improve the model estimation. Careful study shows that the
LM algorithm yields better closed loop performance, compared to conventional recursive
least square (RLS) approach with the pole-shifting controller (PSC) in linear framework.
Exploiting the capability of LM, a special form of neural network compatible with feed-
back linearization technique, is applied. Validation of the performance of proposed algo-
rithm is done through the modeling and simulating heavy loading of transmission lines,
when the nonlinearities are pronounced. Nonlinear NN model in the Feedback Lineariza-
tion (FLNN) form gives better estimation than the autoregressive with an external input
(ARX) form. The proposed identifier (FLNN with LM algorithm) is then tested on a
4−machine, 2−area power system in conjunction with the feedback linearization con-
troller (FBLC) under varying operating conditions. This case study indicates that the
developed closed loop strategy performs better than the linear NN with PSC.
Extension of FLNN with FBLC structure in a multi-variable setup is also done. LM
algorithm is successfully employed with the multi-input multi-output FLNN structure in
a sliding window batch mode, and FBLC controller generates multiple control signals for
FACTS. Case studies on a large scale 16−machine, 5−area power system are reported
for different power flow scenarios, to prove the superiority of proposed schemes: both
MIMO and MISO against a conventional model based controller. A coefficient vector Λ
for FBLC is derived, and utilized online at each time instant, to enhance the damping
performance of controller, transforming into a time varying controller.
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Chapter 1
Introduction
1.1 Background
Electric power supply systems are large and complexly interconnected. In many parts of
the world, deregulation, re-regulation, restructuring and continued uncertainties of what
is yet to come has led utilities to make different investment choices. As experience has
shown over the past decade or so, the process of gaining permission to construct new
lines has become extremely difficult, expensive, and time-consuming [1]. The burden on
the existing transmission system loading will continue to increase, requiring maximum
utilization of existing transmission assets. In addition, the generation sites (e.g., in
the north of UK) are remotely located relative to the load centers (down in south),
so transmission of power needs to cover a long distance. In this scenario, the major
concern is to achieve the security of power supply in the presence of low frequency
electro-mechanical oscillations [2, 3]. These oscillations are largely due to the swinging
of one group of generators relative to others within a frequency range 0.1− 1.0Hz [4]. A
number of incidents have been reported due to oscillatory instability and some of them
leading to infamous blackouts covering large areas [5] (for example, London August 08,
2003; Moscow May 25, 2005). This forces the network operators to adopt a conservative
approach such that the system operates within sufficient stability margin, resulting in
poor utilization of the existing assets.
Over the last three decades, considerable steps are taken to add supplementary damping
control to improve the security margin by reducing the undesirable oscillations [6–13].
Specifications for mitigating these oscillations varies from one utility to other, for example
in the UK a 10−12s settling time is specified [14]. Application of power system stabilizers
20
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(PSS) [10] to control the generator excitation system is an established technique and one
of the cost-effective methods to enhance the stability of power systems. Recently, flexible
ac transmission system (FACTS) technology penetrated into the control arena and proved
to be an effective solution to enhance reliability and transmission capacity on a long term
and cost-effective basis [15–20]. FACTS devices allow greater control of power flow and
secure loading of transmission lines to levels nearer to their thermal limits [21], offering
an alternative to new transmission line construction [21–24]. Moveover, these devices
are installed in the transmission lines and, therefore, have direct access to the quantities
which influence the inter-area oscillations. PSS is mature and less effective for the inter-
area mode damping as compared to the FACTS because the inter-area mode is often
poorly controllable from a single unit, located at a generator [15].
Usually, the dynamic behavior of power system is improved through the modulation of
the excitation system of the generators. Mostly, power system stabilizers (PSS) have been
used in order to damp the oscillations for years [25]. Conventional model based techniques
are used for control design which rely on the availability of accurate parameters of the
system. This depends on the accurate information of involved parameters such as load
current, voltage, frequency etc [26]. These crucial parameters are often difficult to obtain
in real-time environment. Independent power producers (IPPs) will further increase
complexity to the growing interconnection between the power systems. Hence, research
attention is toward the control design on the basis of system input-output measurements
which obviates the need of accurate information about system components.
1.2 Research Motivation and Objectives
Conventional control designs are simple but work only within a limited operating range.
The classical, non-adaptive designs may result in poorly damped or even unstable oscil-
lations in the case of contingencies and severe changes in operating conditions as they
are designed in the neighborhood of the nominal operating point [19]. The performance
radius of such a linear controller can be widened using robust control techniques [27–30].
However, following severe contingencies, the post-contingency system can be significantly
different from its nominal operating states and even beyond the performance radius of
designed robust controllers. In addition, the robust control designs require a system
model for certain operating condition and the performance radius is extended around
that operating point. The main concern for network operator is that after a disturbance
e.g., a fault on one of the buses, followed by outage of a part of the transmission network,
the system switches to a different operating condition or network topology which are not
known specifically in advance. Therefore, a self-tuning controller is required to main-
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tain good damping over a wide range of operating points. The controller must detect
the electromechanical oscillations, estimate the appropriate parameters of the controller
within a short time frame and exert appropriate control action to improve stability i.e.,
damping of the least stable modes.
More recently, efforts were made for an improved control of FACTS devices. So far, the
parameters of controller for PSS/FACTS are determined based on the linearized model
of power system. In order for the FACTS devices to provide an appropriate damping
over a wide range of operating points, its parameters needs to be fine-tuned in response
to the oscillations. Power systems are highly nonlinear with time varying parameters,
and a fixed control design based on the linearized model may not guarantee satisfactory
performance over various operating conditions [31]. Also to restrict the controller in the
linear domain might not be workable especially under sever loading conditions [32]. Thus,
a nonlinear self-tuning controller which takes account of the nonlinearities in system and
adapts to the changes in operating conditions could potentially yield better results [33].
The overall research intent is to design a nonlinear self-tuning controller which damp
the oscillations in the power systems for various post-disturbance system operating con-
ditions without manual adjustment or re-tuning of controller parameters. Moreover, it
should require minimal a-priori knowledge about the system and post-disturbance system
operating conditions.
The main objectives of this thesis are:
• Review and model NN structure, backpropagation algorithm, ARX−RLS estimator
in the open and closed loop framework.
• Extend the classical LM algorithm to a sliding window batch mode for online esti-
mation of system dynamic behavior.
• Nonlinear model estimation of the low frequency oscillatory dynamics using online
LM algorithm − adaptation of the LM algorithm for online application must show
faster convergence and accurate estimation of the nonlinear dynamics.
• Construct an appropriate FLNN structure compatible with the FBLC framework.
• Demonstrate the superiority of single-input single-output FBLC over PSC for power
systems application.
• Comparative evaluation of designed MISO/MIMO FBLC with a conventional con-
troller for power systems application.
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• Ascertain an adaptive coefficient vector Λ suited for FBLC in changing operating
conditions (post disturbance).
A schematic overview of the control architectures are presented in Fig. 1.1.
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Figure 1.1: Overview of the research work.
To set this work in context, the rest of this Chapter briefly introduces contemporary
system identification and control methodologies. Importance of the neural network struc-
tures in system modeling is then described. The opportunities presented by self-tuning
controllers for power oscillations damping are highlighted followed by describing the test
systems used in our power systems modeling. This Chapter closes by presenting the
structure of the rest of the thesis.
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1.3 Self-tuning Controllers in Power Systems
Power systems behavior is highly nonlinear and the effects are pronounced under stressed
operating conditions. However, linear controllers are usually designed to provide satis-
factory performance around a single operating condition. Also, it requires the accurate
information of the system parameters which are difficult to obtain, in general. To ensure
very little reliance on accurate system model, different adaptive techniques have been
proposed such that the controller is ‘self-tuned’ at each operating conditions. These
techniques have been widely used for different nonlinear systems such as robotics, air-
craft systems etc [34–36]. Similar techniques have also been adopted for power system
applications. Self-tuning control relying solely on measured signals, has been proposed
for power system stabilizers (PSS) [10] and flexible ac transmission systems (FACTS)
devices [19] to overcome some of the problems of model based designs, associated with
the identification of accurate model.
Crucial steps for the design of self-tuning controller are: identification of unknown non-
linear dynamical system behavior and control design. Different linear and nonlinear
models are used to represent the unknown system, which is identified through appro-
priate estimation algorithms. On the basis of the identified parameters, the controller
is subsequently updated at each sampling instant. The performance of the controller is
highly dependent on the identification of system. Oscillatory behavior of the power sys-
tem is usually estimated through the autoregressive with an external input (ARX) form
or standard neural network (NN) structures using least square techniques [37, 38]. For
linear control, pole-shifting controller has been mostly proposed based on the estimated
model [39]. However, the presence of nonlinearities in the measured signal can affect the
performance of the linear controller [40]. While neural network type of nonlinear approx-
imator and controller have been proposed by many researchers [31, 41–44], a classical
nonlinear control framework is hard to find.
In linear system identification, the autoregressive with an external input (ARX) model
usually work with the RLS algorithm to identify an unknown system [45–47]. This
algorithm can be used with the neural network structure but the model must be presented
as linear in parameter [48]. These techniques do not always produce acceptable results
as the nonlinearities are high in power system. Hence, the nonlinear model and the
correct estimation of the parameters is vital for the representation of the power system.
Mostly, neural networks are used for the representation of the nonlinear systems which
has the advantage of generalization and learning ability [31, 49]. In recent years, use of
multi-layer perceptron (MLP), radial basis function (RBF), recurrent and simultaneous
recurrent neural network (RNN and SRN) has been reported for online estimation of
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input-output mapping of nonlinear systems [17, 31, 50–56]. These methods typically use
the backpropagation (BP) or backpropagation through time (BPTT) to update the neural
network parameters online. These algorithms have the learning ability to capture sudden
changes in the system and readjust the parameters for obtaining the normality. However,
the learning process of backpropagation algorithm is slow [57], and they have limitations
to convergence time and achieved accuracy [17,31,54]. In this work, an online Levenberg-
Marquardt (LM) [58–62] algorithm is adopted that can be used with both linear and
nonlinear neural networks ensuring better accuracy and convergence. The classical LM
is adapted to work in sliding window batch mode. The additional advantage of using the
batch-LM is that the model parameters converge faster with greater accuracy than the
backpropagation algorithm [63].
Neural network based control in linear/nonlinear form have been proposed in power
systems [31, 33, 42], however, without any analytical proof of closed loop stability. But
in linear control scheme, the pole-shifting controller emphasize on the stability of the
closed loop system based on the pole characteristics of polynomial. In this technique,
the open loop poles are radially shifted towards the center of the unit circle in the ‘z’
plane by a shifting factor ‘α’ [10, 64]. However, it is not easy to choose suitable closed
loop pole locations, especially, if the system operates over a wide ranging conditions [65].
It is evident that the rule determining the pole-shifting factor is very important and
nonlinear system must be changed to its corresponding linear form. Also, it is not
straightforward to linearize the complex nonlinear function for a wide range of operating
points without compromising its performance. Hence a nonlinear controller, Feedback
linearizable controller (FBLC) [66–72], is required to overcome this problem. In this
work, a special form of nonlinear neural network called as feedback linearizable neural
network (FLNN), compatible with the FBLC, is used to represent the nonlinear low
frequency dynamics of the system. It is shown that the FBLC and FLNN can be applied
to generate different control signals for multiple actuating devices under various operating
scenarios without the need of manual tuning.
In the classical nonlinear control framework, controlling nonlinear systems through feed-
back linearization is quite limited, because it relies on exact knowledge of nonlineari-
ties. In order to use neural networks (NN) for estimation of nonlinear dynamics, an
online LM [61] algorithm is adopted in conjunction with the feedback linearization con-
troller [68–72]. This work explores the self-tuning controller for FACTS applications in
three possible scenarios: SISO, MIMO, MISO. In [73], the FBLC has been used to damp
single modal oscillation using a single-input, single-output (SISO) controller. The SISO
implementation is an initial attempt on a standard 4−machine, 2−area power system
to test the closed loop performance of our designed FLNN structure with FBLC. It is
25
1.4 Overview of the Test Systems
observed that multiple modes are difficult to handle with SISO in large power systems
as the observability of all the dominant modes are not adequate at a single location. In
addition to this, the multi-input, multi-output (MIMO) system has advantages for the
choice of controller design, and is effective once multiple actuators (FACTS) are installed
in large scale power systems rather than the SISO controller for each actuator. Here,
the measured signals from the different geographical location are used in estimator and
controller to generate the control signals for the FACTS devices. However, this situation
leads to the long distance transmission of the control signals to remote geographical lo-
cations, which is not practical in power systems. We can take a further step in reducing
the susceptibility of multiple control signals by replacing with only one controller output
i.e., MISO. The MISO scheme is viable if there is a single actuator installed in the power
system.
In brief, this thesis investigates the nonlinear self-tuning controller to damp out the
oscillations in the power systems. The chosen models for power system are linear as well
as nonlinear. Online batch mode LM are used for the parameters estimation of classical
NN and FLNN model. The pole-shifting controller was implemented using RLS and LM
for identification of ARX model and linear neural network model. Here, the consideration
is that the identification is fast and parameters converge smoothly. The performance of
proposed FLNN−LM in conjunction with FBLC is tested on two different test power
systems under both normal and heavy power flow.
1.4 Overview of the Test Systems
The general approach for modeling of several power system components is quite standard.
The problem of power system stability is primarily to keep the interconnected machines
in synchronism [74, 75]. Their stability is also dependent on several other components
such as the speed governors, excitation systems of the generators, the loads, the FACTS
devices etc. The dynamic behavior of an inter-connected power system is described
by a set of nonlinear differential-algebraic equations (DAE). Different types of models
have been reported in the literature for each of the power system components depending
upon the specific application. The models used in this study are described in [76], and
important to study inter-area oscillations. A quick overview of the test system is given
in this Section.
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1.4.1 4−machine, 2−area Power System
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Figure 1.2: 4−machine, 2−area power system.
A 4−machine, 2−area power system [3], shown in Fig. 1.2, is considered here for the case
study. This is a benchmark model to perform study on inter-area oscillations, because
of its realistic structure and availability of system parameters given in Appendix A.
During steady state, approximately 400MW flows from area 1 to area 2 over a 220 km
transmission line. To control and facilitate this tie-line power flow, a thyristor controlled
series capacitor (TCSC) [77] is installed in one of the lines to provide 10% compensation
in steady state and it has a dynamic range of variation from 1 to 50%. The details of
the system can be found in [2]. The presence of lightly damped inter-area mode would
introduce poorly damped oscillations following a disturbance in the system. The objective
is to design a control scheme for the TCSC to mitigate these unwanted oscillations.
There are two credible line outage scenarios possible for this simple system while main-
taining the system integrity. These are outage of one of the lines connecting buses 7 and 8
or an outage of the one of the lines between buses 8 and 9, both of which excites poorly
damped inter-area oscillations. To improve the damping of the resulting oscillations, a
supplementary damping control is to be designed for the TCSC using the measured flow
in line 10−9 for the reasons mentioned in [4,78]. Besides the nominal 400MW export from
area 1 to area 2, higher tie-line power transfer conditions, for example 775MW power
flow from area 1 to area 2 could be considered for validation of the proposed controller
performance. The probable models (ARX, NN and FLNN) and corresponding estimators
(RLS and LM) are described in Chapter 3 and Chapter 4. They represent actual system
response. The real power flow in the line connecting buses 10 − 9 was chosen as the
feedback signal for the controller since the inter-area mode are highly observable in this
measured signal.
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1.4.2 16−machine, 5−area Power System
The power system considered for the case study had 16 machines (generators) and 68
buses distributed over 5 different geographical areas as shown in Fig. 1.3. This is a
reduced order equivalent of the interconnected system: New England (NETS) − New
York (NYPS) from the seventies with three neighboring areas (areas 3, 4 and 5) rep-
resented by their dynamic equivalents. There are total five geographical regions. All
the generators are represented by sub-transient models. Generators G1−G8 have DC1A
exciters, G9 has a static exciter with a power system stabilizer (PSS) while the rest,
G10−G16, are under manual excitation control [2]. There are three major transmission
corridors between NETS and NYPS connecting busses 60− 61, 53− 54 and 27− 53. All
these corridors have double-circuit tie-lines for which the line parameters are given in
Appendix B. In the steady-state, the total tie-line power exchange between NETS and
NYPS is 700MW. The buses are renumbered as in [14] keeping the topology and the data
the same as in [74]. A detailed description of the study system including the generator,
excitation system, load and network parameters can be found in [4].
TCSCs Connected
Under nominal condition, about 1500MW and 600MW are exported to the NYPS from
areas 3 and 5, respectively. To support operational flexibility for large power transfers,
two thyristor controller series capacitors (TCSCs) are installed in the transmission lines
connecting buses 18− 50 and 41− 40 shown in Fig. 1.3. These are referred to as TCSC1
and TCSC2 for the rest of the thesis. In steady-state, TCSC1 provides 50% (of line
reactance) capacitive compensation while TCSC2 is set to 40%. Modal analysis reveals
the presence on three critical low frequency oscillatory modes (approximately 0.35, 0.50
and 0.60 Hz) with poor (less than 4%) damping. Similar power system configuration is
also used with single TCSC (displayed as TCSC1 in Fig. 1.3). It is employed with the
proposed MISO control structure, and is discussed in Chapter 6.
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Figure 1.3: 16−machine, 5−area Power System with 2−TCSC.
1.5 Thesis Organization
The contents of the rest of the thesis are as follows:-
Chapter 2 introduces the essential idea of the self-tuning controller and its subsequent
parts in detail. The focus is on the nonlinear control design, but linear system control
methods are also described to make a comprehensive comparison between linear and
nonlinear control methods. Different linear/nonlinear model architectures are presented
and the techniques for estimation of these models are discussed briefly. In last section, two
different controllers are discussed briefly: Pole-shifting controller and FBLC employed
with the nonlinear framework. This chapter provides a retrospective summary of self-
tuning control.
Chapter 3 is the fundamental part of this research. The broad study and modeling of NN
and ARX is done. Comparative evaluation of these models and estimators is carried out
in linear framework. LM and RLS are used to estimates the parameters of these models
and their performance is checked in term of convergence speed and accuracy. An initial
assessment of proposed methodology with the pole-shifting controller are demonstrated
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on 4−machines 2−area systems. Classical LM is refined into the online batch mode to
get the better performance and is used in later chapters with different structures of NN
model.
Chapter 4 describes the identification and control of nonlinear SISO systems using
the Levenberg-Marquardt (LM) algorithm with the NN model. A modified form of NN
structure FLNN is proposed, compatible with the Feedback Linearization Control. A
comparative approach is put forward to evaluate the performance of FLNN model with
the online LM algorithm. The performance of proposed nonlinear structure FLNN with
LM and FBLC is compared with the linear case NN with LM using PSC. This closed
loop analysis is performed over a normal and higher power flow through the tie-lines.
Chapter 5 details the effectiveness of a multi-input, multi-output (MIMO) feedback
linearization controller (FBLC) for power oscillation damping. Then a nonlinear model
estimation is made using online LM algorithm implemented in sliding window batch
mode. The coefficient vector in the FBLC formulation is updated adaptively using the
projection algorithm to suit the changing operation scenarios. A case study is presented
on a reasonably large-scale power system 16−machines 5−area systems having three
critical oscillatory modes.
Chapter 6 finally introduces the complete control design of MISO structure. This con-
cept is given to overcome the problem of long-distance transmission of the control signal.
The performance of MISO controller is validated against the conventional controller on a
large power system 16−machines 5−area. Case studies are put forward on system having
three critical oscillatory modes. The parameters of FLNN structure are estimated using
LM algorithm to prove an efficient modeling technique. Simulations are carried out in
Matlab/SIMULINK to observe the performance of designed control structure under dif-
ferent contingencies. This extensive work is performed on normal and higher power flow
systems.
Finally, Chapter 7 draws together conclusions from this work, and highlights opportu-
nities for future work.
1.6 Main Findings of the Thesis
The thesis presents the design of a measurement based nonlinear controller to damp out
the inter-area oscillations from the power system with minimal a-priori knowledge of
system’s parameters and post disturbance operating conditions.
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A classical Levenberg-Marquardt (LM) algorithm has been modified into the online LM
algorithm in sliding window batch mode for the estimation of low frequency oscillatory
behavior of power system. A novel structure of neural network called feedback linearizable
neural network (FLNN) has been derived and implemented with the online LM algorithm
to capture the nonlinearities in system responses. A feedback linearization controller
(FBLC) was used in the closed loop with the FLNN-LM estimator and shown to yield
better closed loop performance than pole-shifting controller (PSC) in single-input single-
output framework. FLNN-LM with adaptive FBLC was further investigated in multi-
variable control structure under severe contingencies which has proved to be superior than
the conventional controller under normal and high power flow conditions. The damping
performance of the controller has been enhanced due to our derived coefficient vector Λ
used online at each time instant.
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Chapter 2
Overview of Self-Tuning Control
2.1 Introduction
The aim of this chapter is to give an overview of self-tuning control (STC) i.e., identifer
and controller. The overall structure of self-tuning control also known as indirect adaptive
control includes; modeling, estimation and control design techniques and are described
in Section 2.2.1. Building on this, a brief description of various modeling techniques
namely neural network (NN), ARX are laid down in Section 2.3. The models estimation
uses RLS and batch LM which is comprehensively treated in Section 2.4. On the basis
of the identified model, the output of the system is modified by using two different
controllers. This Chapter concludes with the description of controllers in Section 2.5,
giving a complete overview of self-tuning control.
2.2 Basic Concepts
The majority of processes in industry have a stochastic character. The traditional con-
trollers for such processes deal with fixed parameters and are often unsuited because of
constant variance. This is due to the nature of the manufacture process, input materials,
fuel, machinery use etc. Hence, fixed controllers cannot deal with this [79]. One option
to improve the quality of control for such processes is in the application of self-tuning
control systems.
The basic idea of self-tuning system is to develop an algorithm which will automatically
change the model parameters to meet the desired requirements. The performance is
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achieved through an adjustment mechanism which monitors the system and the related
coefficients of the controller.
In control engineering, dynamics of systems are subject to change. These changes are
unpredictable and may well not be compensated from a robust design. However, in self-
tuning control, the adjustment mechanism provides the mean of adapting to the system
change. Also, if the system changed at some future stage, the controller can be retuned
easily. For example, in process industry most common control loop in the system is
to change the flow control. It is common in this practice to replace the valves, having
different specification. The self-tuning control on such a loop retune automatically to
new valve specifications. Similarly, it has great impact in the industrial applications
and self-tuning instrumentation, such as, engine management (load and speed), process
control in chemical industry, echo canceling, vibration control, power system damping
control etc [37].
2.2.1 Structure of Self-tuning Control
The aim of self-tuning control is to automate the tuning of the control systems. The
principle stages involved in the development of such control systems are:
1. Modeling of system behavior.
2. Design of a controller.
3. Implementation of the controller.
Control Synthesis
General SystemController
System Identifier
r
yu
+ -
Modeling
Design
Design 
criterion
Implementation
12
3
Figure 2.1: Concept of Self-Tuning controller (three design stages are also marked).
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The concept of self-tuning controller is illustrated in the Fig. 2.1, in which the estimated
parameters of the system (computed based on the past system input/output) are fed to
the controller to achieve the desired response. The associated parts of self-tuning control
are: system identifier, control synthesis and a controller. The first step is modeling and
identification of the system behavior by using the available input-output measurements.
This is used in computing the parameters of the controller, and hence achieving the
desired response of the system [80]. Note that the controller parameters are computed
from the estimates of the system parameters as if they were the true system parameters.
System modeling and simulation can take on several different meanings, depending upon
ones perspective. For a system designer, simulation typically means using a somewhat
simplified (reduced or compact) model of the system that is physically accurate enough
to describe system behavior, but computationally simple enough (efficient) to be used in
a full system simulation. Essentially, designing model of a system is a combination of
laws of physics and empirical methods based on the observed behavior of the system. The
use of measured input and output to form a model is called system identification [81].
The designed controller intends to utilize the mathematical model of the underlying data
generated from the system identifier (refer Fig. 2.1). The synthesis is performed according
to some objective function and may follow the design procedures or algorithms. These are
algorithms whereby, a specific model representation give rise to a specific controller [37].
This overall strategy is called “self-tuning control” which is used in this research work.
The design approach is based on following three steps:
• Step 1: Potential models for linear and nonlinear system representation:- In system
identification, the choice of models is a fundamental part, which should represent
the behavior of the system as closely as possible. Models are required for the de-
sign of new system or for the analysis of existing systems. AutoRegressive (AR),
Moving Average (MA) and AutoRegressive with an eXternal input (ARX) models
are ideal for linear system representation. The Neural Network (NN) and Nonlin-
ear AutoRegressive Moving Average (NARMA) models are suitable for nonlinear
representation.
• Step 2: Estimation algorithms:- The system model can be put into a form suitable
for the parameter estimation and unknown parameters can be determined by using
the Recursive least square (RLS), Levenberg-Marquardt (LM) algorithm, projection
algorithm and Backpropagation (BP)algorithm.
• Step 3: Controller:- In self-tuning control, the parameters of the controller are
generally updated at each sampling instant based on the current estimates of system
parameters from the identifier. This technique re-tunes and re-designs the existing
controller without opening the loop in order to take account of the possible change
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in the model parameters. This is called iterative identification in close loop and
controller re-design [80], described in Section 2.5.
These steps allow us to assess the control designs after they have been made, and, in case
of inadequate performance, they may also suggest directions of modifying the control
designs, such as adaptive update of parameter vector ‘Λ’ in FBLC. These three steps are
described in detail next.
2.3 Step 1: Models used in System Identification
The two different types of model used in this study are elaborated as follows.
2.3.1 Neural Network (NN) Model
An artificial neural network (ANN), simply referred as neural network (NN), is a math-
ematical model that is derived from the structure and functional aspects of biological
properties in the brains of human and animals. Overview on the biological aspects of
ANN can be found in [82]. It is extremely powerful and growing rapidly in the many
applications, for example, where tasks involving information processing, learning and
adaptation are required. After the report of DARPA Neural network study, 1988, the
applications of NN are developing quickly in aerospace, automotive, defence, electronics,
robotics, oil and gas etc [61]. In most of the cases, NN is an adaptive system that changes
its structural parameters based on the external or internal information that flows through
the network. In our study aspects related to mathematics, statistics and optimization
are pursuit as opposed to the biological role model. The neural networks offer a tool
to model nonlinear data which is applied in modeling of complex relationships between
inputs and outputs. The useful and important characteristics of NN are:
• large number of neurons,
• highly parallel neuron units,
• strongly connected neurons,
• robustness against the failure of neuron unit, and
• learning from data.
Neural network architectures are easy to reshape into a desired form depending upon the
application type. Whilst selecting a network type for function approximation, a compro-
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mise between several desired features must be made. Following short-listed features of
NN can be attained based on a particular requirement:
• local or global approximation,
• accuracy and generalization capability,
• memory usage, computational load and parallel implementation,
• suitability for recurrent use,
• online specific features (suitability for online identification, etc.)
The last two bullet points have been used in this work taking into account of linear and
nonlinear models.
The node at the input is denoted as input neuron and all the input neurons together
called the input layer. Similarly the layer at output is called the output layer. Each
neuron in the center realizes the activation function called hidden layer neuron, and all
these together are called as hidden layer. These three layers (input, hidden and output)
are connected through each other via input and output links called input/output weights.
Hidden nodesInput node Output node
yˆ
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∑
∑
∑
∑
∑
∑
u1
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Wm1
WN(m+n)
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Figure 2.2: A basic Multilayer Perceptron (MLP) network with one hidden layer.
In neural network terminology, the network is depicted in Fig 2.2 and shows the archi-
tecture of a multilayer perceptron (MLP) with a single hidden layer. This architecture is
referred as ‘N−1’ feed-forward MLP neural network, where ‘N ’ is the number of neurons
in hidden layer and has a single node in output layer. This network can perform nonlinear
input-output mapping Rn+m −→ R1. Each layer has a synaptic weight matrix associated
36
2.3 Step 1: Models used in System Identification
with all the connections made from the previous layer to the next layer [48]. The input
layer has the weights Wij and the weights of output layer are Vi. For i = 1, 2, · · · , N
and j = 1, 2, · · · , n+m. In basic function formulation, the MLP can be written as:
yˆ(k + 1) =
N∑
i=1
Viψi

n+m∑
j=1
WijXj

 (2.1)
where X = [u1 u2 · · · un+m] is the input vector to NN and ψ is the activation
function in the hidden layer. The neurons in hidden layer use nonlinear logistic function
defined as:
ψ(v) =
1
1 + exp(−v)
(2.2)
where
v =
n+m∑
j=1
W1jXj ∈ R
Define:
Ψ
△
=
[
ψ1 ψ2 · · · ψN
]T
∈ RN (2.3)
and
θT
△
=
[
V1 V2 · · · VN
]
∈ RN (2.4)
(2.1) can be re-written as:
yˆ(k + 1) = θTΨ (2.5)
Now there are following two choices to update the parameters of NN:
1. Update all the weights Wij, Vi. The output yˆ in (2.5) is a nonlinear function of the
parameters Wij . This is due to the selection of nonlinear activation functions in
the hidden layer.
2. Equation (2.5) is linear in parameter: In this technique, only the output weights
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are tuned.
θT = Vi (2.6)
The output yˆ in (2.5) is a linear function of the parameter vector θ.
2.3.2 AutoRegressive with an eXternal input (ARX) Model
AutoRegressive with an eXternal input (ARX) is a class of linear time series model which
is widely applicable in parameterization. The time series modeling originated from the
economics where economists analyzed and predicted the time series such as stock prices,
currency exchange and unemployment rates. This helped to better understand the data
and do forecasting. A common characteristic of this application is that the number
of possible relevant inputs are huge and hardly known. Therefore, time series model
do not take any deterministic input into account, which leads them toward low quality
models. But in engineering, the relationships (laws) between different quantities are well
understood which encourage us to use these models with deterministic inputs having
sufficient accuracy [83].
Mathematically, the current output vector of ARX model [84] shown in Fig. 2.3 is ex-
pressed as a linear combination of past outputs,
{y(k − 1) y(k − 2) · · · y(k − n)}, and the past inputs,
{u(k − 1) u(k − 2) · · · u(k −m)}.
B(z−1)
A(z−1)
u y
Figure 2.3: ARX Model.
Let the system be described by the ARX model as:
A(z−1)y(k) = B(z−1)u(k) (2.7)
where z−1 is the shift operator and A(z−1) and B(z−1) are the polynomials given by:
A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anz
−n
B(z−1) = b1z
−1 + b2z
−2 + b3z
−3 + · · ·+ bmz
−m
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Equation (2.7) can be re-written as the difference equation:
y(k) + a1y(k − 1) + · · ·+ any(k − n) = b1u(k − 1) + b2u(k − 2) + · · ·+ bmu(k −m)
Assume that the sequence of inputs {u(1) u(2) · · · u(k)} are applied to the system and
the corresponding observed sequence of outputs are {y(1) y(2) · · · y(k)}. Introducing
the parameter vector
θT
△
=
[
a1 . . . am b1 . . . bn
]
(2.8)
and the regressor vector
ϕ(k − 1)
△
=
[
−y(k − 1) . . . −y(k − n) u(k − 1) . . . u(k −m)
]T
(2.9)
Note that in (2.9), the output signal appears delayed in the regression vector. The model
is therefore called as autoregressive with an external input model and written as:
yˆ(k) = θTϕ(k − 1) (2.10)
To be useful in self-tuning control, the model parameters identification is carried out
through the estimation algorithm based on past information. At the center of every
self-tuning system is a recursive estimator, as we will see in moment.
2.4 Step 2: Estimation Algorithms
In self-tuning control the estimation of parameters is through the iterative scheme which
allows the estimated model to be updated at each sampling instant ‘k’, once new input-
output data become available. The general scheme for an online estimation is shown
in Fig. 2.4 which takes into account previous system data, and compares the observed
output with the measured output to generate an error e(k). This error is then used by the
estimation algorithms such as RLS, projection, BP and LM, at each sampling instant so
as to update the model parameters. Moreover, a rich signal (square wave, pseudo-binary
noise etc.) in term of frequency content will be required to excite the system in order to
obtain a correct identified model.
Recursive algorithms compute the new parameters at time ‘k’ in dependency on the
parameters at the previous sampling instant (k−1) and the newly incoming information.
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Thus, their computational demand is constant and they are well suited for the online
identification. The important types of self-tuning estimation algorithms are dealt with
separately below.
Please note that the estimation algorithms treated in the ensuing Subsections are in the
order of preference for the analysis carried out in this thesis. That is to say RLS and LM
are expanded in some detail due to their direct relevance in this work.
System 
Model
Estimation 
Algorithms
u
y
e
yˆ
+
-
Figure 2.4: Model estimation scheme: the model parameters are updated through
the estimation algorithm on the basis of error e.
2.4.1 Recursive Least Squares (RLS) Algorithm
In the eighteen century, Carl Friedrich Gauss, defined the principle of least square as: it
is a process to determine the parameters in such a way that the outputs computed from
the model (2.10) agree as closely as possible with the measured ‘yi’ in the sense of least
squares [84]. The basic idea of RLS is to compute a new parameter estimate θˆ(k) at
each sample ‘k’ by adding some correction to the previous estimate θˆ(k − 1). Thus, the
computational demand is constant and they are well suited for online-identification. The
parameter θ should be chosen to minimize the least-squares cost function E(θ, k) as:
E(θ, k) =
1
2
k∑
i=1
(y(i) − θTϕ(i))2 (2.11)
=
1
2
k∑
i=1
(e(i))2 (2.12)
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In vector form, (2.12) yields to:
E(θ, k) =
1
2
ETE (2.13)
= Y TY − Y Tϕθ − θTϕTY + θTϕTϕθ
where
Y (k) =
[
y(1) y(2) . . . y(k)
]T
E(k) =
[
e(1) e(2) . . . e(k)
]T
ϕ(k) =
[
ϕ(1) ϕ(2) . . . ϕ(k)
]T
(2.14)
To find a minimum of the loss function we determine its gradient with respect to θ and
equate to zero.
∂E(θ, k)
∂θ
= −
1
2
Y Tϕ−
1
2
(ϕTY )T +
1
2
θT(ϕTϕ+ϕTϕ)
= −Y Tϕ+ θT(ϕTϕ) = 0 (2.15)
here we have used the identities:
∂Ax
∂x
= A
∂xTA
∂x
= AT
∂xTAx
∂x
= xT(AT +A)
Solving (2.15):
θ = (ϕTϕ)−1ϕTY (2.16)
provides an estimate of θ, which reduces the cost function (2.13) to a minimum. This is
referred as θˆ, in our subsequent analysis.
Defining:
P−1(k)
△
= ϕT(k)ϕ(k) =
k∑
i=1
ϕ(i)ϕT(i)
= P−1(k − 1) + ϕ(k)ϕT(k) (2.17)
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we may write the (2.16):
θˆ(k) = P (k)
(
k∑
i=1
ϕ(i)y(i)
)
= P (k)
(
k−1∑
i=1
ϕ(i)y(i) + ϕ(k)y(k)
)
(2.18)
Equation (2.17) implies:
k−1∑
i=1
ϕ(i)y(i) =P−1(k)θˆ(k − 1)− ϕ(k)ϕT(k)θˆ(k − 1) (2.19)
Substituting in (2.18), and re-arranging we get:
θˆ(k) =P (k)
[
P−1(k)θˆ(k − 1)− ϕ(k)ϕT(k)θˆ(k − 1) + ϕ(k)y(k)
]
=θˆ(k − 1)− P (k)ϕ(k)ϕT(k)θˆ(k − 1) + P (k)ϕ(k)y(k) (2.20)
From (2.17), we write a recursive equation for P (k):
P (k) =
[
P−1(k − 1) + ϕ(k)ϕT(k)
]−1
(2.21)
With the help of matrix inversion lemma [85] and using (2.20)-(2.21), the recursive least
square estimate of θˆ(k) obtained as [37,38]:
θˆ(k) = θˆ(k − 1) +K(k)
[
y(k)− ϕT(k)θˆ(k − 1)
]
K(k) = P (k − 1)ϕ(k)
[
I + ϕT(k)P (k − 1)ϕ(k)
]−1
P (k) = P (k − 1)− P (k − 1)ϕ(k)
[
I + ϕT(k)P (k − 1)ϕ(k)
]−1
ϕT(k)P (k − 1) (2.22)
where P (0) > 0.
Note that θˆ(k) is calculated by adding a correction to the previous estimate θˆ(k−1). This
correction term is proportional to the difference of measured y(k) and estimated yˆ(k).
The components of the vector K(k) known as weighting factor, signifies the combination
of correction vector and previous estimates.
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2.4.2 Levenberg-Marquardt (LM) Algorithm
In 1944, Levenberg followed by Marquardt in 1963 suggested to use a damped Gauss-
Newton method for the least squares estimation of nonlinear parameters [58]. Recently,
LM has become a formal technique to tackle nonlinear least square problems and exhibits
a unique combination of steepest descent and Gauss-Newton method. It is an iterative
method, expressed as the sum of squares of non-linear functions [58], generally applied for
off-line optimization. This algorithm behaves like a steepest-descent method when the
current solution is far from the correct one, but definitely converges. On the other hand,
when the current solution is very close to the correct solution, it becomes a Gauss-Newton
method [61].
The objective here is to develop an algorithm to optimize the performance index, cost
function E(x) and calculate a value of parameter vector ‘x’ that minimizes the E(x). In
the following, the LM algorithm will be derived by evaluating a Newton method because
of its superior performance, as it utilizes exact second order derivative information. The
big advantage of this approach is that the Hessian is approximated by utilizing the first
order derivative only.
We introduce the standard Newton method, based on second order Taylor’s series, it
follows:
E(xk+1) = E(xk +∆xk) ≈ E(xk) +∇E
T(x)|x=xk∆xk +
1
2
∆xTk∇E
2(x)|x=xk∆xk
(2.23)
Here we locate the stationary point of E(x) i.e., obtaining the gradient of quadratic
function (2.23) with respect to ∆xk and equate to zero:
∇ET(xk) +∇E
2(xk)∆xk = 0
solving for ∆xk produces
∆xk = −
[
∇E2(xk)
]−1
∇ET(xk)
Thus the standard Newton method becomes:
xk+1 = xk −
[
∇E2(xk)
]−1
∇ET(xk) (2.24)
Assuming E(x) is a sum of square function and we find the vector ‘x+’ which minimizes
43
2.4 Step 2: Estimation Algorithms
the squared distance eTe (obviously ‘x+’ satisfies the E(x)), stated as:
E(x) =
M∑
i=1
e2i (x) = e
T(x)e(x) (2.25)
where ‘M ’ is total number elements in data set. If the gradient of the cost function is
nonlinear in parameter ‘x’, a nonlinear optimization technique such as LM has to be
applied to search for the optimal parameter ‘x+’. The gradient of jth element would be:
|∇E(x)|j =
∂E(x)
∂xj
= 2
M∑
i=1
ei(x) ·
∂ei(x)
∂xj
which can be written in matrix form:
∇E(x) = 2JT(x)e(x) (2.26)
where
J =


∂e1(x)
∂x1
∂e1(x)
∂x2
· · · ∂e1(x)
∂xn
∂e2(x)
∂x1
∂e2(x)
∂x2
· · · ∂e2(x)
∂xn
...
...
. . .
...
∂eM (x)
∂x1
∂eM (x)
∂x2
· · · ∂eM (x)
∂xn


Next step is to find the Hessian matrix of (2.24). The k, j element of the Hessian would
be:
|∇E2(x)|k, j =
∂2E(x)
∂xk∂xj
= 2
M∑
i=1
(
∂ei(x)
∂xk
·
∂ei(x)
∂xj
+ ei(x) ·
∂2ei(x)
∂xk∂xj
)
the Hessian in matrix form can be written as:
∇2E(x) = 2JT(x)J(x) + 2S(x)
where
S(x) =
M∑
i=1
ei(x) · ∇
2ei(x)
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Assume that S(x) is small and can be ignore. Then the approximate Hessian becomes:
∇2E(x) = 2JT(x)J(x) (2.27)
Substitute (2.26) and (2.27) into (2.24), we obtain
xk+1 = xk −
[
2JT(x)J(x)
]−1
2JT(x)e(x)
= xk −
[
JT(x)J(x)
]−1
JT(x)e(x) (2.28)
forming the Gauss-Newton method which ultimately avoids the calculation of Hessian
matrix. The matrix JTJ may not be invertible derived through this method. In order to
overcome this problem, we modify the (2.28) into a form which finally leads to Levenberg-
Marquardt algorithm:
xk+1 = xk −
[
JT(x)J(x) + χkI
]−1
JT(x)e(x) (2.29)
where χk is very important term of LM algorithm. As discussed, LM behaves like a
steepest descent algorithm when χk increases. We get
xk+1 = xk −
1
χk
JT(x)e(x)
Also, it acts like a Gauss-Newton method when χk tends to zero, confirming earlier
assertion. Flow chart of the LM algorithm is illustrated in Appendix C.
Selection of parameter χk: A good strategy to select χk is that, initially, a small value
is chosen and if this step does not yield the smaller value in (2.25), then the step size is
further increased to a factor ρ > 1. This leads to decrease in E(x) due to a small step
in descent direction. If a step produces minimum E(x), then χk is divided by ‘ρ’ in the
following step. This makes the LM algorithm into a Gauss-Newton method. Thus LM
algorithm result into a good compromise between the ‘speed’ gained through the Newton
method and guaranteed ‘convergence’ of steepest descent method [61].
The LM algorithm terminates when one of the following conditions is satisfied:
• magnitude of the gradient of eTe, i.e., JTe drops below a threshold ε1,
• relative change in the magnitude of ∆xk drops below a threshold ε2,
• error eTe drops below a threshold ε3,
• maximum number of iterations is completed.
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2.4.3 Projection Algorithm
Consider a model structure of the form
y(k) = θTϕ(k − 1) (2.30)
Where:
y(k) is the kth observation of the measured variable ‘y’,
θ ∈ Rm+n is a vector containing the true parameters of the observed phenomena, and
ϕ(k) ∈ Rm+n is vector containing known variables.
If the true parameter vector is not known then kth estimate from (2.10) produces:
y(k) 6= yˆ(k) = θˆT(k)ϕ(k − 1) (2.31)
Here θˆ(k) is an estimate of θ at the kth step.
To update the parameter θˆ, the projection algorithm uses a recursive relationship of
θˆ(k − 1) which minimizes the cost function E
(
θˆ(k), θˆ(k − 1), k
)
given as:
E
(
θˆ(k), θˆ(k − 1), k
)
=
1
2
‖θˆ(k)− θˆ(k − 1)‖22 (2.32)
subject to the constraint
y(k) = θˆT(k)ϕ(k − 1) (2.33)
The modified cost function that accounts for the constraint yields to:
Eκ
(
θˆ(k), θˆ(k − 1), k
)
=
1
2
‖θˆ(k)− θˆ(k − 1)‖22 + κ
[
y(k)− θˆT(k)ϕ(k − 1)
]
(2.34)
where κ is the Lagrange Multiplier. To find the minimum of the cost function, we simply
determine the gradient of (2.34) with respect to ‘κ’ and θˆ and equate to zero. The
projection algorithm for θˆ(k) [38,81], is therefore given by:
θˆ(k) = θˆ(k − 1) + γϕ(k − 1)
[
y(k)− θˆT(k)ϕ(k − 1)
] [
ϕT(k − 1)ϕ(k − 1)
]−1
(2.35)
where 0 < γ < 2.
46
2.4 Step 2: Estimation Algorithms
2.4.4 Backpropagation Algorithm
Backpropagation algorithm was first found in 1974 by Werbos [86] and later rediscovered
by Rumelhart, Hinton and Williams in 1986 [87,88]. This rediscovery provided a stimulus
to neural network boom. Backpropagation method is simply used to compute the gradient
of a MLP network output of (2.1) with respect to its weights. In fact, it is identical to
the application of well known chain rule for derivative calculation [83, 89]. Here the
gradient can be constructed by propagating the model error back through the network.
The fraction of overall model error should be assigned to each layer in order to optimize
the weights.
The overall algorithm can be decomposed in the following four steps:
1. Feed-forward computation.
2. Backpropagation to the output layer.
3. Backpropagation to the hidden layer.
4. Weight updates.
Tuning of the backpropagation weight works like a gradient descent algorithm. The
weights in input and output layers are updated according to:
Wij(k + 1) =Wij(k)− η
∂E(k)
∂Wij(k)
(2.36)
and
Vli(k + 1) = Vi(k)− η
∂E(k)
∂Vli(k)
(2.37)
where ‘E’ is a cost function and η is a learning rate.
Consider the three layer neural network shown earlier in the Fig. 2.2 (see Section 2.3.1).
Let ‘u’ is an input vector and ‘Y ’ is the associated output vector. Then the least square
error of NN is defined as:
E(k) =
1
2
eT(k)e(k) =
1
2
M∑
l=1
e2l (2.38)
and
el(k) = Yl − yˆl
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where yˆl is reformulated from (2.1) as:
yˆl(k + 1) =
N∑
i=1
Vliψli

n+m∑
j=1
WlijXlj

 (2.39)
whereX = [u1 u2 · · · un+m] is NN input and l = 1, 2, 3, · · · , M . ψ(·) is a nonlinear
function described in (2.2). Note that ‘M ’ is the total number of data points. Also, for
simplicity: ψ(·) = ψ.
The required gradients of the cost function ‘E’ with respect to weights are:
∂E
∂Wlij
=
∂E
∂ψli
∂ψli
∂Wlij
= −Vliψli(1− ψli)Xljel (2.40)
and
∂E
∂Vli
= −ψliel (2.41)
For each corresponding data set ‘l’, evaluating (2.40) and (2.41) and inserting the solution
back into (2.36) and (2.37), we get the final form of backpropagation algorithm. The
algorithm is terminated when the error function is sufficiently small.
Since backpropagation was first popularized, there has been considerable work on meth-
ods to accelerate the convergence of the algorithm. The major problem of BP has been
the long training times, paving the way to adoption of the LM algorithm in control arena.
2.5 Step 3: Control Design
The objective of feedback controller is to modify the dynamic responses of closed loop
system and reduce the sensitivity to the disturbances. The controller design utilizes
various information from the model (or process). The controller design may be based
on linearization of the model about a nominal operating point. What makes a model
well suited for control and how best to identify it is an interesting research area of
controller design. There are number of control strategies available in the use of self-tuning
control for reference tracking problem. Two existing control designs: Self-searching Pole-
shifting (PSC) and feedback linearization controller (FBLC), for system output regulation
presented in this Section. The purpose is to explore the potentials of these designs
required for the damping of inter-area oscillations in power systems.
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2.5.1 Self-searching Pole-shifting Control (PSC)
Pole-assignment control strategy uses pre-specified location of poles to achieve the desired
response of the system. However, it is not easy to choose the suitable pole location while
system is operating over a wide range. Also, there is a conflict between the response
speed and stability of closed loop system. To overcome this, a pole-shifting control is
introduced [10,64,65], in which the poles of system are shifted radially towards the origin
in ‘z’ domain by a pole-shifting factor ‘α’. If ‘α’ is fixed, then the pole-shifting control
algorithm resembles like a pole-assignment algorithm.
Selection of a suitable value for the pole-shifting factor is an involved task because it
depend on the operating conditions. During steady state conditions, ‘α’ can be close
to zero, i.e., the poles can be shifted very close to origin. From a practical view point,
under transient condition, it can not be chosen so small. Therefore, the selected value of
this factor achieves the best compromise between small and large system disturbances.
This strategy is further refined by utilizing a self-searching pole-shifting algorithm [10],
described next.
Consider the feedback control loop shown in Fig. 2.5, where the system to be controlled
is represented by the estimated coefficients A(z−1) and B(z−1). These coefficient take
the form
A(z−1) = 1 + a1z
−1 + a2z
−2 + . . .+ anz
−n
B(z−1) = b1z
−1 + b2z
−2 + b3z
−3 + . . .+ bmz
−m
The control law is therefore given by:
U
(
z−1
)
F
(
z−1
)
= −Y
(
z−1
)
G
(
z−1
)
(2.42)
where
G(z−1) = g0 + g1z
−1 + g2z
−2 + . . .+ gngz
−ng
F (z−1) = 1 + f1z
−1 + f2z
−2 + . . .+ fnf z
−nf (2.43)
It can be shown that the optimal order of the control polynomials G(z−1), F (z−1) are
related to the following order of the identified system [90]:
ng = n− 1 and nf = m− 1 (2.44)
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Figure 2.5: General feedback control scheme.
The closed loop transfer function from Fig. 2.5 is written by:
T (z−1) =
Y (z−1)
R(z−1)
=
C
(
z−1
)
F
(
z−1
)
A (z−1)F (z−1) +B (z−1)G (z−1)
(2.45)
Shifting the closed loop poles towards the origin of the unit circle by a factor ‘α’, where
0 ≤ α ≤ 1, results in:
A
(
z−1
)
F
(
z−1
)
+B
(
z−1
)
G
(
z−1
)
= A
(
αz−1
)
(2.46)
expanding and comparing the coefficients on both sides, yielding:
MZ = L
Z =M−1 · L (2.47)
where
M =


1 0 · 0 b1 0 · 0
a1 1 · 0 b2 b1 · 0
· a1 · · · b2 · ·
an · · · bm · · b1
0 an · 1 0 bm · b2
· 0 · a1 · 0 · ·
· · · · · · · ·
0 0 · an 0 0 · bm


, L =


a1(α − 1)
a2(α
2 − 1)
·
an(α
n − 1)
0
·
·
0


, Z =


f1
f2
·
fnf
g0
·
·
gng


The control input is derived using:
u (k) = ξT (k) · Z (2.48)
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where ξ (k) is the data vector given by
ξ (k) = [−u (k − 1) , . . . ,−u (k − nf ) ,−y (k) , . . . ,−y (k − ng)]
T (2.49)
So far in pole-shifting controller ‘α’ was fixed. In self-searching algorithm ‘α’ is derived
on the basis of constraint umin ≤ u ≤ umax.
To avoid the saturation, a sensitivity function can be computed from the (2.48) as;
∂u
∂α
= ξT(k) ·
∂Z
∂α
= ξT(k) ·M−1 ·
∂L
∂α
= ξT(k) ·M−1 ·
[
a1 2a2α · · · nanα
n−1 0 · · · 0
]T
(2.50)
The control margin is defined as:
∆u =


umax − u u ≥ 0
u− umin u < 0
The derived α is deduced as:
∆α = Ka ·
(
∂u
∂α
)−1
·∆u (2.51)
whereKa is a positive constant chose to avoid excessive variation of α. Thus, the variable
pole-shifting factor α is of the form:
α(k) = α(k − 1) + ∆α (2.52)
2.5.2 Feedback Linearization Control (FBLC)
Feedback linearization is a control technique, applicable to the class of nonlinear system,
which transforms original nonlinear model into an equivalent linear model of a simpler
form. As discussed, the first step in designing of self-tuning control is to identify the model
which should capture the dynamics of the system in the frequency range of interest [91].
Feedback linearization depicted in Fig. 2.6, accounts to canceling the nonlinearities in a
nonlinear system so that the closed-loop dynamics is in a linear form [91,92]. It has suc-
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cessfully addressed several practical control problems such as, control of helicopter, high
performance aircraft, industrial robots and biomedical devices. However, the applicabil-
ity of this approach is often limited because it relies on exact knowledge of nonlinearities.
It can be applied to a class of nonlinear systems described as:
y(k + 1) = f(X(k)) + g(X(k))u(k) (2.53)
where X = [u¯ x¯]T in which x¯ and u¯ are measurements and control input vectors, respec-
tively. They are:
u¯ =
[
u(k −m) u(k −m+ 1) . . u(k − 1)
]
x¯ =
[
y(k − n+ 1) . . y(k − 1) y(k)
]
The nonlinear functions f(X), g(X) ∈ Rn → R are assumed to be unknown.
Kv
y(k)
[0 ΛT (k)]
Yd(k)
ν
gˆ(X)
fˆ(X)
u(k)e(k)
yd(k + 1)
xd(k)
[ΛT (k) 1]
r(k)
Controller
Figure 2.6: A generic structure of Feedback Linearization Controller.
Here, the objective is to derive the control action ‘u’ such that plant follows the desired
trajectory yd(k) with an acceptable accuracy. The envelop of the desired trajectories over
a window is defined as:
xd(k)
△
= [ yd(k − n+ 1) · · yd(k − 1) yd(k) ]
T
The following assumption is used in the practical design.
Assumption 2.5.1. The g(X) > 0.
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Defining an error vector as:
e(k) = xd(k)− y(k) (2.54)
where y(k) = [ y(k − n+ 1) · · y(k − 1) y(k) ]T and a filter error as:
r(k) = [ΛT 1]e(k) (2.55)
where
Λ = [λ1 λ2 . . . λn−1]
T (2.56)
is appropriately chosen coefficient vector such that e(k) → 0 as r(k) → 0 (i.e., zn−1 +
λn−1z
n−2 + · · ·+ λ1) is stable. Then the (2.53) can be written in term of filtered error:
r(k + 1) = f(X) + g(X)u + Yd (2.57)
where Yd ≃ −yd(k + 1) + [0 Λ
T]e.
Knowing the exact form of the nonlinear function, the control law is given by:
u =
1
g(X)
[−f(X)−Kvr − Yd] (2.58)
would result in r(k) tending to zero for any positive Kv. Since we assume that these
functions are estimated by the LM algorithm, we shall choose a control signal
u =
1
gˆ(X)
[−fˆ(X) + ν] (2.59)
where the estimates fˆ(X) and gˆ(X) will be constructed by neural network, and the
auxiliary term is
ν = −Kvr − Yd (2.60)
Note that the control law (2.59) is not well defined when the gˆ(X) = 0. Therefore, atten-
tion must be given to guarantee the boundedness of the controller. A simple approach
to solve this problem is by setting the estimate gˆ(X) constant. But this will limit the
class of systems and affect the performance of closed loop system depending on its actual
bound. If gˆ(X) is reconstructed by an adaptive scheme then a local solution can be given
by assuming that the initial estimates are close to the actual values and that they do
not leave a feasible invariant set in which gˆ(X) 6= 0 [93]. Unfortunately, even with the
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reasonable knowledge of the system, it is not easy to select initial weights so that the
output of NN is satisfactorily approximated.
2.6 Conclusions
This Chapter summarizes the present concepts and methodlogy used for self-tuning con-
trol systems. Modeling, identification and control design techniques are described in
detail.
Neural networking has carved a niche in power system applications where other system
models have limits. Major research activity is focused on nonlinear self-tuning control
systems which are highly applicable in damping the inter-area oscillations. Suitable way
to represent the linear system is through ARX and neural network modeling. It has been
shown that neural network can also be applied to a nonlinear system, a highly desirable
feature. Formulation of LM, BP and RLS algorithms are explained individually to indi-
cate their importance and suitability in control design. LM leads to faster convergence
within a few cycles. The pole-shifting controller is explained at the end of Chapter which
is a linear control design technique. On the other hand, a nonlinear control design FBLC
is described, to cancel the nonlinearities in the closed loop dynamics, overcoming the
requirement of linearizing the large scale systems.
In Chapter 3, the focus is on implementing a pole-shifting controller in conjunction with
both RLS and LM estimators. LM is used in online batch mode for the identification
of linear and nonlinear models. Such understandings are foundational for comparing the
competitive control designs in power systems.
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Linear System Identification and
Control
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Chapter 3
Linear System Identification and
Pole-Shifting Control Design
3.1 Introduction
The performance optimality of self-tuning control depends mainly on the identifier and
the controller. The issues of design and analysis of these two components are intertwined.
The identifier consists of suitable model selection and parameter estimation. The model
selects which class of mathematical operator is to be used and algorithm estimates the
parameters, to meet the desired characteristics. Majority of the linear identification
schemes apply the ARX model with commonly used RLS estimator. On the other hand
for nonlinear identification, NN model is one of the options used with the variety of
estimation algorithms.
In this Chapter, the idea is to compare the effectiveness of the proposed linear NN
using LM algorithm referred as ‘Estimator-I’ and the ARX model using RLS algorithm
referred as ‘Estimator-II’. Detailed simulations of these two estimators have been carried
out on a simple 4−machine, 2−area test system described in Section 1.4.1. This work
is further extended by applying the pole-shifting controller to get the desired response.
Section 3.2 analyzes the identification through linear NN model with LM algorithm and
simulation results on the test system are presented. Thereafter, Section 3.3 presents the
simulation results obtained through ARX with RLS. Frequency and damping estimation
of Estimator-I and Estimator-II are shown in Section 3.4. Finally, the potentials of PSC
to damp the power system oscillations are illustrated in Section 3.5.
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3.2 Estimation of Linear Neural Network using LM Algo-
rithm
3.2.1 Linear Neural Network
Figure 3.1 depicts a simplest form of neural network that can be used to develop a linear
model of a nonlinear system. This structure is well known to be a multi-layer perceptron
(MLP) having linear neurons in hidden layer.
Hidden nodesInput node Output node
yˆ
∑
∑
∑
∑
∑
∑
∑
u1
u2
x1
um
x2
xn
V1
V2
Vm+1
Vm+2
VN
W11
W21
Wm1
WN(m+n)
Vm
( )φ i
( )φ i
( )φ i
( )φ i
( )φ i
( )φ i
Figure 3.1: Structure of neural network with linear activation function Φ(v) = v.
Here, the structure of NN model is same as earlier described in (2.1) except that its
activation function (2.2) is now replaced with a linear function Φ(v) = v.
yˆ(k + 1) =
N∑
i=1
Viφi (3.1)
where:
φi =
m+n∑
j=1
WijXj (3.2)
where X = [u¯ x¯]T in which x¯ and u¯ are measurements and control input vectors, respec-
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tively. They are:
u¯ =
[
u1 u2 . . um
]
x¯ =
[
x1 x2 . . xn
]
The output of a linear NN network in a vector form is:
yˆ (x, u) = V × Φ (u¯, x¯) (3.3)
where
Φ (u¯, x¯) =W × [u¯, x¯]T
=W ×X
and
Φ =
[
φ1 φ2 . . φN
]T
V =
[
V1 V2 . . VN
]
W =


W11 W12 . . W1(m+n)
W21 W22 . . W2(m+n)
. . . . .
. . . . .
WN1 WN2 . . WN(m+n)


Φ: hidden layer function (linear in this case),
m: no. of previous control inputs,
n: no. of previous measurements,
N : no. of neurons (equal to no. of output weights for one estimated output),
V : output weights of NN,
W: input weights of NN.
The linear structure (3.3) is presented to show the effectiveness of the proposed sliding
window batch mode LM algorithm for identification and control. The advantage of
neural network is the flexibility in terms of choice of parameters compared to the ARX
model. Upon appropriate learning, it can provide one to one mapping of the ARX model
coefficients which are subsequently utilized to design pole-shifting controller.
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3.2.2 Online LM Algorithm for Linear Neural Network
Conventional LM algorithm is adapted here to work in sliding window batch mode for
online parameter estimation. A suitable window size is first selected such that it covers
half to one cycle of the lowest frequency oscillatory mode. The size of the window must
be greater than the number of inputs fed to the neural network model. The LM is used
to update (3.7)-(3.12) and trains the linear neural network multiple times for a single
window. The flow chart describing this algorithm is illustrated in Appendix C.1. The
neural network output with a single hidden layer can be expressed as:
yˆ(k + 1) = V × Φ(W × [u¯, x¯]T)
= V × (W ×X) (3.4)
The error vector e¯ over a window containing ws samples is given by:
e¯ =


y(k + 1)− yˆ(k + 1)
y(k)− yˆ(k)
.
.
y(k − ws + 2)− yˆ(k − ws + 2)


(3.5)
Where:
y(·) is the actual output,
yˆ(·) is the estimated output, and
ws is the number of samples in a window.
To calculate the error derivatives over an entire window, the weights to be updated
(unknown parameters) are arranged in a form of a vector p¯ as follows:
p¯ = [ WTi1 W
T
i2 ·· W
T
i(m+n) V1 · · · VN ]
T, i = 1, · · · , N (3.6)
and the size is Np = N(m+n+1). The corresponding error derivative for weight update
equation can be written as:
J =
∂e¯
∂p¯
= −


∂yˆ(k+1)
∂p(1)
∂yˆ(k+1)
∂p(2) .
∂yˆ(k+1)
∂p(Np)
∂yˆ(k)
∂p(1)
∂yˆ(k)
∂p(2) .
∂yˆ(k)
∂p(Np)
. . . .
∂yˆ(k−ws+2)
∂p(1)
∂yˆ(k−ws+2)
∂p(2) .
∂yˆ(k−ws+2)
∂p(Np)

 (3.7)
Here the gradient of 1st row in terms of input weights for an error at (k + 1) instant is
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given by:
∂yˆ(k + 1)
∂Wij
=
∂
∂Wij

 N∑
i=1
Vi

n+m∑
j=1
WijXj




From (3.7), arranging the derivative of first row into a matrix form:
JW =


∂yˆ(k+1)
W11
∂yˆ(k+1)
W12
· · · ∂yˆ(k+1)
W1(n+m)
∂yˆ(k+1)
W21
∂yˆ(k+1)
W22
· · · ∂yˆ(k+1)
W2(n+m)
...
...
. . .
...
∂yˆ(k+1)
WN1
∂yˆ(k+1)
WN2
· · · ∂yˆ(k+1)
WN(n+m)


=


V1u1 V1u2 · · · V1xn
V2u1 V2u2 · · · V2xn
...
...
. . .
...
VNu1 VNu2 · · · VNxn

 RN×(n+m) (3.8)
= V TXT (3.9)
Similarly output weights for an error at (k + 1):
∂yˆ(k + 1)
∂Vi
=
∂
∂Vi
[
N∑
i=1
Viφi
]
= φi (3.10)
Equivalently:
JV
△
=
∂yˆ(k + 1)
∂Vi
=
[
∂yˆ(k+1)
∂V1
∂yˆ(k+1)
∂V2
· · · ∂yˆ(k+1)
∂VN
]T
= Φ
=W ×X (3.11)
where V = Vi and X = Xj for i = 1, 2, · · · , N and j = 1, 2, · · · , n+m.
Finally we deduce the gradient of first row of (3.7):
J =
[
vec{JTW } J
T
V
]
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vec{JTW } convert the matrix into a vector form.
In the same way, the gradient of all the remaining rows of (3.7) can be calculated. Once
the derivatives are evaluated for each sample with respect to adjustable parameters,
a stacked form of a matrix for (3.7) is yielded. The weight parameters are updated
according to (2.29).
p¯new = p¯old + [J
TJ+ χkI]
−1JTe¯ (3.12)
where χk is the learning rate and ‘e¯’ is the error vector over a window. In this application,
one sees that the number of outputs of the neural network is one and the size of inputs
are (n+m).
Parameters update are done online for each moving window, portrayed in Appendix C.
The weights of the neural network are stacked in a vector and initialized at the start of
the first window. A window size (ws) is fixed and for each sample within the window, the
output of the neural network is calculated. At each epoch within a window, the squared
error over the window is compared with the squared error of the previous epoch. If the
squared error in the present iteration is less than the previous one, the value of χk is de-
creased and the weight update is accepted otherwise, the value of χk is increased without
updating the weights. The iteration is continued for the window until the convergence
criteria is satisfied.
The convergence is slower during first few windows while it becomes faster once the weight
parameters are stabilized. Closer to the optimum solution, the LM algorithm performs
similar to Gauss-Newton, providing faster convergence. Compared to RLS based linear
approach, LM is better in terms of flexibility in the choice of initial guess and convergence.
In addition, LM can be used for nonlinear optimization unlike RLS.
Please note that a square wave is used as an excitation signal for all test cases in this thesis
because it is easy to generate and have a strictly limited amplitude range. The frequency
of square wave needs to be selected such that the system dynamics are adequately excited.
A rule of thumb is that the frequency of square wave should be approximately 0.16 of
the system bandwidth, ensuring that most of square wave power is inside the system
bandwidth [37]. In this work, estimation is done for a range of frequency and 0.2Hz is
an appropriate frequency which provides the correct estimation of model parameters.
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Test Case 3.2.1. To verify the convergence and accuracy of the proposed algorithm,
the online LM is tested with the linear neural network structure. In this Chapter, the
proposed methodology is illustrated on a 4−machine, 2−area power system. The exci-
tation signal and power flow through the line 10 − 9 is used as a input output data to
identify the weight parameters of linear NN through online LM algorithm. Disturbances
are created through a 3−phase fault at bus 8 followed by a line outage of 8− 9.
In this example the linear NN model is of 4th order. The number of neurons used in the
hidden layer are 10 and batch size is 15. A square wave of 0.2Hz is used as an excitation
signal. Parameters used in this Test case are mentioned in Table 3.1. The results of
estimation and error between actual and estimated output are shown in the Fig. 3.2. We
can observe that the weights of linear NN model converges within 2.5s, as exposed in the
Fig. 3.3.
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Figure 3.2: Identification of power system using neural network model with LM
algorithm, 4−machine, 2−area system.
This example shows that the LM algorithm determines the parameters of NN within the
specified limit − minimum time taken for prediction and convergence. On the basis of
this built model, a linear controller can be developed to attain the desired response of
the power system.
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Figure 3.3: Identified parameters of linear neural network model with LM algorithm.
Table 3.1: Parameters used in the evaluation of Test cases: 4.2.1, 3.3.1, 3.4.1 and 3.5.1
Parameter Description Value Eqn.
m no. of previous control inputs 4 (3.2)
n no. of previous measurement 4 (3.2)
χ learning rate 0.1 (3.12)
α pole shifting factor 0.9 - 1.0 (2.46)
ng numerator order 3 (2.43)
nf denominator order 3 (2.43)
N no. of neurons in hidden layer 10 (3.1)
ws no. of sample in a window 15 (3.5)
Ts sampling time 0.1 s -
Note that the test case studies carried out in this Chapter corresponds to a 4-machine,
2-area system (to note the specification of this generic power system see Section 1.4.1)
and values of parameters used in getting all subsequent results, are given in the Table 3.1.
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3.3 Estimation of ARX Model using RLS Algorithm
An ARX model given in (2.7) is used to characterize the power system described in the
Section 1.4.1. The parameters of ARX model are successfully estimated using the RLS
method (2.22). The following test examples illustrates the identification of ARX with
RLS estimator.
Test Case 3.3.1. Power flow through 10 − 9 line is used as output data and a square
wave of 0.2Hz is used as excitation signal. The ARX model under investigation is of
4th order. Initially system operates normally. At 5s, a line between 8 − 9 bus is taken
out following a fault at bus 8 which results in oscillations on the line 10 − 9. Due to
this outage, the system dynamics change and subsequently RLS updates the parameters.
Figure 3.4 shows the estimation of power system model and the error between the actual
and estimated output. We can observe that the parameters of ARX model converges
within 5− 10s, as shown in the Fig. 3.5.
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Figure 3.4: Identification of the power system using ARX model with RLS algorithm,
4−machine, 2−area system.
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Figure 3.5: Parameters of identified system using RLS estimator, 4−machine, 2−area
power system.
This example shows that the RLS algorithm determines the parameters of ARX model
within 5s of the line outage. Also, the parameters of ARX have converged. On the basis
of these parameters, a controller can be designed to obtain desired output of the system.
3.4 Frequency and Damping Calculation from NN
The power system used in the Section 1.4.1 has one dominant mode which is poorly
damped. The frequency of oscillation is 0.5793Hz for outage in 8 − 9 bus and 0.5745Hz
for outage in 7−8 bus. It is simple to find the frequency and damping of the system from
the poles of ARX model using (2.7). But for the NN model, (2.1) needs to be transformed
into dynamical model using the back propagation algorithm (refer Section 2.4.4). The
three layer neural network is shown in the Fig. 3.6, given an input signal Xj , the output
yˆ and the output of hidden layer is represented by φi, where; i = 1, 2, · · · , N and
j = 1, 2, · · · , n+m.
The input to each node of hidden layer is represented by:
vi =
n+m∑
j=1
WijXj (3.13)
where Xj = X(j) and X = [u1 u2 · · · um x1 x2 · · · xn] and Wij is the weight con-
nection between the ith node of the hidden layer and the jth node of the input layer.
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Figure 3.6: Generic Neural network model.
The output of each node in the hidden layer is passed through a linear function given by:
φi = vi
The output at the final layer is:
yˆ =
N∑
i=1
Viφi
=
N∑
i=1
Vi

n+m∑
j=1
WijXj

 (3.14)
The gradient of (3.14) is calculated to find damping and frequency of the estimated model
which is achieved by using the output node, back-propagated through the various layers
up to the input nodes. Following chain rule of partial derivatives is used to calculate the
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output layer:
∂yˆ
∂Xj
=
N∑
i=1
∂yˆ
∂φi
·
∂φi
∂vi
·
∂vi
∂Xj
(3.15)
From (3.15), ∂yˆ
∂Xj
can be written as:
∂yˆ
∂Xj
=
N∑
i=1
ViWij (3.16)
In vector form
∂yˆ
∂X
=WT · V (3.17)
where V ∈ RN , W ∈ RN×(n+m) are the output and input weights respectively and
∂yˆ
∂X
=


∂yˆ
∂X1
∂yˆ
∂X2
...
∂yˆ
∂Xn+m

 (3.18)
The Taylor series expansion of linear equation (3.14) for a small perturbation is:
∆yˆ(k) =
∂yˆ
∂X1
∆u(k − 1) +
∂yˆ
∂X2
∆u(k − 2) + · · · · · ·+
∂yˆ
∂Xm
∆u(k −m)
+
∂yˆ
∂Xm+1
∆yˆ(k − 1) +
∂yˆ
∂Xm+2
∆yˆ(k − 2) + · · · · · ·+
∂yˆ
∂Xn+m
∆yˆ(k − n) (3.19)
which can be written in autoregressive (ARX) model form:
∆yˆ
∆u
=
∂yˆ
∂u1
+ ∂yˆ
∂u2
z−1 + · · · · · ·+ ∂yˆ
∂um
z−m+1
1− ∂yˆ
∂x1
z−1 − ∂yˆ
∂x2
z−2 − · · · · · · − ∂yˆ
∂xn
z−n
=
b1z
−1 + b2z
−2 + b3z
−3 + . . .+ bmz
−m
1 + a1z−1 + a2z−2 + . . .+ anz−n
=
B(z−1)
A(z−1)
(3.20)
where;
b1 =
∂yˆ
∂u1
, b2 =
∂yˆ
∂u2
, . . . . . . , bm =
∂yˆ
∂um
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a1 = −
∂yˆ
∂x1
, a2 = −
∂yˆ
∂x2
, . . . . . . , an = −
∂yˆ
∂xn
. (3.21)
After the conversion of (3.20) into s-domain, the damping and frequency of the system
is calculated as:
λ¯ = −ζωn ±
√
ω2n(ζ
2 − 1) (3.22)
where ωn is referred as natural frequency of system. This will become clear in the test
example that follows.
Test Case 3.4.1. A fault was created near bus 8 followed by line outage 8 − 9 which
causes oscillations in the measured signal. To capture this oscillatory behavior NN with
LM is used. Also to acquire the information of poles zeros, BP technique is applied here
to convert the algebraic equation of NN into the dynamical equation. From the identified
dynamic models of NN and ARX, the frequency and damping of the system is calculated
using the derived (3.22).
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Figure 3.7: Comparison of frequency of the system based on ARX with RLS and
linear NN with LM.
Figures 3.7-3.8 demonstrate the frequency and damping of the identified system. It is
observed that the frequency of actual system is 0.5793Hz, approximately same as the
frequency of identified system in both the cases (NN with LM and ARX with RLS). The
frequency calculated from NN model has few oscillations compared to ARX with RLS.
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The damping of the linearized system is 6.36× 10−3 and it is revealed that NN with LM
is a promising method compared to ARX with RLS.
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Figure 3.8: Comparison of damping ratio of the system based on ARX with RLS
and linear NN with LM.
3.5 Results with Pole-Shifting Controller (PSC)
Up to now it has been implicity assumed that the identification data is measured in open
loop, so that a simple description on LM and RLS algorithm is provided. The performance
of pole-shifting controller will be examined on the basis of previous estimated models (NN
and ARX). The overall structure of closed loop system is illustrated in Fig. 3.9. The self-
searching pole-shifting controller (stated in Subsection 2.5.1) generates the control signal
at each sampling instant to modify the behavior of a system.
Figure 3.9 illustrates that the parameters of NN and ARX are estimated through the LM
and RLS algorithm respectively. The estimated parameters of ARX from (2.8) are fed
to the pole-shifting controller at each time instant. Conversely, the algebraic equation of
NN (3.3) is first converted into the dynamical system, which is a transfer function between
input-output, and then the coefficients of this transfer function (3.20) are passed to the
pole-shifting controller. On the basis of these estimated coefficients, the control signal is
generated which damp the oscillations of power system. It is necessary to note that the
parameters of the estimated models are passed to PSC at each time instant, while other
coefficients used in PSC are same in both cases. The performance of Estimator-I and
Estimator-II is monitored on the test system and the results are revealed in the ensuing
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Test case. The objective is to see how quickly the adopted LM algorithm could identify
the post-disturbance dynamics for the PSC controller.
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Figure 3.9: Control architecture employing linear NN with LM (Estimator-I) and
ARX with RLS (Estimator-II).
Test Case 3.5.1. A self-searching pole-shifting controller is designed from the linear
model (2.7) and (3.20) whose parameters are estimated using RLS and LM respectively.
The response of the dynamic system under the closed loop operation with LM algorithm
is plotted in Fig. 3.10.
Initially, the system is in a steady state mode, and about 5s a fault has occurred triggering
an oscillatory behavior in the system output. LM estimates parameters of NN model,
passes to PSC so as to damp out oscillations. Alternatively, similar process was repeated
for ARX model with RLS and the results are displayed in the Fig. 3.11. A comparison of
the blue-trace (without control) and red-trace (with self-tuning control) clearly shows that
the designed controller is able to damp the oscillations within 5− 10 for the contingency.
The amplitude of oscillations, from the 3rd post-fault cycle onward, is significantly less
with the designed control.
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The plot of Fig. 3.12 depicts the overall comparison between the RLS and LM estimator
in closed loop operation. From the results of this case study, the designed controller
using linear NN model and online LM algorithm, is capable of achieving similar dynamic
performance.
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Figure 3.10: Closed loop performance: PSC with Estimator-I.
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Figure 3.11: Closed loop performance: PSC with Estimator-II.
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Figure 3.12: Overall closed loop performance of Estimator-I and Estimator-II with
PSC.
3.6 Conclusions
Linear control methods rely on the parameters obtained from online estimation of power
systems behavior which have been employed successfully to prove their effectiveness. In
this context, 4−machine, 2−area power system is used as a test system. The estimation
techniques are implemented and the control is designed to damp the oscillations using
the linear control theory. Simulation results satisfactorily illustrate that the identification
of power system with NN model using online batch-LM, is similar to the ARX model
linked to a RLS algorithm. Use of LM algorithm for estimating the parameters of the
neural network leads to faster convergence following a large disturbance. The identified
parameters (from ARX or NN model) are then passed to the pole-shifting controller. It
is observed that linear NN model with LM offers better opportunity than ARX model
with RLS in terms of convergence speed and accuracy.
It is worthy of note that, power systems are highly nonlinear and control design through
the linear control technique will not give promising results, where the operating conditions
are stressed with pronounced nonlinearities. Hence, the nonlinear identification and
associated control techniques are developed and implemented in the remaining part of
the thesis.
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Chapter 4
Nonlinear System Identification
and Control Design for SISO
Systems
4.1 Introduction
Due to inherent nonlinearities in power systems, use of nonlinear estimation and con-
trol could be more effective. The previous Chapter investigated the performance of
Levenberg-Marquardt (LM) algorithm and compared with RLS using the linear models
i.e., NN and ARX, in open and closed loop scenarios. Several modeling approaches were
reviewed and it was found that the neural networks (NN) model with LM is advantageous
in identification and control of nonlinear systems.
This Chapter emphasizes the necessity to practically implement the nonlinear NN struc-
tures for the identification and control of power systems. To realize this aim, a modified
form of NN structure FLNN is developed. This scheme is compatible with the Feedback
Linearization Control (FBLC) framework. Relevant LM equations are modified to ascer-
tain the input-output weights of FLNN, presented in Section 4.2.2. Simulations are then
carried out for nonlinear model (FLNN with LM) with feedback linearization control.
Finally, in Section 4.4, the performance of proposed nonlinear structure: FLNN with LM
for FBLC is compared against the linear case: NN with LM for PSC in closed loop, for
normal as well as higher power transfer scenarios.
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Figure 4.1: Modified structure of conventional neural network: Feedback Lineariz-
able Neural Network (FLNN).
4.2 Nonlinear Estimation of FLNN with LM Algorithm
There are different types of neural networks like MLP, RBF, RNN, SRN and GN reported
in the popular literature [17, 31, 54]. Most of these focus on the error backpropagation
and control using direct or indirect adaptive framework [18]. Although they produce
desirable performances in various applications, these approaches are not compatible with
the classical nonlinear control framework. These methods are computationally intensive
and provide little theoretical basis for a control design. In this work a modified MLP
structure, termed feedback linearizable neural network (FLNN) is proposed, to establish
a nonlinear model such that feedback linearization based control design can be applied.
The nonlinear neural network provides better estimation when measured signals exhibit
highly nonlinear effects due to stressed operation of the system.
4.2.1 Feedback Linearizable Neural Network (FLNN)
The non-compatibility of feed-forward MLP network with classical nonlinear control
framework is a problem. To tackle this, a nonlinear feedback linearizable neural net-
work is conceived as shown in Fig. 4.1. The FLNN update equation is expressed as:
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yˆ(k + 1) = fˆ(X) + gˆ(X)× u(k) (4.1)
=
N∑
i=m+1
[Vi ×Ψi{
m+n∑
j=1
(Wij ×Xj)}] +
m∑
i=1
[Vi ×Ψi{
m+n∑
j=1
(Wij ×Xj)}]× u(k)
(4.2)
where X = [u¯, x¯]T, x¯ = [y(k − n + 1), y(k − n + 2), · · · , y(k − 1), y(k)] is the vector of
‘n’ measured outputs and u¯ = [u(k −m), u(k − m + 1), · · · , u(k − 1)] is the vector of
previous ‘m’ control inputs. The total number of neurons ‘N ’ in hidden layer are (n+m).
Ψ(.) can be any nonlinear function defined as:
Ψ(.) =
1
1 + e−(.)
This FLNN structure with online LM algorithm can provide faster detection of oscillatory
behavior of a system after faults or disturbances under varying operating conditions. The
estimated output in (4.2) can be written as:
yˆ(k + 1) = Vf ×Ψf (x¯, u¯) + [Vg ×Ψg(x¯, u¯)]× u(k) (4.3)
where V = [Vg Vf ] ∈ R
N and
Vg =
[
V1 V2 · · · Vm
]
Vf =
[
Vm+1 Vm+2 · · · VN
]
and
Ψg =
[
Ψ1 Ψ2 · · · Ψm
]T
Ψf =
[
Ψm+1 Ψm+2 · · · ΨN
]T
The input-output weights of FLNN are updated using the online LM algorithm which is
modified to operate in a sliding window batch mode. With the identified nonlinear form
in (4.3), an appropriate control law can be derived using feedback linearization technique
which cancels the nonlinearities of the system/plant and attempts to follow a desired
linear system behavior.
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4.2.2 Online LM Algorithm for Nonlinear Neural Network − FLNN
The batch-LM is adapted here with FLNN in sliding window batch mode. The basic
formulation of LM algorithm in this Section is the same as described in Section 3.2.2,
but the update equations (3.8)-(3.11) become different, due to the embedded nonlinear
activation function in the hidden layer. The output of FLNN with single hidden layer is
written as:
yˆ(k + 1) = Vf ×Ψf (x¯, u¯) + [Vg ×Ψg(x¯, u¯)]× u(k) (4.4)
Here, the error vector e¯ over a window containing ws samples can be calculated from (3.5).
The weights to be calculated are arranged in vector form p¯ as follows:
p¯ = [ WTi1 W
T
i2 ·· W
T
i(m+n) Vm+1 · · · VN ]
T, i = 1, · · · , N (4.5)
and size of the total number of unknown parameters are Np = N(m+ n) + n. Note that
in (4.5), the input weights and part of the output weights are called as ‘Vf ’, updated at
each time step while the ‘Vg’ remaining fixed. This ensures that gˆ(X) in (2.58) should
stay far from zero.
For convenience, rewriting the corresponding error derivative for weight update equation
(3.7):
J =
∂e¯
∂p¯
= −


∂yˆ(k+1)
∂p(1)
∂yˆ(k+1)
∂p(2) .
∂yˆ(k+1)
∂p(Np)
∂yˆ(k)
∂p(1)
∂yˆ(k)
∂p(2) .
∂yˆ(k)
∂p(Np)
. . . .
∂yˆ(k−ws+2)
∂p(1)
∂yˆ(k−ws+2)
∂p(2) .
∂yˆ(k−ws+2)
∂p(Np)


Here the gradient of 1st row in term of input weights for an error at (k + 1) instant, is
determined:
∂yˆ(k + 1)
∂Wij
=
∂
∂Wij

 N∑
i=m+1
[Vi ×Ψi{
m+n∑
j=1
(Wij ×Xj)}]


+
∂
∂Wij

 m∑
i=1
[Vi ×Ψi{
m+n∑
j=1
(Wij ×Xj)}] × u(k)


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Arranging the derivative of the first row of (3.7) into a matrix form:
JW =


∂yˆ(k+1)
W11
∂yˆ(k+1)
W12
· · · ∂yˆ(k+1)
W1(n+m)
∂yˆ(k+1)
W21
∂yˆ(k+1)
W22
· · · ∂yˆ(k+1)
W2(n+m)
...
...
. . .
...
∂yˆ(k+1)
WN1
∂yˆ(k+1)
WN2
· · · ∂yˆ(k+1)
WN(n+m)


=


V1~1X1u(k) V1~1X2u(k) · · · V1~1Xn+mu(k)
V2~2X1u(k) V2~2X2u(k) · · · V2~2Xn+mu(k)
...
...
. . .
...
Vm~mX1u(k) Vm~mX2u(k) · · · Vm~mXn+mu(k)
Vm+1~m+1X1 V2~m+1X2 · · · Vm+1~m+1Xn+m
...
...
. . .
...
VN~NX1 VN~NX2 · · · VN~NXn+m


(4.6)
Where:
~i = Ψi(1−Ψi)
X = Xj for i = 1, 2, · · · , N and j = 1, · · · , n+m.
The output weights for an error at k + 1:
∂yˆ(k + 1)
∂Vf
=
∂
∂Vi
[
N∑
i=m+1
ViΨi
]
= Ψi (4.7)
also, in vector form, it becomes:
JVf
△
=
∂yˆ(k + 1)
∂Vf
=
[
∂yˆ(k+1)
∂Vm+1
∂yˆ(k+1)
∂Vm+2
· · · ∂yˆ(k+1)
∂VN
]T
(4.8)
The gradient of first row of (3.7) is given as:
J =
[
vec{JTW } J
T
Vf
]
∈ RN(n+m)+n
where vec{JTW } convert the matrix into a row vector form.
Likewise, the gradient of all the remaining rows of (3.7) can be calculated. Once the
derivatives are evaluated for every sample with respect to adjustable parameters, a
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stacked form of a matrix for (3.7) is ultimately produced. The weight parameters are
found from (2.29).
p¯new = p¯old + [J
TJ+ χkI]
−1JTe¯
where χk is the learning rate and e¯ is the error vector over a window. The parameters
update is done online for each moving window, shown in Appendix C.
Test Case 4.2.1. This test case starts with the estimation of linear RLS based method,
and later, compares with the nonlinear FLNN, which is trained via online LM algorithm.
To prove the faster convergence and accuracy of proposed algorithm, the online LM is
tested with the FLNN structure. This is implemented on the 4-machine, 2-area power
system (refer Section 1.4.1). Note that the same excitation signal and power flow through
the line 10−9 is used as a input-output data to identify the weight parameters of FLNN.
The model order for both ARX and FLNN is 6, and the number of neurons are 12 in
the hidden layers of FLNN. We use a square wave of 0.2Hz as an excitation signal, and
window size is 25.
Figures 4.2 and 4.3 display the settling of parameters for both ARX with RLS and FLNN
with online LM, for consecutive disturbance cycles. Between 80−90s, the system operates
under nominal condition. At 90s, a line between 7− 8 is taken out of service following a
fault at bus 8, and the line is restored back at about 120s. To demonstrate the robustness
and fidelity of the derived structure, similar disturbance is created at 150s. We observe
that the online LM algorithm in combination with FLNN converges faster without having
to reset the estimated parameters.
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Figure 4.2: Variation of denominator and numerator parameters of ARX model using
RLS estimator for repeated disturbance cycles.
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Figure 4.3: Variation of output weights of FLNN using LM estimator for repeated
disturbance cycles.
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Figures 4.4a and 4.4b represents the tracking response of the linear estimator using
RLS and FLNN trained with online LM algorithm. The absolute prediction error shows
significant improvement in accuracy due to the introduction of FLNN with online LM
algorithm. These results demonstrate superior performance of the online LM algorithm
for system identification with nonlinear estimators.
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Figure 4.4: Estimated Vs. actual output with ARX-RLS and FLNN-LM.
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Figure 4.5: Comparison of prediction error with ARX-RLS and FLNN-LM.
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4.3 Feedback Linearization Control (FBLC)
The most important feature of self-tuning control is correct estimation of the model
parameters. On the basis of these parameters the controller generates the control signal
which drives the system response towards the desired one. In this Chapter, the neural
network is modified in such a way that it should be compatible with the SISO structure
of the feedback linearization controller (FBLC). The estimated weights parameters of
FLNN are used to construct fˆ(X) and gˆ(X) which are then utilized to develop a control
signal. We keep the gˆ(X) away from zero through a weight adaptation law as: the input
weightsW are updated at each time step through the LM algorithm. The output weights
related to fˆ(X) are updated at each time step while the weights related to gˆ(X) remain
constant. There is another important factor in FBLC, the coefficient vector in (2.56)
plays a key role to achieve the desired response of closed loop system. For thorough
description on FBLC, please see previous Section 2.5.2. This Section focuses on the
simulation results acquired through the application of FBLC on power systems.
4.4 Performance Comparison of FBLC and Pole-Shifting
Controller
The control architectures shown in Figs. 3.9 and 4.6 are jointly used for comparison of
the two types of identification and control methods. The first, is linear NN with LM, to
find the coefficients, and the second, is FLNN with LM, a batch-nonlinear optimization
algorithm used to find the weights of FLNN nonlinear model. For online identification
and control, the batch-LM method is operated in sliding window batch mode. The knowl-
edge gained through this identification scheme is further tested on power system (refer
Section 1.4.1 for system specifications). Also the performance of feedback linearization
controller (FBLC) under various operating conditions is compared against pole-shifting
controller (PSC). The simulation results are put forward for two scenarios. For the sake
of simplicity, linear NN model with the LM algorithm is referred as the ‘Estimator-I’,
and FLNN model with the LM algorithm is referred as the ‘Estimator-III’. Following
Subsections, specify the closed loop performance of PSC (on Estimator-I ) and FBLC
(on Estimator-III ) under normal power transfer scenario of 400MW. Alternatively, the
same process is repeated but under relatively more stressed condition, by increasing the
power transfer from 400MW to 775MW.
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Figure 4.6: Control architecture employing FLNN with LM (Estimator-III).
4.4.1 Normal (400MW) Power Transfer Condition
In this Section, a nonlinear modeling and optimization technique is proposed which
captures and damps the oscillatory behavior of the power systems. At the outset of
this Chapter, the swiftness of proposed Estimator-III was argued through the case study
outlined in Test case 4.2.1. Our overall aim is to damp the oscillations in minimum
possible time. In this context, feedback linearization controller is used with the FLNN
model. Details of overall closed loop performance are elaborated in the following Test
case.
Test Case 4.4.1. FBLC is based on the nonlinear FLNN model, parameters are es-
timated from the batch-LM algorithm at each sampling instant. The performance of
FBLC is shown in this Test case for a tie-line transfer of 400MW between the two areas
of the power system, described in Section 1.4.1. At 5s, a fault is simulated near bus 8
followed by an outage of one of the lines connecting buses 7 − 8. Resulting oscillatory
behavior is captured through the parameters of the FLNN model using LM algorithm.
Based on the estimated parameters, FBLC successfully damps out the oscillations within
10 − 12s. It should be noted that in this Test case, PSC uses Estimator-I and FBLC
uses Estimator-III.
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Simulation Results: Figure 4.7 shows the comparison of damping performance between
PSC and FBLC in terms of power flow through line 10−9 (Pline 10−9) and the difference
between generator angles G1 and G3. Also, variation of the percentage compensation of
TCSC, kc is depicted in Fig. 4.8. The variation of the percentage compensation of the
TCSC is within the specified limit of 1 and 50% around a steady state setting of 10%.
Up to about 6−7s, the variation of kc contains high frequencies, which is due to the time
taken for the LM algorithm to converge to accurate set of estimated parameters. Also
due to the effect of large disturbance i.e., fault. The amplitude of subsequent oscillation
associated with the FBLC controller is significantly less with the designed PSC controller.
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Figure 4.7: Comparison of damping performance of PSC Vs. FBLC for 400MW tie
flow following line 7− 8 outage.
Although, the same LM algorithm has been used for estimation using nonlinear neural
network with FBLC, the parameters convergence and effect of inaccurate estimation just
after the disturbance is significantly minimized. This is due to the ability of nonlinear
neural networks (FLNN) to better estimate the nonlinear dynamics in the system. In
Fig. 4.9, a comparison between PSC and FBLC is shown for a different line outage 8− 9
with the same tie line flow of 400MW. The difference between the generator angles show
better damping with the FBLC compared to PSC.
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Figure 4.8: Comparison of the TCSC-compensation: PSC Vs. FBLC for 400MW tie
flow following line 7− 8 outage.
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Figure 4.9: Comparison of damping performance: PSC Vs. FBLC for 400MW tie
flow following line 8− 9 outage.
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The performance of Estimator-III with FBLC is also tested following a self-clearing fault
scenario. In this scenario, a fault has occurred near bus 8 which is self-cleared within
a 80ms. The plots of Fig. 4.10 show the system response with a comparison between
Estimator-I with PSC and Estimator-III with FBLC. Similar high frequency variations
in kc are observed here up to about 6− 7s which is due to the convergence time taken by
the LM algorithm.
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Figure 4.10: Comparison of damping performance: PSC Vs. FBLC for 400MW tie
flow following a self-clearing fault near bus 8.
The performance of FBLC with Estimator-III was under investigation in this Test case
for all three possible line outages such as line outage 7− 8, 8− 9 and self-clearing fault.
From the simulation results, it is deduced that the FLNN with FBLC works better than
the linear NN with PSC in all cases due to its ability to deal with the nonlinearities.
Note that in both cases, online-LM is used to estimate the weights parameters of NN
and FLNN.
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Table 4.1: Parameters used in the evaluation of Test cases: 4.4.1 and 4.4.2
.
Parameter Description Value Eqn.
m No of previous control inputs 6 (4.2)
n No of previous measurement 6 (4.2)
χ Learning rate 0.1 (3.12)
α Pole shifting factor 0.9 - 1.0 (2.46)
ng Numerator order 5 (2.43)
nf Denominator order 5 (2.43)
N No of neurons in hidden layer 12 (4.2)
ws No of sample in a window 25 (3.5)
Λ Coefficients vector in FBLC -10, -15, -20
−0.4± j3.61 (2.56)
Ts Sampling time 0.1 s -
Kv Arbitrary constant 0.8 (2.58)
Note that the Test case studies carried out in this Chapter corresponds to a 4−machine,
2−area system (to note the specification of this generic power system see Section 1.4.1),
and values of parameters used in getting all subsequent results, are given in the Table 4.1.
4.4.2 Higher (775MW) Power Transfer Condition
To investigate the ability of FBLC with Estimator-III in the face of higher nonlinearities,
the system was stressed by increasing the tie-line power flow from 400MW to 775MW.
The open loop system responses are shown in Fig. 4.11. With 775MW the system be-
comes unstable and nonlinear effects are more pronounced in the form of multi-frequency
components, see blue trace in Fig. 4.11.
The performance of the FBLC mainly depends on the correct estimation of input-output
behavior of the power system. Here, online-LM algorithm was used to estimate the
weights parameters of the FLNN. These estimated parameters are utilized to produce
fˆ(X) and gˆ(X) at each time sample, which are then passed onto the FBLC to generate
the desired control signal.
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Figure 4.11: Power flow through tie line 8−9 for different loading conditions: 400MW
and 775MW following a line 7 − 8 outage. Nonlinearity with higher system loading
is evident in dynamic behavior.
The closed loop performance of FBLC with Estimator-III is compared against the PSC
with Estimator-I on high loading condition (775MW) in the following Test Case.
Test Case 4.4.2. In this Test Case, the performance of Estimator-III with FBLC is
examined in closed loop with higher tie-line power transfer. The model order is 6th in
this case to ensure better estimation of the input-output weights of the FLNN model.
The performance of the FBLC is shown in Fig. 4.12 for 775MW power transfer between
area-1 and area-2. Similar to the previous test cases, a fault has been again simulated
near bus 8 at 5s followed by outage of the lines, e.g., 7− 8 (see Fig. 1.2 for details). Plot
of Fig. 4.12 compares the closed loop response of FBLC (on Estimator-III ) with the open
loop response.
The closed-loop system responses under increased tie-line power flow condition is shown in
Fig. 4.13 following a self-clearing fault near bus 8. Here, FBLC and PSC produces similar
performances. However, relatively larger variations of kc in case of PSC demonstrates
that FBLC is effective in dealing with increased non-linearities.
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Figure 4.12: Open Vs. closed loop dynamic behavior of FLNN-LM (Estimator−III)
with FBLC for 775MW tie flow following line 7− 8 outage.
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Figure 4.13: Comparison of damping performance: PSC Vs. FBLC for 775MW tie
flow following a self-clearing fault near bus 8.
System response with higher (775MW) tie-line transfer and line 7−8 outage condition is
shown in Fig. 4.14. As the power flow increases from 400MW to 775MW, FBLC produces
better performance than PSC and with significantly less control effort, see lower traces in
plots of Figs. 4.10, 4.14. Thus FBLC is more effective in dealing with stressed operating
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Figure 4.14: Comparison of damping performance of PSC Vs. FBLC for 775MW tie
flow following line 7− 8 outage.
scenarios (e.g., high tie-line transfer, multiple line outages etc.), where nonlinearities are
more pronounced.
Keeping in mind the structure of linear NN and FLNN are different but the same LM
algorithm is used to estimate the weights parameters of both models. The parameters
values of estimators such as: model order, number of neurons in hidden layers, learning
rate of LM algorithm are identical in both cases and listed earlier in following Table 4.1.
4.5 Conclusions
Power systems are nonlinear and so require a nonlinear controller to regulate the power
flow under a variety of operating conditions, especially under stressed operating condi-
tions. This Chapter delves into such controller design, employing methods that incor-
porates an explicit robustness, accurate parameters estimation and faster convergence.
Three different potential control schemes in SISO framework have been reported.
Firstly, a modified model of neural network (FLNN) is built and the proposed LM algo-
rithm is tested on it.
Secondly, the comparison of identification of power system between FLNN with online
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batch algorithm and ARX with RLS is shown over different test scenarios. It is noticed
that online-LM algorithm satisfactorily estimates the weights of FLNN case, converging
promptly as expected. The absolute error between actual and estimated output is sig-
nificantly low (within range of 0 to +0.003). It is seen that FLNN model with LM offers
greater potential than ARX model with RLS.
Thirdly, the linear NN with PSC is compared to FLNN with FBLC; both are using online-
LM as an estimation algorithm. The results of the Test case 4.2.1 were used in the design
of feedback linearization controller. The FLNN model with LM is tested in the presence
of a normal and heavily loaded operating condition with pronounced nonlinearities (refer
Test case 4.4.2).
The major observation is that the performance of FBLC with FLNN is better than linear
NN with PSC in terms of speed and accuracy.
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Chapter 5
Nonlinear System Identification
and FBLC Design for MIMO
Systems
5.1 Introduction
Proper design of a damping controller for FACTS devices to damp multi-modal oscilla-
tions is paramount. The SISO design methodology is somewhat limited in power systems
as the observability of all the dominant modes are not adequate at a single point and also
multiple actuators cannot be controlled. One way to get around this problem is to formu-
late the multi-input, multi-output (MIMO) feedback linearization controller (FBLC). In
general, all the critical swing modes of the system are not adequately ‘observable’ at the
FACTS location, decided primarily based on the steady state power flow considerations.
In this Chapter, MIMO feedback linearization controller for power oscillation damping
is adopted. The design methodology is illustrated through a case study on the reduced
equivalent of the New England (NETS) − New York (NYPS) test system. The per-
formance of designed controller is validated through nonlinear simulations for a range
of contingencies. The controller is required to ensure that oscillations settle within a
minimum possible time for all operating conditions considered during the design.
In this work, oscillatory behavior of the system is estimated online from the measured
quantities using a special form of neural network compatible with the feedback lineariza-
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tion frame-work, explained initially in Section 5.2.1. Thereafter, Levenberg-Marquardt
(LM) algorithm is utilized in MIMO framework which operates in a sliding window batch
mode for estimation of the FLNN parameters, outlined in Section 5.2.2. The coefficient
vector in the FBLC formulation is updated adaptively using the projection algorithm to
suit changing operation scenarios, addressed in Section 5.3.1. The Section 5.5 provides
a case study on a reasonably large-scale power system having three critical oscillatory
modes. Two power electronic actuators (TCSCs) located on separate transmission lines
are used to control these modes resulting in a MIMO controller. Performance of the
FBLC is bench-marked against a conventional model based controller.
5.2 Estimation of FLNN Parameters using LM Algorithm
− MIMO Case
Feedback linearizable neural networks have a built-in capability to adapt their synaptic
weights according to the change in the system response. In particular, a FLNN trained
to operate in a specific environment can be easily retrained to deal with minor changes
in the operating conditions. The FLNN-based identification technique aims to develop
neural network models for a power systems, operating under different conditions using
input-output data. The main advantage of the NN-based technique comes from the
efficient and economic implementation of this model. The FLNN model parameters,
synaptic weights, can be computed iteratively so as to attain a desired design objective.
The updates of synaptic weights are done through the LM algorithm which is adopted
in online batch mode.
5.2.1 MIMO Structure of Feedback Linearizable Neural Network (FLNN)
In previous Chapter, FLNN was introduced to overcome the non-compatibility of feed-
forward MLP network with classical nonlinear control framework. It was also noted that
proposed SISO structure of FLNN with LM produce good estimation results. Here, in
this Chapter an amendment has been made in FLNN to operate in a MIMO frame-
work. This Section is devoted to develop the FLNN for discrete time MIMO nonlinear
for 16−machine, 5−area power system with 2 TCSCs (details of this power system is
provided earlier in Section 1.4.2). This system is assumed to have inputs as u(k) ∈ Rmp
and the measured outputs y(k) ∈ Rnp . The delayed values of this system input-output
are used as an input of the FLNN structure shown in Fig. 5.1. The total number of
inputs to FLNN are mpm+ npn and outputs are np.
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Figure 5.1: Feedback Linearizable Neural Network structure for MIMO case.
The estimated output of the FLNN is meant to track the following nonlinear model (5.1),
and the estimated fˆ(X) and gˆ(X) are used to generate the control signals from FBLC.
yˆ(k + 1) = fˆ(X) + gˆ(X)× u(k) (5.1)
where
fˆ(X) =


∑N
i=mpm+1
[V1i ×Ψi(.)]∑N
i=mpm+1
[V2i ×Ψi(.)]
...∑N
i=mpm+1
[Vnpi ×Ψi(.)]

 , gˆ(X) = diag


∑mpm
i=1 [V1i ×Ψi(.)]∑mpm
i=1 [V2i ×Ψi(.)]
...∑mpm
i=1 [Vnpi ×Ψi(.)]


and N
△
= mpm+ npn. gˆ(X) ∈ R
np×mp is a diagonal matrix. Also, X = [u¯, x¯]T,
x¯ = [ yT(k − n+ 1) yT(k − n+ 2) · · yT(k − 1) yT(k) ] ∈ Rnpn (5.2)
is the row vector of past n− 1 measurements of each y and
u¯ = [ uT(k −m) uT(k −m+ 1) · · uT(k − 1) ] ∈ Rmpm (5.3)
is the row vector of m previous control inputs of each u. Ψ(.) can be a nonlinear logsig-
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moid function. Here again:
Ψi(v) =
1
1 + e−(v)
, and
v =
N∑
j=1
(Wij ×Xj) i = 1, 2, · · · , N.
The estimated output of the neural network with a single hidden layer can be written as:
yˆ(k + 1) = V ×Ψ(W × [u¯, x¯]T) = V×Ψ(W ×X) ∈ Rnp (5.4)
The weight parameters for the FLNN are defined as:
V =


V11 V12 . . V1N
V21 V22 . . V2N
...
... . .
...
Vnp1 Vnp2 . . VnpN

 ∈ Rnp×N (5.5)
W =


W11 W12 . . W1N
W21 W22 . . W2N
. . . . .
. . . . .
WN1 WN2 . . WNN


∈ RN×N (5.6)
The online LM algorithm is used to update the weight parameters of the MIMO FLNN
structure which provide faster detection of oscillatory behavior of a system after distur-
bances under varying operating conditions. With the nonlinear form in (5.1), appropriate
control law can be derived using feedback linearization technique which cancels the non-
linearities of the system/plant. The training of the MIMO FLNN is sought in the next
Subsection.
5.2.2 Online LM Algorithm for the Estimation of MIMO FLNN
LM algorithm has been used appreciably for off-line batch training of various neural
networks. Use of LM algorithm for estimating the parameters of the neural network
leads to faster convergence [58,61]. This Section presents the use of online LM algorithm
for estimating the parameters of a MIMO FLNN.
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Adaptation of LM batch algorithm in SISO framework has been demonstrated in [73], and
in the same way, the conventional LM algorithm is adapted here to work in sliding window
batch mode. The LM update equation (5.8) and (2.29) trains the weights of FLNN
multiple times for a single window as illustrated in the flowchart given in Appendix C
Fig. C.1. The error vector e¯ over a window containing ws samples is given by:
e¯q =


yq(k)− yˆq(k)
yq(k − 1)− yˆq(k − 1)
.
.
yq(k − ws + 2)− yˆq(k − ws + 2)


∈ Rws (5.7)
q = 1, 2, · · · , np
Where:
y(·) is the actual output,
yˆ(·) is the estimated output, and
ws is the number of samples in a window.
The overall error vector is:
e = [ e¯T1 e¯
T
2 · · · e¯
T
np
]T ∈ Rnpws
To calculate the error derivatives over an entire window, the weights to be updated
(unknown parameters) are arranged in a vector form p¯ as follows:
p¯ = [ WTi1 W
T
i2 ·· W
T
iN V
T
l1 V
T
l2 ·· V
T
lnp
]T,
i = 1, 2, · · · , N and l = mpm+ 1, mpm+ 2, · · · , N.
and size of the total number of unknown parameters is Np = NN + npn.
The corresponding error derivatives for weight update equation can be written as:
J¯q =
∂e¯q
∂p¯
= −


∂yˆq(k)
∂p(1)
∂yˆq(k)
∂p(2) .
∂yˆq(k)
∂p(Np)
∂yˆq(k−1)
∂p(1)
∂yˆq(k−1)
∂p(2) .
∂yˆq(k−1)
∂p(Np)
. . . .
∂yˆq(k−ws+2)
∂p(1)
∂yˆq(k−ws+2)
∂p(2) .
∂yˆq(k−ws+2)
∂p(Np)

 (5.8)
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where q = 1, 2, · · · , np. The weight update equation for all the outputs can be written
as
J = [ J¯T1 J¯
T
2 · · · J¯
T
np
]T ∈ Rnpws×Np .
The derivatives are calculated for each sample within a window with respect to each
adjustable parameter and stacked to form a matrix as in (5.8). The weight parameters
are then updated according to (2.29):
p¯new = p¯old + [J
TJ+ χkI]
−1JTe ∈ RNp
where χk is the learning rate and e is the error vector over a window. The learning rate
is adjusted at each iteration to assure the reduction in the error e. This LM algorithm
is also called adaptive LM because it controls the learning rate by itself: it raises the
χk if the step fails to reduce the error; otherwise it decreases the χk. In this way LM
is capable of acting like a descent algorithm when being far away from the solution,
and alternatively, behaves like a Gauss-Newton method when closer to the solution with
faster convergence [94].
In this Chapter, the number of input and output are same i.e., np = mp, and are 2. The
input-output weights of the FLNN are stacked in a vector and initialized at the start of
the first window. A window size is fixed and for each sample within the window, the
output of the FLNN is calculated using the updated weights.
5.3 Feedback Linearization Control (FBLC) Design for MIMO
Systems
It has been difficult to design feedback controller for general nonlinear systems but several
strategies were developed in SISO framework [95–97]. Also, an adaptive critic NN archi-
tecture was used in MIMO framework for the design of output feedback controller [66],
which mainly worked in two steps:
• estimate the states of the system
• NN takes action to derive the output to track the reference signal, while weights
are tuned through the adaptive critic NN approach
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MIMO FBLC control for a class of nonlinear discrete time system is presented in this
Section. In this work, the output of estimator yˆ, fˆ(X) and gˆ(X) are used to derive
the control law without any extensive calculations in the control design. To improve the
performance of FBLC in MIMO framework, the coefficient vector Λ(k) is updated at each
time step by monitoring the error vector e(k). It is observed that the overall performance
of FBLC gets better with this approach, and Λ(k), re-tune itself automatically to cater
any change in operating condition or system response.
The FBLC design is based on a tracking problem which is to regulate the output signal
y to track
yd =
[
yd1(k) yd2(k) · · · ydnp (k)
]
through the bounded control action u. The feedback linearizable MIMO controller is of
the order: y ∈ Rnp and u ∈ Rmp . The envelop of the desired trajectories xd and system
output ys for a window is defined as:
xd(k)
△
=


yd1(k − n+ 1) · · · yd1(k − 1) yd1(k)
yd2(k − n+ 1) · · · yd2(k − 1) yd2(k)
... · · ·
...
...
ydnp (k − n+ 1) · · · ydnp (k − 1) ydnp (k)


T
ys(k)
△
=


y1(k − n+ 1) · · · y1(k − 1) y1(k)
y2(k − n+ 1) · · · y2(k − 1) y2(k)
... · · ·
...
...
ynp(k − n+ 1) · · · ynp(k − 1) ynp(k)


T
The assumption is that the g(X) is non-singular. This is a necessary condition for the
existence and uniqeness of solutions for (5.1). The error vector is expressed as:
e(k) = xd(k)− ys(k) ∈ R
n×np
and a filter error r ∈ Rnp as:
rT(k)
△
= [ΛT(k) 1]e(k) (5.9)
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Figure 5.2: Structure of the discrete time feedback linearization time-varying con-
troller
where
Λ(k) = [λ1 λ2 . . . λn−1]
T (5.10)
is appropriately chosen coefficient vector such that e(k) → 0 as r(k) → 0 (i.e. zn−1 +
λn−1z
n−2 + · · ·+ λ1 is stable). It is noted that the choice of Λ dictates the performance
of FBLC. The usual way is to keep the Λ constant, resulting e(k)→ 0 as r(k) → 0. But
due to change of operating conditions, a fixed value for Λ does not provide acceptable per-
formance for the current application. The alternative way to determine the Λ is through
the self-tuning scheme, which updates the Λ, at each time instant k (refer Fig. 5.2).
The designed scheme makes the FBLC as a time varying controller. The formulation of
self-tuned Λ is described in the next Subsection 5.3.1.
Equation (5.1) can be written in term of filtered error as:
rT(k + 1) = f(X) + g(X)u +Yd (5.11)
where f ∈ Rnp , g ∈ Rnp×mp and
YTd ≃


−yd1(k + 1)
...
−ydnp (k + 1)


T
+ [0 ΛT(k)]e
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We assumed that g(X) is a square matrix, i.e., np = mp. If we knew the exact form of
nonlinear function the control law:
u = g−1(X)[−f(X) −Kvr−Yd] (5.12)
would bring r(k) to zero for any positive Kv. Since it is assumed that these functions
are estimated by the LM algorithm, the choice of control law can be given as:
u = gˆ−1(X)[−fˆ(X) + v] ∈ Rmp (5.13)
where the estimates fˆ(X) and gˆ(X) will be constructed by feedback linearizable neural
network, and the auxiliary term is stated as:
v = −Kvr−Yd
It can be noted that the control law (5.13) is not well defined when the gˆ(X) is singular.
Simple approaches to solve this problem is:
• keep the estimate gˆ constant. This limits the class of systems and gets effected
depending on its bound.
• reconstruct gˆ by an adaptive scheme. A local solution can be given, but it is not easy
to select initial weights, so that the output of NN is satisfactorily approximated.
Another way to keep gˆ(X) non-singular, is through the weight adaptation law as applied
in this work. The structure of NN and adaptive law to update the weights of NN has
been modified to overcome the problem described in [40, 73]. The input weights W are
updated at each time step through the LM algorithm. The output weights related to
fˆ(X) are updated at each time step while the weights related to gˆ(X) remain constant.
This scheme ensures that gˆ(X) will be non-singular.
5.3.1 Self-tuning Technique for Λ(k)
The success of FBLC depends on the choice of Λ, described in (5.9). The projection
algorithm is used here in this work to update the Λ, which ensures that the error vector,
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e(k)→ 0 as filter error vector, r(k)→ 0. Let
ϕT
△
=


e1(k − n+ 1) e1(k − n+ 2) · · · e1(k − 1)
e2(k − n+ 1) e2(k − n+ 2) · · · e2(k − 1)
...
... · · ·
...
enp(k − n+ 1) enp(k − n+ 2) · · · enp(k − 1)


and
E
△
=
[
e1(k) e2(k) · · · enp(k)
]T
Then (5.9) can be re-written as:
r(k) = ϕTΛ∗ + E(k) (5.14)
where Λ is estimation of Λ∗.
rˆ(k) = ϕT(k − 1)Λ(k) + E(k)
where r, rˆ is measured and estimation vector respectively. Now the cost function can be
written as:
Jκ (Λ(k),Λ(k − 1), k) =
1
2
‖Λ(k) − Λ(k − 1)‖22 + κ
[
r(k) − ϕT(k − 1)Λ(k) − E(k)
]
(5.15)
which is quadratic based on the a-priori performance of ϕT (k)Λ(k). The projection
estimate [81, p.52] [38,98] of Λ(k) is used to minimize (5.15). The projection estimate of
Λ(k) is given by:
Λ(k) =Λ(k − 1)− γGϕ(k − 1)[r(k) − ϕT(k − 1)Λ(k − 1)− E(k)], 0 < γ < 2
(5.16)
where
G =
[
αI + ϕ(k − 1)ϕT(k − 1)
]−1
, α ≥ 0
At each iteration Λ(k) is updated before generating the control signals.
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5.4 Conventional Control Design (CCL)
The design methodology for a low order n−input, n−output (MIMO) controller is de-
scribed in a general form in this Section. It is assumed that there are ‘n’ number of
critical inter-area modes which are highly observable from ‘n’ different locations. The
controller is made up of only gain (K1, K2, ... Kn) and a maximum of three first order
lead-lag blocks in each channel, see Fig. 5.3, apart from the standard low pass noise
filters (Tm = 0.01s) and the high-pass washout blocks (Tw = 10.0s). Measured signals
are denoted as P1, P2, ... Pn and the control signal to the actuating FACTS device as
u’s in Fig. 5.3.
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----------
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----------
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1 + sT6n-5
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----------
1 + sT6n
sTw
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1 + sTw
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1 + sTw
sTw
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1 + sTw
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K2
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u1
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1
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1 + sTm
1
----------
1 + sTm
1
----------
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Figure 5.3: General block diagram of n-input, n-output controller.
The design specifications of such a controller are as follows:
1. Modal oscillation due to all the poorly damped inter-area modes should settle
within 10s for all the operating conditions considered during design.
2. Frequency of oscillation of the inter-area modes should not change appreciably from
their open-loop values.
3. Controller effort should be optimum.
An objective function with constraints for these three design specifications is formulated
in [99]. The multi-objective constrained optimisation problem can be solved using any
standard optimisation technique. However, it is not straightforward to come up with a
reasonable initial guess for the parameter set. Hence, evolutionary optimisation tech-
niques e.g., genetic algorithm, particle swarm optimisation etc. have been found to be
more effective in terms of convergence. Results extracted from conventional control de-
sign presented in the next Section were obtained from [99]. This work used particle
swarm optimisation (PSO) technique [100].
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Under nominal condition, about 1500MW and 600MW are exported to the NYPS from
areas 3 and 5, respectively. To support these large power transfers, two thyristor con-
troller series capacitors (TCSCs) are installed in the transmission lines connecting buses
18 − 50 and 41 − 40. These are referred to as TCSC1 and TCSC2 for the rest of the
Chapter. In steady-state, TCSC1 provides 50% (of line reactance) capacitive compen-
sation while TCSC2 is set to 40%. Modal analysis reveals the presence on three critical
low frequency oscillatory modes (approximately 0.35, 0.50 and 0.60Hz) with poor (less
than 4%) damping.
The objective of this exercise is to improve the damping of the three modes to a desired
level through supplementary control of the two TCSCs. Active power flow through the
lines connecting buses 45−35 and 16−18 were found to be the most appropriate feedback
signals resulting in a 2−input, 2−output control structure.
The parameters used for the simulation exercise are presented in Table 5.1. The neural
network used logsigmoid function in the hidden layer, therefore, it was necessary to scale
the inputs of the neural network between +1 and −1. This was to ensure that the
inputs to the logsigmoid function does not fall in the saturation region. The size of the
neural network was chosen according to the complexity of the measured signal. For the
current application, there are three dominant inter-area modes in the system, therefore
the number of previous values of the measurement signals (i.e., the system order) was
chosen as 7. An order of 7 ensured that the lowest frequency modes were only identified
by the neural network. Due to the FLNN structure, an order of 7 made the number of
hidden layer neurons to be 28, considering 2 measurement signals and 2 control inputs
and their past values, see Table 5.1. The learning rate typically lies between 0.01 and 0.2.
For the need of faster convergence, the learning rate was selected as 0.1 which was found
suitable for training the neural network with minimum undershoot and overshoots. Other
tuning parameters were selected from experience to suit this particular case study. The
listed parameters have been tested for multiple conditions and multiple disturbances, and
have shown satisfactory performances for most operating scenarios.
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Table 5.1: The numerical values of the parameters used in estimator and controller
Parameters Description Value Eqn.
m no. of previous control inputs 7 (5.3)
n no. of previous measurement 7 (5.2)
χ learning rate 0.1 (3.12)
np No of outputs 2 (5.5)
mp no. of inputs 2 (5.13)
N no. of neurons in hidden layer 28 (5.5)
ws no. of sample in a window 35 (5.7)
Kv gain of error feedback loop 0.8 (5.12)
Λ initial coefficient vector −15,−16,−17
in FBLC −18,−19,−20 (5.10)
Ts sampling time 0.1 s -
α arbitrary Constant 0.5 (5.16)
γ learning rate 0.01 (5.16)
5.5.1 Comparison of FBLC with Conventional Controller
Test Case 5.5.1. Simulations were carried out in Matlab/SIMULINK with the detailed
nonlinear differential-algebraic (DAE) equation representation of the test system, as given
in Fig. 1.3. A fixed step size of 1.0ms was used while the feedback signals were sampled
at 50Hz according the standard sampling rate of practical phasor measurement units
(PMUs). Several scenarios were considered to validate the performance and robustness
of the proposed control algorithm. Only three of those in terms of severity involving
3−phase faults for 80ms cleared by outage of key transmission lines are discussed here.
The scenarios are summarized in Table 5.2 including the location of the fault, line outage
and the figure numbers where the corresponding system responses are shown. The system
responses are shown in terms of the measured active power flows in transmission lines
connecting buses 16−18 and 45−35 (Pline45−35 and Pline16−18) and the differences between
the rotor angles of generators in different geographical areas. Low frequency oscillatory
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modes involving generators and loads across diverse geographical areas are expected to be
predominantly visible in these signals. Also the dynamic variation of the compensations,
kc1 and kc2, provided by the two TCSCs, TCSC1 and TCSC2, respectively, are shown
for each scenario.
Table 5.2: Contingency Scenarios
Scenario Fault at bus Line outage Between area Fig No.
1 18 18− 42 4, 5 5.4
2 54 54− 53 NETS−NYPS 5.5
3 60 60− 61 NETS−NYPS 5.6
Performance of the proposed FBLC is bench-marked against a conventional controller
in the backdrop of the open-loop (no supplementary control of the TCSCs) response of
the system. It is clear from Figs. 5.4, 5.5 and 5.6 (refer part ‘a’ and ‘b’), that under
each scenario, FBLC yields very similar performance as a CCL both of which are better
than the open-loop as expected. In all cases the oscillations settle within 10 − 15s with
both FBLC and CCL unlike the open-loop responses which violates the 10− 15s settling
criterion. It is to be noted that the FBLC achieves similar performance as CCL with very
little knowledge of the accurate system model and post-fault scenarios while the design
of the latter (CCL) requires an accurate system model and has to be subsequently tuned
for individual scenarios.
The angular separation between machine G16, G13 and G1, G15 located in different areas
are shown in part ‘c and d’ of Figs. 5.4, 5.5 and 5.6, under different operating scenarios.
Inter-area oscillations involves a group of machines in one area swinging against a group
of another area. These oscillations are mostly manifested in angular differences and
therefore, chosen for the display. In each scenarios, the desgined control scheme for
TCSCs are capable to settle the oscillations within 10 − 15s for a range of post-fault
operating conditions.
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Figure 5.4: Dynamic response of the system for three phase fault at bus 18 followed
by line 18− 42 outage. Green trace: open loop, Red trace: CCL, Blue trace: FBLC.
In Figs. 5.4, 5.5 and 5.6, the variation of compensation kc2 of TCSC2 is significantly
less that of kc1 for TCSC1 (see part ‘e’ and ‘f’). This is due to the fact that the power
flow through TCSC1 is much more than that of TCSC2. Moreover, the length of the
transmission line in which TCSC2 is installed in almost 4 − 5 times that of the line
with TCSC1. Hence, much smaller changes in percentage compensation, kc2, lead to
comparable changes in the absolute reactance of TCSC2 as TCSC1.
Variations in the estimated parameters fˆ(X) and gˆ(X), (5.12), are shown in part ‘g’ and
‘h’ of Figs. 5.4, 5.5 and 5.6. It can be seen that use of LM algorithm in sliding window
batch mode ensured fast settling of the estimated parameters. Also, gˆ(X) is prevented
from getting close to zero (singular) by the appropriately chosen structure of the FLNN.
106
5.5 Simulation Results
5 10 15 20 25 30
−2
−1
0
1
time, s
Pl
in
e 
45
−3
5,
 M
W
(a)
 
 
5 10 15 20 25 30
38
39
40
41
time, s
Pl
in
e 
16
−1
8,
 M
W
(b)
 
 
5 10 15 20 25 30
−30
−20
−10
0
time, s
∠
 
G
1−
G
15
, d
eg
(c)
 
 
5 10 15 20 25 30
40
45
50
55
60
65
time, s
∠
 
G
16
−G
13
, d
eg
(d)
 
 
Open loop
CCL
FBLC
Open loop
CCL
FBLC
Open loop
CCL
 FBLC
Open loop
CCL
 FBLC
5 10 15 20 25 30
20
40
60
80
time, s
kc
1,
 
%
(e)
 
 
CCL
 FBLC
5 10 15 20 25 30
35
40
45
50
time, s
kc
2,
 
%
(f)
 
 
CCL
 FBLC
5 10 15 20 25 30
−0.4
−0.2
0
0.2
0.4
0.6
time, s
va
ria
tio
n 
in
 f(X
)
(g)
 
 
f1(X)
 f2(X)
5 10 15 20 25 30
1
2
3
4
time, s
va
ria
tio
n 
in
 g
(X
)
(h)
 
 
g1(X)
 g2(X)
Figure 5.5: Dynamic response of the system for three phase fault at bus 54 followed
by line 54− 53 outage. Green trace: open loop, Red trace: CCL, Blue trace: FBLC.
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Figure 5.6: Dynamic response of the system for three phase fault at bus 60 followed
by line 60− 61 outage. Green trace: open loop, Red trace: CCL, Blue trace: FBLC.
The above case study illustrates the effectiveness of the proposed FBLC for a range of
different scenarios. It is shown to perform almost similar to a conventional model based
controller tuned for these (and other) specific scenarios.
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5.6 Conclusions
Self-tuning MIMO controller ensures that the power systems oscillations settle within
specific time for all the operating conditions. Two aspects of a measurement based
online control design for MIMO systems are dealt with in this Chapter. They are:
1. Nonlinear model estimation of the low frequency oscillatory dynamics using online
LM algorithm with sliding window batch mode implementation.
2. Feedback linearization control implementation using the derived FLNN model.
The adaptation of the LM algorithm for online application shows faster convergence, and
accurate estimation of the nonlinear dynamics in a specified form compatible with feed-
back linearization technique. Due to the adaptation of the parameters, the low frequency
system model gets updated in the post-disturbance operating conditions. Therefore, the
adaptive FBLC controller shows satisfactory performance for various operating conditions
without any need for manual adjustments. The major advantage of the proposed method
is that it requires minimal a-priori knowledge about the system and post-disturbance sys-
tem operating conditions. The satisfactory performance of the proposed design provides
a basis for further investigation and real time implementation of this method.
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Chapter 6
Nonlinear System Identification
and Control Design for MISO
Systems
6.1 Introduction
The effectiveness of MIMO FBLC design on a 16−machine, 5−area power system was
demonstrated in previous Chapter. The motivation behind such a controller design was
to install one MIMO controller for all actuators instead of SISO controllers for each
actuator. Furthermore, MIMO was helpful to improve the observability of all dominant
modes of the system which were not adequately observable through single location. The
MIMO scheme used the measured signals in estimator from the different geographical
locations, and generated the control signals for FACTS devices.
The main concern in power systems community is transmission of signals from the geo-
graphical location to the control location and vice-versa. MIMO scheme is not encour-
aged by the industry, mainly due to the excessive computation time requirements and
unavailability of dedicated links for the communication of control signals. Hence, control
scheme with multi-inputs, single-output (MISO) for FACTS is desired to damp the os-
cillations, and more measured signals improve the observability of the system. But this
scheme is viable if there is a single actuator installed in the power system. This control
scheme takes multiple input signals to estimate the system behavior and FBLC generates
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a control signal using pseudoinverse.
In this Chapter the MISO structure of FBLC is introduced to address the aforementioned
issues. The model structure and estimation is described in Section 6.2. The estimated
parameters are then passed onto the FBLC controller to generate the control signal,
explained in Section 6.3. The supremacy of MISO controller is ultimately compared with
the conventional controller in Section 6.4.
6.2 Estimation of FLNN Parameters using LM Algorithm
Neural network based identification methodology provides an efficient and cost effective
alternative to the existing modeling techniques [101]. The future dynamic behavior can be
estimated by using the current and past information of input-output. Nonlinear feedback
linearizable neural network for MISO framework is adopted in this Section, as elucidated
in Fig. 6.1. The estimated output of the FLNN is meant to track the following nonlinear
model (6.1), and the estimated fˆ(X) and gˆ(X) are used to generate the control signals
from FBLC. The proposed form of FLNN is used:
yˆ(k + 1) = fˆ(X) + gˆ(X)× u(k) (6.1)
Where:
fˆ(X) =


∑N
i=m+1[V1i ×Ψi(.)]∑N
i=m+1[V2i ×Ψi(.)]
...∑N
i=m+1[Vnpi ×Ψi(.)]

 , gˆ(X) =


∑m
i=1[V1i ×Ψi(.)]∑m
i=1[V2i ×Ψi(.)]
...∑m
i=1[Vnpi ×Ψi(.)]


Also,
N
△
= m+ npn and X = [u¯, x¯]
T. We have:
x¯ =[ y1(k − n+ 1) y1(k − n+ 2) · · y1(k − 1) y1(k)
y2(k − n+ 1) y2(k − n+ 2) · · y2(k − 1) y2(k) , · · ·
ynp(k − n+ 1) ynp(k − n+ 2) · · ynp(k − 1) ynp(k) ] ∈ R
npn (6.2)
is the vector of current and past n− 1 measurements of each y and
u¯ = [u(k −m), u(k −m+ 1), · · · , u(k − 1)] ∈ Rm (6.3)
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Figure 6.1: Feedback Linearizable Neural Network structure for MISO control
scheme.
is the vector of m previous control inputs of each u. Ψ(.) can be any nonlinear function.
Here again:
Ψi(v) =
1
1 + e−(v)
, and
v =
N∑
j=1
(Wij ×Xj), i = 1, 2, · · · , N.
The estimated output of the neural network with a single hidden layer can be written as:
yˆ(k + 1) = V ×Ψ(W× [u¯, x¯]T) ∈ Rnp
= V ×Ψ(W×X) (6.4)
where V ∈ Rnp×N and W ∈ RN×N are the weight parameters for the FLNN.
The adjustment of FLNN parameters are done iteratively with online LM algorithm
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which provide faster detection of oscillatory behavior of a system after disturbances
under varying operating conditions. Like the Gauss-Newton methods, the LM algorithm
was designed to approach second-order training speed without having to compute the
Hessian matrix [60]. The conventional LM algorithm is adapted here to work in sliding
window batch mode. The LM algorithm trains the FLNN multiple times for a single
window, as illustrated in the Algorithm C.1 in appendix C.
The update equations of LM algorithm are already explained in Section 5.3. This LM
algorithm is also called adaptive LM because it controls the learning rate by itself: it
raises the χk (refer equation (3.12)) if the step fails to reduce the error; otherwise it
decrease the χk.
6.3 MISO Feedback Linearization Control (FBLC) Design
Building from the previous Section 5.3, and keeping in mind that u is scalar; equa-
tion (6.1) can be written in term of filtered error as:
rT(k + 1) = f(X) + g(X)u +Yd (6.5)
remembering f ∈ Rnp , g ∈ Rnp and
YTd ≃


−yd1(k + 1)
...
−ydnp (k + 1)


T
+ [0 ΛT(k)]e
In this work, we assumed that g(X) is a non-zero column vector. Thus, the inverse of
g(X) does not exist and it does not guarantee the exact solution of (6.1). An pseudo-
inverse approach [102] is used which provides a least square solution demonstrated as:
u =
[
gT(X)g(X)
]−1
gT(X)[−f(X) −Kvr−Yd] (6.6)
which would bring r(k) to zero for any positive Kv. Since it is assumed that these
functions are estimated by the LM algorithm, the choice of control law can be given as:
u =
[
gˆT(X)gˆ(X)
]−1
gˆT(X)[−fˆ (X) + ν] (6.7)
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where the estimates fˆ(X) and gˆ(X) will be constructed by neural network, and the
auxiliary term is:
ν = −Kvr−Yd (6.8)
Consideration must be given to the boundedness of the controller because control law
(6.7) is not well defined when the gˆ(X) = 0. The adopted scheme to keep gˆ(X) non-zero
is through the weight adaptation law. The structure of NN and adaptive law to update
the weights of NN has been modified to overcome the problem described in [40,73]. The
input weightsW of FLNN are updated at each time step through the LM algorithm. The
output weights related to fˆ(X) are updated at each time step while the weights related
to gˆ(X) remain constant. This scheme ensures that gˆ(X) will be non-zero.
6.4 Simulation Results
A case study involving a typical power system with single TCSC is presented in Sec-
tion 1.4.2 to highlight the effectiveness of the proposed FBLC approach. Simulations
were carried out in Matlab/SIMULINK to demonstrate the performance of proposed
control structure for different contingencies. A fixed step size of 1.0ms was used while
the feedback signals were sampled at 50Hz according to the standard sampling rate of
practical phasor measurement units (PMUs). Several scenarios were considered under
different loading conditions to validate the performance and robustness of the proposed
control algorithm. These scenarios are summarized in Table 6.1 including the location of
the fault, line outage and the figure numbers where the corresponding system responses
are shown. Amongst these test scenarios, three cases relates to the rated power flow in
the transmission line, where 3−phase faults for 80ms persists, described next in Subsec-
tion Test case 6.4.1. Further three cases are tested with 10% increased power flow in
the transmission to demonstrate the capability of the proposed controller, explained in
Subsection Test case 6.4.2. The system response is shown in terms of the measured active
power flow in buses 16 − 18 and 45 − 35 (Pline45−35 and Pline16−18), and the difference
between the rotor angle of generators in different geographical areas. Low frequency
oscillatory modes involving generators and loads across diverse geographical areas are
expected to be predominantly visible in these signals. Also the dynamic variation of the
compensation, kc by the TCSC is shown for each scenario.
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Table 6.1: Contingency Scenarios: (i) Scenario 1 − 3 at rated power flow, and (ii)
Scenario 4− 6 at 10% increase power flow.
Scenario no. Fault at bus no. Line outage Refer Fig no.
1 54 54-53 6.2
2 27 27-53 6.3
3 40 40-41 6.4
4 18 18-42 6.5
5 27 27-53 6.6
6 40 40-41 6.7
The selection criteria of design parameters necessary for this modeling is already given
in Section 5.5, but here we consider 2 measurement signals and a single control input.
Their past values are provided in Table 6.2.
Table 6.2: The numerical values of the parameters used in estimator and controller.
Parameters Description Value Eqn.
m no. of previous control inputs 7 (6.3)
n no. of previous measurement 7 (6.2)
χ learning rate 0.1 (3.12)
np no. of outputs 2 -
N no. of neurons in hidden layer 21 -
ws no. of sample in a window 35 (5.7)
Kv gain of error feedback loop 0.8 (6.6)
initial coefficient vector −10.55 ± 1.31i,
Λ in FBLC −19.60 ± 2.45i,
−15.07 ± 1.88i (5.10)
α arbitrary Constant 0.5 (5.16)
γ learning rate 0.01 (5.16)
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6.4.1 Under Normal Power flow Conditions
Test Case 6.4.1. The performance of a conventional controller is bench-marked against
the proposed FBLC in the backdrop of the open-loop (no supplementary control of the
TCSC) response of the system. In each Figure (6.2−6.7), the first two subplots (‘a’ and ‘b’ )
depicts the measured power flow in the line 45 − 35 and 16 − 18. The third subplot ‘c’
shows the variation in the percentage compensation of the TCSC and the final subplot ‘d’
exposes the angular separation between the generator angle G1−G15 or G16−G13.
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Figure 6.2: Response of the TCSC control signals due to a three phase fault at bus
27 followed by line 54− 53 outage.
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It is clear from Figs. 6.2, 6.3 and 6.4, that for each scenario of rated power flow, FBLC
yields equivalent performance of a CCL and both of these controllers are better than the
open-loop system, as expected. In all studied cases the oscillations settle down within
8 − 10s for both the FBLC and CCL unlike the open-loop extended response time of
beyond 15s. Here, FBLC works as good as the standard CCL for any scenario with
very little knowledge of the accurate system model and related post-fault conditions.
Whereas, in the designing of a CCL an accurate system model and tailored tuning is
required for every new power flow condition.
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Figure 6.3: Response of the TCSC control signals due to a three phase fault at bus
27 followed by line 27− 53 outage.
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Figures 6.2−6.4 illustrates the comparison of generator angles and the variation of per-
centage compensation of TCSC, kc between FBLC and CCL. Up to about 6 − 7s the
variation in kc is large due to the time taken by LM algorithm to estimate the accurate
set of weight parameters of the FLNN.
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Figure 6.4: Response of the TCSC control signals due to a three phase fault at bus
40 followed by line 40− 41 outage.
So far we have seen the effectiveness of the proposed FBLC for a range of different rated
power flow scenarios and proved its superiority to a conventional model based controller.
This is due to its independence from the requirement of a system model and essential
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tuning of control parameters for specific scenarios. The next Section describes the similar
comparisons on increased higher power flow scenarios.
6.4.2 Under Higher Power flow Conditions
Test Case 6.4.2. In this test case, the higher nonlinearities in the system is introduced
with the deliberate rise of 10% power flow in tie lines and performance of proposed FBLC
structure is consequently observed. The design parameters for FBLC are given in the
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Figure 6.5: Response of the TCSC control signals due to a three phase fault at bus
18 followed by line 18− 42 outage with 10% increase in load.
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Table. 6.2, and the design of competitor conventional controller takes into account all
outage scenarios 4−6 (refer Table. 6.1). Please see the Section 5.4 to find out the method
of calculating the design parameters of conventional controller. The chosen simulation
time is fixed to 30s. The results of various test scenarios is depicted in Figs. 6.5, 6.6 and 6.7
where closed loop system responses (FBLC and CCL) under increased tie-line power flow
can be seen against the open loop system.
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Figure 6.6: Response of the TCSC control signals due to a three phase fault at bus
27 followed by line 27− 53 outage with 10% increase in load.
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In 2 out of 3 cases (Fig. 6.5 and Fig. 6.7) the conventional controller did not properly
converge and yielded the unstable closed loop response. On the other hand the FBLC
demonstrated superior performance over the CCL in all 3 cases. The designed FBLC
damps the oscillations within the minimum time of 10− 12s, with the added advantage
of ignoring the cumbersome step of manual redesign of model for each outage scenario
− a step necessary for CCL. Here, LM algorithm estimates the parameters of FLNN at
each time step and passes the estimated output, fˆ(X) and gˆ(X) to the controller. On
the basis of these parameters the FBLC adjusts the coefficient vector at each time step
such that the measured output successfully follows the desired output.
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Figure 6.7: Response of the TCSC control signals due to a three phase fault at bus
40 followed by line 40− 41 outage with 10% increase in load.
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It is concluded in the case of highly non-linear system that the FBLC gives satisfactory
performance for all operating conditions without the need of individual tuning of param-
eters. But it is necessary to modify the parameters in designing CCL whenever loading
condition changes, and chances of its final convergence are not so optimistic.
6.5 Overall Computational Complexity of the Analysis
The complexity of an algorithm is generally expressed in terms of computational time or in
terms of floating-point operations or flops. A flop is defined as one addition, subtraction,
multiplication or division of two floating-point numbers. Generally the total numbers of
flops are expressed as a polynomial function of the dimension of involved parameters.
Since, the higher powers of the dimension of the parameter contribute more toward
the complexity, so all other terms except the dominant can be ignored to predict the
asymptotic behavior of complexity [103].
The proposed FLNN-LM estimator along with the FBLC controller is a structure which
leads to an inordinate number of implementations and consequently there is no such stan-
dard form to theoretically compute the overall complexity. In this section an approximate
estimate of the computational complexity of each part of the algorithm is provided. The
FLNN model, LM algorithm and FBLC controller are investigated individually.
We know that the computational complexity of a closed loop system is dependent mainly
on three factors:
• network topology (MLP is considered in this thesis),
• parameters update procedure (LM algorithm is used to update weights of NN and
FLNN models), and
• controller architecture.
In our proposed FLNN structure, N numbers of the neuron are in parallel and each
neuron does the vector multiplications and additions at the same time. The output of
each neuron is then further added with each other in every time step to generate the final
output. The time consumed in computing the arithmetic operations are usually expressed
in terms of computational complexity. The complexity of the FLNN and ARX models are
given in Table 6.3. RLS and LM algorithm mainly involves the matrix multiplication and
inversion operations requiring the storage and inversion of a matrix. This dominates the
cost of these algorithms leading to cubic time complexity and quadratic space complexity.
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The computational complexity of RLS and LM estimators are presented in Table 6.4.
FBLC controller’s computational complexity varies from single variable to multi-variable
cases. This involves the vector multiplication and matrix inversion leading to the cubic
complexity and is illustrated in Table 6.5.
The combined complexity on the basis of tested control structures (refer Table 6.6) is the
summation of designed controller, estimator and their models respectively.
Table 6.3: Computational complexity of the used models.
No. Model Model Complexity
M1 ARX O(n+m)
M2 Linear NN O(N(n+m))
M3 Nonlinear NN−SISO O(N(n+m))
M4 Nonlinear NN−MIMO O(N(npn+mpm))
M5 Nonlinear NN−MISO O(N(npn+m))
Table 6.4: Computational complexity of the estimators used with different model
structures. Where NS = N(n+m) +N ; NM = (NN + npn).
No. Estimator Estimator Complexity
E1 RLS O((n+m)2)
E2 LM−SISO model O(N3S +N
2
Sws)
E3 LM−MIMO/MISO model O(N3M +N
2
Mws)
Table 6.5: Computational complexity of used controllers with different structures.
No. Contoller Controller Complexity
C1 PSC O((n+m)3)
C2 FBLC−SISO O(2n)
C3 FBLC−MIMO O(n2 + npn+ n
3
p)
C4 FBLC−MISO O(n2 + np + n
3
p)
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Table 6.6: Over all complexity of the closed loop control structure including model,
estimator and controller. Where NS = N(n+m) +N ; NM = (NN + npn).
Model Estimator Controller Complexity of Overall System
no. no. no.
M1 E1 C1 O(n+m+ (n+m)2 + (n+m)3) = O((n+m)3)
M2 E2 C1 O(N(n+m) +N3S +N
2
Sws + (n+m)
3)
M3 E2 C2 O(N(n +m) +N3S +N
2
Sws + 2n)
M4 E3 C3 O(N(npn+mpm) +N
3
M +N
2
Mws + n
2 + npn+ n
3
p)
M5 E3 C4 O(N(npn+m) +N
3
M +N
2
Mws + n
2 + np + n
3
p)
Owing to obvious restrictions on using practical systems as test bench, a laboratory pro-
totype of a power system is required to carry out performance validation in real time.
Over the years, such prototypes of simple single-machine infinite bus (SMIB) or even
small multi-machine systems were set up in the laboratories [104,105]. Alternatively the
performance of the designed controller can be validated in real time using a commer-
cial real-time simulation platform. With such a real-time station, the controller can be
configured in real-time and computational time can be calculated [106, 107]. This type
of simulation platform exists at Imperial College facilities with processors supplied by
Opal-RT to calculate the computational complexity in real time [106]. Majumder et
al. [107] describe this setup in details. Computing the time of our designed controller on
Opal-RT was beyond the scope of the carried out thesis work, and is recommended to
interested researchers for a further extension to this work.
6.6 Conclusions
The Chapter presents three aspects of a measurement based online control design for
MISO systems;
• Nonlinear model estimation of the low frequency oscillatory dynamics using online
LM algorithm with sliding window batch mode implementation. The adaptation
of the LM algorithm for online application shows faster convergence and accurate
estimation of the nonlinear dynamics in a specified form compatible with feedback
linearization technique.
• Feedback linearization control implementation using the derived model. Due to the
adaptation of the parameters, the low frequency system model gets updated in the
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post-disturbance operating conditions. Therefore, the adaptive FBLC controller
shows satisfactory performance for various operating conditions without any need
for manual adjustments.
• The major advantage of the proposed method is that it requires minimal a-priori
knowledge about the system and post-disturbance system operating conditions.
The performance of FBLC is compared with the CCL under normal and higher power
flow conditions. It is shown that the proposed FBLC gives sound performance than the
conventional controller in all the Test cases: 6.4.1 − 6.4.2. The produced results favor
the real time implementation of FBLC controller in the industrial environment.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
With increasing loading of transmission lines, maximum utilization of existing power
system closer to their thermal capacity is essential. Moreover, the security of power
supply through the transmission network is often compromised due to poorly damped
oscillations. These oscillations are largely due to the swinging of one group of generators
relative to the others within a frequency range of 0.1 to 1.0Hz. Conventional approach
which forces the operator to drive the system with sufficient stability margin leads to
poor utilization of the existing assets. In present business environment, it is extremely
difficult to get a proper model and accurate parameters for several components of the
system based on which the control structure can be designed.
Considering the complicated nature of the power system and the operational uncertain-
ties involved, it is difficult to design a single control structure which is robust enough to
tackle multiple contingencies. The use of supplementary controls is generally the only
practical method to mitigate these oscillations, without resorting to costly operating re-
strictions or transmission reinforcement. Power system stabilizer (PSS) is one of the cost
effective method to damp these oscillations through the excitation of the generator. An
increasingly compelling alternative is to use power electronics such as FACTS, enhancing
the capabilities of transmission with a fast and continuous control of power flow.
Many of the power system control designs are carried out in the off-line mode, which
is based on the linearized model of the power system. The operating points of a power
system changes with time, and the fixed-parameter controllers design for a specific oper-
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ating point cannot always maintain the desired performance at other operating points.
Moreover, many components of power systems such as generators, excitation systems,
governors and loads have nonlinear characteristics. Thus, a nonlinear controller, with lit-
tle reliance on the accurate system model is vital to perform satisfactory over wide range
of conditions. Nonlinear self-tuning controller has potential to damp the oscillations in
the power system for post-disturbance system operating conditions without manual ad-
justment of involved parameters. This thesis explored and tested control models into
network control action.
First part of the thesis gives an overview of linear system identification, and control of
power system, forming a basis for damping control design for power system. The lack
of robustness of the conventional off-line controllers under varying operating conditions
lead to the motivation behind adopting self-tuning control strategy. A linear self-tuning
FACTS controller for power oscillations damping has shown to perform satisfactorily for
a simple 4−machine, 2−area power system in Chapter 3. For linear system identification,
AutoRegressive with an eXternal input (ARX) and linear neural network model (NN)
were employed to represent the input-output behavior of the system. The parameters of
ARX model were estimated through the Recursive Least Square (RLS) method, while
Levenberg-Marquardt algorithm (LM) was utilized to compute the weights parameters of
the neural network. The LM algorithm was adopted to work in online batch mode to get
the better estimate of model parameters. Use of LM algorithm leads to faster convergence
of NN parameters than the ARX-RLS estimation. The identified parameters of model
were then incorporated into the self-searching pole-shifting controller, which damps the
oscillation within 10−15s. Design of linear NN structure with LM offers greater potential
than the ARX model with RLS, in a closed loop scenario. Using the proposed indirect
adaptive scheme, there is little need for a-priori knowledge of the power system model
parameters.
Power system behavior is highly nonlinear in nature and effects are more pronounced un-
der stressed operating conditions. Linear controllers could be ineffective to deal with such
nonlinearities. Analysis and design of nonlinear self-tuning controller is therefore, carried
out in the second part of the thesis on the large-scale power system under different power
flow scenarios. The structure of conventional neural network was incompatible with the
nonlinear classical control design technique. So a novel structure of NN termed as feed-
back linearizable neural network (FLNN) was proposed in Chapter 3 which is compatible
with the Feedback linearization control design scheme. Estimation of FLNN parameters
were done with the online batch-LM algorithm, and compared with the ARX−RLS over
different test scenarios. The parameters of FLNN with LM converged quite fast, as ex-
pected. Also the output error was significantly low, proving the potential of FLNN−LM
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over ARX−RLS.
In relation to this, a nonlinear control design methodology, termed as feedback lineariza-
tion controller (FBLC), was exploited with the FLNN-LM identifier. Pre-training of
FLNN was not required for the proposed self-tuning structure. The estimated param-
eters were fed to the FBLC at each sampling instant to get the desire response of the
power system. The weights of the FLNN were updated in such a way that it avoids the
singularity problem during the calculation of control signal in the FBLC structure. This
along with the FLNN was compared against the linear NN structure with PSC under
normal and heavily loaded operating conditions. The robustness of FLNN and FBLC
was investigated by simulating changes in operating conditions on a simple 2−area power
system (refer Test cases 4.4.1 and 4.4.2). It was observed that performance of FLNN with
FBLC is better than linear NN with PSC in terms of convergence speed and accuracy.
The parameters of both of these models were successfully estimated through the LM
algorithm.
Despite the limitations posed by the single-input, single-output (SISO), a simple 4−machine,
2−area SISO system was a crucial initial step for the implementation of nonlinear self-
tuning controller. Later this work was generalized in the multi-variable framework to
damp the multi-modal oscillations on a 16−machine, 5−area power system. SISO−FLNN
model was generalized to multi-input multi-output (MIMO) structure, and LM algo-
rithm was adopted in online batch-mode to estimate the weights parameters of the
MIMO−FLNN. The adaptation of LM for online application has shown faster conver-
gence, and accurate estimation of nonlinear dynamics. This estimated model was imple-
mented with the FBLC in the closed loop system and compared against the conventional
model based controller. It was noticed that performance of FBLC is better than con-
ventional controller for all operating conditions without the need for manual parameter
adjustment. To enhance the closed loop performance of MIMO−FBLC controller, the
projection algorithm updated the parameter vector Λ at each time instant ‘k’.
Power systems are viewed as large scale, multi-input multi-output, nonlinear systems
distributed over large geographical areas. In MIMO control strategy the controller re-
ceives measurements through the different locations, computes the control signals and
send these to the FACTS devices. Unfortunately, this scheme is not encouraged by the
industry, mainly due to the unavailability of dedicated links for the communication of
control signals. Here, we have also suggested a MISO control scheme in conjunction
with the modified FLNN and LM algorithm. The performance of proposed structure was
highlighted with the FBLC in closed loop and also compared with the conventional con-
troller. The case studies were carried out on 16−machine, 5−area power system under
the normal and high power flow scenarios. Results showed that conventional controller
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at times, failed to converge properly and even yielded unstable closed loop response.
The proposed FLNN with FBLC controller demonstrated the superior performance, and
damped the oscillations successfully within 5− 10s under most scenarios.
130
7.2 Author’s Contributions
7.2 Author’s Contributions
The novelty and original contribution of the work presented in this thesis is the develop-
ment of nonlinear self-tuning controller to damp the oscillations in power system under
various operating conditions. The author’s specific contributions in this work can be
summarized as follows:
1. Extension of the classical LM algorithm to a sliding window batch mode
for online estimation. An efficient online algorithm for the identification of power
system oscillatory behavior is reported. The contribution was to move beyond the
conventional LM and RLS algorithms for system identification, done so far. In
the current online application, the classical LM is successfully modified to work in
sliding window batch mode. The author demonstrated the superiority of a linear
neural network with LM algorithm over the ARX-RLS estimator in single-input
single-output (SISO) framework for a 4−machine, 2−area power system. The LM
estimator is shown to perform better than the RLS in term of convergence speed
and accuracy. Also, the formulated online LM algorithm for the estimation of the
nonlinear system behavior provide faster convergence and better accuracy.
2. Development of the FLNN structure compatible with the FBLC frame-
work. A variation of the classical NN, compatible with FBLC is developed. This
structure is inspired from the classical neural network model implemented in nonlin-
ear systems. FLNN structure has the capability to capture the nonlinear behavior
of the system, which was tested through the online LM algorithm. FLNN was
successfully validated against different levels of system nonlinearities. This has
a number of practical consequences. For system identification purposes, an easy
to use, compact and accurate enough model estimator is now available in power
network control applications.
3. Derivation of an adaptive coefficient vector Λ in FBLC. The coefficient
vector in feedback linearization control plays an important role and is usually chosen
to be a constant vector Λ. Considering the complicated nature of the power system
and the operational uncertainties involved, a fixed Λ does not ensure the promising
results. In this work, it is proposed to update the coefficient vector online at each
time instant with projection algorithm, to suite different operating scenarios. This
novel approach makes the FBLC a time varying controller.
4. Comparison of controllers for power systems application: FBLC and
PSC. Proposed structure of the FLNN with online LM algorithm along with the
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FBLC controller were examined in detail under normal and high power flow sce-
narios through the tie-lines. This nonlinear scheme was assessed against the con-
ventional PSC controller with linear NN−LM estimator. This work demonstrated
why FBLC is particularly useful for large scale power systems and therefore, could
be applied for multi-variable control.
5. Comparative evaluation of designed MISO, MIMO FBLC with a con-
ventional controller under severe contingencies. A flexible FLNN and LM
structure for the multi-variable system was investigated under severe contingencies.
The FLNN with FBLC proved to be better than the conventional controller under
normal and high power flow conditions. The coefficient vector Λ gets updated at
each time step, transforming FBLC into a time variant controller.
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There are a number of research directions that stem from the work described in this
thesis. These future areas of research are recommended below:
Real time implementation: In this thesis, the measurement based identification was
combined with the FBLC controller to damp the oscillations. This exercise was simu-
lated for all three structures i.e., SISO, MIMO and MISO on a 4−machine, 2−area and
16−machine, 5−area power system in MATLAB/Simulink software. Next step will be
the real time implementation of these schemes in real time simulator (RTS) from Opal-
RT, to test the practical feasibility of the proposed control schemes. A Rapid prototyping
controller (RPC) uses a Pentium-IV processor running on Red-Hawk Linux capable of
handling I/O interface in real time. Any type of control algorithm can be implemented in
the RPC. Internal architecture and the I/O interfacing of the RPC and the RTS are al-
most identical. RT-LAB software, fully integrated with MATLAB/Simulink, is installed
in a host command station (Windows) which is used to setup various test cases and
validate the controller performance under different scenarios.
Decentralized Control Scheme for Power System: This work developed a nonlin-
ear self-tuning controller which damped the oscillations within a specified time frame.
Three different types of control structure: SISO, MIMO and MISO were successfully
implemented. The estimator is developed on the identification of the FLNN model which
is tightly coupled into the neural network structure. Although, the designed FBLC was
in the decentralized framework, but the proposed MIMO estimator is not decentralized
in its current form. Insights into the detail of how to decouple the weights parameters of
the FLNN need to be looked at.
Nonlinear model predictive control (NMPC): Power systems are highly nonlinear
and the nonlinearities are more pronounced under the contingencies. Due to these con-
tingencies, there are high amplitude oscillations in the control signal which need to be
scaled within the desired input range of the FACTS devices. Also, the measured output
needs to be scaled between +1 to −1 for the log-sigmoid function in FLNN to get the
correct parameter identification. Thus, there is need of constrained optimization which
can be achieved through the nonlinear model predictive control (NMPC). The NMPC
schemes estimates of the system states and compute an optimal control signal by solving
the constraint optimization problem.
Use in HVDC transmission system: The proposed control scheme (FLNN-LM with
FBLC) can also be used as a supplementary damping controller for HVDC system in
an AC/DC interconnected power network. It has been reported so far that, the model
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parameters should be fixed at a certain set of values corresponding to a particular oper-
ating point of the conventional HVDC supplementary damping controller. The proposed
controller has prospects in such HVDC systems as it is an online nonlinear controller that
performs better for wide range of operating conditions. The work in this direction could
make power oscillation damping through HVDC transmission systems more effective.
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7.4 Publications Arising from this Work
The following publications have been written during the course of this work:
Journal papers
J. Arif, S. Ray, et al. “Multi-input Single-output Self-Tuning Feedback Lineariza-
tion Controller for Power Oscillation Damping using FACTS Devices.” Under Re-
view in IET, Generation, Transmission and Distribution, 2011.
J. Arif, S. Ray Chaudhuri, et al. “MIMO Feedback Linearization Control for Power
systems.” Under Review in International Journal of Electrical Power and Energy
Systems, 2011.
Conference papers
J. Arif, S. Ray, et al. “Self-Tuning Feedback Linearization Controller for Power Os-
cillation Damping.” IEEE PES 2010, Transmission and Distribution Conference
and Exposition, New Orleans, LA, USA.
J. Arif, N. Ray Chaudhuri, et al. “Online Levenberg-Marquardt algorithm for neu-
ral network based estimation and control of power systems.” International Joint
Conference on Neural Networks, IJCNN 2009., Atlanta, Georgia, USA.
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Appendix A
4−machine, 2−area Test System
Data
The system consists of two similar areas connected by a weak tie. Each area consists of
two coupled units, each having a rating of 900MVA and 20kV. The generator parameters
in per unit on the rated MVA and kV base are as follows:
Xd = 1.8 Xq = 1.7 Xl = 0.2 X
′
d = 0.3 X
′
q = 0.55
X
′′
d = 0.25 X
′′
q = 0.25 Ra = 0.0025 T
′
d0 = 8.0s T
′
q0 = 0.4s
T
′′
d0 = 0.03s T
′′
q0 = 0.05s ASat = 0.015 BSat = 9.6 ψT1 = 0.9
H = 6.5 for G1 and G2 H = 6.175 for G3 and G4 KD = 0
Each step-up transformer has an impedance of 0 + j0.15 per unit on 900MVA and
20/230kV base, and has an off-nominal ratio of 1.0.
The transmission system nominal voltage is 230kV. The parameters of the lines per unit
on 100MVA, 230kV base are
r = 0.0001pu/km xL = 0.001pu/km bC = 0.00175pu/km
The system is operating with area 1 exporting 400MW to area 2, and the generating
units are loaded as follows:
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G1: P = 700MW, Q = 185MVAr, Et = 1.03∠20.2
◦
G2: P = 700MW, Q = 235MVAr, Et = 1.01∠10.5
◦
G3: P = 719MW, Q = 176MVAr, Et = 1.03∠−6.8
◦
G4: P = 700MW, Q = 202MVAr, Et = 1.01∠−17.0
◦
The loads and reactive power supplied QC by the shunt capacitors at buses 7 and 9 are
as follows:
Bus 7: PL = 967MW, QL = 100MVAr, QC = 200MVAr
Bus 9: PL = 1767MW, QL = 100MVAr, QC = 350MVAr
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16−machine, 5−area Test System
Data
Table B.1: Machine bus data
Bus no. Voltage (pu) Power generation (pu)
1 1.0450 2.50
2 0.9800 5.45
3 0.9830 6.50
4 0.9970 6.32
5 1.0110 5.05
6 1.0500 7.00
7 1.0630 5.60
8 1.0300 5.40
9 1.0250 8.00
10 1.0100 5.00
11 1.0000 10.00
12 1.0156 13.50
13 1.0110 35.91
14 1.0000 17.85
15 1.0000 10.00
16 1.0000 40.00
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Table B.2: Load bus data
Bus no. Real load (pu) Reactive load (pu)
17 60.00 3.0000
18 24.70 1.2300
19 0 0
20 6.80 1.0300
21 2.74 1.1500
22 0 0
23 2.48 0.8500
24 3.09 -0.9200
25 2.24 0.4700
26 1.39 0.1700
27 2.81 0.7600
28 2.06 0.2800
29 2.84 0.2700
30 0 0
31 0 0
32 0 0
33 1.12 0
34 0 0
35 0 0
36 1.02 -0.1946
37 0 0
38 0 0
39 2.84 0.1260
40 0.6563 0.2353
41 10.00 2.5000
42 11.50 2.5000
43 0 0
44 2.6755 0.0484
45 2.08 0.2100
46 1.507 0.2850
47 2.0312 0.3259
48 2.412 0.0220
49 1.64 0.2900
50 1.00 -1.4700
51 3.37 -1.2200
– continued on next page
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Bus no. Real load (pu) Reactive load (pu)
52 1.58 0.3000
53 2.527 1.1856
54 0 0
55 3.22 0.200
56 2.00 0.7360
57 0 0
58 0 0
59 2.34 0.8400
60 2.088 0.7080
61 1.04 1.2500
62 0 0
63 0 0
64 0.09 0.8800
65 0 0
66 0 0
67 3.20 1.5300
68 3.29 0.3200
69 0 0
Table B.3: Line data
From
bus
To bus Resistance
(pu)
Reactance
(pu)
Line charging
(pu)
Tap ratio
54 1 0 0.0181 0 1.0250
58 2 0 0.0250 0 1.0070
62 3 0 0.0200 0 1.0070
19 4 0.0007 0.0142 0 1.0070
20 5 0.0009 0.0180 0 1.0090
22 6 0 0.0143 0 1.0250
23 7 0.0005 0.0272 0 0
25 8 0.0006 0.0232 0 1.0250
29 9 0.0008 0.0156 0 1.0250
31 10 0 0.0260 0 1.0400
32 11 0 0.0130 0 1.0400
– continued on next page
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From
bus
To bus Resistance
(pu)
Reactance
(pu)
Line charging
(pu)
Tap ratio
36 12 0 0.0075 0 1.0400
17 13 0 0.0033 0 1.0400
41 14 0 0.0015 0 1.0000
42 15 0 0.0015 0 1.0000
18 16 0 0.0030 0 1.0000
36 17 0.0005 0.0045 0.3200 0
49 18 0.0076 0.1141 1.1600 0
68 19 0.0016 0.0195 0.3040 0
19 20 0.0007 0.0138 0 1.0600
68 21 0.0008 0.0135 0.2548 0
21 22 0.0008 0.0140 0.2565 0
22 23 0.0006 0.0096 0.1846 0
23 24 0.0022 0.0350 0.3610 0
68 24 0.0003 0.0059 0.0680 0
54 25 0.0070 0.0086 0.1460 0
25 26 0.0032 0.0323 0.5310 0
37 27 0.0013 0.0173 0.3216 0
26 27 0.0014 0.0147 0.2396 0
26 28 0.0043 0.0474 0.7802 0
26 29 0.0057 0.0625 1.0290 0
28 29 0.0014 0.0151 0.2490 0
53 30 0.0008 0.0074 0.4800 0
61 30 0.0019 0.0183 0.2900 0
61 30 0.0019 0.0183 0.2900 0
30 31 0.0013 0.0187 0.3330 0
53 31 0.0016 0.0163 0.2500 0
30 32 0.0024 0.0288 0.4880 0
32 33 0.0008 0.0099 0.1680 0
33 34 0.0011 0.0157 0.2020 0
35 34 0.0001 0.0074 0 0.9460
34 36 0.0033 0.0111 1.4500 0
61 36 0.0022 0.0196 0.3400 0
61 36 0.0022 0.0196 0.3400 0
68 37 0.0007 0.0089 0.1342 0
31 38 0.0011 0.0147 0.2470 0
– continued on next page
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From
bus
To bus Resistance
(pu)
Reactance
(pu)
Line charging
(pu)
Tap ratio
33 38 0.0036 0.0444 0.6930 0
41 40 0.0060 0.0840 3.1500 0
48 40 0.0020 0.0220 1.2800 0
42 41 0.0040 0.0600 2.2500 0
18 42 0.0040 0.0600 2.2500 0
17 43 0.0005 0.0276 0 0
39 44 0 0.0411 0 0
43 44 0.0001 0.0011 0 0
35 45 0.0007 0.0175 1.3900 0
39 45 0 0.0839 0 0
44 45 0.0025 0.0730 0 0
38 46 0.0022 0.0284 0.4300 0
53 47 0.0013 0.0188 1.3100 0
47 48 0.0025 0.0268 0.4000 0
47 48 0.0025 0.0268 0.4000 0
46 49 0.0018 0.0274 0.2700 0
45 51 0.0004 0.0105 0.7200 0
50 51 0.0009 0.0221 1.6200 0
37 52 0.0007 0.0082 0.1319 0
55 52 0.0011 0.0133 0.2138 0
53 54 0.0035 0.0411 0.6987 0
54 55 0.0013 0.0151 0.2572 0
55 56 0.0013 0.0213 0.2214 0
56 57 0.0008 0.0128 0.1342 0
57 58 0.0002 0.0026 0.0434 0
58 59 0.0006 0.0092 0.1130 0
57 60 0.0008 0.0112 0.1476 0
59 60 0.0004 0.0046 0.0780 0
60 61 0.0023 0.0363 0.3804 0
58 63 0.0007 0.0082 0.1389 0
62 63 0.0004 0.0043 0.0729 0
64 63 0.0016 0.0435 0 1.0600
62 65 0.0004 0.0043 0.0729 0
64 65 0.0016 0.0435 0 1.0600
56 66 0.0008 0.0129 0.1382 0
– continued on next page
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From
bus
To bus Resistance
(pu)
Reactance
(pu)
Line charging
(pu)
Tap ratio
65 66 0.0009 0.0101 0.1723 0
66 67 0.0018 0.0217 0.3660 0
67 68 0.0009 0.0094 0.1710 0
53 27 0.0320 0.3200 0.4100 1.0000
69 18 0.0006 0.0144 1.0300 0
50 69 0.0006 0.0144 1.0300 0
Table B.4: Machine dynamic data
Machine Bus Base
MVA
Xls
(pu)
Rs
(pu)
Xd
(pu)
X
′
d
(pu)
X
′′
d (pu) T
′
do (s) T
′′
do
(s)
1 1 100 0.0125 0 0.1 0.0310 0.0250 10.2 0.05
2 2 100 0.0350 0 0.295 0.0697 0.0500 6.56 0.05
3 3 100 0.0304 0 0.2495 0.0531 0.0450 5.70 0.05
4 4 100 0.0295 0 0.262 0.0436 0.0350 5.69 0.05
5 5 100 0.0270 0 0.33 0.0660 0.0500 5.40 0.05
6 6 100 0.0224 0 0.254 0.0500 0.0400 7.30 0.05
7 7 100 0.0322 0 0.295 0.0490 0.0400 5.66 0.05
8 8 100 0.0280 0 0.29 0.0570 0.0450 6.70 0.05
9 9 100 0.0298 0 0.2106 0.0570 0.0450 4.79 0.05
10 10 100 0.0199 0 0.169 0.0457 0.0400 9.37 0.05
11 11 100 0.0103 0 0.128 0.0180 0.0120 4.10 0.05
12 12 100 0.0220 0 0.101 0.0310 0.0250 7.40 0.05
13 13 200 0.0030 0 0.0296 0.0055 0.0040 5.90 0.05
14 14 100 0.0017 0 0.018 0.0028 0.0023 4.10 0.05
15 15 100 0.0017 0 0.018 0.028 0.0023 4.10 0.05
16 16 200 0.0041 0 0.0356 0.071 0.0055 7.80 0.05
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Table B.5: Machine dynamic data
Machine no. Xq
(pu)
X
′
q
(pu)
X
′′
q
(pu)
T
′
qo
(s)
T
′′
qo
(s)
H(s) D
1 0.069 0.028 0.025 1.5 0.035 42.0 4.0
2 0.282 0.060 0.050 1.5 0.035 30.2 9.75
3 0.237 0.050 0.045 1.5 0.035 35.8 10.0
4 0.258 0.040 0.035 1.5 0.035 28.6 10.0
5 0.310 0.060 0.050 0.44 0.035 26.0 3.0
6 0.241 0.045 0.040 0.4 0.035 34.8 10.0
7 0.292 0.045 0.040 1.5 0.035 26.4 8.0
8 0.280 0.050 0.045 0.41 0.035 24.3 9.0
9 0.205 0.050 0.045 1.96 0.035 34.5 14.0
10 0.115 0.045 0.040 1.5 0.035 31.0 5.56
11 0.123 0.015 0.012 1.5 0.035 28.2 13.6
12 0.095 0.028 0.025 1.5 0.035 92.3 13.5
13 0.0286 0.005 0.004 1.5 0.035 248.0 33.0
14 0.0173 0.0025 0.0023 1.5 0.035 300.0 100
15 0.0173 0.0025 0.0023 1.5 0.035 300.0 100
16 0.0334 0.006 0.0055 1.5 0.035 225.0 50.0
Table B.6: DC excitation system data
Machine
no.
Tr
(s)
KA
(s)
TA
(s)
Vrmax
(pu)
Vrmin
(pu)
KE
(s)
TE Aex Bex
1 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
2 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
3 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
4 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
5 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
6 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
7 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
8 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
144
Table B.7: Static excitation system and PSS data
Machine
no.
Tr
(s)
Ka Vrmax
(pu)
Vrmin
(pu)
Kpss T1
(s)
T2
(s)
T3
(s)
T4
(s)
9 0.01 200 5 -5 1237 0.1 0.2 0.1 0.2
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C.1 Online LM Algorithm for Batch Processing
Algorithm C.1 Implementation of LM algorithm in sliding window batch mode
Require: Measured output y, learning rate χk, batch size ws.
Initial parameters p¯, initial error eprv, excitation signal.
Ensure: Estimated output yˆ, updated p¯, gˆ(X), fˆ(X).
1: Initialize: ‖g‖∞ := 100, k, kk, kmax, ρ
2: ε1 := 1e
−10
3: ε2 := 1e
−9
4: found := (‖g‖∞ ≤ ε1)
5: while (not found & k < kmax) do
6: while (kk < ws) do
7: Calculate yˆ, gˆ(X), fˆ(X)
8: e := y − yˆ
9: Calculate J
10: end while{this loop is for sliding window batch processing}
11: g := JTe
12: Solve (JTJ+ χkI)∆p¯ = g for ∆p¯
13: if ‖∆p¯‖ ≤ ε2(‖p¯‖+ ε2) then
14: found := true
15: else
16: p¯new := p¯+∆p¯
17: if ‖e‖ > ‖eprv‖ then
18: χk := χk × ρ
19: ρ := ρ× 2
20: else
21: p¯ := p¯new and eprv := e
22: χk := χk/ρ and ρ := 2
23: found := (‖g‖∞ ≤ ε1)
24: end if
25: end if
26: end while
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C.2 Flow Chart of Batch LM
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Figure C.1: Flow Chart of Levenberg-Marquardt algorithm.
148
Bibliography
[1] X. H. Chao, “System impact studies for DG projects under development in the US,”
IEEE Power Engineering Society Summer Meeting, vol. 1, no. 2, pp. 772–774, 2001.
[2] P. Kundur, Power systems stability and control. New York: McGraw-Hill, 1989.
[3] M. Klein, G. Rogers, and P. Kundur, “A fundamental study of inter-area oscilla-
tions in power systems,” Transactions on Power Systems, vol. 6, no. 3, pp. 914–921,
1991.
[4] B. Pal and B. Chaudhuri, Robust control in power systems, ser. Power electronics
and power systems. New York: Springer, 2005.
[5] J. Paserba, “Analysis and control of power system oscillation,” Ciger special pub-
lication 38.01.07, vol. Technical brouchure 111, 1996.
[6] L. Angquist, B. Lundin, and J. Samuelsson, “Power oscillation damping using
controlled reactive power compensation-a comparison between series and shunt
approaches,” IEEE Transactions on Power Systems, vol. 8, no. 2, pp. 687–700,
1993.
[7] M. Noroozian and G. Adersson, “Damping of power system oscillations by use of
controllable components,” IEEE Transactions on Power Delivery, vol. 9, no. 4, pp.
2046–2054, 1994.
[8] H. F. Wang and F. J. Swift, “A unified model for the analysis of FACTS devices in
damping power system oscillations. i. single-machine infinite-bus power systems,”
IEEE Transactions on Power Delivery, vol. 12, no. 2, pp. 941–946, 1997.
[9] E. N. Lerch, D. Povh, and L. Xu, “Advanced svc control for damping power system
oscillations,” IEEE Transactions on Power Systems, vol. 6, no. 2, pp. 524–535,
1991.
149
BIBLIOGRAPHY
[10] S.-j. Cheng, Y. Chow, O. Malik, and G. Hope, “An adaptive synchronous machines
stablizer.” IEEE Transaction on Power Systems, vol. 1, no. 3, pp. 101–107, 1986.
[11] E. V. Larsen, J. J. Sanchez-Gasca, and J. H. Chow, “Concepts for design of FACTS
controllers to damp power swings,” IEEE Transactions on Power Systems, vol. 10,
no. 2, pp. 948–956, 1995.
[12] B. Wu and O. Malik, “Multivariable adaptive control of synchronous machines in a
multimachine power system,” IEEE Transaction on Power Systems, vol. 21, no. 4,
pp. 1722–1781, 2006.
[13] J. H. Chow, J. J. Sanchez-Gasca, R. Haoxing, and W. Shaopeng, “Power system
damping controller design-using multiple input signals,” IEEE Control Systems
Magazine, vol. 20, no. 4, pp. 82–90, 2000.
[14] B. C. Pal, “Robust damping control of inter-area oscillations in power system with
super-conducting magnetic energy storage devices,” Ph.D. dissertation, Imperial
College London, 1999.
[15] N. Mithulananthan, C. A. Canizares, J. Reeve, and G. J. Rogers, “Comparison
of PSS, SVC, and STATCOM controllers for damping power system oscillations,”
IEEE Transactions on Power Systems, vol. 18, no. 2, pp. 786–792, 2003.
[16] U. Mhaskar and A. Kulkarni, “Power oscillation damping using FACTS de-
vices:modal controllability, observability in local signals, and location of transfer
function zeros,” IEEE Transaction on Power Systems, vol. 21, no. 1, pp. 285–294,
2006.
[17] S. Ray and G. K. Venayagamoorthy, “Nonlinear modified pi control of multi-module
gcscs in a large power system,” Conference Record of the IEEE Industry Applica-
tions Society, vol. 3, pp. 1345–1351, 2006.
[18] S. Ray, G. K. Venayagamoorthy, B. Chaudhuri, and R. Majumder, “Comparison of
adaptive critic-based and classical wide-area controllers for power systems,” Trans-
actions on Systems, Man, and Cybernetics, Part B, vol. 38, no. 4, pp. 1002–1007,
2008.
[19] R. Sadikovic, P. Korba, and G. Andersson, “Self-tuning controller for damping of
power system oscillations with FACTS devices,” IEEE Power Engineering Society
General Meeting, Montreal, 2006.
[20] P. Korba, M. Larsson, B. Chaudhuri, B. Pal, R. Majumder, R. Sadikovic, and
G. Andersson, “Towards real-time implementation of adaptive damping controllers
150
BIBLIOGRAPHY
for FACTS devices,” IEEE Power Engineering Society General Meeting, vol. 19,
no. 1, pp. 499–506, 2004.
[21] N. G. Hingorani, “High power electronics and flexible AC transmission system,”
IEEE Power Engineering Review, vol. 8, no. 7, pp. 3–4, 1988.
[22] ——, “FACTS technology and opportunities,” IEE Colloquium on (Digest
No.1994/005), pp. 4/1 – 410, 1994.
[23] A. Edris, “FACTS technology development: an update,” IEEE, Power Engineering
Review, vol. 20, no. 3, pp. 4–9, 2000.
[24] G. Reed, J. Paserba, and P. Salvantis, “The FACTS on resolving transmission
gridlock,” IEEE Power and Energy Magazine, vol. 1, no. 5, pp. 41–46, 2003.
[25] G. E. Boukarim, W. Shaopeng, J. H. Chow, G. N. Taranto, and N. Martins, “A
comparison of classical, robust, and decentralized control designs for multiple power
system stabilizers,” IEEE Transactions on Power Systems, vol. 15, no. 4, pp. 1287–
1292, 2000.
[26] K. Okada, H. Asano, R. Yokoyama, and T. Niimura, “Reliability-based impact anal-
ysis of independent power producersfor power system operations under deregula-
tion,” IEEE Canadian Conference on Electrical and Computer Engineering, vol. 3,
pp. 1325–1330, 1999.
[27] H.-B. Chen, J.-K. Shiau, and J. Chow, “Simultaneous h-infinity suboptimal control
design,” American Control Conference, vol. 3, pp. 1946–1950, 1950.
[28] N. Hemati, J. Thorp, and M. Leu, “Robust nonlinear control of brushless dc motors
for direct-drive robotic applications,” IEEE Transactions on Industrial Electronics,
vol. 37, no. 6, pp. 460 – 468, 2002.
[29] L. Lei and W. Hong-Rui, “Robust tracking control of rigid robotic manipulators
based on fuzzy neural network compensator,” International Conference on Machine
Learning and Cybernetics, Hong Kong, vol. 1, pp. 550 – 555, 2007.
[30] B. Chaudhuri, B. C. Pal, A. C. Zolotas, I. M. Jaimoukha, and T. C. Green, “Mixed-
sensitivity approach to H-infinity control of power system oscillations employing
multiple facts devices,” IEEE Transactions on Power Systems, vol. 18, no. 3, pp.
1149–1156, 2003.
[31] W. Liu, G. Venayagamoorthy, and D. Wunsch, “Adaptive neural network based
power system stabilizer design,” Proceedings of the International Joint Conference
on Neural Networks, vol. 4, no. 1, pp. 2970–2975, 2003.
151
BIBLIOGRAPHY
[32] G. P. Liu, Nonlinear Identification and Control: A Neural Netwrok Approach, ser.
Advance in Industrial Control. London: Spinger-Verlag, 2001.
[33] D. K. Chatuvedi and O. P. Malik, “Experimental studies of generalized neuron
based adaptive power system stablilizer,” Soft Computing - A Fusion of Founda-
tions, Methodologies and Applications, vol. 11, no. 2, pp. 149–155, 2006.
[34] J.-J. E. Slotine and W. Li, “On the adaptive control of robot manipulators,” The
International Journal of Robotics Research, vol. 6, no. 3, pp. 49–59, 1987.
[35] S. Nicosia and P. Tomei, “Self-tuning control of robot manipulators,” International
Journal of Adaptive Control and Signal Processing, vol. 7, no. 5, pp. 405–416, 1993.
[36] T. Johnson, C. Harvey, and G. Stein, “Self-tuning regulator design for adaptive
control of aircraft wing/store flutter,” IEEE Transactions on Automatic Control,
vol. 27, no. 5, pp. 1014–1023, 1982.
[37] P. E. Wellstead and M. B. Zarrop, Self-Tuning Systems Control and Signal Pro-
cessing. Great Britian: John Wiley and Sons, 1991.
[38] K. J. Astrom and B. Wittenmark, Adaptive control, 2nd ed. New York: Addison-
Wesley, 1995.
[39] Y. Zeng and O. Malik, “Robust adaptive controller design based on pole-shifting
technique.” Proceedings of the 32nd IEEE Conference on Decision and Control,
vol. 3, pp. 2353–2357, 1993.
[40] J. Arif, N. Ray Chaudhuri, S. Ray, and B. Chaudhuri, “Online Levenberg-
Marquardt algorithm for neural network based estimation and control of power
systems,” in International Joint Conference on Neural Networks, Atlanta, Geor-
gia, USA, June 2009, pp. 199–206.
[41] D. K. Chaturvedi and O. Malik, “Generalized neuron-based adaptive PSS for mul-
timachine environment,” IEEE Transaction on Power Systems, vol. 20, no. 1, pp.
358–366, 2005.
[42] P. K. Dash, S. Mishra, and G. Panda, “Damping multimodal power system oscil-
lation using a hybrid fuzzy controller for series connected FACTS devices,” IEEE
Transaction on Power Systems, vol. 15, no. 4, pp. 1360–1366, 2000.
[43] D. Chaturvedi and O. Malik, “Experimental studies of a generalized neuron based
adaptive power system stabilizer,” Soft Computing - A Fusion of Foundations,
Methodologies and Applications, vol. Volume 11, no. 2, pp. 149–155, 2007.
152
BIBLIOGRAPHY
[44] P. Shamsollahi and O.P.Malik, “An adaptive power system stabilizer using on-line
trained neural networks,” IEEE Transaction on Energy Conversion, vol. 12, no. 4,
pp. 382–387, 1997.
[45] S. H. Ardalan and L. J. Faber, “A fast ARMA transversal RLS filter algorithm,”
Acoustics, Speech and Signal Processing, IEEE Transactions on, vol. 36, no. 3, pp.
349–358, 1988.
[46] L. Patomaki, J. P. Kaipio, and P. A. Karjalainen, “Tracking of nonstationary EEG
with the roots of ARMA models,” IEEE 17th Annual Conference Engineering in
Medicine and Biology Society, vol. 2, pp. 877–878, 1995.
[47] T. W. S. Chow, H.-Z. Tan, and G. Fei, “Third-order cumulant RLS algorithm for
nonminimum ARMA systems identification,” Signal Processing, vol. 61, no. 1, pp.
23–38, 1997.
[48] K. M. Passino, Biomimicry for Optimization, Contorl and Automation. London,
UK: Springer-Verlag London Limited, 2005.
[49] J. Wray and G. R. Green, “Calculation of the volterra kernels of non-linear dynamic
systems using an artificial neural network,” Biological Cybernetics, vol. 71, no. 3,
pp. 187–195, 1994.
[50] W. Zang, “A generalized ADALINE neural network for system identification.”
IEEE International Conference on Control and Automation, pp. 2705–2709, 2007.
[51] M. Polycarpou, M and P. Ioannou, A, “Identification and control of nonlinear
systems using neural network models: Design and stability analysis,” University of
Southern California MC-2563, Los Angeles, CA, USA, Tech. Rep., 1991.
[52] D. Gillard and K. Bollinger, “Neural network identification of power system transfer
functions.” IEEE Transaction on Energy Conversion, vol. 11, no. 1, pp. 104–110,
1996.
[53] M. Bostanci, J. Koplowitz, and C. Taylor, “Identification of power system load
dynamics using artificial neural networks,” IEEE Transaction on Power Systems,
vol. 12, no. 4, pp. 1468–1473, 1997.
[54] S. Ray and G. K. Venayagamoorthy, “Real-time implementation of a measurement-
based adaptive wide-area control system considering communication delays,” IET
Generation, Transmission & Distribution, vol. 2, no. 1, pp. 62–70, 2008.
[55] J. C. Patra, R. N. Pal, B. N. Chatterji, and G. Panda, “Identification of nonlin-
ear and dynamical systems using functional link artificial neural networks,” IEEE
transaction on Systems, Man and Cybernetic, vol. 29, no. 2, pp. 254–262, 1999.
153
BIBLIOGRAPHY
[56] J. Sarangapani, Neural Network Control of Nonlinear Discretem Time Systems.
CRC, 2006.
[57] A. Novokhodko and S. Valentine, “A parallel implementation of the batch back-
propagation training of neural networks,” International Joint Conference on Neural
Networks, IJCNN, vol. 3, pp. 1783–1786, 2001.
[58] D. Marquardt, “An algorithm for least squares estimation on nonlinear parame-
ters,” SIAM J. APPL. MATH, vol. 11, pp. 431–441, 1963.
[59] F. Jinyan and P. Jianyu, “Convergence properties of a self-adaptive Levenberg-
Marquardt algorithm under local error bound condition,” Computational Opti-
mization and Applications, vol. 34, pp. 47–62, 1997.
[60] M. Hagan and M. Menhaj, “Training feedforward networks with the Marquardt
algorithm,” IEEE Transactions on Neural Networks, vol. 5, no. 6, pp. 989 –993,
Nov. 1994.
[61] M. T. Hagan, H. B. Demuth, and M. H. Beale, Neural network design. Boston,
London, UK: PWS Pub, 1996.
[62] J. Nocedal and S. J. Wright, Numerical Optimization, 2nd ed. NY: Springer-
Verlag, 2006.
[63] C.-T. Kim, J.-J. Lee, and H. Kim, “Variable projection method and Levenberg-
Marquardt algorithm for neural network training,” IEEE Industrial Electronics,
IECON - 32nd Annual Conference, pp. 4492–4497, 2006.
[64] A. Chandra, L. A. Dessaint, M. Saad, and K. Al-Haddad, “An adaptive pole shifting
algorithm for reference tracking,” in Proceedings of the 1992 International Confer-
ence on Power Electronics and Motion Control, Industrial Electronics, Control,
Instrumentation, and Automation., vol. 3, 1992, pp. 1258–1262.
[65] O. Malik, G. Chen, G. Hope, Y. Qin, and G. Xu, “Adaptive self-optimising pole
shifting control algorithm,” EE Proceedings - Control Theory and Applications, vol.
139, no. 5, pp. 429–438, 1992.
[66] P. He and S. Jagannathan, “Reinforcement learning-based output feedback control
of nonlinear systems with input constraints,” IEEE Transactions on Systems, Man,
and Cybernetics, Part B: Cybernetics, vol. 35, no. 1, pp. 150–154, 2005.
[67] J. W. Chapman, M. D. Ilic, C. A. King, L. Eng, and H. Kaufman, “Stabilizing a
multimachine power system via decentralized feedback linearizing excitation con-
trol,” IEEE Transactions on Power Systems, vol. 8, no. 3, pp. 830–839, 1993.
154
BIBLIOGRAPHY
[68] H. A. B. t. Braake, H. J. L. v. Can., J. M. A. Scherpen., and H. B. Verbruggen.,
“Control of nonlinear chemical processes using neural models and feedback lin-
earization,” Control Laboratory, Delft University of Technology, Mekelweg 4, 2628
CD, Delft., Tech. Rep., 1997.
[69] Y. H. Kim and F. L. Lewis, High-level feedback control with neural networks: World
scientific series in robotics and intelligent systems. Singapore, London: World
Scientific, 1998.
[70] A. Yesildirek and F. L. Lewis, “Feedback linearization using neural networks,”
Automatica, vol. 31, no. 11, pp. 1659–1664, 1995.
[71] S. Jagannathan, S. Commuri, and F. L. Lewis, “Feedback linearization using
CMAC neural networks,” Automatica, vol. 34, no. 5, pp. 547–557, 1998.
[72] G. Palli, C. Melchiorri, T. Wimbock, M. Grebenstein, and G. Hirzinger, “Feedback
linearization and simultaneous stiffness-position control of robots with antagonis-
tic actuated joints,” IEEE International Conference on Robotics and Automation,
Roma, pp. 4367 – 4372, 2007.
[73] J. Arif, N. Ray Chaudhuri, S. Ray, and B. Chaudhuri, “Self-tuning feedback lin-
earization controller for power oscillation damping,” in IEEE PES Transmission
and Distribution Conference and Exposition, New Orleans, LA, USA, April 2010,
pp. 1–8.
[74] G. Rogers, Power System Oscillations. USA: Kluwer Academic, 2000.
[75] P. W. Sauer and M. A. Pai, Power System Dynamics and Stability. Prentice Hall,
1998.
[76] K. K. Anaparthi, “Measurement based identification and control of electromechan-
ical oscillations in power systems,” Ph.D. dissertation, Imperial College London,
2006.
[77] N. G. Hingorani. and L. Gyugyi., Understanding FACTS: Concepts and Technology
of Flexible AC Transmission Systems. New York: IEEE Press, 2000.
[78] N. Martins and L. T. G. Lima, “Determination of suitable locations for power
system stabilizers and static VAR compensators for damping electromechanical
oscillations in large scale power systems,” IEEE Transactions on Power Systems,
vol. 5, no. 4, pp. 1455–1469, 1990.
[79] J. F. V. Bobal, J. Bhm and J. Machacek, Digital Self-tuning Controllers Algorithms,
Implementation and Applications. Germany: LE-TEX Jelonek, Leipzig, 2005.
155
BIBLIOGRAPHY
[80] I. D. Landua and M. M’Saad, Adaptive Control. London: Springer, 1998.
[81] G. C. Goodwin and K. S. Sin, Adaptive filtering prediction and control. Englewood
Cliffs, New Jersey: Prentice Hall, 1984.
[82] H. Ritter, T. Martinetz, and K. Schulten, Neuronale Netze. Addison-Wesley, Bonn,
1991.
[83] O. Nelles, Nonlinear System Identification. UK: Springer, 2001.
[84] L. Ljung, System Identification: Theory for the User. Prentice Hall, Englewood
Cliffs, 1987.
[85] D. S. Bernstein, Matrix Mathematics: Theory, Facts, and Formulas. Princeton
and Oxford: Princeton University Press, 2004.
[86] P. J. Werbos, “Beyond regression: New tools for predeiction and analysis in the
behavioural sciences,” Ph.D. dissertation, Harvard University, Boston, USA, 1974.
[87] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning internal representa-
tions by error propagation,” D. E. Rumelhart & i. L. McClelland (Eds.), Parallel
Distributed Processing: Explorations in the Microstructure of Cognition. Founda-
tions: Cambridge, MA: Bradford Books/MIT Press., vol. 1, 1985.
[88] ——, “Learning internal representations by error propagation,” Parallel Distributed
Processing: Exploration in the Microstructre of Cognition, MIT Press, Cambridge,
vol. 1, 1986.
[89] F. J. Pineda, “Generalization of back-propagation to recurrent neural networks,”
Physical Review Letters, vol. 59, no. 19, p. 2229, 1987.
[90] J. Kanniah, O. Malik, and G. Hope, “Self-tuning regulator based on dual-rate
sampling,” IEEE Transactions on Automatic Control, vol. 29, no. 8, pp. 755–759,
1984.
[91] J.-J. E. Slotine and W. Li, Applied Nonlinear Control. New Jersey: Prentice Hall,
1991.
[92] M. A. Henson and D. E. Seborg, “Input-output linearization of general nonlinear
processes,” AIChE Journal, vol. 36, no. 11, pp. 1753–1757, 1990.
[93] C. C. Lui and F. C. Chen, “Adaptive control of non-linear continuous systems using
neural networks–general relative degree and MIMO cases,” International Journal
of Control, vol. 58, pp. 1317–335, 1993.
156
BIBLIOGRAPHY
[94] M. Lampton, “Damping-undamping strategies for the Levenberg-Marquardt non-
linear least-squares method,” Computers in Physic Journal, vol. 11, no. 1, pp.
110–115, 1997.
[95] F.-C. Chen and H. K. Khalil, “Adaptive control of a class of nonlinear discrete-time
systems using neural networks,” IEEE Transaction on Automatic Control, vol. 40,
no. 5, pp. 791–801, 1995.
[96] S. S. Ge, G. Y. Li, and T. H. Lee, “Adaptive NN control for a class of strict-feedback
discrete-time nonlinear systems,” Automatica, vol. 39, no. 5, pp. 807–819, 2003.
[97] Y. Po-Chiang and P. V. Kokotovic, “Adaptive output-feedback design for a class
of nonlinear discrete-time systems,” IEEE Transactions on Automatic Control,
vol. 40, no. 9, pp. 1663–1668, 1995.
[98] P. A. Ioannou and J. Sun, Robust adaptive control. New York: Prentice Hall,
1996.
[99] B. Chaudhuri, S. Ray, and R. Majumder, “Robust low-order controller design for
multi-modal power oscillation damping using flexible AC transmission systems de-
vices,” IET, Generation, Transmission & Distribution, vol. 3, no. 5, pp. 448–459,
2009.
[100] J. Kennedy and R. Eberhart, “Particle swarm optimization,” Proceedings IEEE
International Conference on Neural Networks, vol. 4, pp. 1942–1948, 1995.
[101] Y. Zhang and S. Ge, “A general recurrent neural network model for time-varying
matrix inversion,” Proceedings of 42nd IEEE Conference on Decision and Control,
vol. 6, pp. 6169 – 6174, Dec. 2003.
[102] A. Albert, Regression and the Moore-Penrose pseudoinverse, ser. Mathematics in
science and engineering. New York: Academic Press, 1972.
[103] S. Boyd and L. Vandenberghe, Convex Optimization. UK: Cambridge University
Press, 2004.
[104] M. A. M. Hassan and O. P. Malik, “Implementation and laboratory test results
for a fuzzy logic based self-tuned power system stabilizer,” IEEE Transactions on
Energy Conversion, vol. 8, no. 2, pp. 221–228, 1993.
[105] A. Chandra, K. K. Wong, O. P. Malik, and G. S. Hope, “Implementation and test
results of a generalized self-tuning excitation controller,” IEEE Transactions on
Energy Conversion, vol. 6, no. 1, pp. 186–192, 1991.
157
BIBLIOGRAPHY
[106] A. Domahidi, B. Chaudhuri, P. Korba, R. Majumder, and T. C. Green, “Self-
tuning flexible ac transmission system controllers for power oscillation damping:
a case study in real time,” IET Generation, Transmission & Distribution, vol. 3,
no. 12, pp. 1079–1089, 2009.
[107] R. Majumder, B. C. Pal, C. Dufour, and P. Korba, “Design and real-time imple-
mentation of robust FACTS controller for damping inter-area oscillation,” IEEE
Transactions on Power Systems, vol. 21, no. 2, pp. 809–816, 2006.
158
