Recent observations suggest that hydrogen reionization ends late (z 6) and proceeds quickly. We present here a new model of the meta-galactic UV/X-ray background (UVB) that is consistent with this. It adopts the most recent determinations of the ionizing emissivity due to stars and AGN, as well as of the H I absorber column density distribution. Another major improvement is a new treatment of the intergalactic medium (IGM) opacity for ionizing photons that is able to consistently capture the transition from a neutral to an ionized IGM. Previous synthesis models of the UVB, when used in simulations, yield reionization and thermal histories that are inconsistent with the assumed ionizing emissivities. With our new treatment, this discrepancy is fully resolved. In our fiducial model, galaxies leaking ∼ < 18% of their Lyman continuum emission drive H I reionization, while AGN drive He II reionization (completing at z 6.2 and 2.8 respectively). Due to the limited time available for cooling between H I and He II reionization, higher IGM temperatures are predicted for late reionization scenarios. In our fiducial model, the predicted temperatures agree well with observational constraints at z 4, while being slightly high compared to (somewhat uncertain) data above that. Models with a larger contribution of AGN are instead disfavoured by the temperature data, as well as by measurements of the H I and He II Lyman-α forest opacities. We also present "equivalent-equilibrium" ionization/heating rates that mimic our fiducial UVB model for use in simulation codes that assume ionization equilibrium.
INTRODUCTION
The reionization of the all-pervading intergalactic medium (IGM) is a landmark event in the history of structure formation in the Universe, and represents the last global phase transition in the cosmic evolution of baryons.
In the last decade, several studies of Lyman-α absorption in the spectra of distant quasars showed that hydrogen is fully ionized at least out to z 5.6, while inhomogeneous reionization may be still ongoing at slightly earlier times, z 6 (e.g., Fan et al. 2006; Songaila 2004; Becker et al. 2015; McGreer et al. 2015) . Such a "late reionization" scenario is supported by recent observations of cosmic microwave background (CMB) anisotropies and polarization, which favour a low Thomson scattering optical depth towards the CMB, τCMB = 0.058 ± 0.012 (Planck Collaboration et al. 2016) . It is also consistent with the drop in the observed abundance of Lyman-α emitting galaxies at z 6 (e.g., Treu et al. 2013; Zheng et al. 2017) , which is (at least partly) due to absorption by an increasingly neutral IGM (e.g., Choudhury et al. 2015; Mesinger et al. 2015) . Further evidence for late reionization comes in the form of surprisingly large observed fluctuations in the Lyman-α forest opacity averaged on large scales at z 5.5 . Although the exact mechanism by which they are generated is still debated, they are most likely a relic of a recently completed patchy reionization.
While it is understood that the IGM is reionized and kept ionized by the integrated EUV emission from AGN and star-forming galaxies, there is still no consensus on the relative contributions of these sources as a function of cosmic epoch. Because of the high ionization threshold and small photoionization cross section of He II, and of the rapid recombination rate of He III, the double ionization of helium is expected to be completed by hard UV-emitting quasars around the apparent peak of their activity, at 2.5 (e.g., McQuinn et al. 2009; Haardt & Madau 2012, hereinafter HM12) , at much later times than the reionization of H I and He I . Recent data, however, suggest that double helium ionization may actually have occurred earlier than expected (Worseck et al. 2016 ), though such conclusion needs to be further confirmed by independent studies. At z ∼ > 3 the apparent declining population of bright quasars makes an increasingly small contribution to H I ionizing radiation, as it is generally believed that massive stars in relatively faint star forming galaxies provide the bulk of the UV background at such early epoch (e.g., Madau et al. 1999; Meiksin 2005; Faucher-Giguère et al. 2008) .
The galaxy plus AGN picture has been recently questioned by (hereinafter MH15) , who showed how a significant population of previously undetected faint AGN at 4 ∼ < z ∼ < 6.5, claimed by Giallongo et al. (2015) , may actually dominate H I reionization (albeit with a somewhat extreme choice of parameters; see, e.g., Haardt & Salvaterra 2015) . Normal star-forming galaxies would then provide, in this scenario, only a negligible contribution to the UVB at all epochs. Interestingly at the same time Chardin et al. (2015 Chardin et al. ( , 2017 argued that such a significant contribution of AGN to the ionizing emissivity at high redshift may explain the observed large Lyman-α forest opacity fluctuations on large scales .
The thermal history of the IGM, which reflects the timing and duration of the H and He reionization processes, as well as the nature of the ionizing sources ("hard" QSO-like vs. "soft" stellar-like spectra), is a key tool for understanding the epoch of reionization (EoR) . Measurements of the IGM temperature in the range 2 ∼ < z ∼ < 6 show a non-monotonic trend, calling for a substantial injection of energy Boera et al. 2014; Bolton et al. 2012 Bolton et al. , 2014 Upton Sanderbeck et al. 2016 ). Such energy injection is generally ascribed to He II photoionization (Bryan & Machacek 2000; Ricotti et al. 2000; Schaye et al. 2000; McDonald et al. 2001; Zaldarriaga et al. 2001; Lidz et al. 2010; Becker et al. 2011; Bolton et al. 2012; Garzilli et al. 2012) , though different sources may play a role (see, e.g., Puchwein et al. 2012; Madau & Fragos 2017) .
Once this vast body of observational evidences is considered, a mild tension between the late reionization scenario hinted by CMB and Lyman-α emitter observations, and the evolution of the IGM temperature with redshift, does emerge. Therefore, any physically motivated UV background (UVB) model is necessary tightly constrained.
Spatially homogeneous UVB models are widely used in cosmological hydrodynamical simulations of cosmic structure formation as a simple and efficient way of following the photoionization and photoheating of the IGM during cosmic reionization. As shown in Puchwein et al. (2015) and explicitly investigated in Oñorbe et al. (2017) , such models, however, result in reionization histories in simulations that are inconsistent with the ionizing emissivities assumed in the UVB models. This typically results in a too early reionization and heating of the IGM, e.g., for the HM12 model most of the temperature increase happens at z 14. Such artificial early heating will also affect high-redshift star formation in low-mass galaxies.
We propose here a new fiducial UVB model, that resolves this issue and is able to account for the many existing observational constraints. To do so, we improve our 1-D radiative transfer code CUBA (Haardt & Madau 1996, HM12) , upgrading the source function with the most recent determinations of star formation rate and AGN evolution across cosmic time. We further update the sink term with new observational constraints of the mean free path of Lyman continuum photons at z ∼ > 3, at the same time employing a different recipe for dust corrections to the observed UV emissivities. The major improvement that results in consistent reionization histories is, however, a novel scheme for treating the H I and He II attenuation along the line of sight, which allows us to asses the mean UVB before and after the reionization of H and He.
The paper is organized as follows: We describe our methods of modelling the UVB and the thermal and ionization evolution of the IGM in Sec. 2. In Sec. 3, we present our new UVB model and the evolution of IGM properties that it implies. We then discuss models with a significant AGN contribution to H I reionization and test them against data in Sec. 4. Finally, a summary of our results is provided in Sec. 5.
METHODOLOGY

Cosmological radiative transfer
We start by briefly reviewing the basic equations governing the propagation of ionizing radiation in a clumpy medium. For a thorough discussion we refer to Haardt & Madau (1996) , Madau & Haardt (2009) and HM12.
The equation of cosmological radiative transfer (RT) describing the time evolution of the space-and angle-averaged specific intensity Jν is
where H(z) is the Hubble parameter, c the speed of the light, κν is the absorption coefficient, and ν the specific proper volume emissivity. The integration of Eq. (1) gives the background intensity at the observed frequency νo, as seen by an observer at redshift zo,
where ν = νo(1 + z)/(1 + zo), |dt/dz| = H −1 (1 + z) −1 , and τ ≡ − ln e −τ is the effective absorption optical depth of a clumpy IGM. In the case of Lyman continuum absorption by Poisson-distributed systems, the effective opacity between zo and z is τ (νo, zo, z) = 
where f (NHI, z ) is the bivariate distribution of absorbers in redshift and H I column density along the line of sight, τc is the continuum optical depth at frequency ν = νo(1 + z )/(1 + zo) through an individual absorber,
where Ni and σi are the column densities and photoionization cross sections of ion i. Besides photoelectric absorption, resonant absorption by the hydrogen and helium Lyman series will produce a sawtooth modulation of the radiation spectrum (Haiman et al. 1997; Madau & Haardt 2009 ). Absorption and recombination re-emission from the Lyman series of H I and He II can be accounted for as detailed in Madau & Haardt (2009) and HM12.
The IGM effective opacity across reionization
A modification of the formalism just described is needed when considering the consistency of the solution of the RT equation to the constraints imposed by the photon budget required to ionize the IGM. In Haardt & Madau (1996) and HM12 our original aim was at an empirical assessment of the UVB based on observed quantities, such as the luminosity functions of ionizing sources and the H I column density distribution of discrete absorbers, f (NHI, z). In particular, in solving Eq. (2) this latter was not derived through photoionization calculations from an underlying H distribution, rather it is an input quantity, alongside the source volume emissivity. Indeed, in HM12 we forced the H I effective opacity to dramatically increase above a pre-assigned "reionization" redshift ( 6), with the specific aim of mimicking the sharp increase of the Lyman-α effective opacity observed in the IGM at this epoch (see, e.g., Fan et al. 2006) .
In recent years, however, numerical studies Oñorbe et al. 2017) have shown that the preassigned emissivity and opacity employed in HM12 do combine in a model UVB which in turn produces an ionization history of the IGM in cosmological simulations that is not consistent with the assumed ionizing emissivity. The origin of this discrepancy is that the neutral hydrogen abundance corresponding to the input H I opacity, when extrapolated to very high-z (e.g., to the beginning of reionization), is inconsistent with the mean hydrogen density of the Universe.
A further relevant aspect to consider involves the implicit assumptions underlying the RT formalism itself. As a matter of fact, Eq. (2) implicitly assumes that the source function (i.e., ν ) is meaningfully defined on scales as short as the mean free path of ionizing photons. Such approximation clearly breaks down when the mean free path is comparable, or shorter, than the average distance between ionizing sources. It is therefore not obvious that the solution of the RT equation itself could correctly reproduce the sudden increase of the photon mean free path expected when H II regions overlap during reionization. This point was raised by, e.g., Davies & Furlanetto (2014) , who showed that the discrete nature of the sources gives rise to a radiation field whose volume-averaged intensity is actually lower than the value computed by solving the RT equation. The basic reason is that, in the pre-reionization Universe, the mean free path is dominated by the still neutral IGM embedding detached H II regions. Such a completely neutral component does not exist in the case of a continuously distributed source function.
The considerations above led us to consider in Eq. (2) a modified sink term, tailored in such a way that at low z the IGM opacity matches the observational constraints imposed by the Lyman-α forest, while at the same time the high-z attenuation approaches that expected in a uniform, neutral medium at mean cosmic density. We further constrain the opacity to be consistent with the ionization history of H I implied by the emissivity employed. These two requirements have been implemented in CUBA as detailed in the following. We note that a similar approach has been recently proposed by Oñorbe et al. (2017) and more explicitly by Madau & Fragos (2017) , based on an earlier work by Mesinger et al. (2013) .
We first compute the evolution of the volume filling factor of ionized bubbles Q consistently with the assumed ionized emissivity through the reionization equation (for details see, e.g., Madau et al. 1999, HM12) 
The above reionization equation holds separately for the H II and He III filling factors. Accordingly,n indicates the mean H or He number density, while the termstrec anḋ nion denote the volume-averaged recombination timescale and the ionizing photon emissivity relevant to the considered species, respectively. A modified version of this equation that explicitly accounts for the presence of optically thick Lyman limit systems and links the pre-overlap with the post-overlap phases of reionization has been recently derived by Madau (2017) . Below we will use Q only to describe the volume fraction of ionized bubbles, while residual neutral gas in them will be treated separately. We can therefore stick here to Eq. (5).
Note that Eq. (5) can be solved before any RT calculation. Indeed Q ultimately depends only upon ν through the ionizing photon emissivityṅion (and upon the clumping factor of the ionized IGM, that we take as in HM12). We checked that for plausible emissivities, He II reionization lags H I reionization, i.e., QHeIII QHII. We further assume that H I and He I reionizations proceed together (i.e., QHeII = QHII). This allows us to divide the IGM in three different environments: a fully ionized IGM composed of H II and He III ; regions where the IGM is in the form of He II and H II ; and the neutral IGM where only H I and He I exist.
Within the ionized IGM we consider a residual H I effective opacity given by the observed column density distribution f (NHI, z). In each single absorber of given column NHI, the resulting NHeI and NHeII are consistently computed assuming ionization equilibrium.
1 Following the scheme adopted in HM12, we parametrize the observed H I column distribution as a piecewise power-law,
where, compared to HM12, we slightly modify some of the fitting parameters in order to better match new observational constraints (Prochaska et al. 2014 , see Table 1 and  compare to table 1 of HM12) . At high redshift the distribution is modelled as a simple extrapolation of the low-redshift evolution, i.e., different from HM12 we do not force the H I column density distribution to mimic a sudden increase in opacity above the H I reionization redshift. Note however that in our new formalism the column density distribution is basically irrelevant for small values of Q.
With the above prescriptions, the modified opacity is then:τ
For the fully ionized IGM ("zone 1") we have the usual effective opacity (compare Eq. (3)):
where the continuum optical depth through an individual cloud τc is given by Eq. (4). In regions where H is ionized and He is single ionized ("zone 2"), the opacity is given by
where d /dz is the line element in a Friedmann cosmology, andnHe is the mean cosmic He density. In the considered environment, the NHeI and NHeII columns of a cloud of a given NHI should be computed adopting an ionizing radiation field whose flux above 4 Ry is set equal to zero. However, we note that the above Eq. (9) produces an excess in He absorption, as it is essentially "double counted" (in the discrete systems and in the diffuse IGM). In order to avoid this issue, we simply set the He content of the discrete clouds lying in zone 2 equal to zero.
Finally, in the fully neutral IGM ("zone 3")
wherenH is the mean cosmic hydrogen density. The mean free path for ionizing photons at 912 and 228Å implied by our new opacity prescription is shown in Fig. 1 as a function of redshift and compared to the HM12 model. With our new prescription the mean free path at 912 and 228Å drops much more strongly when entering the epochs of H I and He II reionization, respectively. The expected values in a neutral region at mean density are also indicated for comparison.
The sources driving reionization
The only sources of ionizing radiation included in CUBA are star-forming galaxies and AGN, as it is generally accepted that they are the main drivers of the reionization process in the IGM. We model these two populations separately, along the lines detailed in HM12 (we refer to that paper for full details), with the modifications we describe in the following. IGM at mean cosmic density is indicated. In the lower panel, the mean free path in a mean-density region containing only H II and He II is also shown. In the upper panel observational constraints from Prochaska et al. (2009 ), O'Meara et al. (2013 and Worseck et al. (2014) are shown for reference.
Ionizing emission from galaxies
The comoving, dust-reddened frequency-dependent emissivity as a function of cosmic time t arising from the population of star forming galaxies is computed as a convolution integral:
We use a modified version of the best-fitting comoving star formation rate density (SFRD) proposed by Madau & Fragos (2017) . For a Kroupa IMF (Kroupa 2001) our best-fit model reads
(12) The above function is an updated version of eq. (15) of Madau & Dickinson (2014) , and reproduces recent results in the range 4 ∼ < z ∼ < 10 (Bowler et al. 2015; Finkelstein et al. 2015; Ishigaki et al. 2015; McLeod et al. 2015; Oesch et al. 2015; McLeod et al. 2016) . The above SFRD is consistent in the redshift range 5.5 ∼ < z ∼ < 10 with the UV luminosity densities derived by Bouwens et al. (2015) under (11), the function lν [τ, Z(t − τ )] is the specific luminosity per unit initial stellar mass radiated by a single stellar population (SSP) at age τ and metallicity Z(t − τ ), that we compute using the code STARBURST99 (Leitherer et al. 1999; Vázquez & Leitherer 2005; Leitherer et al. 2010 Leitherer et al. , 2014 . We use SSPs of decreasing metallicities with redshift according to log Z/Z = 0.153 − 0.074z 1.34 ,
to be compared to eq. (52) in HM12. Eq. (13), proposed by Madau & Fragos (2017) , represents the best fit to the data of the mass-weighted metallicity of newly formed stars, obtained by integrating the mass-metallicity relation of Zahid et al. (2014) over the evolving galaxy stellar mass function of Baldry et al. (2012) , Ilbert et al. (2013) , Kajisawa et al. (2009) , Lee et al. (2012) and Grazian et al. (2015) in the range 0 ∼ < z ∼ < 7. Finally, the time-dependent pre-factor C(t) in Eq. (11) represents the escape fraction of Lyman continuum photons for energies above 1 Ry, while it accounts for dust absorption below. The escape fraction fesc is the single, most crucial parameter in the modelling of the ionizing emissivity from galaxies. In our fiducial model, we adopt the same functional form as in HM12, but with different numerical parameters:
while dust attenuation is treated using a Calzetti et al. (2000) attenuation law, where we adopt the following fit to the luminosity weighted attenuation at 1500Å :
AFUV(z) = 2.5 log 3.5 + 5.5(z/0.85)
This expression (to be compared to eq. (50) in HM12) fits the compilation of data in the range 0 ∼ < z ∼ < 8 presented by Madau & Dickinson (2014, see their table 1 and references therein). Note that, since we correct the SSP emissivity for dust absorption, fesc defined in Eq. (14) has to be considered an absolute escape fraction, rather than the relative one usually derived from observations (see, e.g., Rutkowski et al. 2016 ). (16) that, combined with the emissivity from galaxies (shown as a blue dashed line), defines our fiducial UVB model. The emissivity proposed by MH15 for a UVB dominated by AGN is shown as a red solid line. We also show a case where the AGN contribution is taken from the Giallongo et al. (2015) data at face value (orange solid line at z 4.75), with a further contribution at high z from star forming galaxies (orange dashed line, see Sec. 4 for details). 
Ionizing emission from AGN
Such functional form, shown in Fig. 2 as a solid blue line, fits reasonably well the emissivity at z 0 from Schulze et al. (2009) , at 1 ∼ < z ∼ < 3.5 from Bongiorno et al. (2007) , and at 3.5 ∼ < z ∼ < 4.5 from Masters et al. (2012) . The 1 Ry emissivity data were inferred by MH15 by converting the optical emissivity derived in the mentioned studies, using a power-law spectral index, αUV = −0.61, after Lusso et al. (2015) . For z ∼ < 2, Eq. (16) closely follows the emissivity proposed by MH15 for a UVB dominated by AGN, while for z ∼ > 2 it lies just above the emissivity used in HM12 following Hopkins et al. (2007) (see eq. (37) in HM12) .
The UV spectral energy distribution at wavelengths shorter than 912Å is modelled as a power law, fν ∝ dL/dν ∝ ν α UV , with αUV = −1.7. Finally, we update the HM12 prescription for the X-ray properties of AGN adopting the luminosity dependent density evolution of the [2] [3] [4] [5] [6] [7] [8] [9] [10] keV luminosity function proposed by Ueda et al. (2014) .
Modelling the IGM ionization and temperature
The numerical modelling of the IGM ionization state and temperature follows Puchwein et al. (2015) . Equipped with the photoionization and photoheating rates from the cosmological radiative transfer calculation, we integrate the ionization and recombination rate equations for hydrogen and helium (accounting for photoionization, recombination, and collisional ionization) as well as the heating and cooling rate equations (accounting for photoheating, free-free cooling, collisional excitation and ionization cooling, recombination cooling, Compton cooling and Hubble cooling). We start with a cold and neutral IGM at high redshift and evolve the IGM temperature and ionization state down to redshift zero. Importantly, unless explicitly stated otherwise, we solve the full non-equilibrium evolution equations, thus allowing for deviations from ionization equilibrium which typically occur during the epochs of hydrogen and helium reionization. A more detailed discussion of such non-equilibrium effects is given in Puchwein et al. (2015) . In the cosmological hydrodynamical simulations presented below, we computationally efficiently integrate this set of stiff ordinary differential equations with the CVODE library 2 (Cohen et al. 1996; Hindmarsh et al. 2005) , while for predicting the evolution of the IGM properties at mean cosmic density we also use a simpler code that performs a direct explicit integration with a very large number of time steps, ∼ 10 6 . The agreement of the predictions with full cosmological simulations is demonstrated in Appendix C.
Nevertheless our modelling of the IGM thermal and ionization state during the epoch of reionization is still strongly simplified. In particular, since we apply the same homogeneous UV background everywhere in the cosmological simulations, we do not properly capture the patchy nature of reionization in which the IGM consists of neutral regions and ionized bubbles. In Appendix A we asses how sensitive 2 http://computation.llnl.gov/casc/sundials/main.html our predictions are do this approximation and conclude that they should be reasonably accurate after the end of hydrogen reionization where essentially all of the observational data falls that we compare to.
THE NEW UV BACKGROUND MODEL
In this section, we will present the properties of the UVB when modelled as detailed in Sec. 2, i.e. in particular with our new prescription of the effective opacity. We will also assess the implications that our new fiducial UVB model has for the evolution of the thermal and ionization state of the IGM. Some of the basic parameters of this model are summarized in Table 2 and compared to the parameters of the HM12 model, as well as of the models that will be presented in Sec. 4.
Photoionization and heating rates
The different treatment of the effective opacity for ionizing photons will of course affect the UV background in particular for photon energies larger than the ionization threshold and during the reionization of the relevant ion species. This is illustrated in Fig. 3 , while the numerical values of the photoionization and photoheating rates are provided in Table D1 . The hydrogen photoionization rate, ΓHI, in our new fiducial model is roughly similar to what was found for the HM12 model after the end of hydrogen reionization, i.e. for z 6. During hydrogen reionization, at z 6, the effective opacity for hydrogen ionizing photons is however significantly larger compared to HM12. This also results in much lower values of ΓHI in the new fiducial model.
It is worth considering the meaning of these lower photoionization rates during reionization for a moment. In reality the photoionization rate during reionization will have a bimodal distribution, being essentially zero in neutral regions, while full radiative transfer simulations suggest that it might hover around ∼ 10 −13 s −1 (Chardin et al. 2015) in ionized bubbles. Clearly, our new rates are not meant to be used as an estimate of the photoionization rate in ionized bubbles during reionization. Instead the rates in our fiducial homogeneous UVB model were chosen to reproduce the number of photoionizations events in an actually inhomogeneously ionized universe. It is, thus, essentially a neutral hydrogen-weighted photoionization rate. To illustrate this, we also show the number of hydrogen ionizing photons that are emitted per second in this model in the upper left panel of Fig. 3 . To allow a direct comparison we show this number per hydrogen nucleus, i.e. we divide it by the sum of the numbers of neutral hydrogen atoms and H II ions (in other words the red curves show the first term,ṅion/n, on the right-hand side of Eq. (5)). At the beginning of reionization when the mean free path is short and nHI ≈ nH, the number of photoionizations events should be given by the number of emitted ionizing photons. Hence, in a homogeneous UVB modelṅion ≈ ΓHInHI ≈ ΓHInH should hold, and thusṅion/nH ≈ ΓHI. A similar argument can be made for the He II photoionization rate and ionizing photon emission rate. The good agreement of the red solid and blue solid curves at high redshift illustrates that the correct limit is indeed recovered in our fiducial UVB model. Note that this Table 2 . Summary of the source and reionization models considered in this work. The columns list the model name, the prescription of the AGN ionizing emissivity at 912Å, the AGN spectral slope for Lyman continuum radiation, the star formation rate density, the (z=0) normalization of the escape fraction of ionizing photons emitted by stars, the power-law index for the redshift evolution of the escape fraction, the maximum value of the escape fraction, the redshift at which H I reionization finishes, the escape fraction of He II ionizing photons, the redshift at which He II reionization finishes, whether the new effective intergalactic opacity treatment for ionizing photons was used (Y(es)/N(o)), and the Thomson scattering optical depth towards the CMB predicted by the model, respectively. The AGN ionizing emissivity at 912Å in all AGN-assisted models is the same as in the AGN-dominated model for z < 4.75, while for z > 4.75 we simply adopted a straight line through the two higher redshift Giallongo et al. (2015) data points in Fig. 2 . Madau & Fragos (2017) has been abbreviated as MF17 in this table.
was not the case in the HM12 model (compare fig. 1 in Puchwein et al. 2015) . The full reionization history implied by the photoionization rates in our fiducial model will be discussed in Sec. 3.3.
In the redshift range 0 z 6, the hydrogen photoionization rate is slightly larger than in the HM12 model and in good agreement with observational constraints. The slightly larger photoionization rate at z ≈ 0 should help to alleviate tensions between theoretical predictions of the abundance of absorption lines in the local Lyman-α forest and observational constraints (see, e.g., Kollmeier et al. 2014; Viel et al. 2017; Nasir et al. 2017) .
Qualitatively the photoionization rates for He II during the epoch of He II reionization behave similarly. It is lower in the fiducial model compared to HM12 at 2.7 z 5 and also approaches the value expected from the emission rate of He II ionizing photons at z ∼ 5, i.e., near the beginning of He II reionization. Somewhat surprisingly ΓHeII in HM12 falls below our new fiducial model at z 5. This can be understood by noting that the mean free path for He II ionizing photons in HM12 rather unrealistically drops below what is expected for a universe where all helium is in He II as shown in Fig. 1 .
The middle panels of Fig. 3 show the photoheating rates for H I and He II in our fiducial model. For reference the corresponding rates in HM12 are also displayed. Qualitatively, many of the trends seen in the photoionization rates are also present in the photoheating rates. Note that for a fixed UVB spectrum the two would simply be proportional to each other. To understand differences in their evolution better it is instructive to look at the ratio of the photoheating to the photoionization rate, which is just the mean excess energy above the ionization threshold per photoionization event. This energy is available for heating the IGM and shown in the bottom panels of Fig. 3 .
Interestingly, the mean excess energy evolves rapidly near the tail end of the reionization of the relevant ion species in the fiducial model, while being largely constant before and after that. In the HM12 model in contrast there is a gradual evolution over a wide redshift range. To understand the evolution of the mean excess energy better it is illustrative to consider two limiting cases: i. complete, local (or immediate) absorption of all ionizing photons and ii. a transparent IGM in which emitted photons simply redshift and no spectral filtering by absorbers occurs. These limits are shown for the fiducial model by the red and green curves in the bottom panels of Fig. 3 . Broadly speaking, the mean excess energy in the fiducial model evolves from the complete absorption limit to near the transparent IGM limit at the end of reionization. This behaviour seems plausible given that ionizing photons emitted during the epoch of reionization are expected to be absorbed (at latest) by the first neutral region they encounter, while photons emitted well after reionization will transverse a largely transparent IGM. In comparison, the gradual evolution found in the HM12 model seems somewhat less well motivated. Full details about how the predictions for the two limiting cases were calculated are provided in Appendix B. It is worth noting here though that there is some uncertainty in the mean excess energy in the complete absorption limit for He II , which is related to the maximum photon energy considered.
3.2 The spectrum of the UV background Fig. 4 displays the cosmic UV background spectrum in our fiducial model at four different redshifts. For reference we also show the HM12 model. Many of the differences discussed in the previous section are also visible here. At redshift 6.9, during the epoch of hydrogen reionization, the fiducial model has a lower intensity at wavelengths shorter than the hydrogen ionization threshold (912Å > λ 300Å). This is consistent with the lower hydrogen photoionization rate found at this redshift. The intensity at wavelengths shorter than the He II ionization threshold (λ < 228Å) is instead higher, resulting in higher ΓHeII values. At very short wavelengths though, corresponding to photon energies 1keV, the intensity in the HM12 model is higher. While this has little effect on ΓHeII, it results in the strong increase of the mean excess energy for He II photoionization in the HM12 model at high redshift (compare lower right panel of Fig. 3) .
Between H I and He II reionization (see the z = 4.9 panel), as well as after He II reionization (z = 1.1 panel), the Figure 3 . Photoionization (top) and photoheating (middle) rates and mean excess energy (bottom) for H I (left) and He II (right) in our fiducial UVB model. The HM12 model is shown for comparison. At high redshift in the epoch of reionization the photoionization rates drop faster when using the new scheme for the IGM effective opacity. As expected from photon number conservation, the H I / He II photoionization rates approach the H I / He II ionizing photon production rates per hydrogen/helium atom (including all ionization states) at high z in the fiducial model (red curves in top panels). In the upper left panel, observational constraints from Calverley et al. (2011) and Becker & Bolton (2013) are shown for comparison. The behaviour of the photoheating rates is qualitatively similar to the photoionization rates. For the fiducial model the mean excess energy (beyond the ionization threshold) is compared to the expected excess energy in the limit of complete local absorption of the ionizing photons, as well as in the limit of a transparent IGM without spectral filtering.
spectrum of the cosmic UVB in our fiducial model is fairly similar to that of the HM12 model. During He II reionization (z = 3.6 panel) the spectra are quite similar for wavelengths longer than the He II ionization edge, while the fiducial model has a lower intensity at shorter wavelengths. This is reflected by the lower ΓHeII values in the fiducial model at these redshifts.
The reionization history
Previous simulation studies which followed photoionization and photoheating with a homogeneous UV background found that reionization happens too early compared to what is expected from the evolution of the ionizing emissivity (e.g. Puchwein et al. 2015; Oñorbe et al. 2017 ). As discussed above this is caused by an unrealistic continuation of the evolution of the effective opacity of the IGM from lower redshifts into the epoch of reionization. While the opacity is constrained by the observed H I column density distribution only at z 6, it needs to be known to z ∼ 15 to follow cosmic reionization. It is not too surprising that any extrapolation to high redshift is rather uncertain even when a (somewhat ad hoc) increase in the opacity in the epoch of reionization is accounted for as in HM12. To tackle this problem, we have introduced a new method of treating the sinks of ionizing photons before percolation in Sec. 2.2. Here, we investigate how this affects the predicted reionization history.
The top panel of Fig. 5 displays the reionization history inferred for our fiducial UVB model as well as for HM12. Shown are the H II and He III fractions obtained by following photoionization and photoheating with these UVB models. These were obtained with simplified simulations of the thermal evolution of the IGM in which only gas at mean cosmic density is considered. The results are, however, in excellent agreement with full cosmological simulations as demonstrated in Appendix C. Importantly, the simulations allow deviations from ionization equilibrium, which is essential for getting an accurate evolution of the thermal and ionization state (see, e.g., Puchwein et al. 2015) .
We also show the ionization history expected from Eq. (5), i.e. from simply considering the ionizing photon budget. For the HM12 model, the simulation results are inconsistent with this expectation. The unrealistic continuation of the evolution of the mean free path from lower redshifts in HM12 results in too large photoionization rates during reionization. This in turn causes a too early reionization when the UVB model is used as a homogeneous background for following photoionization and photoheating in simulations. In contrast, in our fiducial model with the new effective opacity prescription, the simulations and the expectation from the ionizing photon budget are in excellent agreement. This results also in a higher temperature at the tail end of hydrogen reionization, as well as after that. The thermal evolution in a simulation assuming ionization equilibrium and using the 'equivalent-equilibrium' version of our fiducial model (see Sec. 3.6 for further details) is shown in light blue. This model is not visible in the top panel as the curves showing its reionization histories are exactly covered by the blue solid lines.
The thermal history of the IGM
The later reionization of hydrogen in our new fiducial UVB model compared to HM12 is reflected in the thermal evolution. The heating from hydrogen reionization happens later. Consequently, there is less time for cooling before He II reionization commences and higher temperatures are reached. This is illustrated in the bottom panel of Fig. 5 which shows the thermal evolution of the IGM at mean cos- Boera et al. (2014) were scaled to mean density using the slope of the density-temperature relation measured from a simulation using the fiducial UVB model. Bottom panel: Slope, γ − 1, of the density-temperature relation. All computations allow for deviations from ionization equilibrium, except the fiducial eq.-eq. model which uses the equivalent-equilibrium rates and accordingly assumes ionization equilibrium. density∆(z) Figure 7 . IGM temperature at the overdensity∆(z) to which the curvature statistics is most sensitive as a function of redshift. For the simulations with our different UVB models, the temperatures were measured from mock Lyman-α forest spectra using the curvature method introduced in Becker et al. (2011) . For comparison the observational constraints from that work are also shown. For the fiducial model, we also show the temperature measured at density∆(z) directly from the gas particles in the simulation (blue dashed) to give an impression of the accuracy of the curvature temperature method.
mic baryon density as a function of redshift. The temperature in the new fiducial model peaks as expected at the end of hydrogen reionization at z ∼ 6.2, rather than at z ∼ 13 as in HM12. In our new model, there is, thus, only a limited period in which the IGM can cool by Hubble expansion and inverse Compton scattering (from ∼ 1.2 × 10 4 K to ∼ 10 4 K) before the onset of He II reionization at z ∼ 4.5. This combined with the slightly higher excess energy for He II photoionization in the range 2.7 z 5 (see Fig. 3 ) results in higher IGM temperatures all the way down to z ∼ 2.
Figs. 6 and 7 confront the predictions of the thermal state of the IGM for simulations with our new fiducial UVB model (blue solid curves) with observational constraints. Also shown are simulations for UVB models with a larger AGN contribution which will be discussed in Sec. 4. The middle panel of Fig. 6 compares the predicted IGM temperature at mean density to measurements based on the curvature of Lyman-α forest spectra in the redshift range 1.6 < z < 4.8 Boera et al. 2014) , the lower cutoff of the line width-column density distribution at z ∼ 2.4 ) and z ∼ 2.75 (Rorai et al. 2018) , the median of the line width-column density distribution at z ∼ 2.75 (Rorai et al. 2018) , and the cumulative line width distribution function in quasar near zones at z ∼ 6 ). The curvature-based measurements are most sensitive at a redshift-dependent density∆(z). They have been scaled to mean density using the slope of the temperature-density relation from a cosmological hydrodynamical simulation of the fiducial model. The measurements in quasar near zones likely have a contribution from the initial stages of He II reionization starting early around these quasars. Both the direct measurements and the temperatures constraints after subtracting the likely contribution from He II heating are indicated. Overall, the new fiducial model matches the observational constraints well. An exceptions are the z ∼ 6 data points based on the quasar near zones, where the predictions fall between the direct measurement and the He II-corrected constraint. Given the uncertainty in the assumed He II heating correction, this is maybe not too worrying.
This overall good agreement with a wide range of IGM temperature data is reassuring. It is nevertheless worth noting that measuring the IGM temperature from the Lyman-α forest is still very challenging. Measurements could potentially be affected by various systematic biases, e.g., due to residual metal line contamination, cosmic variance or a degeneracy between pressure smoothing and thermal broadening of lines. In particular, some IGM temperature measurements are formally inconsistent with each other. For example, the not yet peer-reviewed IGM temperature constraints of Hiss et al. (2017) are significantly higher than those of Becker et al. (2011) at z 2.5. Clearly, more work is needed to understand the origin of these discrepancies.
The bottom panel of Fig. 6 compares the slope γ − 1 of the temperature density relation, T ≈ T0∆ γ−1 , in full cosmological simulations to observational constraints. The slope is measured from the simulations as in Puchwein et al. (2015) . In our new fiducial model the temperature density relation is almost isothermal down to z ∼ 6, as the heating from hydrogen reionization is largely independent of density when non-equilibrium effects are taken into account. In contrast in the HM12 model, an isothermal temperature-density relation is only found for z 12 due to the pre-mature reionization predicted by that model. Unfortunately, the data on the slope of the temperature-density relation are not very constraining as they have large errors bars and do not extend to high redshift. In reality, the patchy nature of reionization will further complicate the situation. While hot gas at low density is certainly expected, there will be significant spatial fluctuations in the temperature depending on the redshift at which a particular region was reionized (e.g. D' Aloisio et al. 2015) . These effects cannot be fully captured in a homogeneous UVB model, but are discussed in detail based on radiative transfer simulations in Keating et al. (2017) .
In the middle panel of Fig. 6 , the temperature measurements based on the curvature of the Lyman-α forest were rescaled to mean cosmic density. A more direct comparison to the data of Becker et al. (2011) is possible by extracting mock Lyman-α forest spectra from cosmological hydrodynamical simulations, computing the curvature of the simulated spectra and converting it to a temperature at a characteristic density∆(z) with the same method as in Becker et al. (2011) . The results are presented in Fig. 7 . To give some idea of the accuracy of the curvature method for measuring temperatures, we also show the IGM temperature at density∆(z) as directly measured from the simulation with the fiducial model (shown is the mode of the temperature distribution of gas particles at that density). It is overall in good agreement with the temperature inferred from the curvature of the spectra with deviations ∆T (∆(z))
2000K.
For our fiducial model, T (∆(z)) computed from the spectra is in excellent agreement with the observational constraints for z 4, while being slightly high above that. The latter suggests that there might be a mild tension between a late reionization finishing at z ∼ 6 and the IGM temperature measurements at z = 4.4 and 4.8. In particular models, with a harder AGN-like spectrum and correspondingly higher IGM temperatures are more strongly disfavoured. This will be discussed in more detail in Sec. 4.
Lyman-α forest effective optical depths
Another important property that simulations of the IGM should reproduce is the opacity of the Lyman-α forest, which is directly affected by the assumed UVB, but also sensitive to the IGM temperature. Fig. 8 shows the effective optical depth defined by τ eff ≡ − ln F , where F is the mean transmitted flux fraction. This is displayed both for the H I and He II Lyman-α forest and for the different UVB models as a function of redshift. We show results only out to the redshift at which the reionization of the relevant species ends as homogeneous UVB models will underpredict residual transmission in ionized regions during inhomogeneous reionization. Our fiducial model is in good agreement with observations of both the H I and He II Lyman-α forest.
Equivalent rates for codes assuming ionization equilibrium
Many state of the art cosmological hydrodynamical simulation projects, such as, e.g, Illustris (Vogelsberger et al. 2014) or Eagle (Schaye et al. 2015) , follow photoionization and photoheating under the simplifying assumption of ionization equilibrium in the presence of an external UV background. While this approach is numerically efficient, it is known that the ionization state of the IGM can deviate significantly from equilibrium, e.g., during reionization. Neglecting such deviations from equilibrium typically results in an earlier completion of reionization. It also artificially decouples the heat input from the change in ionization state. This biases the heating by reionization low (see, e.g., Puchwein et al. 2015) . Some works compensate for this by introducing an ad hoc boost factor for the photoheating rates, e.g., during the epoch of He II reionization (e.g., Bolton et al. 2017) . In this work, we have avoided the problem altogether by using a more accurate full non-equilibrium treatment, i.e. rather than assuming ionization equilibrium, we compute the ionization state directly by integrating the ionization and recombination rate equations. Since many cosmological simulation codes still lack this functionality, we will in the following compute "equivalent-equilibrium" photoionization and photoheating rates that can be used in codes which assume ionization equilibrium. They will be chosen such that they allow equilibrium codes to recover the thermal and ionization history of the full non-equilibrium computation. We caution however that this strictly holds only at the mean cosmic density. The slope of the density-temperature relation will in general be somewhat different (see Fig. 6 ). Another aspect that is often neglected is the effect of the patchiness of reionization. Fully capturing this effect clearly requires radiative transfer simulations. With a homogeneous UVB model one can only attempt to recover the correct average ionization state and temperature, while fully capturing the spatial fluctuations is not possible. In Appendix A we discuss that even capturing the correct average values is not straightforward. For example, a model with a homogeneous UVB that has the same average ionization state and temperature as an inhomogeneously ionized IGM will still have different mean recombination and collisional cooling rates. This primarily results in differences in the thermal evolution of the IGM during hydrogen reionization. Fortunately the differences after the end of hydrogen reionization, where we compare our models to observational data, are rather small. Nevertheless we have elected to calibrate our "equivalentequilibrium rates" on the Γ = 10 −14 s −1 patchy reionization model presented in Appendix A. This results in a more accurate thermal evolution at z 6, while the temperatures at z 6 are almost identical to those obtained from the non-equilibrium calculation with the homogeneous fiducial UVB (see Fig. 5 ).
The "equivalent-equilibrium rates" were computed as follows. We use the temperature and ionized fraction from the Γ = 10 −14 s −1 patchy reionization model as an input. At each redshift, we first compute the H I , He I and He II photoionization rates needed for gas that is in ionization equilibrium to have the same ionized fractions as the average of the patchy model. In this step, we assume the gas is at mean cosmic baryon density and we use the average temperature of the patchy model for computing the required recombination and collisional ionization rates. Using again the average ionized fractions and temperatures from the patchy model, we next compute all cooling rates at each redshift. We then compare the rate of temperature change expected from these cooling rates with the evolution of the average temperature in the patchy model. The difference between the two gives us the amount of photoheating that is needed for matching the evolution of the patchy model. The only remaining task is then to decide what fraction of the required amount of photoheating is contributed by each ion species. For this, we keep the ratio of the photoheating rates the same as in the fiducial (non-equilibrium) UVB model, i.e. we simply rescale the photoheating rates for H I , He I and He III all by the same redshift-dependent factor.
A full table of the "equivalent-equilibrium" photoheating and photoionization rates is given in Appendix D. These rates are supposed to be used for following photoheating and photoionization in cosmological simulations with codes that assume ionization equilibrium, as, e.g., most versions of the gadget simulation code as well as many other cosmological simulation codes do.
MODELS WITH A LARGE AGN CONTRIBUTION
The claim of a significant population of previously undetected faint AGN at 4 z 6.5 by Giallongo et al. (2015) has sparked new interest in scenarios in which AGN contribute significantly to the ionizing photon budget during hydrogen reionization or at least at its tail end. MH15 have suggested that AGN could potentially be the main drivers of H I reionization. Chardin et al. (2015 Chardin et al. ( , 2017 have proposed them as a source of the Lyman-α forest opacity fluctua- tions on large (50h −1 cMpc) scales observed by Becker et al. (2015) .
UVB models using our new method of treating the effective opacity allow a more accurate prediction of the thermal evolution of the IGM after H I and during He II reionization. In the following, we use this method to compute the UVB in scenarios with a large AGN contribution. With the derived photoionization and photoheating rates, we then simulate the thermal and ionization evolution of the IGM and compare it to observations. This allows us to put constraints on the ionizing emission from AGN. Except where specifically stated we use a full non-equilibrium ionization calculation.
We will initially consider two scenarios with increased ionizing emission from AGN: i. As an upper extreme, our 'AGN-dominated' model assumes the AGN ionizing emissivity from MH15, which at z > 5 was chosen to have the largest AGN emissivity still consistent with the Giallongo et al. (2015) measurements. In contrast to MH15, we, however, use our new treatment of the opacity for ionizing photons (see Sec. 2.2) when computing the UVB. The UVB in this model is completely dominated by AGN. ii. A model with an AGN ionizing emissivity identical to MH15 for z < 4.75, but with a much steeper fall-off for z > 4.75 (chosen simply as a straight line through the two higher redshift Giallongo et al. (2015) data points in Fig. 2) . This model additionally includes stellar sources but with a lower emissivity than our fiducial model for z 7 (adopting the SFRD of Madau & Fragos 2017 , fesc,0 = 1.7 × 10 −7 , αesc = 7.2, fesc,max = 0.5). Their ionizing emission nevertheless exceeds that of the AGN for z 5. Since AGN contribute to but do not dominate H I reionization in this model, we call this the 'AGN-assisted' model. This amount of ionizing emission from AGN may still be sufficient to explain the observed large-scale Lyman-α forest opacity fluctuations at z ∼ 5.4 − 5.6 (see, e.g., Chardin et al. 2015 Chardin et al. , 2017 . The emissivity evolutions of both models are illustrated in Fig. 2 and compared to our fiducial model and observational constraints. We will find below that both the AGN-dominated and AGN-assisted models tend to reionize He II too early. We will then discuss two further variations of the AGN-assisted model with a reduced emission above the He II ionization threshold, which aim to mitigate this.
The top panel of Fig. 6 displays the redshift evolution of the H II and He III fractions predicted in our models with a larger AGN contribution to reionization. For each UVB model, we simulate the thermal and ionization state of the IGM. In the AGN-dominated model, H I reionization ends at z ∼ 5.6, which is somewhat late compared to observational constraints. In contrast, He II reionization completes very early, at z ∼ 3.9. This is a consequence of the harder ionizing spectrum of AGN compared to stars. It also results in tension with the observed effective optical depth of the H I and He II Lyman-α forest, as shown in Fig. 8 . The AGN-dominated model overpredicts the H I effective optical depth for z 5, while the He II effective optical depth is underpredicted for z 2.8. To complete H I reionization earlier in an AGN-dominated scenario, we could further increase the AGN emissivity. This would, however, result in even stronger tension with the observed He II Lyman-α optical depth.
The small time-lag between H I and He II reionization in the AGN-dominated model also results in a thermal evolution of the IGM that is quite different from our fiducial model in which stars drive H I reionization. As shown in the middle panel of Fig. 6 , there are no separate peaks in the temperature at the end of H I and He II reionization, instead there is a single broad temperature peak with T0 ≈ 1.8 × 10 4 K at z ∼ 4 − 5. The high temperatures at these redshifts are inconsistent with the IGM temperature measurements of Becker et al. (2011) . This is illustrated in more detail in Fig. 7 , which shows the IGM temperature at the over-density at which the curvature statistics used in Becker et al. (2011) is most sensitive. This avoids an extrapolation to the mean cosmic baryon density. In this more direct comparison, the IGM in the AGN-dominated model is also found to be much hotter than observed by Becker et al. (2011) . Combined with the disagreement with observed H I and He II Lyman-α forest effective optical depths, this strongly disfavours the AGN-dominated model and more generally an H I reionization that is driven predominantly by AGN with a hard spectrum.
Our AGN-assisted model completes H I reionization earlier at z ∼ 6.8. This gives the IGM more time to cool after reionization. Our hope was that this would bring the model into better agreement with IGM temperature measurements at z < 5. However, as shown in the middle panel of Fig. 6 and in more detail in Fig. 7 , the predicted temperature is still significantly higher than measured by Becker et al. (2011) . He II reionization also still completes early, at z ∼ 3.7, which results in an underprediction of the He II Lyman-α effective optical depth for z 2.8 (see Fig. 8 ). It, hence, seems that even a scenario in which AGN with a hard spectrum dominant over stars only once H I reionization has ended is disfavoured by post-reionization Lyman-α forest observations. The main issue is that He II reionization happens too early, which results not only in underpredicting the He II effective optical depth, but also in too much photoheating of the IGM at 4 z 6. Overall, these finding are in good agreement with the results of D'Aloisio et al. (2017) .
We will now attempt to mitigate this by considering versions of the AGN-assisted model that have less emission above the He II ionization threshold. We consider two scenarios for this reduction: i. So far we have assumed an escape fraction of 100 per cent for ionizing photons emitted by AGN. For faint AGN this could overpredict the emission. In particular, due to the approximately four times larger recombination rate coefficient of He III compared to H II and the lower number of He II-ionizing photons, the He II column density in AGN hosts could be larger than the H I column density. The optical depth for He II ionizing photons could then exceed that for photons between the H I and He II ionization edges. To model this we take a version of the AGN-assisted model in which all of the photons between the H I and He II ionization edges escape, but only a fraction fesc,HeII = 0.5 of the He II ionizing photons. ii. As the second case, we consider AGN with an intrinsically softer spectrum. A power-law spectrum with a slope of αUV = −2 rather than −1.7 is used. The emissivity at 912Å is kept constant. This, hence, reduces the number of He II ionizing photons. Results for these two additional models are also shown in Figs. 6, 7 and 8.
Overall, both AGN-assisted models with a reduced number of He II ionizing photons behave rather similarly. Since He II ionizing photons are less abundant than H I ionizing photons and largely absorbed by helium, the redshift at which H I reionization completes does not change much. In contrast He II reionization is, as expected, delayed compared to the original AGN-assisted model. It finishes at z ∼ 2.7 and 2.9 in the fesc,HeII = 0.5 and αUV = −2 models respectively. He II reionization thus ends at about the same time as in our fiducial model. It is, however, significantly more extended, starting already at z ∼ 7. This early onset of He II reionization prevents the IGM from cooling more strongly after the completion of H I reionization. The IGM temperature is hence larger than in our fiducial model and in tension with the Becker et al. (2011) measurements for z 3. The H I Lyman-α forest opacity is slightly low compared to the data in the AGN-assisted models with less He II ionizing emission. The He II forest opacity is in agreement with the data at the end of He II reionization, but overpredicted later, at z 2.5. At these redshifts, the ionizing emission from AGN in the original AGN-assisted model is comparable to our fiducial model. Thus the reduction of He II ionizing photons in the fesc,HeII = 0.5 and αUV = −2 models results in a too large He II fraction and an overprediction of the opacity of the He II Lyman-α forest. These mismatches with observed opacities and temperatures imply that even models in which AGN contribute less than stars to H I reionization and start to dominate the UVB only at z 5 are difficult to bring into agreement with constraints from the H I and He II Lyman-α forest. This would require adding further degrees of freedom beyond a constant reduction of the He II ionizing emission, such as a redshiftdependent escape fraction for He II ionizing photons. It also means that the significant contribution to the ionizing emissivity at z > 5 from rare sources suggested by Chardin et al. (2015 Chardin et al. ( , 2017 would have to be due to a class of sources different from normal AGN, i.e., due to sources that do not significantly contribute to the He II ionizing emissivity.
SUMMARY AND CONCLUSIONS
We have here presented a new synthesis model of the cosmic UV background that is consistent with a late hydrogen reionization ending at z 6 as favoured by recent observational data, such as measurements of the Thomson scattering optical depth towards the CMB, the abundance of high redshift Lyman-α emitters, and the opacity fluctuations in the high-redshift Lyman-α forest. Our new fiducial model adopts the most recent determinations of the star formation rate in galaxies, and of the AGN luminosity evolution across cosmic time, together with new observational constraints on the H I absorber column density distribution. The major improvement is, however, a new treatment of the IGM opacity for ionizing photons, which is able to faithfully capture the transition from a neutral to an almost fully ionized IGM during cosmic reionization.
With this new UVB model, we follow photoheating and photoionization in cosmological simulations to predict the redshift evolution of the IGM ionization and thermal state. Other than in some widely used simulations codes, we do not assume ionization equilibrium, but use a more accurate full non-equilibrium treatment. We also test how reliable such predictions are when based on homogeneous UVB models, which are widely employed in cosmological hydrodynamical simulations. Finally, we study models with a larger AGN contribution at high redshift as claimed by some recent measurements. Our main findings are:
• Previous synthesis models of the UVB resulted in reionization and thermal histories in simulations that are inconsistent with the assumed ionizing emissivities. Reionization occurred typically much too early (e.g., at z ∼ 13 for a HM12 UVB). This discrepancy is fully resolved by our new treatment of the IGM opacity for ionizing photons.
• In our fiducial UVB model, star forming galaxies leaking ∼ < 18% of their intrinsic Lyman continuum radiation into the IGM drive H I reionization and complete it at z ∼ 6.2. AGN drive He II reionization, which finishes at z ∼ 2.8.
• Some of the effects caused by a reionization process that is actually patchy are clearly missed when using a homogeneous UVB, such as large scale spatial fluctuations in the temperature. The mean IGM temperature is nevertheless in remarkably good agreement with a patchy reionization model after the end of hydrogen reionization and throughout He II reionization. Comparisons to postreionization temperature constraints based on Lyman-α data should thus not be significantly affected.
• Due to the limited time available for cooling between the end of H I and the onset of He II reionization, higher IGM temperatures are predicted at 2 z 6 if reionization finishes as late as suggested by CMB and Lyman-α emitter data. The difference is largest at z ∼ 6 where the temperatures are higher by a factor 1.5 or more than predicted by simulations with the HM12 UVB.
• The IGM temperatures predicted for our fiducial UVB model are in excellent agreement with observational constraints at z 4, while being slightly high compared to (somewhat uncertain) data at higher redshifts.
• The mean transmissions of the H I and He II Lyman-α forests predicted with our fiducial UVB model are also in good agreement with observational constraints after the reionization of the relevant ion species. He II and H I Lyman-α opacities during the patchy reionization of these ion species are not expected to be realistically predicted with a homogeneous UVB model.
• In models with a significant AGN contribution to H I reionization, He II reionization typically occurs too early due to the harder ionizing spectrum of the AGN with more emission above the He II ionization edge. This results in an underprediction of the opacity of the He II Lyman-α forest and an overprediction of the IGM temperature at z 2.8. We have attempted to mitigate this by assuming that only a fraction of the He II ionizing photons escape from AGN, as well as by assuming a softer intrinsic AGN spectrum. While this results in a later end of He II reionization, comparable to our fiducial model, tensions with the measured IGM temperature and the He II Lyman-α forest opacity evolution persist.
Since not all simulation codes are able to follow nonequilibrium effects, in addition to the photoionization and photoheating rates of our new fiducial UVB model, we also provide equivalent-equilibrium rates that give a similar thermal and ionization evolution in simulations with codes assuming ionization equilibrium.
The predictions of the thermal and ionization state of the IGM with numerical simulations have got to the state where comparison with Lyman-α forest data poses severe constraints to any possible model of the cosmic UV background. While our fiducial model is in good agreement with the data our findings disfavour a significant contribution of normal AGN with a hard spectrum to H I reionization.
APPENDIX A: HOMOGENEOUS VS PATCHY PHOTOHEATING
In cosmological hydrodynamical simulations photoheating is typically followed with a homogeneous UVB, e.g., with the widely used HM12 or Faucher-Giguère et al. (2009) models. This approach clearly neglects some of the effects caused by a patchy reionization process. Such simulations, hence, not only miss the patchy distribution of neutral and ionized gas during the epoch of reionization, but also fail to capture IGM temperature fluctuations originating from different regions being reionized at different redshifts. These fluctuations fade slowly and persist for some period after the end of reionization (e.g., D'Aloisio et al. 2015; Keating et al. 2017 ). The hope is that at least (some suitable) average temperature of the IGM is reasonably well captured in such simple simulations with a homogeneous UVB. In this appendix, we will test some aspects of this assumption. In particular, we will study the effect on T0, the temperature of the IGM at mean cosmic baryon density.
A number of quantities that affect the average IGM temperature could potentially change when following photoheating with a homogeneous UVB compared to a more accurate treatment like, e.g., multi-frequency radiative transfer. This includes the: (i) redshift evolution of the ionized fraction -Clearly a different time evolution of the ionized fraction would affect both heating and cooling rates and alter the thermal history of the IGM. With the new treatment of the mean free path presented in Sec. 2.2 such discrepancies in the time evolution of the ionized fraction are largely removed.
(ii) number of ionization events -This number depends on how many recombinations there are during the epoch of reionization, which result in some atoms being ionized multiple times and hence conversion of more UV energy into thermal energy of the IGM. How this differs between a homogeneous and a patchy reionization model will be discussed in more detail below. (iii) mean excess energy per ionization event -The frequency dependence of the photoionization cross section results in spectral filtering by residual neutral gas between the ionizing source and a region of the IGM that is about to be ionized. This affects the hardness of the spectrum that neutral hydrogen atoms at the edge of ionized bubbles see and hence the excess energy that is available for heating there. Spectral filtering is included in the calculations of the homogeneous UVB models, but may not capture all details of this process correctly. Studying this in detail is, however, beyond the scope of this work as it would require full multi-frequency radiative transfer simulations. (iv) amount of cooling of the IGM -During a patchy reionization the spatial distribution of different ion species and of the IGM temperature is very inhomogeneous. Since many radiative cooling processes stem from twobody interactions, the clustering of the ion species affects the volume-averaged cooling rates even when their mean densities are the same as in a homogeneous model. We will investigate below how this affects the dominant cooling processes.
To investigate in particular points (ii) and (iv) in more detail, we compare the photoionization and photoheating by a homogeneous UVB to a simple patchy reionization scenario. In the latter, we assume that the ionized gas is not smoothly distributed but concentrated in ionized bubbles whose volume fraction is the same as the ionized fraction in the homogeneous model. More precisely, we split the IGM into 1000 different regions that reionize almost instantaneously at different redshifts. For each reionization redshift we compute the fraction of the volume that reionizes there. The volume fractions are computed such that the evolution of the ionized fractions for both hydrogen and helium when volume averaged over all regions is the same as in the homogeneous fiducial UVB model and thus also consistent with empirical emissivities. Calculating the temperature evolution by directly integrating all relevant rate equations (also allowing for non-equilibrium effects) for each region then allows us to compare the volume-averaged temperature evolution of patchy and homogeneous reionization models that have the same average ionized fractions as a function of redshift. For simplicity we neglect correlations between reionization redshift and density and instead assume that all regions are at mean cosmic density. We hence study essentially the effect of patchy reionization on T0. The individual regions are reionized by suddenly turning on an ionizing background with a chosen photoionization rate at the desired reionization redshift. The mean excess energy per ionization is assumed to be the same as in the homogeneous fiducial UVB model. Fig. A1 displays the thermal evolution of the IGM temperature in the homogeneous and patchy reionization models. For the latter we consider three versions. One in which the individual regions are reionized rather quickly (with a photoionization rate of Γ = 10 −13 s −1 , corresponding to a time scale of ∼ 3 × 10 5 yr, the same value is used for all species), one intermediate model (Γ = 10 −14 s −1 ), and one in which the reionization of the individual regions happens more slowly (Γ = 10 −15 s −1 ). The dotted curves show the thermal evolution for a subset of 10 of the individual regions in the Γ = 10 −14 s −1 model and illustrate the significant spatial scatter in the temperature during the epochs of H I and He II reionization. The volume average is, however, reasonably well reproduced by the homogeneous model after the end of hydrogen reionization where most observational constraints fall. This suggests that using such simple homogeneous models in cosmological hydrodynamical simulations, while not being ideal, may be acceptable for many purposes, in particular when averaging the results over sufficiently large volumes and focusing primarily on z 6. Note that our equivalent-equilibrium rates presented in Sec. 3.6 take also the somewhat lower temperatures in the patchy model at z 6 into account, i.e., these rates were chosen such that the thermal evolution of the Γ = 10 −14 s −1 patchy model is followed.
To understand differences between the patchy and homogeneous models during the epoch of hydrogen reionization better, it is illustrative to look at the most important individual heating and cooling processes and how they are changed by a simplified reionization with a homogeneous UVB. This is shown in Fig. A2 .
The volume-averaged photoheating in the patchy models is somewhat higher than in the homogeneous models during hydrogen reionization. This can be understood by considering that both free electrons and H II ions are concentrated within ionized bubbles in the patchy model (as they should be), while they are artificially spread out over the whole volume in the homogeneous model. The latter suppresses the number of recombinations and hence the number of atoms that are photoionized multiple times. This in turn reduces the associated photoheating. In the patchy models the amount of photoheating is largely independent of how quickly the individual regions are reionized.
Collisional excitation cooling is dominated by free electrons interacting with neutral hydrogen atoms. During patchy reionization this happens primarily near the ionization fronts, i.e., in our model only in regions which are currently photoionized by a UVB that has been recently switched on. In the homogeneous model instead, the artificial mixing of the different species allows collisional excitation cooling to happen everywhere. This can potentially boost this process, which is indeed happening for 6 z 8. Collisional excitation cooling is, however, also strongly temperature dependent. It increases, e.g., by almost five orders of magnitude between 5,000K and 10,000K. Thus, at higher redshift, the homogeneous model is simply too cold and the patchy models exhibit more collisional excitation cooling. The amount of such cooling is expected to depend on how quickly ionization fronts propagate or in the context of our simple patchy model on how quickly the individual regions are reionized. As expected there is less collisional excitation cooling when adopting a larger photoionization rate. This dependence means that there is some modelling uncertainty in this process. We have chosen to present a model with Γ = 10 −13 s −1 as this is consistent with the mean photoionization rate found within ionized bubbles in radiative trans- homogeneous UVB inhomogeneous, Γ = 10 −13 inhomogeneous, Γ = 10 −14 inhomogeneous, Γ = 10 −15 individual regions Figure A1 . Effect of patchy reionization on the IGM temperature. The black, solid curve shows the temperature as a function of redshift when photoheating is followed with our fiducial homogeneous UVB model. The green, dotted curves show the thermal evolution of a subset of 10 of the regions with different reionization redshifts. The green, solid curve shows the volume average over all regions and can be compared to the homogeneous model. The red, solid curve shows the volume average for the patchy reionization model when the individual regions are reionized more quickly, i.e., with a photoionization rate of Γ = 10 −13 s −1 rather than Γ = 10 −14 s −1 . The blue, solid curve shows results for a slower reionization with Γ = 10 −15 s −1 . Overall the homogeneous and patchy models are in good agreement at z 6 where most observational constraints on the IGM temperature fall.
fer simulations at these redshifts (Chardin et al. 2017) . Since the time-averaged photoionization over the period in which the ionization front passes is likely lower than that, we also present results for models with Γ = 10 −14 s −1 and 10 −15 s −1 . Despite a factor of 100 difference in the assumed photoionization rate, the thermal evolution in the three models differs by 25%, suggesting that this modelling uncertainty is reasonably well under control.
Compton cooling is not directly affected by the clustering of the free electrons. As the CMB photons are uniformly distributed, it depends only on the number of free electrons, which by construction is the same as in the homogeneous model, and their temperature. Hence, the differences between the models are solely caused by the temperature dependence of Compton cooling. In the patchy models the electrons reside in ionized bubbles which are typically hotter than the IGM in the homogeneous model. This results in suppressed Compton cooling in the latter model.
Finally, the Hubble cooling rate depends only on the temperature and hence simply reflects the differences in the thermal evolution that is caused by the other effects discussed above. The total heating rate explains the effects seen in Fig. A1 . In particular the "knee" in the thermal evolution of the homogeneous model at z ≈ 8 is caused by the rather sudden onset of efficient collisional excitation cooling in that model. This "knee" should thus be considered an artefact of the homogeneous treatment.
In principle, many of the mechanisms discussed above apply in similar form during He II reionization. Their effects on the thermal evolution are however strongly limited there. This can be understood by considering that the free electron density and temperature differ only by factors ∼ 1.07 and ∼ 2 between He II and He III regions, compared to several orders of magnitude between H I and H II regions. Hence, the homogeneous model is able to reproduce the average thermal evolution of the patchy models well after the end of hydrogen reionization.
APPENDIX B: ESTIMATING THE MEAN EXCESS ENERGY IN THE COMPLETE, LOCAL ABSORPTION AND TRANSPARENT IGM LIMITS
In Fig. 3 , we have presented the mean excess energy (beyond the ionization threshold) of H I and He II ionizing photons in our fiducial UVB model. This excess energy is available for photoheating the IGM. We have compared it to the complete local absorption (optically thick) and transparent IGM (optically thin) limits, as well as to the HM12 model. Here, we provide the details of how these excess energies were computed.
The energies shown for our fiducial and the HM12 model are simply given by the ratio, Hi/Γi, of the photoheating rate,
to the photoionization rate,
where h is Planck's constant, the subscript i denotes the relevant ion species, hνi its ionization energy, and σi(ν) its photoionization cross section. Jν is the background intensity as defined in Eq. (2). The excess energy in the transparent IGM limit, which is approached at late times, was computed by neglecting the intergalactic opacity when computing Jν , i.e. by settinḡ τ = 0 in Eq. (2). The excess energy is then computed from this optical thin Jν by using Eqs. (B1) and (B2) and again deriving the ratio Hi/Γi.
In the complete local absorption limit, we calculate the mean excess energy by
Since we assume local absorption, we directly use the emitted spectrum ν for computing the excess energy. The factor
where the sum extends over the species H I, He I and He II, is used to estimate the fraction of the absorption by each ion species. Here, ni is the mean number density of ion i at the considered redshift, which is obtained from the simulation prediction of the ionized fraction in the fiducial UVB model as shown in the top panel of Fig. 5 . For He II, the mean excess energy in the complete local absorption limit depends somewhat on the assumed upper limit of the photon frequency, νmax. In particular, it depends on whether or not the ∼ 30 keV bump in the AGN spectrum (see HM12) is included. As even a completely neutral universe is no longer optical thick to such high-energy photons, we choose νmax = 1 keV/h as the upper limit of the integration.
APPENDIX C: FULL COSMOLOGICAL SIMULATIONS VS ONE-CELL CALCULATIONS
For quickly exploring the parameter space of UVB models, e.g., regarding the choice of galactic escape fraction, or suitable AGN emission models, we have used a lightweight one-cell code. It follows the thermal and ionization evolution of a single gas cell at mean cosmic baryon density that is exposed to the considered UVB. This only takes a few seconds per UVB model. The ionization, recombination, heating and cooling rates assumed in this code are identical to those used in our non-equilibrium ionization solver in the full cosmological simulations with p-gadget3 (see Puchwein et al. 2015 for details). Non-equilibrium effects are taken into account in the one-cell code as well.
In Fig. 5 and in the upper two panels of Fig. 6 , we show predictions of the thermal and ionization evolution of the one-cell code, fiducial P-Gadget3, fiducial one-cell code, AGN-dominated P-Gadget3, AGN-dominated Figure C1 . Comparison of the ionization (top panel) and thermal (bottom panel) evolution of the IGM predicted by p-gadget3 with the non-equilibrium ionization solver to results from our lightweight one-cell code. Results are shown for our fiducial and AGN-dominated UVB models. In the top panel, the curves to the left of the gray dotted line show He III fractions, while those to the right show H II fractions. For both models, the predictions with the different codes are in excellent agreement.
IGM. These are based on this one-cell code rather than on full cosmological simulations. This has the advantage that we get better time resolution then for the cosmological simulations. For the latter, saving a comparably large number of full snapshot files would be expensive in terms of disk space. Fig. C1 demonstrates that the thermal and ionization evolutions computed with the one-cell code are in excellent agreement with the full cosmological simulations. In the bottom panel, the temperature at mean density is shown for our fiducial and AGN-dominated models. For the cosmological simulations this was computed as the median temperature of all gas particles with densities between 0.95 and 1.05 times the mean cosmic baryon density. The one-cell code directly predicts the temperate at mean density. The two predictions are in excellent agreement. The top panel shows the H II and He III fractions. For the simulations this was computed as a mass-weighted average of the ionization fraction of all (no matter what their density) gas particles. For the one-cell code, simply the ionization fraction of the single cell at mean density is shown. Again, the predictions with the different codes are in excellent agreement.
Note that the results shown in the bottom panel of Fig. 6 , as well as in Figs. 7 and 8 are based on full cosmological simulations as they require predictions of IGM properties beyond mean density. These simulations use a box with a side length of 10 h −1 comoving Mpc which is populated with 512 3 gas and the same number of dark matter particles. The simulation were performed with a modified version of p-gadget3 (see Puchwein et al. 2015) .
APPENDIX D: TABLES OF THE PHOTOIONIZATION AND PHOTOHEATING RATES
D1 Rates for our fiducial UVB model Table D1 provides photoionization and photoheating rates for H I, He I and He II as a function of redshift for our fiducial UVB model with the new intergalactic opacity treatment. To get these, the UVB intensity, Jν was computed as described in Sec. 2. The rates were than obtained from Jν using Eqs. (B2) and (B1). The redshift evolution of the rates for H I and He II is displayed in Fig. 3 . Electronic versions of this table are available both on the journal and arXiv article web pages.
Note that in cosmological simulations, these rates should only be used if the simulation code performs a full non-equilibrium ionization calculation, i.e., if it directly integrates the ionization and recombination rate equations rather than assuming ionization equilibrium. In the latter case, we suggest to use the rates provided in the next subsection.
D2 Equivalent-equilibrium rates for use in cosmological simulation codes which assume ionization equilibrium Table D2 provides equivalent-equilibrium photoionization and photoheating rates for H I, He I and He II as a function of redshift. Electronic versions of this table are available both on the journal and arXiv article web pages. For users of the gadget code a table of the rates in the TREECOOL file format used by gadget is also available there. Compared to the rates of the fiducial UVB model, we have adopted a somewhat finer redshift sampling for the equivalent-equilibrium rates to get smooth thermal evolutions even when assuming ionization equilibrium. As discussed in Sec. 3.6, these rates were chosen such that simulation codes that assume ionization equilibrium are able to recover a similar evolution of the thermal and ionization state as full non-equilibrium ionization codes do with our fiducial UVB model. There are however some notable differences. First, while there will be good agreement at mean cosmic baryon density, the slope of the temperaturedensity relation will be somewhat different (see Fig. 6 ). This is unavoidable since under the assumption of ionization equilibrium, photoionizations balance recombinations. Photoheating is thus too efficient at high densities, where more recombinations occur, during reionization. Second, while excellent agreement is found with non-equilibrium ionization predictions based on our fiducial UVB model for z 6, there is some difference at higher redshifts. In particular, we have elected to compute the equivalent-equilibrium rates such that the thermal and ionization history of the Γ = 10 −14 s −1 patchy reionization model presented in Appendix A is followed. This allows us to capture some effects that would normally be missed when treating photoheating with a homogeneous UVB, such as getting the correct volume-averaged collisional excitation cooling rates. This results in slightly lower temperatures at z 6 (see Fig. 5 ). Overall, our equivalent-equilibrium model when used in simulation codes assuming ionization equilibrium will do slightly better on the IGM temperature at mean density at z 6 compared to our fiducial UVB model evolved with a non-equilibrium solver. The temperature at mean density for z 6 will be almost identical. The fiducial UVB used with a non-equilibrium ionization and heating solver will, however, predict a more accurate slope of the temperature-density relation. We expect the latter to be more important for many applications and hence suggest to use the full fiducial UVB model in codes that support a non-equilibrium treatment. 
