This paper presents a method for estimating a user's indoor location without using training data collected by the user in his/her environment. Specifically, we attempt to predict the user's location semantics, i.e., location classes such as restroom and meeting room. While indoor location information can be used in many real-world services, e.g., context-aware systems, lifelogging, and monitoring the elderly, estimating the location information requires training data collected in an environment of interest. In this study, we combine passive sensing and active sound probing to capture and learn inherent sensor data features for each location class using labeled training data collected in other environments. In addition, this study modifies the random forest algorithm to effectively extract inherent sensor data features for each location class. Our evaluation showed that our method achieved about 85% accuracy without using training data collected in test environments.
INTRODUCTION
Due to the recent advances in sensing technologies, several wearable lifelogging devices such as Narrative Clip and GoPro are now commercially available. Also, commercial smart devices including smartphones, smart watches, and smart glasses are already equipped with various sensors, and these devices are used to collect data from our daily life. Using daily-life sensor data collected by such devices, context recognition methods such as activity recognition and indoor positioning have been actively studied in the ubicomp research community. Activity recognition studies employ body-worn sensors including acceleration sensors, gyroscopes, and microphones to recognize daily activities such as walking, running, and house cleaning [5, 27, 28, 30, 29] . Indoor positioning studies rely on signaling technologies, for example, infrared [48] , ultrasound [33] , active sound probing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
UbiComp '16 , September 12-16, 2016 [12, 45] , Bluetooth [47] , and Wi-Fi [25, 42] . The recognized context information can be used in real-world services, e.g., context-aware systems, lifelogging, and surveillance of the elderly [18, 31] . In addition, the information is used to label lifelog data such as egocentric videos recorded by wearable cameras [7] .
Many of the existing context recognition systems rely on supervised machine learning techniques and assume that training data are collected by a user in his/her daily environment. However, collecting and labeling sensor data by average persons is difficult and impractical. In this study, we propose a method for estimating a user's indoor location without using training data collected by the user. Specifically, we attempt to predict the user's location semantics, i.e., location classes such as restroom and meeting room without using training data collected by the user. That is, our goal is to estimate a type of geographic location rather than estimate a specific location amongst a defined set of locations.
Existing data mining studies have tried estimating location semantics such as workplace, cafe, and home using GPS and GSM trajectory data [19, 26, 52] . The estimated location semantics can be used for recommending travel routes and shops, and understanding daily activities. In contrast, this study attempts to estimate room-level location semantics, which is also useful for understanding a user's daily life because the user's room-level location strongly relates to the user's activity. When a user is estimated to be located in a restroom, for example, we can easily estimate that the user is using the toilet. The estimated location semantics can also be used to label lifelog data. Furthermore, the location semantics can be used to adaptively control lifelogging devices, e.g., turning off a wearable camera such as Narrative Clip when a user enters a restroom.
To estimate location semantics, we attempt to learn inherent sensor data features for each location class such as restroom and meeting room. In this study, we combine passive sensing and active probing to capture and learn inherent sensor data features for each location class using labeled training data collected in other environments. This approach enables us to predict a user's location semantics without using labeled training data collected by the user. In this study, we passively capture environmental features of each location class using sensors such as magnetometers and barometers. As for active probing, we probe the environment by emitting a sound chirp and then analyze the impulse response (IR). The active sound probing permits us to capture features of an environment such as the shape, dimension, ability to absorb sound, construction materials, and objects inside the environment. Because the active sound probing requires sound emission by a speaker, we assume that a wearable device including a smart watch or wearable camera device is attached to or clipped on the body. In our experiment, we attach a smartphone around the neck as shown in Fig. 1 . While our experiment uses a smartphone to collect data, we believe that wearable devices such as smart glasses and smart watches are suitable for our purpose since smartphones are usually in a pants pocket or bag.
In addition, this study modifies the random forest algorithm [8] to effectively extract inherent sensor data features for each location class. The original random forest algorithm constructs trees focusing only on classification performance of training instances. In contrast, we attempt to find sensor data features common to multiple environments, which will be the inherent sensor data features for each location class.
In this study, we focus on laboratory/office environments and attempt to estimate location semantics, i.e., a location class. When a user is in a room, for example, our method predicts a location class of the user's location such as meeting room, cafeteria, restroom, or office (desk). The estimation results can be useful in applications such as work management, automated daily work journaling, and maintenance of a work/break balance.
We briefly explain the procedures of our method using Fig. 2 . The proposed method processes and analyzes daily life sensor data collected from a user for a long duration, e.g., one-day data. The method first detects places where the user stayed for a long time using acceleration data (hereinafter simply called places). After detecting places, we cluster the places based on similarities in Wi-Fi signals collected at the places. With this clustering, detected places corresponding to the same room are grouped into one cluster. We then estimate a location class to which each cluster belongs using active probing and passive sensing.
The above mentioned clustering using Wi-Fi signals is not necessarily required to estimate a location class of a user's location. However, this clustering approach permits us to associate each cluster with its Wi-Fi signature, i.e., Wi-Fi fingerprint, observed at the cluster location in advance. Therefore, after the association and semantic estimation of the clusters, we can estimate the user's current location semantics using only Wi-Fi data collected by the user's smartphone without performing active probing.
The contributions of this study are described as follows.
(1) To the best of our knowledge, this is the first study that predicts a user's room-level location semantics combining active proving and passive sensing without using training data collected by the user in his/her environment. (2) We modify the random forest algorithm to extract inherent sensor data features for each location class. (3) We evaluate our method using sensor data collected in four different real office/laboratory environments.
In the rest of this paper, we first introduce work related to indoor positioning. Then, we describe the design of our method for estimating indoor location semantics. In the evaluation, we test our method using sensor data obtained in real environments.
RELATED WORK

Wi-Fi indoor positioning with no/few training data
Here we introduce studies that attempt to reduce the burdens related to constructing a Wi-Fi fingerprint database. Jiang et al. [20] attempt to learn a fingerprint for each room automatically by clustering Wi-Fi scan data observed in a user's daily life with the help of acceleration sensors. Pulkkinen et al. [34] employed semi-supervised manifold learning to obtain dense labeled fingerprints from partially labeled fingerprints. The authors constructed a non-linear projection that maps high-dimensional signal fingerprints onto a twodimensional manifold. Several studies construct radio maps with no supervision by using simultaneous localization and mapping (SLAM) techniques [15, 37] . Hardegger et al. [17] perform SLAM based on the fact that certain daily activities are performed at particular places (e.g., sleeping in a bedroom). Rai et al. [36] also attempt to automatically construct radio maps with the pedestrian dead reckoning (PDR) technique. Similarly, Taniuchi et al. [43] collect fingerprints with PDR techniques for automatic radio map update.
Indoor positioning with active sound probing
In several mobile computing studies [53, 10] , sound beaconing has been employed to estimate relative positions to other devices. Kunze et al. [23] propose an absolute positioning method that estimates where a phone is placed combining vibration and short, narrow frequency beeps to sample the response of an environment.
Rossi et al. [38] propose an indoor positioning method using smartphones based on active sound fingerprinting. The authors measure impulse response at each indoor position and train a classifier that predicts a user's current position using the observed impulse response. In contrast, our study attempts to predict a location class by extracting inherent sensor data features for each location class combining active probing and passive sensing. Tung et al. [45] also employ active sound probing for indoor location tagging and achieve 1cm resolution. Similar to our study, Fan et al. [12] attempt to estimate a location class using active sound probing. However, the study focuses only on a restroom class to adaptively turn on/off a wearable camera to preserve privacy of a user. In contrast, we tackle multi-class classification in office/laboratory environments combining active probing and passive sensing, and design a classifier that can capture inherent sensor data features for each location class. Also, we employ synchronous averaging techniques for active sound probing to cancel out environmental noises, which are not investigated in the above studies.
Indoor positioning with other sensors
Passive sound fingerprinting is usually used to locate a user or understand a user's location context. Tarzia et al. [44] extract sound fingerprints based on acoustic background spectrum of rooms to locate a smartphone user. Similar to WiFi fingerprinting, collected fingerprints are stored in a fingerprint database in advance. In addition to acoustic features, Azizyan et al. [3] employ acceleration, image, Wi-Fi, and light features obtained from smartphone sensors to estimate logical location labels of stores such as Wal-Mart and Starbucks. These passive sound based methods require training data collected in environments of interest.
Several studies employ a magnetometer in a smartphone to locate the smartphone user by employing magnetic fingerprints because indoor environments have objects that show high magnetic field values such as pillars and electrical appliances [46, 16] . Barometers are also used to understand a user's indoor position and trajectory, e.g., floor level estimation and detection of climbing and descending stairs [4, 2] .
In addition to the above sensors, a light sensor, camera, and NFC reader have been used to locate a user and understand a user's location context [32, 51, 54] . However, the camerabased method may generate privacy concerns.
Bao et al. [6] attempt to estimate room-level location semantics using features such as average duration of stay, maximum duration of stay, and frequency of visits. In contrast, we attempt to capture inherent sensor data features for each location class. Figure 3 shows an overview of our method. Our proposed method mainly consists of two phases; training and test phases. In the training phase, training data are collected in several environments and a classifier for estimating a location class is trained. In the test phase, a user collects unlabeled sensor data using a sensor device such as a smartphone in his/her environment. Our method first detects places where the user stayed for a long time using acceleration data. After that, the method clusters the detected places based on similarities in Wi-Fi signals collected at the places. The method then extracts features from sensor data collected at each location cluster by means of active probing and passive sensing.
PROPOSED METHOD Overview
The method finally estimates a location class to which each cluster belongs using the extracted features and the classifier trained on sensor data from other environments. We explain the procedures of our method in detail.
Sensor data collection
In the training phase, sensor data are manually collected using active probing and passive sensing at various places whose location classes are known. In this study, we passively collect magnetic sensor data, barometric pressure data, and sound data, which are usually used in existing indoor positioning studies as mentioned in the related work section. As for active probing, we measure impulse responses.
In the test phase, we assume that a user's sensor device such as smartphone always collects acceleration data. When the user is estimated to be staying still, the smartphone automatically collects Wi-Fi signals and sensor data using active probing and passive sensing. Table 1 summarizes sensors used in our study.
Acceleration based place detection
Our method processes and analyzes daily life sensor data collected from a user for a long duration. As shown in the upper portion of Fig. 2 , we first find places where the user stayed for a long time using acceleration data. When acceleration data from the user's smartphone are stable, we simply assume that the user is stationary. To accomplish this, we compute the variance for each sliding time window, i.e., moving variance, and find segments whose variance values are smaller desk elevator cafeteria restroom meeting room smoking area Figure 4 . Dendrogram of hierarchical clustering constructed using sensor data collected in our experimental environment than a threshold. Note that, because the acceleration sensor in a smartphone is three-axis, we compute the variance value for each axis and average them. Segments whose durations are longer than a threshold correspond to places where the user stayed for a long time.
Wi-Fi based place clustering
We cluster the detected places based on Wi-Fi RSSI signals in order to group detected places corresponding to the same room into one cluster. A Wi-Fi RSSI scan consists of pairs of the unique MAC address of an AP and the received signal strength from the AP. Because we can observe multiple scans at each place, we first average the scans to construct a representative scan of the place. Based on the average scans, we cluster the places.
In order to cluster averaged scans, we need to compute the distance between two scans. Note that, because a scan includes signal strengths from only observed APs, the numbers of APs included in different scans are different. Assume that we compute the distance between scan s i and scan s j . When signal from AP a n is included only in s i , we regard the signal strength from a n in s j as -100 dBm, which corresponds to the minimum signal strength value. Then, the distance between s i and s j is computed by
where A is a set of APs that are included in s i or s j , and s i (a n ) is signal strength from a n included in s i .
We cluster scans (places) using agglomerative hierarchical clustering [21] based on the above Wi-Fi distances. The agglomerative hierarchical clustering is a bottom-up approach where each data point starts in its own cluster and a pair of the closest clusters is iteratively merged as one. In the agglomerative hierarchical clustering, we use Ward's minimum variance criterion [49] to compute the distance between two clusters. In this study, we merge clusters until we cannot find a pair of clusters having the distance smaller than a threshold. Figure 4 shows a constructed dendrogram in the hierarchical clustering using sensor data collected in our experimental environment. As shown in the dendrogram, Wi-Fi signals collected in the same places are similar to each other.
Each computed cluster corresponds to a particular room and we then estimate location semantics of the cluster.
Feature extraction
We assume that, in the training phase, sensor data are manually collected at various places whose location classes are known, i.e., via a site survey. During the test phase, a user's smartphone intermittently collects sensor data (using 20-second intervals in our implementation) when the user is stationary. We extract features from this sensor data, which will be used to train a classifier and test it. We passively collect sensor data from a magnetometer, barometer, and microphone. As for active probing, we emit a sound chirp and then analyze the impulse response. Note that, when we start recording sounds for active probing, we also activate the magnetometer and barometer and collect data for one second. After finishing the sound recordings, we again activate the microphone to passively record environmental sounds. For each sensor data segment, we extract features and construct a feature vector concatenating the extracted features. We explain how we extract sensor data features in detail.
Magnetic sensor data
As mentioned in the related work section, indoor environments have objects that show high magnetic field values. For example, Fig. 5 (a) shows time series data of variances of magnetic sensor readings, i.e., moving variance computed for each sliding window, collected when a person was in an elevator. Due to the motors and permanent magnets of the elevator, the sensed magnetic data fluctuated greatly. Also, in our preliminary experiment, we found that magnetic sensor data are stable in many rooms when a user stays still as shown in Fig. 5 (b) . In contrast, magnetic sensor data fluctuate when a person is at outdoor or semi-outdoor places such as a smoking area as shown in Fig. 5 (c) . This may be because outdoor and semi-outdoor environments are not surrounded by steel materials unlike indoor environments, and thus experience more magnetic fluctuations. Also, as shown in Fig. 5 (d), the magnetic data collected in a cafeteria also showed higher fluctuation. In such crowded environments, the magnetic sensor data are affected by other persons in the area. In order to capture these fluctuations in magnetic sensor data, we use the variance of a collected magnetic sensor data segment as a feature. Note that, because the magnetometer used in this study is three-axis, we compute the variance value for each axis and average them.
Barometric pressure data
As shown in Fig. 5 (a) , magnetic sensor data collected in an elevator sometimes show large variance values. However, these values depend on product types of elevators and thus will not be inherent features for this class. Meanwhile, several smartphone-based context recognition studies employ a barometer to detect door open/close events of buildings with HVAC systems, which maintain a comfortable indoor temperature and pressure [50] . In addition to the indoor context, the barometer can be used to detect changes in altitude when a user is in an elevator. We believe that changes in the barometer sensor data can be observed in any elevators. Fig. 6 (a) shows time series data of variances of barometric pressure data observed in an elevator. Also, Fig. 6 (b) shows time series data of variances of barometric data observed in an office. As shown in the figure, barometric pressure data greatly fluctuate in the elevator. To capture the fluctuations, we use the variance of a collected barometric pressure sensor data segment as a feature.
Sound data
This study also employs environmental sounds passively recorded by the smartphone. With the recorded sound, we attempt to capture acoustic features that indicate a user's location such as the sound of a crowd of people or the sound of wind. In [11] , the Mel-Frequency Cepstral Coefficient (MFCC) is reported to be the best transformation scheme for environmental sound recognition. Chen et al. [9] achieves highly accurate recognition of bathroom activities such as showering, flushing, and urination by using the MFCC features. This study also uses a 13 order MFCC of each captured sound segment windowed by a Hamming window.
Impulse response
Impulse responses permit us to measure and capture the acoustic characteristics of a space. Since an impulse is a signal that is 1 at time zero and zero otherwise, containing all frequencies in frequency domain equally, the impulse response contains all acoustic information about a space, e.g., a room, between the audio source and receiver positions. Specifically, impulse responses contain time-domain acoustic information such as reflections, echoes and reverberation. Since factors of a room such as the construction materials, shape, size, and furnishings in the room affect the observed impulse responses [24, 39] , the impulse responses can be a useful fingerprint of the room.
Note that the goal of this study is to capture an inherent feature for a location class. Because instances of the same location class serve the same purpose, their environmental factors are strongly correlated. For example, since a meeting room is a place for meeting, it contains tables, chairs, projector screens, and white boards. Also, a restroom contains lavatory basins, mirrors, and water resistant floors. Therefore, impulse responses measured in the same class of locations have similar fingerprints.
Since generating a very short and strong pulse, i.e., an impulse, in real environments is difficult, several methods for calculating impulse responses without actually generating an impulse have been proposed [1, 41] . This study employs a sine wave sweep that reportedly tolerates non-linearity and time-variance very well, and does not require tight synchronization between the sampling clock of the signal generator and that of the digitizing unit employed for capturing the response, which means that the measurement can be conducted by a commercial smartphone [13, 14] . The mathematical definition of the sine sweep is as follows:
This is a sweep which starts at angular frequency ω 1 and ends at ω 2 , taking T seconds. In this study, an excitation signal by a smartphone is sweeping from 20 Hz to 20 kHz, and the duration of the sweep is 0.1 seconds.
After our smartphone application starts recording sounds using the smartphone microphone, the application generates a sine wave sweep. After the sine sweep stops, the application continues to record for 0.5 seconds to capture the reverberation. The application also records a timestamp indicating the time when the sweep was emitted. We then obtain the impulse response convolving the recorded audio with the time-reversal-mirror of the emitted signal. Fig. 7 shows an example of the computed impulse response, and we can find substantial artifacts in the late part of the impulse response at higher frequencies. They are caused by slight time variances of the environment, e.g., noises generated by crowd of people. To cancel out the high frequency noises, we employ synchronous averaging of a number of distinct impulse responses [14] . To do this, we generate a sine wave sweep several times Note that there is a variable latency between a time when our application requests the operation system to output a sine wave sweep and the time when the OS actually plays the sweep. To compute the synchronous average of the impulse responses, we should detect the actual start time of the sweep. When we compare two segments of impulse responses, we find a time-shift between the two waveforms that maximizes the correlation between them. Using the detected time-shift values, we align the recorded impulse responses and then average them. Fig. 8 shows the result of the synchronous average of 16 impulse responses. As shown in the result, noises in the late part of the impulse response are reduced.
We then extract features from the averaged impulse response.
Since we extract a 13-order MFCC for each sliding time window, 13 dimensional features, i.e., MFCC coefficients, are computed for each window. Finally, we aggregate all the MFCC coefficients of all the windows by computing the mean value of each dimension.
Environment-independent learning
As above, we extract features from magnetic sensor data, barometric pressure data, passively recorded sound data, and impulse responses. We then construct a feature vector concatenating the extracted feature values, and classify the vector into an appropriate location class. To classify vectors collected in an environment of interest, we employ a random forest trained on labeled feature vectors collected in other environments. Because the training data contain training instances from multiple environments, the trained classifier can overfit a particular training environment. We show an example using Fig. 9 . Figure 9 shows example nodes in decision trees, and the left node splits training instances based on feature F n and the right node splits training instances based on feature F m . The circles and rectangles show instances belonging to class A and class B, respectively. Also, green-colored instances are collected in environment 1, and red-colored instances are collected in environment 2. In the left node, an instance whose value of F n is smaller than 0.8 goes to the left branch; otherwise the instance goes to the right branch. In contrast, in the right node, an instance whose value of F m is smaller than 0.3 goes to the left branch; otherwise the instance goes to the right branch. The standard decision tree learning algorithm learns the splitting rules based only on class labels, i.e., class A vs class B, as mentioned in the related work section, and the information gain of the left split is identical to that of the right split.
Here we focus on instances that go to the left branch. Since the instances belonging to class A in the left example are all collected in environment 2, we can say that this splitting rule overfits a sensor data feature of instances belonging to class A collected in environment 2. In contrast, since the instances belonging to class A in the right example are collected in both the two environments (2 instances from environment 1 and 3 instances from environment 2), the splitting rule captures an inherent sensor data feature for instances belonging to class A.
Therefore, when we determine a splitting rule, we take into account environments where training instances were collected. As shown in Fig. 9 , we introduce labels of environments and compute the information gain of a split using the environment labels as well as class labels. The standard decision tree learning algorithm computes information gain based only on class labels of instances. Based on the computed information gain, we find a split that yields little ambiguity in terms of class labels. (See [35] for more detail about decision tree learning.) In our proposed method, we employ environment labels in the computation of information gain in order to find a split that yields great ambiguity in terms of environment labels as well as little ambiguity in terms of class labels. Specifically, we compute modified information gain by
where H c (S) shows Shannon entropy calculated based on class labels and H e (S) shows Shannon entropy calculated based on environment labels. By subtracting information gain computed based on environment labels from that computed based on class labels, we can obtain a split that yields great ambiguity in terms of environment labels as well as little ambiguity in terms of class labels.
We employ the above criterion IG (S) for constructing decision trees used in the random forest. We classify feature vectors collected at the same location cluster using the random forest and determine the final result for the cluster based on a majority vote. 
EVALUATION
Data Set
To evaluate our method, we collected data from four different office/laboratory environments (buildings) in our university, which are listed in Table 2 . One building is located at a different campus from the other buildings. In each environment, a participant collected sensor data in six locations; desk, restroom, meeting room, elevator, smoking area (outdoor resting place), and cafeteria. Since we have six different location classes, this problem is a six-class classification problem. We selected these six classes based on existing indoor positioning studies using active probing [12, 38] and places where a participant stayed for a long time in the participant's daily life. (We will introduce an evaluation using real life sensor data later.) The desk class means a desk of a participant in an office or laboratory. The smoking areas of the four environments are outdoor or semi-outdoor places. Fig. 10 shows places in environment 2 used in our study. Also, Table 3 shows detailed information about six locations in the four environments.
In each environment, a participant conducted 10 sessions of data collection, visiting six different places in an arbitrary order and performing activities related to the places. A smartphone (Google Nexus 6P) was attached around the neck as shown in Fig. 1 during the experiment. Sensors used in the experiment are listed in Table 1 , and we also collected camera images to obtain ground truth. The duration of each session was about 10 minutes.
Evaluation methodology
Since the main contribution of this study is indoor semantics estimation, this evaluation focuses on the classification accuracy for the estimation. As for the Wi-Fi based clustering, our results did not have any errors, i.e., the purity was 1 and six clusters were generated for each environment. The threshold used in the hierarchical clustering was 6, which achieved the best performance in our preliminary experiment. We conducted our evaluation using "leave-one-environmentout" cross validation, where sensor data from one environ- 1  18×11  3  carpet  laptop PC  2  18×10  3  carpet  desktop, laptop, display  3  16×6  3  carpet  desktop, display, whiteboard  4  7×4  2.5  tile  display, laptop   restroom   1  6×4  2  linoleum  2  8×4  2  linoleum  3  4×3  2  tile  4  6×5  2  tile  1  11×7  3  carpet  whiteboard, table  meeting  2  10×10  3  carpet  blackboard, round table  room  3  10×10  4  tile  blackboard, table  4 n/a n/a tile smoking 2 n/a n/a tile table, chair area 3 n/a n/a concrete 4 n/a n/a tile ment are used as test data and sensor data from the remaining environments are used to train a classifier, using the following methods.
-Proposed: This is our proposed method that employs magnetic and barometric pressure data collected using passive sensing and impulse responses collected using active probing. This method trains an environment-independent random forest classifier using environment labels. Note that here we do not use sound data collected using passive sensing because using the sound features degraded the classification performance, which will be investigated in detail later.
-RF: This method also employs magnetic and barometric pressure data collected using passive sensing and impulse responses collected using active probing. Note that this method uses the standard random forest algorithm to train a classifier.
-only mag: This is also our proposed method when we only use magnetic sensor data. This method also uses an environment-independent random forest classifier.
-only press: This is also our proposed method when we only use barometric pressure data.
-only sound: This is also our proposed method when we only use sound data.
-only IR: This is also our proposed method when we only use the impulse responses.
Classification accuracy for each of the above methods is evaluated using the macro-averaged precision, recall, and Fmeasure, calculated based on the classification results of feature vectors. Table 4 shows the average precision, recall, and F-measure of Proposed. Surprisingly, our method could achieve about 78% average F-measure while this method does not use training data collected in a test environment. Fig. 11 shows a visual confusion matrix for Proposed created based on classification results of feature vectors. Our method accurately estimated location semantics of the test instances combining passive sensing and active probing while the accuracies for the desk class are somewhat poor. Since we employ "leaveone-environment-out" cross validation, our method could detect these location classes without using labeled training data collected in a test environment.
Results
Classification performance
The accuracies for the desk class were somewhat poorer than those for the other classes. As shown in Fig. 11 , several desk instances are mistakenly classified into the meeting room class. Also, Table 5 shows the classification accuracies for the six location classes. This may be because sensor data features for desk places in different environments are somewhat different. For example, while desktop PCs were placed on the desks in environments 2, 3 and 4, a laptop PC was placed in environment 1. Also, a whiteboard is placed around the desk in environment 3. Because whiteboards are also placed in meeting rooms, IR features related to these objects degrade the accuracies for the desk class.
In addition, the smoking area and cafeteria instances were somewhat confusing as shown in Fig. 11 . This may be because the smoking area and cafeteria are large places and IR features related to reverberation are similar to each other. Table 4 also shows the accuracies for RF, which employs the standard random forest algorithm. As shown in the result, we can confirm the effectiveness of our environmentindependent learning method, and the improvement was about 2.4%. Classification performance for each environment Table 6 shows the classification accuracies of Proposed for the four environments. As shown in the result, our method could achieve good accuracies in the environments. The accuracies for environment 1 were somewhat poorer than those for the other environments because the accuracies related to the smoking area and cafeteria were poor. Fig. 12 shows confusion matrices of Proposed for the four environments.
As shown in Fig. 12 (a), many cafeteria instances were mistakenly classified into the smoking area class. This may be because the cafeteria in environment 1 is somewhat smaller than the cafeterias in the other environments. In environment 3, several desk instances were mistakenly classified into the meeting room class. This is because a whiteboard is placed around the desk in environment 3 as mentioned above. Table 4 also shows the classification accuracies when we use only a single sensor. As shown in the results, the IR was the best contributor and only IR achieved about 50% accuracies. Fig. 13 shows confusion matrices of only mag, only press, only sound, and only IR. As shown in Fig. 13 (d) , it was difficult for only IR to correctly estimate location semantics of the desk and elevator instances. Also, the sound features were useful for detecting the cafeteria instances as shown in Fig.  13 (c) because they can capture information about ambient sounds such as crowd of people. However, the overall accuracies were quite poor. In addition, the magnetic and barometric pressure sensor data features are useful for detecting only the elevator instances. Because only IR cannot precisely detect the elevator instances, we can say that the magnetic and barometric pressure sensor data are served to complement the IR features. Table 7 shows the classification accuracies when we do not use a particular sensor(s). Note that all uses all the sensor data features including sound features collected using passive sensing. As shown in the results, w/o mag and sound greatly outperformed w/o press and sound, and we can say that the barometric pressure sensor is much more useful than the magnetic sensor. This is because, as shown in Fig. 5 (a), the magnetic feature values do not always exhibit high variance values. In contrast, as shown in Fig. 6 (a) , the barometric pressure feature values are always large when an elevator moves. Also, as shown in Table 7 , using the sound fea- While the sound features were useful for detecting the cafeteria instances as is shown in Fig. 13 (c) , we confirmed that the sound features degraded the classification accuracies for the desk, restroom, and meeting room classes because these places are quiet.
Contributions of sensors
Effect of synchronous averaging
The above results were obtained using the synchronous averaging of 16 impulse responses. Here we investigate the number of impulse responses to be averaged. Fig. 14 shows the transition of the average F-measure for Proposed when we change the number of impulse responses to be averaged. As shown in the result, the F-measure gradually increases as the number of impulse responses becomes large. 
Amount of training data
We collected additional training data in 30 different locations.
(5 locations for each location class) Fig. 16 shows the transition of the F-measures for Proposed when we changed the number of training locations. As shown in the result, the Fmeasure does not change even when we increase the amount of training data. To further improve the accuracy, we believe that additional information (e.g., time when a user visits a location) is required. 
Classification performance based on location clusters
The above results were computed based on classification results of feature vectors. Based on the predicted location classes of the feature vectors, we can determine a location class for each location cluster using a majority vote. Table  8 and Fig. 15 show the results computed based on the classification results of the clusters. Because the majority vote reduces the effect of sporadic errors, we could achieve high accuracy of about 85%.
In particular, the accuracies for restroom and elevator were very high. When the elevator is not moving, barometer data do not change and thus the accuracies for elevator decreases. However, by aggregating classification results of feature vectors, we could greatly improve the accuracy. Also, Wi-Fi signals in a restroom are stable because there are few people. Therefore, the Wi-Fi-based majority vote worked well.
Evaluation using real life data
We collected sensor data in a participant's real life for a day in environment 2. Fig. 17 shows a constructed dendrogram from the collected Wi-Fi data. In addition to instances belonging to the six location classes, our acceleration based place detection method found a place corresponding to a university office because the participant was called to the office. However, this is an unusual event and it was difficult for us to collect longterm training data at a department office in each environment, we used the remaining six location classes in this study. Figure 18 shows a visual confusion matrix computed based on classification results of feature vectors. While the average F-measure was 0.517, the average F-measure computed based on classification results of location clusters was 1.00. This is because we could determine the final classification results based on sensor data collected for a long time using a majority vote.
DISCUSSION
Device heterogeneity
We collected additional sensor data using a Google Nexus 5 in environment 2 to investigate the effect of the device heterogeneity. We train a classifier on training data collected by Google Nexus 6P in environments 1, 3, and 4, and test sensor data collected by Nexus 5 in environment 2. The average Fmeasure was only 0.520, and all desk and restroom instances were mistakenly classified into the meeting room class. This may be caused by the differences in microphone sensitivity and positions of the microphones (and speakers) in the two smartphones. While we found that device-dependent training is required, our experiment revealed that using training data from only three environments achieves accurate estimation.
We can also cope with this problem by learning sound-feature differences between two different devices. By recording the same sound using the two devices, we can calculate a transformation matrix that transforms sensor data collected by one device to those by another device. The implementation of this is a part of our future work.
Time dependence of sensor data
In our experiment, we collected sensor data at cafeterias during lunch hour because people usually visit cafeterias during lunch hour. Note that, sensor data collected during lunch hour and the other hours are different because the number of customers is different. Since our method relies on machine learning techniques, we should collect data at various hours to cope with the problem.
Energy consumption
We assume that acceleration sensors are always on, and we collect data from other sensors only when a user is estimated to be staying still. While the energy consumption of a WiFi module is much higher than that of an acceleration sensor (about six times [22] ), we assume that we collect Wi-Fi data (and magnetic and pressure sensor data) for only several seconds at each place. Also, the energy consumption of magnetic sensors, barometers, and speakers are low [40] . While the energy consumption of a microphone is high (about half of Wi-Fi) [22] , we turn on the microphone for only about 10 seconds at each place.
CONCLUSION
This paper presented a method for predicting the user's location semantics without using training data collected by the user in his/her environment. In this study, we combined passive sensing and active sound probing to capture and learn inherent sensor data features for each location class using labeled training data collected in other environments. As a part of our future work, we plan to implement our sound probing application on a smart watch to enhance the feasibility of our approach.
