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Abstract
Let V be a vector space over a field K of even characteristic and |K| > 3. Suppose K is
perfect and π is an element in the special orthogonal group SO(V )with dimB(π) = 2d. Then
π = ρ1 · · · ρd−1κ , where ρj , j = 1, . . . , d − 1, are Siegel transformations and κ ∈ SO(V )
with dimB(κ) = 2. The length of π with respect to the Siegel transformations is d if π is
unipotent or if dimB(π)/radB(π)  4; otherwise it is d + 1.
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1. Introduction
Let G be a group and let S be a set of generators for G. Let π be an element in G,
then π = s1 · · · sk , where all sj , j = 1, . . . , k, are elements in S. The length (π) of
π with respect to S is the minimal k for which such a factorization exists. For certain
groups G and certain generating systems S it is possible to determine (π) for each
π in G.
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Bachmann [1] coined the phrase length problem for the program described above.
The length problem for the orthogonal groups over fields of characteristic not 2 was
solved by Scherk [12]. Further, Dieudonné [3] solved the length problem for several
other classical groups. For more references see e.g. Ellers [4,5].
If Q is a nondegenerate singular quadratic form on a vector space V over a field
K , then the commutator subgroup G = (V ) of O(V ) is generated by the set of
Siegel transformations. Assuming that the field K of coefficients has characteristic
not 2, Knüppel solved the length problem for G = (V ), where the generating set
S is the set of Siegel transformations [10]. In the present paper, we assume that the
characteristic of K is even, |K| > 3, and K is perfect. Under these conditions we
solve the length problem for (V ) with respect to Siegel transformations.
In Section 3, we are laying the groundwork. Here we assume that V is nonsingular
and that V contains singular vectors distinct from zero. We see that some of the
properties established in [10] for orthogonal groups over fields K of characteristic
not 2 are also valid when the characteristic of K is even.
In Section 4, we establish a lower bound for the Siegel length of an isometry. In
Section 5, we assume that K is perfect, and we determine the Siegel length of an
isometry π , Theorem 5.5. Here our approach differs entirely from that in [10]. Our
tools include the factorization of an orthogonal transformation π into a product of
two involutions [6,7] and also the factorization of π into a product π = µ · ν, where
µ is unipotent and the path of ν is nonsingular [8].
2. Notation
Let V be a vector space of dimension n over a field K where |K| > 2, equipped
with a quadratic form Q (see [2–§16]), defined by Q(αv) = α2Q(v) and Q(v +
w) = Q(v)+Q(w)+ f (v,w) for some bilinear form f , where α ∈ K and v,w ∈
V . Two vectors v,w ∈ V are called perpendicular, v ⊥ w, if f (v,w) = 0. A vector
v ∈ V is called isotropic if f (v, v) = 0 and singular if Q(v) = 0. Let W be a sub-
space of V . Then W is called totally isotropic if f (u,w) = 0 for all u,w ∈ W and
totally singular ifQ(w) = 0 for allw ∈ W . A totally singular subspace is also totally
isotropic, but the converse is not necessarily true. The subspaces radW = W ∩W⊥
and SW = {x ∈ radW | Q(x) = 0} are called the radical of W and the singular of
W , respectively. The space W is said to be nonsingular if radW = 0.
The orthogonal group on V, denoted O(V ), is the set of isometries, i.e. of all
transformations that preserve the value of Q. For π ∈ O(V ) we define B(π) :=
V (π − 1) and F(π) := ker(π − 1). The subspaces B(π) and F(π) of V are called
path and fixed space of π , respectively.
We shall always assume that V is nonsingular and that there is at least one v ∈
V \ {0} such that Q(v) = 0.
We shall state a number of facts (see e.g. [13]).
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The transformation π is an element in the special orthogonal group SO(V ) if
π ∈ O(V ) and dimB(π) is even.
Let z ∈ V with Q(z) /= 0. Then σz denotes the reflection in z⊥, i.e.,
σz : V → V : x → x − f (x, z)
Q(z)
z.
Let π ∈ O(V ) and K /= F2, then π = σ1 · · · σk , where σj is a reflection for j =
1, . . . , k, and k = dimB(π) or k = dimB(π)+ 2.
Let σu be the reflection in u⊥, where u ∈ V . The spinorial norm(σu) = Q(u) ·
K
2
.
If π ∈ O(V ), then π = σ1 · · · σk and (π) = (σ1) · · ·(σk) ·K2.
Assume dimV  2. If V contains singular vectors distinct from zero, then
(V ) = {π ∈ SO(V ) | (π) = K2}.
If K = K2, then (V ) = SO(V ).
3. Siegel transformations
We shall give the definition of a Siegel transformation and also collect a number
of properties for Siegel transformations and their products (see [13,8]). In [8], Siegel
transformations are called Eichler transformations.
Let i, w ∈ V \ {0}. If i is singular and w ∈ i⊥, then
ρi,w : V → V : x → x + f (x,w)i − f (x, i)w −Q(w)f (x, i)i
is a Siegel transformation.
Clearly, B(ρi,w) = 〈i, w〉 with i ∈ B(ρi,w) ∩ F(ρi,w). If w is isotropic, then
B(ρi,w) ⊂ F(ρi,w). If w ∈ 〈i〉, then ρi,w = I ; if w ∈ 〈i〉, then dimB(ρi,w) = 2.
If i is singular, w,w1, w2 ∈ i⊥, and π ∈ O(V ), then ραi,w = ρi,αw, ρi,w1+w2 =
ρi,w1ρi,w2 , and π−1ρi,wπ = ρiπ,wπ .
The space (V ,Q) is spanned by its nonsingular vectors.
If i is singular and w ∈ i⊥ is nonsingular, then the Siegel transformation ρi,w is a
product of two reflections,
ρi,w = σQ(w)i−wσw.
All Siegel transformations belong to the commutator subgroup (V ) of O(V ).
If dimV  3, radV = 0, and if V contains singular vectors, then (V ) is gener-
ated by the Siegel transformations of V .
If ρi,w is a Siegel transformation, then (ρi,w − 1)3 = 0; if w is isotropic, then
(ρi,w − 1)2 = 0 and therefore B(ρi,w) ⊂ F(ρi,w) (see [10]).
Lemma 3.1. Let π be an isometry of (V ,Q). Let u, v ∈ V and i = u(π − 1).
(1) Then Q(i) = −f (i, u).
(2) If w = v(π − 1) and f (i, w) = 0, then f (u,w) = −f (i, v).
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Proof.
(1) Q(i) = Q(uπ − u) = 2Q(u)− f (uπ, u) = f (u, u)− f (uπ, u) = −f (i, u);
(2) f (i, v) = f (i, vπ − w) = f (i, vπ) = f (uπ − u, vπ)
= f (u, v)− f (u, vπ) = −f (u,w). 
Lemma 3.2 (see [10, Lemma 3.14] for charK /= 2). Let π be an isometry of (V ,Q).
Let u, v ∈ V and i = u(π − 1), w = v(π − 1). Assume Q(i) = 0 = f (i, w) and
f (u,w) = −1.
Then i /= 0, the Siegel transformation ρi,w exists,
F (πρi,w) = F(π)⊕Ku⊕Kv, and B(πρi,w) ⊂ B(π); in particular,
dimB(πρi,w) = dimB(π)− 2.
Proof. Clearly, ρi,w exists and B(ρi,w) ⊂ B(π). Therefore F(ρi,w) = B(ρi,w)⊥ ⊃
B(π)⊥ = F(π) and F(πρi,w) ⊃ F(π) ∩ F(ρi,w) = F(π).
Clearly,
(u)πρi,w=(i + u)ρi,w = i + (u)ρi,w = i + u+ f (u,w)i = u;
(v)πρi,w=(v)π + f ((v)π,w)i − f ((v)π, i)w −Q(w)f ((v)π, i)i
=v + w − f (v, i)w + (f (v,w)+ f (w,w)−Q(w)f (v, i))i
=v − (f (v,w)+Q(w))i = v.
Thus F(πρi,w) ⊃ 〈u, v〉, 〈u, v〉 ∩ i⊥ = 〈u〉, and i ∈ B(π), so i⊥ ⊃ B(π)⊥ = F(π)
and u ∈ F(π) since f (i, v) = 1. Thus if v ∈ Ku+ F(π), then v ∈ i⊥, a contradic-
tion. 
Lemma 3.3. Let W < V such that SW = 0. If W contains nontrivial singular
vectors, then there is a basis of singular vectors for W.
Proof. Let z ∈ W with z /= 0 andQ(z) = 0. Then z ∈ radW since SW = 0. Clearly,
z⊥ ∩W is a hyperplane of W . Extend z to a basis T for W by vectors in W \ z⊥.
Let tj ∈ T \ {z}, then αjz+ tj is singular for some αj ∈ K , j = 1, . . . , n− 1.
Further, {z} ∪ {αjz+ tj | tj ∈ T \ {z}} is a basis of singular vectors for W . 
Lemma 3.4 (see [9, Lemma 3.5] for charK /= 2). Let W < V be a nonsingular
orthogonal subspace of V containing nontrivial singular vectors. Assume charK =
2, dimW > 3, and let H ⊂ W be a hyperplane of W. If ψ ∈ O(W,Q) and Jψ = J
for each singular 1-dimensional subspace J of W which is not contained in H, then
ψ = 1W .
Proof. By Lemma 3.3 the space W has a basis of singular vectors.
First, let Z < W such that dimZ = 3, Z contains nontrivial singular vectors but
no 2-dimensional totally singular subspace, SZ = 0, and Z ⊂ H . Then ψ |Z = 1Z .
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Indeed, by Lemma 3.3 there is a basis {a, b, c} of singular vectors for Z. We
show that the subspaceZ contains at least |K| + 1 1-dimensional singular subspaces.
Observe that 〈b, c〉 /= a⊥ ∩ Z, otherwise 〈a, b〉 would be a 2-dimensional totally sin-
gular subspace of Z. Let 〈d〉 ⊂ 〈b, c〉 and, if Q(d) /= 0, let Q(a + δd) = δ2Q(d)+
δf (a, d) = 0 for some δ ∈ K . Here δ = 0 occurs for only one subspace 〈d〉 ⊂ 〈b, c〉
and there are |K| + 1 subspaces 〈d〉 ⊂ 〈b, c〉. At most two of the |K| + 1 singu-
lar subspaces lie in H (indeed, suppose 〈x〉, 〈y〉 ⊂ H and 〈x + y〉 are singular; if
〈x〉 /= 〈y〉, then H ∩ Z is totally singular and 2-dimensional). Hence we may assume
a, b, c ∈ H . Now 〈a, b〉, 〈b, c〉, 〈c, a〉 are hyperbolic planes whose 1-dimensional
singular subspaces are ψ-invariant. Hence aψ = λa, bψ = λ−1b, cψ = λc, aψ =
λ−1a for some λ ∈ K. Clearly λ2 = 1, so λ = 1.
Second, each singular vector x ∈ W satisfies xψ = x.
Indeed, let x ∈W , x /= 0, be singular. Select y ∈W \ (x⊥ ∪H). Then T := 〈x, y〉
is a hyperbolic plane. Choose some nonsingular z ∈ T ⊥ ∩W . Let Z := 〈x, y, z〉.
Then radZ = Kz and SZ = 0. Thus Z fulfills the requirements of our first statement
and the assertion follows. 
The following two lemmas are key tools in Section 5, where we determine the
Siegel length of an orthogonal transformation.
Lemma 3.5. Let π be an isometry of (V ,Q) and Q(i) = 0, where i = uπ − u for
some u ∈ V \ F(π).
Then there is some w ∈ B(π) such that f (u,w) = −1.
If in addition w ∈ i⊥, in particular if i ∈ radB(π), i.e. i ∈ SB(π), then a Siegel
transformation ρi,w exists with
B(ρi,w) ⊂ B(π) and dimB(πρi,w) = dimB(π)− 2.
Proof. Suppose f (u,w) = 0 for all w ∈ B(π), then u ∈ B(π)⊥ = F(π), contra-
dicting our assumption. Thus f (u,w) = −1 for some w ∈ B(π). If i ∈ radB(π),
then f (i, w) = 0, proving the existence of ρi,w. 
Lemma 3.6. Let (V ,Q) be an orthogonal space. Assume charK = 2, |K| > 3.
Let π ∈ O(V,Q) and Q(i) = 0, where i = uπ − u for some u ∈ V \ F(π) and
i ∈ radB(π). Suppose dim (B(π)/SB(π))  3.
Then there is some nonsingular vector w ∈ B(π) ∩ i⊥ and a Siegel transforma-
tion ρi,w exists with B(ρi,w) ⊂ B(π) and dimB(πρi,w) = dimB(π)− 2.
Proof. Take the vector u as assumed. Suppose f (w, u) = 0 for all nonsingular
w ∈ B(π) ∩ i⊥. Then u ∈ (B(π) ∩ i⊥)⊥ = F(π)+Ki and thus u = αi + b, where
b ∈ F(π) and α /= 0 since u ∈ F(π). Therefore i = uπ − u = α(iπ − i) and fi-
nally iπ = (1 + α−1)i which implies Kiπ = Ki for all singular vectors i ∈ B(π) \
radB(π). Let B(π) = W ⊕ radB(π), where i ∈ W for some i ∈ radB(π). Then
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Lemma 3.4 yields π |W = 1, because dimW > 3. Since radB(π) ⊂ F(π), this im-
plies B(π) ⊂ F(π), contradicting i ∈ radB(π). 
Let π and κ be linear transformations. ThenB(π) ∩ B(κ) = {0} impliesF(πκ) =
F(π) ∩ F(κ) and F(π)+ F(κ) = V implies B(πκ) = B(π)+ B(κ).
Lemma 3.7. If the isometry π is a product of Siegel transformations, then dimB(π)
is even.
Proof. The Theorems 11.41(i) and 11.44 in [13] yield the result. 
Lemma 3.8 (see [10, Lemma 3.11] for charK /= 2). Let π be a product of Siegel
transformations and let ρ be a Siegel transformation.
If dim(B(π) ∩ B(ρ)) = 1, then dimB(π) = dimB(πρ).
Proof. Put κ = πρ. Evidently, B(κ) ⊂ B(π)+ B(ρ) and B(π) ⊂ B(κ)+ B(ρ),
thus B(κ)+ B(ρ) = B(π)+ B(ρ).
The dimension theorem yields
dimB(κ)− dimB(π)=dim(B(κ) ∩ B(ρ))− dim(B(π) ∩ B(ρ))
=dim(B(κ) ∩ B(ρ))− 1.
The left-hand side is even and less than two, so it is zero. 
A transformation π in GL(V ) is called unipotent if (π − 1)m = 0 for some
m ∈ N.
Lemma 3.9 (see [10, Lemma 4.1] for charK /= 2). Let ρ = ρi,w be a Siegel trans-
formation. (This implies that i is singular.) If π ∈ O(V ) such that B(ρ) ⊂ B(π)
and i ∈ F(π), then
(πρ − 1)j = (π − 1)j−1(πρ − 1) for all j ∈ N.
Further, if π is unipotent, then πρ is unipotent.
The proof in [10] is still valid if charK = 2.
Lemma 3.10 (see [11, p. 198, Theorem]). Let π ∈ O(V ) and π2 /= 1. Then
there are involutions π1 and π2 in O(V ) such that π = π1π2 and B(π) = B(π1)+
B(π2).
Proof. The existence of π1 and π2 was shown in [7]. It remains to be seen that the
mappings π1 and π2 that were given in [7], satisfy B(π1), B(π2) ⊂ B(π).
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Let V be an n-dimensional vector space (n  1) over a field K . Assume V is π-
cyclic for some π ∈ O(V ) and u is a generator of V . Then {u, uπ, . . . , uπn−1} is a
basis for V .
We define orthogonal mappings π1 and π2 by
uπjπ1 = uπn−j and uπjπ2 = uπn+1−j for j = 0, . . . , n− 1.
Clearly,
B(π1)=〈u(πn−j − πj ); j = 0, . . . , m− 1〉 if n = 2m and
B(π1)=〈u(πn−j − πj ); j = 0, . . . , m〉 if n = 2m+ 1,
B(π2)=〈u(πn+1−j − πj ); j = 0, . . . , m〉.
Let k = n or n+ 1. Then
u(πk−j − πj )=uπj (πk−2j − 1)
=uπj (πk−2j−1 + · · · + π + 1)(π − 1) ∈ B(π).
Thus B(π1), B(π2) ⊂ B(π). Since B(π) = B(π1π2) ⊂ B(π1)+ B(π2), we get
B(π) = B(π1)+ B(π2). 
Lemma 3.11. Let π ∈ O(V ), charK = 2, and radB(π) = 0. If π = π1π2 with
B(π) = B(π1)+ B(π2), where πj are involutions in O(V ), then B(π1) ∩ B(π2) =
0.
Proof. Clearly,B(π1)∩B(π2) ⊂ F(π1)∩ F(π2) ⊂ F(π1π2) = F(π) andB(π1) ∩
B(π2) ⊂ B(π). Thus B(π1) ∩ B(π2) = 0. 
4. Factorization
We are going to establish a lower bound for the Siegel length of any isometry in
SO(V ).
Definition 4.1. Let π ∈ SO(V ). Suppose there are Siegel transformations ρi ∈
SO(V ) such that π = ρ1 · · · ρm. Then the minimal m is the length of  and we write
m = (π).
Proposition 4.2. Let π ∈ SO(V ). If π = ρ1 · · · ρk, where each ρj is a Siegel trans-
formation, and dimB(π) = 2k, then B(π) contains nontrivial singular vectors.
Furthermore, dim(B(π)/radB(π))  4 or π is unipotent.
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Proof. Let π ∈ SO(V ). Assume π = ρ1 · · · ρk , where all ρj are Siegel transform-
ations and dimB(π) = 2k.
Put B(π) = B(π)/SB(π) = {b + SB(π) | b ∈ B(π)}.
Put b = b + SB(π). Clearly, B(π) is an orthogonal vector space with Q(b) =
Q(b) for all b ∈ B(π). Now
radB(π)={c ∈ B(π) | f (c, B(π)) = 0}
={c ∈ B(π) | f (c, B(π)) = 0}
={c ∈ B(π) | c ∈ B(π) ∩ B(π)⊥}
={c ∈ B(π) | c ∈ radB(π)}
={c ∈ B(π) | c ∈ (radB(π))/SB(π)}
=radB(π).
Thus B(π)/radB(π)∼=B(π)/radB(π)∼=B(π)/radB(π) and SB(π) = SB(π) = 0.
The isometries π and ρj leave B(π), radB(π), and SB(π) invariant.
Define (b+ SB(π))π = bπ + SB(π) and (b + SB(π))ρj = bρj + SB(π). Then
π and ρj are orthogonal transformations on B(π).
Also, B(ρj ) ∩ radB(π) = B(ρj ) ∩ SB(π) = 0 by [4–Lemma 3].
Further, ρj is an involution and thus B(ρj ) is totally isotropic.
If dimB(ρj ) = 2 for some j , then dimB(π)/radB(π)  4.
Now assume ρj is simple for all j , i.e., dimB(ρj ) = 1.
Then ρj is a reflection by [4–Lemma 5]. So B(ρj ) is not singular.
Therefore B(ρj ) contains a nonsingular vector. By Lemma 3.5, there is some w ∈
B(ρj ) such that ρj = ρi,w, whereQ(w) /= 0; and ρi,w = σQ(w)i−wσw is a product of
two reflections. Clearly, B(ρi,w) = B(σQ(w)i−w)⊕ B(σw). So both reflections leave
B(π), radB(π), and SB(π) invariant. If dimB(ρi,w) = 1, then B(σQ(w)i−w) =
B(σw) and therefore σQ(w)i−w = σw and so ρi,w = 1.
This implies π = 1. Consequently, bπ + SB(π) = b + SB(π) for all b ∈ B(π).
Equivalently, bπ − b ∈ SB(π) for all b ∈ B(π).
Therefore, B(π)π−1 ⊂ SB(π) and B(π)(π−1)(π−1) = 0, i.e., V (π−1)3 = 0, so π
is unipotent. 
5. Length theorems
From now on we shall assume that charK = 2, |K| > 3, and K is perfect (hence
K2 = K). We shall determine the Siegel length of any isometry π in SO(V ).
Let {a, b} ⊂ V be an independent set such that a ∈ b⊥ and Q(b) /= 0. Then
Q(a + βb) = Q(a)+ β2Q(b) = 0 for some suitable element β ∈ K .
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If W is an at least 2-dimensional totally isotropic subspace of V , then Q(w) = 0
for some w ∈ W \ {0}. For any isometry π in SO(V ), the dimension of radB(π) is
even. So, if the singular of B(π) is zero, then radB(π) = 0.
Proposition 5.1. Let π ∈ SO(V ) with dimB(π) = 2k  4.
Then there are k − 1 Siegel transformations ρr and κ ∈ SO(V ) with dimB(κ) =
2 such that π = ρ1 · · · ρk−1κ.
Proof. If dim radB(π)  2, then there is a singular vector in radB(π). By Lemma
3.5 there is a Siegel transformation ρ such that dimB(πρ) = dimB(π)− 2.
If dim(B(π)/radB(π))  3, then there is a singular vector in B(π) \ radB(π).
Now we can apply Lemma 3.6.
Induction yields the result. 
Assume π ∈ O(V ) is unipotent and π /= 1, i.e., (π − 1)m = 0 and (π − 1)m−1 /=
0 for some m > 1. Then
{0} /= V (π − 1)m−1 ⊂ F(π) ∩ B(π) = radB(π).
Lemma 5.2. Let π ∈ SO(V ) with dimB(π) = 2k.
If π is unipotent, then π is a product of k Siegel transformations ρr :
π = ρ1 · · · ρk.
Proof. Clearly, B(π) = B ⊕ radB(π), where B is nonsingular. If π /= 1, then
dim radB(π) is even and not zero. Therefore there is a singular vector in radB(π).
By Lemma 3.5 there is a Siegel transformation ρ such that dimB(πρ) = dimB(π)−
2. Clearly dimF(πρ) = dimF(π)+ 2 > 1. Also, πρ is unipotent by Lemma 3.9.
Now we can use induction. 
Lemma 5.3. Suppose dimV  4. Let π ∈ SO(V ) with dimB(π) = 2.
If radB(π) = B(π), then π is a Siegel transformation.
If radB(π) = 0, then π is not a Siegel transformation, but π is a product of two
Siegel transformations.
Proof. The first assertion is a consequence of Lemma 3.5.
If radB(π) = 0, then π is obviously not a Siegel transformation.
Clearly there is somew ∈ B(π)withQ(w) /= 0. Put σ = σw. Then dimB(πσ) =
1 [4–p. 106] and B(π) = B(πσ)+ B(σ). If B(σ) ⊂ B(πσ)⊥, then B(σ)⊥ ⊃
B(πσ), but B(σ)⊥ ∩ B(π) = B(σ), thus B(πσ) = B(σ) which is not possible. So
B(σ) ⊂ B(πσ)⊥.
Since dimV  4, there is some t ∈ w⊥ \ B(πσ)⊥ such that Q(t) = 0. Then
dim〈t, w〉 = 2. Since B(πσ)⊥ is a hyperplane, there is some α ∈ K such that
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Q(w)αt − w ∈ B(πσ)⊥. Put αt = i and σQ(w)i−w = τ . Then B(πστ) = B(πσ)+
B(τ) which is totally isotropic and dimB(πστ) = 2. Clearly, στ = ρiw and πστ =
ρ are Siegel transformations. Thus π = ρρiw. 
An immediate consequence of Proposition 5.1 and Lemma 5.3 is that the Siegel
length (π)  12 dimB(π)+ 1 for all transformations π in SO(V ).
In order to determine which transformations π can be expressed as a product of
1
2 dimB(π) Siegel transformations we need more detailed information. The result is
stated in Theorem 5.5.
Theorem 5.4. Let π ∈ SO(V ). If dimB(π)  4 and radB(π) = 0, then (π) =
1
2 dimB(π).
Proof. The Lemmas 3.10 and 3.11 yield π = π1π2, where B(π) = B(π1)⊕ B(π2)
and π21 = π22 = 1. If dimB(π1) is even, then π1, π2 ∈ SO(V ). Since both π1 and
π2 are unipotent, we have π = ρ1 · · · ρk , where k = 12 dimB(π).
Now we deal with the case where dimB(πj ) is odd for j = 1, 2. By [8– 8.2.21],
there is some nonsingular v ∈ B(π1), v /= 0. Clearly, dimB(π1σv) = dimB(π1)−
1 is even and π1σv = σvπ1 is an involution in SO(V ). If B(π2) ⊂ v⊥ for some
nonsingular v ∈ B(π1), then π2σv = σvπ2 is also an involution in SO(V ) and dim
B(π2σv) = dimB(π2)+ 1. Thus π = ρ1 · · · ρk , where k = 12 dimB(π).
If there is a nonsingular vector w ∈ B(π2) ∩ v⊥, then σwπ2 = π2σw and dim
B(π2σw) = dimB(π2)− 1. Also, σvσw = σwσv is a Siegel transformation since
B(σvσw) = Kv +Kw ⊂ F(σvσw). Consequently, π = (π1σv)(σvσw)(σwπ2) is a
product of three involutions and we get again (π) = 12 dimB(π).
Now we assume that v⊥ ∩ B(π2) is totally singular for all nonsingular v ∈ B(π1).
Then dim(v⊥ ∩ B(π2)) = dimB(π2)− 1 and v⊥ ∩ B(π2) is the singular of
B(π2). Also, we assume that w⊥ ∩ B(π1) is totally singular for all nonsingular
w ∈ B(π2). Then dim(w⊥ ∩ B(π1)) = dimB(π1)− 1 andw⊥ ∩ B(π1) is the singu-
lar of B(π1). Since v⊥ ∩ B(π2) = SB(π2) ⊂ B(π2) for all nonsingular v ∈ B(π1),
we get
(SB(π2))
⊥ = Kv + F(π2) ⊃ F(π2) ⊃ B(π2).
There is a basis {v1, . . . , vk} for B(π1) consisting of nonsingular vectors vj
in B(π1). Therefore, Kvj + F(π2) = Kv + F(π2). This implies B(π1) =
〈v1, . . . , vk〉 ⊂ Kv + F(π2) = (SB(π2))⊥.
Thus (SB(π2))⊥ ⊃ B(π1)⊕ B(π2) and SB(π2) ⊂ F(π1) ∩ F(π2).
Similarly, SB(π1) ⊂ F(π1) ∩ F(π2), so
SB(π1)⊕ SB(π2) ⊂ F(π1) ∩ F(π2) ⊂ F(π).
Clearly, SB(π1)⊕ SB(π2) ⊂ B(π1)⊕ B(π2) = B(π).
Therefore, SB(π1)⊕ SB(π2) ⊂ B(π) ∩ F(π) = radB(π).
Thus dim radB(π)  dimB(π)− 2  2, contradicting our assumption. 
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Theorem 5.5. Let π ∈ SO(V ). If π is unipotent or if dimB(π)/radB(π)  4, then
(π) = 12 dimB(π). Otherwise (π) = 12 dimB(π)+ 1.
Proof. By Proposition 5.1 and Lemma 5.3 we know that (π)  12 dimB(π)+ 1.
If (π) = 12 dimB(π), then either π is unipotent or dimB(π)/radB(π)  4 ac-
cording to Proposition 4.2.
Now we show that a factorization as claimed is possible:
Since π ∈ SO(V ), we get π = µν, where µ, ν ∈ O(V ), B(π) = B(µ)⊕ B(ν),
where µ is unipotent, radB(ν) = 0, and B(µ) ⊥ B(ν) (see [8–6.2.2]). Clearly,
dimB(ν) is even, so µ, ν ∈ SO(V ).
If dimB(ν) = 0, then π is unipotent and our result follows from Lemma 5.2.
If dimB(ν)  4, then Lemma 5.2 and Theorem 5.4 yield the desired result.
Now we deal with the case dimB(ν) = 2.
Since µ is unipotent and µ /= 1, the radical radB(µ) /= 0 and therefore SB(µ) /=
0. So there is some i ∈ SB(µ), i /= 0. Let i = uµ− u. Since dim(B(µ)/radB(µ)) 
2, there is a basis D of nonsingular vectors for B(µ). If f (u,w) = 0 for all w ∈ D,
then u ∈ B(µ)⊥ = F(µ), contradicting i /= 0. Thus there is some w ∈ D such that
f (u, αw) = −1 for some α ∈ K , α /= 0. After renaming we may assume f (u,w) =
−1. Then ρi,w is a Siegel transformation and as in Lemma 3.5 we get dimB(µρi,w) =
dimB(µ)− 2. Lemma 3.9 yields that µρi,w is unipotent. Since B(ρi,w) contains a
nonsingular vector, we get ρi,w = σ1σ2, where σj are reflections. By [13–Theorem
11.39], ν = σ3σ4, where σj are reflections. Clearly, σ1 and σ2 commute with σ3 and
σ4. Also, B(σ1σ3) and B(σ2σ4) are totally isotropic and 2-dimensional. Lemma 5.3
yields that σ1σ3 and σ2σ4 are Siegel transformations. Now µρi,w is a product of
1
2 dimB(µ)− 1 Siegel transformations. Thus π is a product of 12 dimB(π) Siegel
transformations as required. 
Acknowledgments
This research was supported in part by NSERC Canada Grant A7251. The second
author was supported by the RTN Network HPRN-CT-2002-00287: Algebraic K-
Theory, Linear Algebraic Groups and Related Structures.
References
[1] F. Bachmann, Aufbau der Geometrie aus dem Spiegelungsbegriff, second ed., Grundlehren der
mathematischen Wissenschaften, vol. 96, Springer-Verlag, Berlin, Heidelberg, New York, 1973,
MR0346643(49#11368).
[2] J. Dieudonné, La Géometrie des Groupes Classiques, Springer-Verlag, Berlin, Göttingen, Heidel-
berg, 1955, MR0072144(17,236a).
[3] J. Dieudonné, Sur les générateurs des groupes classiques, Summa Bras. Math. 3 (1955) 149–179,
MR0080256(18,217c).
174 E.W. Ellers, O. Villa / Linear Algebra and its Applications 395 (2005) 163–174
[4] E.W. Ellers, Decomposition of orthogonal, symplectic, and unitary isometries into simple isometries,
Abh. Math. Sem. Univ. Hamburg 46 (1977) 97–127, MR0467486(57#7343); Zbl 367.50002.
[5] E.W. Ellers, Classical groups, Generators and Relations in Groups and Geometries, NATO ASI
Series C, vol. 333, Kluwer Academic Publishers, Dordrecht, Boston, London, 1991, pp. 1–45,
MR1206909(94c:51028); Zbl 744.20029.
[6] E.W. Ellers, Bireflectionality of orthogonal and symplectic groups of characteristic 2, Arch. Math.
73 (1999) 414–418, MR1725176(2000j:20082); Zbl 951.20032.
[7] E.W. Ellers, W. Nolte, Bireflectionality of orthogonal and symplectic groups, Arch. Math. 39 (1982)
113–118, MR0675649(84a:51009); Zbl 491.51019.
[8] A.J. Hahn, O.T. O’Meara, The Classical Groups and K-Theory, Grundlehren der mathematischen
Wissenschaften, vol. 291, Springer-Verlag, Berlin, Heidelberg, 1989, MR1007302(90i:20002).
[9] F. Knüppel, Products of simple isometries of given conjugacy types, Forum Math. 5 (1993) 441–458,
MR1232719(94g:51025).
[10] F. Knüppel, The length problem for Eichler transformations, Forum Math. 10 (1998) 59–74,
MR1490138(98j:51023).
[11] K. Nielsen, On bireflectionality and trireflectionality of orthogonal groups, Linear Algebra Appl. 94
(1987) 197–208, MR0902079(88k:15014).
[12] P. Scherk, On the decomposition of orthogonalities into symmetries, Proc. Amer. Math. Soc. 1 (1950)
481–491, MR0036762(12,157c).
[13] D.E. Taylor, The Geometry of the Classical Groups, Heldermann Verlag, Berlin, 1992,
MR1189139(94d:20028).
