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Abstract
We improve Bombieri’s asymptotic sieve to localise the variables. As a
consequence, we prove, under a Elliott-Halberstam conjecture, that there
exists an infinity of twins almost prime. Those are prime numbers p such
that for all ε > 0, p − 2 is either a prime number or can be written as
p1p2 where p1 and p2 are prime and p1 < Xε, and we give the explicit
asymptotic.
Introduction
The twin prime conjecture states that there are infinitely many primes p such
that p+2 is also a prime, it has been one of the great open questions in number
theory for many years. Our result as many others in this field requires another
conjecture about the distribution of prime numbers in arithmetic progressions.
Peter D. T. A. Elliott and Heini Halberstam stated this kind of conjecture in
1968, in [11]. The reader may also refer to [5] and [4].
Conjecture 0.1. Given any δ > 0 and any θ, there exists a constant A0(δ, θ)
such that ∑
d≤X1−δ
(d,2)=1
max
y≤X
∣∣∣∣ψ(y; d, 2)− yϕ(d)
∣∣∣∣ ≤ A0(δ, θ) X(6 logX)θ . (1)
This conjecture was proven for any δ > 1/2 by Bombieri and Vinogradov
and it is known that the conjecture fails at the endpoint δ = 0.
Under this conjecture, we prove the following theorem.
Theorem 0.2. Under the conjecture (1), given any β ≥ 0 and γ > β, there
exists X0 such that for all X ≥ X0,∑
n≤X
Λ(n)Λ(n+ 2) +
1
γ − β
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
= 2S2X (1 + o(1)) (2)
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where S2 =
∏
p≥3
p(p−2)
(p−1)2 is the twin prime numbers constant.
In particular, if we take β = 0 we obtain the following result.
Corollary 0.3. Under the conjecture (1), for any γ where 0 < γ < 1, there
exists X0 such that for all X ≥ X0,∑
n≤X
Λ(n)Λ(n+ 2) +
1
γ
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
d1≤nγ
Λ(d1)Λ(d2)
log n
= 2S2X (1 + o(1)) .
The sums implied in those two previous theorems will take twin prime num-
bers and numbers n such that n = p1p2 where p1 and p2 are primes and p1 is
relatively small (≤ nγ) and n+ 2 is a prime. Furthermore, as we suppose that∑
n≤X Λ(n)Λ(n+2) ∼ S2X (as a consequence of Hardy-Littlewood conjecture),
we could deduce that the two terms implied in each sum are the same weight.
These sums include primes powers which contribute to a neglibible part. We
prove the same theorem with Λ1(n) = log n if n is a prime and 0 otherwise in
2.20.
One of the best previous results on twin prime numbers was obtained by
Chen [2] in 1973, stating that he number of Chen’s numbers (i.e. twin numbers
such that p is a prime and p + 2 is also a prime or a product of two primes)
lower of equal to X is greater than 0.335Π(X), where Π(X) = 2S2X/ log2X,
and Jie Wu [15] and [14] gave the best improved constant with 1.104Π(X).
Concerning our result, an expert in the field remarked (in private conver-
sations) that Chen’s method would give a similar result with γ = 1/10 under
a Elliott-Halberstam conjecture and he might even be able to go slightly lower
but the abitrary γ that we have in our work is definitely stronger. Indeed, the
constants implied in our o(1) are explicit and depend on δ of (1).
Finally, we note that a similar result could be obtained for n and n + k
prime, and the proof is even more general as it can be used with Λ(n) and f(n)
(instead of Λ(n + 2)) where f(n) is a function verifying a (quite long) list of
properties.
All this work was part of the PhD thesis that I defended under the guidance
of O. Ramaré, whom I greatly thank for his supervising work but also for his
careful review of this article.
The process starts with a generalized version of Enrico Bombieri’s asymptotic
sieve as we approximate∑
n≤X
Λ(ν1+ν2)(n)f(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f(n)
where f is a function, ν1 and ν2 are two integers and Λ(k) =
Λ(log)k−1
(k−1)! , with∑
n≤X
Λ(ν1+ν2)(n)f0(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f0(n)
2
where f0 is a simpler function, considered as a "model" for f . The functions f
and f0 must satisfy precise properties that will be enumerated in 1.2. The proof
will proceed with a level of distribution X1−δ and we shall let δ tend to zero at
the very end of the proof. In between, we shall use a preliminary sieving up to
z = Xδ and use D0 = X1−δ.
The first part consists in generalizing sizeably Ramaré’s work [12], which
we correct (in minor points) and precise. We then take the particular case
f(n) = Λ(n + 2) (and f0(n) = 1), under the conjecture (1), and with the help
of Bernstein polynomials towards a indicator-like function, our goal is reached
in the second part of this article.
1 A more flexible Bombieri Asymptotic Sieve
1.1 Context
In many problems we need to calculate sums over integers which are relatively
prime to a specific number. The ∗ on sums and products means that they are
taking only numbers which are relatively prime to a number f. The sums and
product with a ′ are the case where f =
∏
p≤z p, hence they are restricted to
integers that don’t have any prime factor lower than z.
Let f be a positive function with some regularity:∑∗
n≤y/d
f(dn) = σ(d)F (y) + rd(f, y) (3)
where σ is a multiplicative function, F any function and rd is an error term.
We want to approach f with a positive but "simpler" function f0 which
would have the same kind of regularity.∑∗
n≤y/d
f0(dn) = σ0(d)F (y) + rd(f0, y).
To manage the error term, we use the sum
R(f,D, r) =
∑∗
d≤D
τr(d) max
y≤X
|rd(f, y)| (4)
where τr is the r-fold divisor function, and make hypothesis on the functions f
and f0, see (H4) and (H9) in the next part. In the case of twin prime numbers,
these hypothesis are validated with a Elliott-Halberstam-type conjecture, see
(H10).
To handle the difference from f to f0, we shall use
f¯ = f − Vσ(z)
Vσ0(z)
f0 (5)
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where Vσ(z) =
∏
p≤z(1− σ(p)). And we will use the following notations:
r′d,z(w, y) =
∑′
n≤y/d
w(n)f¯(dn)
where w is considered as a "weight" function and
R′z(w, f¯ ,D, r) =
∑′
d≤D
τr(d) max
y≤X
|r′d,z(w, y)|.
At last, f = O∗(g) means |f | ≤ g.
1.2 Hypothesis and Theorem
Let ν1 et ν2 be two positive integers such that 0 < ν1 ≤ ν2 in the hypothesis
below. We point out that in the first part of our work we kept the more general
min(ν1, ν2) and max(ν1, ν2) (which could be easily replaced with ν1 and ν2 if
the order is set). The number δ is our main parameter, it is meant to be small,
and z = Xδ. Our hypothesis are the following.

|F (y)| ≤ Fˆ (X) (y ≤ X),
0 ≤ σ(p), σ0(p) ≤ 1,
∀n ≤ X, f0(n) ≤ B0Fˆ (X)/X,∏∗
v≤p≤u
(1− σ(p))−1 +
∏∗
v≤p≤u
(1− σ0(p))−1 ≤ c log u/ log v (2 ≤ v ≤ u)
(H1)
where c is a constant ≥ 2. Also,
Vσ0(z) ≤
c
log z
(H2)
where we recall that Vσ(z) =
∏
p≤z(1− σ(p)).
One of the fundamental hypothesis we make concerns positivity
f ≥ 0 et f0 ≥ 0. (H3)
Our hypothesis on remainder terms is:
R(f,D0, 2ν2) +
Vσ(z)
Vσ0(z)
R(f0, D0, 2ν2) ≤ AFˆ (X)/ logX (H4)
where R(f,D, r) =
∑
d≤D τr(d) maxy≤X |rd(f, y)|. And (see [12]) this hypothe-
sis can be replaced with:
∀d ≤ D0,max
y≤X
(|rd(f, y)|, |rd(f0, y)|) ≤ CFˆ (X)/d
R(f,D0, 1) +
Vσ(z)
Vσ0(z)
R(f0, D0, 1) ≤ A′Fˆ (X)/ log2X
(H9)
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where A in (H4) is then given by A =
√
C(2 logX)4ν
2
2A′.
Large values of σ0 are controlled by:∏∗
z≤p≤X
∑
a≥0
σ0(p
a) ≤ c logX
log z
. (H5)
And large values of σ are controlled by our choice of ∆ where
∆ =
∑
pa≤X
p≥z
|σ(pa)− σ0(pa)|.
When the preliminary sieve is removed, we will need the following hypothesis:
max
p≤z
(σ(ph)ph, σ0(p
h)ph) ≤ c, (H6)
i.e. the values taken by σ and σ0 for prime number powers are relatively stable.
We also suppose that:
Vσ0(X
1/4) ≤ c
logX
. (H7)
Finally, we need the following bounds:
Fˆ (X) ≥ z
√
Xδ−ν2−1, max(‖f‖∞, ‖f0‖∞) ≤ B. (H8)
Theorem 1.1. Assuming the hypothesis above,∑
n≤X
Λ(ν1+ν2)(n)f(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f(n)
=
Vσ(z)
Vσ0(z)
∑
n≤X
Λ(ν1+ν2)(n)f0(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f0(n)

+ (ρ+ θ)
Vσ(z)
Vσ0(z)
Fˆ (X)
(logX)ν1+ν2−1
(ν1 + ν2 − 1)!
where
|ρ| ≤ 2× (149ν2)ν1+ν2 ×
(
Ac2 +
(
C0(c)eδ
3ν2 + ∆4
1
δ
)( c
δ
)2ν2)
and
|θ| ≤ 2× (24ν2)ν2B0
(
3ν22 log
1
δ
)ν1+2ν2
δν1
+ 2× B
logX
c2(1 + ec∆) (1 + C0(c)) (4δ)
ν2νν12 +A
′.
Notations were defined above and others can be found in 1.4.
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1.3 (Even more) generalized Selberg’s identity
Steinig and Diamond proved this identity below in the particular case n1 =
n2 = n and n1 + n2 = 2n in their lemma 5.2 in [7]. For our work we need to
desymmetrize it, obtaining the following result, which holds for any integers n1
and n2.
Lemma 1.2. Let F be an invertible and infinitely differientiable function. Here
we classically denote F (m) the mth derivative of F for any positive integer m,
and let n1 and n2, two positive integers. We have
1
(n1 + n2 − 1)!
(
F ′
F
)(n1+n2−1)
+
1
(n1 − 1)!
(
F ′
F
)(n1−1) 1
(n2 − 1)!
(
F ′
F
)(n2−1)
=
Pn1,n2(F, F
′, ...., F (n1+n2))
Fmax(n1,n2)
where Pn1,n2 is a polynomial with rational coefficients depending on n1 and n2
(independent of F ).
Proof. We define
Σn1,n2(F ) =
1
(n1 + n2 − 1)!
(
F ′
F
)(n1+n2−1)
+
1
(n1 − 1)!
(
F ′
F
)(n1−1) 1
(n2 − 1)!
(
F ′
F
)(n2−1)
.
For each positive integer j there is a polynomial Rj(Y0, Y1, ..., Yj) with rational
coefficients and independent of F such that
1
(j − 1)!
(
F ′
F
)(j−1)
= Rj(F, F
′, ..., F (j))F−j .
We then have
Σn1,n2(F ) = Sn1,n2(F, F
′, ..., F (n1+n2))F−(n1+n2)
where Sn1,n2 = Rn1+n2 +Rn1Rn2 is a polynomial, that we can express in terms
of powers of the first variable:
Sn1,n2(Y0, Y1, ..., Yn1+n2) =
n1+n2−1∑
j=0
Y j0 Q
n1,n2
j (Y1, ..., Yn1+n2) (6)
for suitable polynomials Qn1,n2j which are also independent of F.
We shall show that Qn1,n2j is identically zero for all j when 0 ≤ j ≤
min(n1, n2)−1, i.e. for all real numbers y1, ..., yn1+n2 , Qn1,n2j (y1, ..., yn1+n2) = 0.
We take that there exists a polynomial g such that g(0) 6= 0 and let f(x) =
xg(x).
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It can easily be shown by induction that for all j,
1
(j − 1)!
(
f ′
f
)(j−1)
=
(−1)j−1
xj
+
1
(j − 1)!
(
g′
g
)(j−1)
and so
Σn1,n2(f) =
(−1)n1+n2−1
xn1+n2
+
1
(n1 + n2 − 1)!
(
g′
g
)(n1+n2−1)
+
(−1)n1−1
xn1
(−1)n2−1
xn2
+
1
(n1 − 1)!
(
g′
g
)(n1−1) (−1)n2−1
xn2
+
1
(n2 − 1)!
(
g′
g
)(n2−1) (−1)n1−1
xn1
+
1
(n1 − 1)!
(
g′
g
)(n1−1) 1
(n2 − 1)!
(
g′
g
)(n2−1)
Σn1,n2(f) =
1
(n1 − 1)!
(
g′
g
)(n1−1) (−1)n2−1
xn2
+
1
(n2 − 1)!
(
g′
g
)(n2−1) (−1)n1−1
xn1
+ Σn1,n2(g).
Since g(x) is bounded away from 0 as x approaches the origin, we have for
each integer k ∈ {0; ...; min(n1, n2)− 1} in a deleted neighborhood of zero
|f(x)n1+n2−kΣn1,n2(f(x))| ≤ αk|x|min(n1,n2)−k (7)
wher αk is a constant depending on g and the neighborhood. If we take k = 0,
the left hand member of the above estimate is |Sn1,n2(f, f ′, ..., f (n1+n2))|.
So, if we let x approach 0, by continuity we have:
Sn1,n2(f(0), f
′(0), ..., f (n1+n2)(0)) = 0
And as f(0) = 0,
n1+n2−1∑
j=1
f(0)jQn1,n2j (f
′(0), ..., f (n1+n2)(0)) = 0.
From (6) we have Qn1,n20 (f
′(0), ..., f (n1+n2)(0)) = 0. As this holds for any f ,
we can choose any real numbers (y1, ..., yn1+n2) = (f ′(0), ..., f (n1+n2)(0)) except
possibly if y1 = 0. Since Q
n1,n2
0 is continuous, the restriction on y1 may be
removed and we have Qn1,n20 ≡ 0.
Now let us assume we have shown Qn1,n20 ≡ 0,...., Qn1,n2k−1 ≡ 0 for some
k ∈ {0, ...,min(n1, n2)− 1}.
Then
f(x)n1+n2−kΣn1,n2(f(x)) =
n1+n2−1∑
j=k
f(x)j−kQn1,n2j (f
′(x), ..., f (n1+n2)(x)).
7
Using the equation (7), again in a deleted neighborhood of zero, we see that
Qn1,n2k ≡ 0. Thus Qn1,n2j ≡ 0 for 0 ≤ j ≤ min(n1, n2)− 1. And thus
Fn1+n2Σn1,n2(F ) =
n1+n2−1∑
j=min(n1,n2)
F jQn1,n2j (F
′, · · · , F (n1+n2)).
Now we take
Pn1,n2(Y0, Y1, ...., Yn1+n2) =
n1+n2−1∑
j=min(n1,n2)
Y
j−min(n1,n2)
0 Q
n1,n2
j (Y1, ..., Yn1+n2)
(8)
and so
Σn1,n2(F ) =
Pn1,n2(F, F
′, ...., F (n1+n2))
Fmax(n1,n2)
.
1.4 Application
We use the previous lemma (1.2) with Riemann’s function ζ. Let D(f, s) be
the Dirichlet series of a function f . We remind the reader that ζ(s) = D(1, s),
D′(f, s) = D(−f log, s) and thus for all k ≥ 1, ζ(k)(s) = D((− log)k, s). Fur-
thermore, we know that
ζ ′
ζ
(s) = −D(Λ, s) et 1
ζ
(s) = D(µ, s). (9)
As for two functions f and g, we have D(f, s) + D(g, s) = D(f + g, s) and
D(f, s)×D(g, s) = D(f ? g, s), the right hand term in our identity is
Pn1,n2(ζ, ζ
′, ...., ζ(n1+n2))
ζmax(n1,n2)
= P
(
D(1, s), D(log, s), ...D((log)n1+n2−1, s)
)
D(µ ? ... ? µ, s)
where the multiple convolution product of µ has at most max(n1, n2) factors.
This terms is equal to D(P ?(log, log2, ... logn1+n2−1, µ), s) where P ? is a
polynom in convolution products in which the power on µ is at most max(n1, n2).
We will give an explicit expression of this polynom later, we use [7] for our
calculation and their formula for the n−1 -th derivative of F ′/F . See their
Lemma 5.1.
The left hand term is equal to
D(−Λ(− log)n1+n2−1, s)
(n1 + n2 − 1)! +
D(−Λ(− log)n1−1, s)
(n1 − 1)!
D(−Λ(− log)n2−1, s)
(n2 − 1)!
= D(
−Λ(− log)n1+n2−1
(n1 + n2 − 1)! +
Λ(− log)n1−1
(n1 − 1)! ?
Λ(− log)n2−1
(n2 − 1)! , s). (10)
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We can notice that
−Λ(− log)n1+n2−1
(n1 + n2 − 1)! +
Λ(− log)n1−1
(n1 − 1)! ?
Λ(− log)n2−1
(n2 − 1)!
= (−1)n1+n2
(
Λ(log)n1+n2−1
(n1 + n2 − 1)! +
Λ(log)n1−1
(n1 − 1)! ?
Λ(log)n2−1
(n2 − 1)!
)
.
Identifying, we deduce the fundamental following formula:
Let ν1 and ν2 be two integers ≥ 1,
Λ(log)ν1+ν2−1
(ν1 + ν2 − 1)! +
Λ(log)ν1−1
(ν1 − 1)! ?
Λ(log)ν2−1
(ν2 − 1)! = (−1)
ν1+ν2 (Σ1 + Σ2) (11)
where
Σ1 =
∑
k
(ν1 + ν2)
(−1)k−1(k − 1)!
k1!k2!...kν1+ν2 !
µk ?
ν1+ν2∏
j=1
(
(log)j
j!
)kj
where µk = µ?µ? .... ?µ (k times) and k is in K, the set of all (ν−1+ν2)-tuples
(k1, k2, ..., kν1+ν2) de ν1 + ν2 satisfying{
k1 + 2k2 + ...+ (ν1 + ν2)kν1+ν2 = ν1 + ν2
k1 + ...+ kν1+ν2 = k ≤ max(ν1, ν2) (12)
and
Σ2 =
∑
k′ ,k′′
ν1ν2
(−1)k′+k′′(k′ − 1)!(k′′ − 1)!
k′1!...k′ν1 !k
′′
1 !...k
′′
ν2 !
µk′+k′′ ?
max(ν1,ν2)∏
j=1
(
(log)j
j!
)k′j+k′′j
where k′ is a ν1-tuple of integers (k′1, k′2, ..., k′ν1) and k
′′ is a ν2-tuple of integers
(k′′1 , k
′′
2 , ..., k
′′
ν2) such that: k
′
1 + 2k
′
2 + ...+ ν1k
′
ν1 = ν1
k′′1 + 2k
′′
2 + ...+ ν2k
′′
ν2 = ν2
k′1 + ...+ k
′
ν1 + k
′′
1 + ...+ k
′′
ν2 = k
′ + k′′ ≤ max(ν1, ν2).
(13)
We define by H the set of (ν1 + ν2)-tuples h = (k′ , k′′).
We use the following convention: if ν1 = max(ν1, ν2) then k′′j = 0 for all
j ≥ ν2 and if ν2 = max(ν1, ν2) then k′j = 0 for all j ≥ ν1.
The key here is that µk = 0 for all k > max(ν1, ν2) because of the previous
lemma.
Note that under this last convention we can write:
max(ν1,ν2)∏
j=1
(
(log)j
j!
)k′j+k′′j
=
ν1∏
j=1
(
(log)j
j!
)k′j ν2∏
j=1
(
(log)j
j!
)k′′j
.
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Notations
Let us define the functions c and w over K by
c(k) =
(−1)k−1(k − 1)!
k1!....kν1+ν2 !
w(k) =
1
1!k1
1
2!k2
...
1
(ν1 + ν2)!
kν1+ν2
where k denotes the length of k in K, and the functions c¯ and w¯ over H by
c¯(h) =
(−1)k′−1(k′ − 1)!
k′1!....k′ν1 !
(−1)k′′−1(k′′ − 1)!
k′′1 !....k′′ν2 !
w¯(h) =
1
1!k
′
1
1
2!k
′
2
...
1
ν1!
k′ν1
1
1!k
′′
1
1
2!k
′′
2
...
1
ν2!
k′′ν2
.
where h denotes the length of h = (k′ , k′′) in H . For all m ≥ 1, and where k1,
k2,... km are integers we define
L(k1, ..., km) = log ?... ? log ? log
2 ?... ? log2 ?... ? logm ?... ? logm (14)
where each logi is in a ki convolution product of itself.
Hence with Λ(k) = Λ(log)
k−1
(k−1)! , we have
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2)
= (ν1 + ν2)
∑
k∈K
c(k)w(k)µk ? L(k) + ν1ν2
∑
h∈H
c¯(h)w¯(h)µh ? L(k’) ? L(k”)
and we will use the following short form
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2) =
∑
`
a(`)µ` ? L(`). (15)
1.5 Preliminary estimates
1.5.1 A few bounds
Lemma 1.3. For fixed integers k0, ν1 and ν2,∑
h∈H
h=k0
|c¯(h)| = (k
′
0 − 1)!(k′′0 − 1)!
ν1!ν2!
(
ν1 + ν2
k0
)(
ν1 + ν2 − 1
k0 − 1
)
(a)
and ∑
k∈K
k=k0
|c(k)| = 1
k0(ν1 + ν2 − k0)!
(
ν1 + ν2 − 1
k0 − 1
)
≤ 1
k0
(
ν1 + ν2 − 1
k0 − 1
)
. (b)
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Proof. The equality in (b) comes from computing the coefficients of XkY ν1+ν2
in (1 +XY +XY 2 + ...+XY ν1+ν2)ν1+ν2 in two different ways (cf. [7] between
(5.10) and (5.11))
(1 +XY +XY 2 + ...+XY ν1+ν2)ν1+ν2
=
∑
0≤k1,k2,...,kν1+ν2≤ν1+ν2
0≤k1+k2+...+kν1+ν2≤ν1+ν2
(
ν1 + ν2
k1, ..., kν1+ν2
)
Xk1+...+kν1+ν2Y k1+2k2+...+(ν1+ν2)kν1+ν2 .
While
(1 +XY +XY 2 + ...+XY ν1+ν2)ν1+ν2
is equal to
(1 +X(Y + Y 2 + ...+ Y ν1+ν2))ν1+ν2
=
(
1 +
XY
1− Y
)ν1+ν2
+O(XY ν1+ν2+1)
=
ν1+ν2∑
k=0
(
ν1 + ν2
k
)
(XY )k
∑
j≥0
(
k − 1 + j
k − 1
)
Y j +O(XY ν1+ν2+1).
We understand that O(XY ν1+ν2+1) denotes a power series in X and Y multi-
plied by XY ν1+ν2+1.
Computing the term XkY ν1+ν2 in both identities, which is j = ν1 + ν2 − k
in the last, we find that for all k∑
k1+k2+...+kν1+ν2=k
k1+2k2+...+(ν1+ν2)kν1+ν2=ν1+ν2
(
ν1 + ν2
k1, ..., kν1+ν2
)
=
(
ν1 + ν2
k
)(
ν1 + ν2 − 1
k − 1
)
(16)
hence∑
k∈K
k=k0
|c(k)| =
∑
k∈K
k=k0
(
k0 − 1
k1, ...kν1+ν2
)
=
(k0 − 1)!
(ν1 + ν2)!
∑
k1+k2+...+kν1+ν2=k
k1+2k2+...+(ν1+ν2)kν1+ν2=ν1+ν2
(
ν1 + ν2
k1, ..., kν1+ν2
)
=
(k0 − 1)!
(ν1 + ν2)!
(
ν1 + ν2
k0
)(
ν1 + ν2 − 1
k0 − 1
)
=
1
k0(ν1 + ν2 − k0)!
(
ν1 + ν2 − 1
k0 − 1
)
. (17)
The inequality is obvious. We proceed in a similar way to establish the
identity (a) using four variables
11
(1 +X1Y1 +X1Y
2
1 + ...X1Y
ν1
1 )
ν1(1 +X2Y2 +X2Y
2
2 + ...X2Y
ν2
2 )
ν2
=
∑
0≤k′1,k′2,...,k′ν1≤ν1
0≤k′1+k′2+...+k′ν1≤ν1
(
ν1
k′1, ..., k′ν1
)
X
k′1+...+k
′
ν1
1 Y
k′1+2k
′
2+...+ν1k
′
ν1
1
×
∑
0≤k′′1 ,k′′2 ,...,k′′ν2≤ν2
0≤k′′1 +k′′2 +...+k′′ν2≤ν2
(
ν2
k′′1 , ..., k′′ν2
)
X
k′′1 +...+k
′′
ν2
2 Y
k′′1 +2k
′′
2 +...+ν2k
′′
ν2
2 .
While, as previously,((
1 +
X1Y1
1− Y1
)ν1
+O(X1Y ν1+1)
)((
1 +
X2Y2
1− Y2
)ν2
+O(X2Y ν2+1)
)
=
(
1 +
X1Y1
1− Y1
)ν1(
1 +
X2Y2
1− Y2
)ν2
+O(X1Y ν1+1 +X2Y ν2+1). (18)
(19)
Again, we identify the term in Xk
′
1 Y
ν1
1 X
k′′
2 Y
ν2
2 for a fixed k
′ + k′′ = k and we
finally take X1 = X2 = X and Y1 = Y2 = Y :∑
k′1+k
′
2+...+k
′
ν1
=k′
k′1+2k
′
2+...+ν1kν1=ν1
(
ν1
k′1, ..., k′ν1
) ∑
k′′1 +k
′′
2 +...+k
′′
ν2
=k′′
k′′1 +2k
′′
2 +...+ν2kν2=ν2
(
ν2
k′′1 , ..., k′′ν2
)
=
(
ν1 + ν2
k
)(
ν1 + ν2 − 1
k − 1
)
.
but∑
h∈H
h=k0
|c¯(h)| =
∑
h∈H
h=k0
(
k′0 − 1
k′1, ...k′ν1
)(
k′′0 − 1
k′′1 , ...k′′ν2
)
=
(k′0 − 1)!(k′′0 − 1)!
ν1!ν2!
∑
k′1+k
′
2+...+k
′
ν1
=k′0
k′1+2k
′
2+...+ν1k
′
ν1
=ν1
k′′1 +k
′′
2 +...+k
′′
ν2
=k′′0
k′′1 +2k
′′
2 +...+ν2k
′′
ν2
=ν2
(
ν1
k′1, ..., k′ν1
)(
ν2
k′′1 , ..., k′′ν2
)
=
(k′0 − 1)!(k′′0 − 1)!
ν1!ν2!
(
ν1 + ν2
k0
)(
ν1 + ν2 − 1
k0 − 1
)
.
Following this result
(k′0 − 1)!(k′′0 − 1)!
ν1!ν2!
≤ (k0 − 1)!
ν1!ν2!
=
(ν1 + ν2)!(k0 − 1)!(ν1 + ν2 − k0)!
(ν1 + ν2 − k0)!ν1!ν2!(ν1 + ν2)!
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bounding (ν1+ν2)!(ν1+ν2−k0)! with (ν1 + ν2)(ν1 + ν2 − 1)k0−1, we have
max(ν1,ν2)∑
k0=1
∑
h∈H
h=k0
|c¯(h)| ≤
max(ν1,ν2)∑
k0=1
ν1 + ν2
k0
(ν1 + ν2 − 1)k0−1
ν1!ν2!
(
ν1 + ν2 − 1
k0 − 1
)
≤ ν1 + ν2
ν1!ν2!
ν1+ν2−1∑
k0=0
(
ν1 + ν2 − 1
k0 − 1
)
(ν1 + ν2 − 1)k0−1
≤ ν1 + ν2
ν1!ν2!
(ν1 + ν2)
ν1+ν2−1 =
(ν1 + ν2)
ν1+ν2
ν1!ν2!
.
Using the identity n! ≥ (ne )n we now have
(ν1 + ν2)
ν1+ν2
ν1!ν2!
≤
(
e
ν1
)ν1 ( e
ν2
)ν2
(2 max(ν1, ν2))
ν1+ν2 = (2e)ν1+ν2
(
max(ν1, ν2)
min(ν1, ν2)
)min(ν1,ν2)
.
And so
max(ν1,ν2)∑
k0=1
∑
h∈H
h=k0
|c¯(h)| ≤ 6ν1+ν2
(
max(ν1, ν2)
min(ν1, ν2)
)min(ν1,ν2)
. (20)
This bound will be used below to establish Lemmas 1.6 and 1.5.
Lemma 1.4. For all k inK, w(k) ≤ 2−min(ν1,ν2) and h inH, w¯(h) ≤ 2−min(ν1,ν2).
Proof. As w(k) = elog(w(k)) we find a lower bound for S = − log(w(k)) =∑ν1+ν2
j=1 kj
∑j
`=1 log `.
S ≥ log 2
ν1+ν2∑
j=1
kj
j∑
`=2
1
≥ log 2
ν1+ν2∑
j=1
jkj − log 2
ν1+ν2∑
j=1
kj
≥ (ν1 + ν2) log 2−max(ν1, ν2) log 2 ≥ min(ν1, ν2) log 2.
Proceeding the same way with S = − log(w¯(h)), we find that
S ≥ log 2
ν1∑
j=1
k′j
j∑
`=2
1 + log 2
ν2∑
j=1
k′′j
j∑
`=2
1
≥ log 2(
ν1∑
j=1
jk′j +
ν2∑
j=1
jk′′j )− log 2(
ν1∑
j=1
k′j +
ν2∑
j=1
k′′j )
≥ (ν1 + ν2) log 2−max(ν1, ν2) log 2 ≥ min(ν1, ν2) log 2.
13
Lemma 1.5.
(ν1 + ν2)
∑
k∈K
|c(k)|+ ν1ν2
∑
h∈H
|c¯(h)| ≤ 8ν1+ν2 (max(ν1, ν2))
min(ν1,ν2)+1
(min(ν1, ν2))min(ν1,ν2)−1
(21)
Proof. From Lemma 1.3,
(ν1 + ν2)
∑
k∈K
|c(k)| ≤ (ν1 + ν2)
max(ν1,ν2)∑
k0=1
(
ν1 + ν2 − 1
k0 − 1
)
1
k0
but (
ν1 + ν2 − 1
k0 − 1
)
1
k0
=
1
ν1 + ν2
(
ν1 + ν2
k0
)
and
max(ν1,ν2)∑
k0=1
(
ν1 + ν2
k0
)
≤
ν1+ν2∑
k0=0
(
ν1 + ν2
k0
)
= 2ν1+ν2
so, using (20), we have
(ν1 + ν2)
∑
k∈K
|c(k)|+ ν1ν2
∑
h∈H
|c¯(h)| ≤ 2ν1+ν2 + 6ν1+ν2ν1ν2
(
max(ν1, ν2)
min(ν1, ν2)
)min(ν1,ν2)
≤ 8ν1+ν2 (max(ν1, ν2))
min(ν1,ν2)+1
(min(ν1, ν2))min(ν1,ν2)−1
.
Lemma 1.6.
(ν1 + ν2)
∑
k∈K
|c(k)w(k)|+ ν1ν2
∑
h∈H
|c¯(h)w¯(h)| ≤ 8ν1+ν2 (max(ν1, ν2))
min(ν1,ν2)+2
(2 min(ν1, ν2))min(ν1,ν2)
(22)
Proof. It is easily deduced from the previous lemmas with min(ν1, ν2) ≤ max(ν1, ν2).
We correct Lemma 16 from [12] using those two following preliminary lemmas
Lemma 1.7. For 300 ≤ a ≤ b we have
∏
a<p≤b
(
1− 1
p
)−1
≤ 1.04 log b
log a
.
See Lemma 14 from [12].
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Lemma 1.8. Let H be a positive function satisfying∑
p≤y
H(p) log p ≤ αy pour y ≥ 0
∑
p
∑
α≥2
H(pα)p−α log(pα) ≤ β
then for x > 1 we have∑
n≤X
H(n) ≤ (α+ β + 1) x
log x
∑
n≤x
H(n)/n.
See Lemma 15 from [12].
Lemma 16 will be amended in the following version
Lemma 1.9. For r ≥ 1 and z ≥ 300 we have∑′
n≤N
τr(n)
n
≤
(
1.04
logN
log z
)r
et
∑′
n≤N
τr(n) ≤ N3r (logN)
r−1
(log z)r
.
Proof. ∑′
n≤N
τr(n)
n
≤
∑′
n≤N
1
n
r ≤
 ∏
z≤p≤N
1
1− 1p
r
and we use Lemma 1.7. For the second identity, we apply Lemma 1.8 to the
function τ , noticing that r2(2.08)r ≤ 3r.
Some demonstrations of [12] could be more detailed, which is what we do
below.
1.5.2 Other bounds
The following bounds will be used later to establish our Theorem 1.19 with a
preliminary sieve.
We recall that if g is a C1function over [1, X], ‖g‖∞ = max1≤t≤X |g(t)|. We
will use ‖.‖ for ‖.‖∞. And if w = w1 ? ... ? wk, we define ‖w‖ = ‖w1‖...‖wk‖.
Lemma 1.10. Let w be a C1 function over [1, X],
R′z(w, f¯ ,D, r) ≤ 3R′z(1, f¯ , D, r)‖w‖.
It is Lemma 19 from [12].
Lemma 1.11. Let w1, ..., wk k be C1 functions over [1, X], and w = w1?...?wk.
Then, for 1 ≤ D ≤ X, we have
R′z(w, f¯ ,X(D/X)
k, r) ≤ 3(2k − 1)R′z(1, f¯ , D, r + k − 1)‖w‖.
For a proof see Lemma 20 in [12].
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1.5.3 A few lemmas
And finally, a few lemmas that we will also need. The reader can find complete
proofs of those in [12] or [7].
Lemma 1.12.
2ν
∑
k∈K
|c(k)w(k)|+ ν2
∑
h∈H
|c¯(h)w¯(h)| ≤ (ν + 2)2ν−1.
Cf. [12], Lemma 7.
Lemma 1.13.
Vσ(z)
Vσ0(z)
≥ 1
2c2
.
where c is still a constant such that
∏∗
v≤p≤u(1−σ(p))−1+
∏∗
v≤p≤u(1−σ0(p))−1 ≤
c log u/ log v où 2 ≤ v ≤ u.
Cf. [12], Lemma 8.
Lemma 1.14. For all n ≥ 1 there exists θ+ ∈]0, 1[ such that
n! = (2pin)1/2(n/e)neθ+/(12n).
Cf. [7] p203 (2.3 Estimates), or Lemma 9 in [12].
Lemma 1.15. Let m ≤ M be an integers with no prime factor ≤ z. For all `
in K or H,
L(`)(m) ≤ τ`(m)
(
e logm
ν1 + ν2
)ν1+ν2
× 1
w(`)
.
Cf. [12], Lemma 17.
The following lemma will be used a few times later.
Lemma 1.16. If D0/D ≥ z and ∆(e + erδ)1/δ ≤ 1/2, the remainder term
R′(w, f¯ ,X(D/X)k, r) is not more than
3.2k‖w‖
[
R(f,D0, r + k) +
Vσ(z)
Vσ0(z)
R(f0, D0, r + k)
+
(
2C0(c)e
− log
D0
D
log z + 2∆(e+ erδ)1/δ
)
Vσ(z)(c/δ)
r+k−1Fˆ (X)
]
.
Cf. [12], Lemma 24.
Lemma 1.17. ∑
h≥1
hν−1
ph−1
≤ (ν − 1)!
(1− 1/p)ν ≤ 2
ν(ν − 1)!
Cf. [12], Lemma 25.
And at last
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Lemma 1.18. (Fundamental Lemma for a linear sieve) Let M ≥ 2 and z˜ ≥ 1
be two real parameters.
There exist two sequences (λ+m) and (λ−m) with the following properties:
λ+1 = λ
−
1 = 1, |λ+m|, |λ−m| ≤ 1, λ+m = λ−m = 0 pour m > M.
For all n, if (n, P (z˜)) 6= 1, we have∑
m|n
λ−m ≤ 0 ≤
∑
m|n
λ+m
and if (n, P (z˜)) = 1, we have∑
m|n
λ−m =
∑
m|n
λ+m = 1.
For any multiplicative function σ˜ such that
0 ≤ σ˜ < 1 et
∏∗
v≤p≤u
(1− σ˜(p))−1 ≤ c˜ log u
log v
(2 ≤ u ≤ v), (23)
we have ∑
m|P (z˜)
λ+mσ˜(m) ≤
(
1 + C0(c˜)e
− logMlog z˜
)∏∗
p≤z˜
(1− σ˜(p))
and ∑
m|P (z˜)
λ−mσ˜(m) ≥
(
1− C0(c˜)e−
logM
log z˜
)∏∗
p≤z˜
(1− σ˜(p))
where C0(c˜) is a number which depends only on the constant c˜.
Cf. [6] p. 732, Lemma 5.
1.6 Result with a preliminary sieve
In the course of this work, MT denotes Vσ(z)Vσ0 (z) Fˆ (X)
(logX)ν1+ν2−1
(ν1+ν2−1)! .
Theorem 1.19. Under the previous hypothesis, see 1.2,
Σ′ν1,ν2(f,X) =
Vσ(z)
Vσ0(z)
Σ′ν1,ν2(f0, X) + (ρ+ ρ˜)
Vσ(z)
Vσ0(z)
Fˆ (X)
(logX)ν1+ν2−1
(ν1 + ν2 − 1)!
where
Σ′ν1,ν2(f,X) =
∑′
n≤X
Λ(ν1+ν2)(n)f(n) +
∑′
n≤X
Λ(ν1) ? Λ(ν2)(n)f(n),
and
|ρ| ≤ 2× (149 max(ν1, ν2))ν1+ν2
×
(
Ac2 +
(
C0(c)e
− log
D0
D
log z + ∆(e+ emax(ν1, ν2)δ)
1
δ
)( c
δ
)2 max(ν1,ν2))
et |ρ˜| ≤ 2(24 max(ν1, ν2))max(ν1,ν2)B0. 1
δ2 max(ν1,ν2)
(
log XT
logX
)ν1+ν2+max(ν1,ν2)
.
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After we choose our parameters D and T and with ν1 ≤ ν2, we will see that
|ρ| ≤ 2× (149ν2)ν1+ν2 ×
(
Ac2 +
(
C0(c)eδ
3ν2 + ∆4
1
δ
)( c
δ
)2ν2)
and
|ρ˜| ≤ 2(24ν2)ν2B0
(
3ν22 log
1
δ
)ν1+2ν2
δν1 .
The proof sketch of Theorem 1.19 is the following, with the same notations
Σ′ν1,ν2(f,X) =
∑′
`
a(`)
(
S1(f, T, `) +O∗(S2(f, T, `))
)
we will use the succession of approximations
S1(f, T, `) =
∑′
n≤T
µ`(n)
∑′
m≤X/n
L(`)(m)f(mn) (24)
by Vσ(z)Vσ0 (z)S1(f0, T, `) and
S2(f, T, `) =
∑′
m≤X/T
L(`)(m)
∑′
T≤n≤X/m
τ`(n)f(mn) (25)
by Vσ(z)Vσ0 (z)S2(f0, T, `).
Indeed∑′
n≤X
(
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2)
)
(n)f(n) =
∑′
n≤X
∑′
`
a(`)µ` ? L(`)(n)f(n)
=
∑′
`
a(`)
∑′
n≤X
∑′
d|n
µ`(d)L(`)(
n
d
)f(n)
=
∑′
`
a(`)
∑′
d≤X
µ`(d)
∑′
m≤Xd
L(`)(m)f(dm).
so∑′
n≤X
µ`(n)
∑′
m≤Xn
L(`)(m)f(mn) =
∑′
n≤T
µ`(n)
∑′
m≤Xn
L(`)(m)f(mn)
+
∑′
T≤n≤X
∑′
m≤Xn
µ`(n)L(`)(m)f(mn)
=S1(f, T, `) +
∑′
T≤n≤X
∑′
m≤Xn
µ`(n)L(`)(m)f(mn).
with∣∣∣∣∣∣
∑′
T≤n≤X
∑′
m≤Xn
µ`(n)L(`)(m)f(mn)
∣∣∣∣∣∣ ≤
∑′
T≤n≤X
∑′
m≤Xn
τ`(n)L(`)(m)f(mn) = S2(f, T, `).
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We will find an upper bound for S2(f0, T, `), and so our estimation will be
Σ′ν1,ν2(f,X) =
∑
`
a(`)
(
S1(f, T, `) +O∗(S2(f, T, `))
)
=
∑
`
a(`)
Vσ(z)
Vσ0(z)
S1(f0, T, `)
+R1 +
∑
`
a(`)O∗
(
Vσ(z)
Vσ0(z)
S2(f0, T, `)
)
+R2.
As we approximate S1(f, T, `) by S1(f0, T, `), R1 is the remainder term from
this approximation. And when we approximate S2(f, T, `) by S2(f0, T, `), R2 is
the corresponding remainder term.
Meanwhile
Σ′ν1,ν2(f0, X) =
∑
`
a(`)(S1(f0, T, `) +O∗(S2(f0, T, `))
so∑
`
a(`)
Vσ(z)
Vσ0(z)
S1(f0, T, `) =
Vσ(z)
Vσ0(z)
Σ′ν1,ν2(f0, X) +
∑
`
a(`)O∗
(
Vσ(z)
Vσ0(z)
S2(f0, T, `)
)
.
We bound in O∗ in absolute values so
Σ′ν1,ν2(f,X) =
Vσ(z)
Vσ0(z)
Σ′ν1,ν2(f0, X) + 2
∑
`
a(`)O∗
(
Vσ(z)
Vσ0(z)
S2(f0, T, `)
)
+R1 +R2
=
Vσ(z)
Vσ0(z)
Σ′ν1,ν2(f0, X) + (ρ+ ρ˜)MT
where ρ is such that
R1 +R2 = ρ×MT (26)
and
ρ˜ = O
2∑` a(`) Vσ(z)Vσ0 (z)S2(f0, T, `)
MT
 , (27)
which we will estimate.
1.6.1 Bounding the first error term R1
We bound |S1(f, T, `)− Vσ(z)Vσ0 (z)S1(f0, T, `)| where
S1(f, T, `) =
∑′
n≤T
µ`(n)
∑′
m≤X/n
L(`)(m)f(mn). (28)
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We use Lemma 1.16 with ` ≤ max(ν1, ν2), and hypothesis (H2) and (H4).
With T = X(D/X)max(ν1,ν2) so k = max(ν1, ν2) and noticing that ||L(`)|| ≤
(logX)ν1+ν2 , we find the following upper bound:
3.2max(ν1,ν2)+1Fˆ (X)(logX)ν1+ν2
×
(
A
2 logX
+
(
C0(c)e
− log
D0
D
log z + ∆(e+ e`δ)
1
δ
)
Vσ(z)
( c
δ
)`+max(ν1,ν2)−1)
.
Indeed, we are still using Ramaré ’s notations of [12], and we use Lemma 1.16 to
give an upper bound forR′z(L(`), f¯ , T, `). where r′n,z(L(`), y) =
∑
m≤X/n L(`)f¯(mn).
Summing over ` and multiplying by a(`) (we recall that ` ≤ max(ν1, ν2)),
we then use Lemme 1.6. We find that R1 is no more than
3× 2max(ν1,ν2) × 8ν1+ν2 max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
(logX)ν1+ν2−1
Vσ(z)
Vσ0(z)
Fˆ (X)
×
(
A
2 Vσ(z)Vσ0 (z)
+
(
C0(c)e
− log
D0
D
log z + ∆(e+ emax(ν1 + ν2)δ)
1
δ
)
Vσ0(z) logX
( c
δ
)2 max(ν1,ν2)−1)
= MT(ν1 + ν2 − 1)!× 3× 2max(ν1,ν2) × 8ν1+ν2 max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
×
(
...
)
(what is inside the brackets remains the same). Now from Lemma 1.13,
A
2 Vσ(z)Vσ0 (z)
≤ Ac2.
From (H2), we have Vσ0(z) <
c
δ/ logX , so
Vσ0(z) logX
( c
δ
)2 max(ν1,ν2)−1 ≤ c2 max(ν1,ν2)
δ2 max(ν1,ν2)
.
Then
(ν1 + ν2 − 1)!× 3× 2max(ν1,ν2) × 8ν1+ν2 max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
(29)
is no more than (149 max(ν1, ν2))ν1+ν2 .
Proof. Indeed, we use Lemma 1.14 which tells us (ν1 + ν2)! is lower than√
2pi(ν1 + ν2)
(
ν1 + ν2
e
)ν1+ν2
e
1
12(ν1+ν2) ,
and take the logarithm.
We use 1 for a lower bound of min(ν1, ν2), and 2 for ν1 + ν2 and max(ν1, ν2)
is less or equal to ν1 +ν2, we also use log 2+log(max(ν1, ν2)) for an upper bound
of log(ν1 + ν2) and so the logarithm of this whole expression is no more than
(ν1 + ν2)
(
log(
8
e
) + 2 log(2) +
log pi + 124
2
)
+ (ν1 + ν2) log(max(ν1, ν2))
≤ (ν1 + ν2)(5 + log(max(ν1, ν2)).
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And so
R1 ≤ MT× (149 max(ν1, ν2))ν1+ν2
×
(
Ac2 +
(
C0(c)e
− log
D0
D
log z + ∆(e+ emax(ν1, ν2)δ)
1
δ
)
(c/δ)2 max(ν1,ν2)
)
.
1.6.2 Bounding the second error term R2
We bound |S2(f, T, `)− Vσ(z)Vσ0 (z)S2(f0, T, `)| i.e. |S2(f¯ , T, `)| where
S2(f¯ , T, `) =
∑′
m≤XT
L(`)(m)
∑′
T≤n≤X/m
τ`(n)f¯(mn). (30)
In order to do so, we use the fact L(`)(m) is less than ||L(`)|| ≤ (log XT )ν1+ν2
and we use again Lemma 1.16 but here with r = 1, w = τ` and k = max(ν1, ν2).
Lemma 1.16 gives us a upper bound forR′z(τ`, f¯ , T, 1) assuming T ≤ X
(
D
X
)max(ν1,ν2).
We find that
∑′
m≤XT
∣∣∣∣∣∣
∑′
T≤n≤X/m
τ`(n)f¯(mn)
∣∣∣∣∣∣
≤ 3× 2max(ν1,ν2)
(
R(f,D0,max(ν1, ν2) + 1) +
Vσ(z)
Vσ0(z)
R(f0, D0,max(ν1, ν2) + 1)
+
(
2C0(c)e
− log
D0
D
log z + 2∆(e+ eδ)
1
δ
)
Vσ(z)(
c
δ
)max(ν1,ν2)Fˆ (X)
)
.
So, using (H4) and our upper bound for ||L(`)|| we get
|S2(f¯ , T, `)| ≤ 3× 2max(ν1,ν2)+1
(
log
X
T
)ν1+ν2
(
AFˆ (X)
2 logX
+ (C0(c)e
− log
D0
D
log z + ∆(e+ eδ)
1
δ )Vσ(z)(
c
δ
)max(ν1,ν2)Fˆ (X)
)
≤ 3× 2max(ν1,ν2)+1Fˆ (X)
(
log
X
T
)ν1+ν2 Vσ(z)
Vσ0(z)(
A
2 logX
× Vσ0(z)
Vσ(z)
+ (C0(c)e
− log
D0
D
log z + ∆(e+ eδ)
1
δ )Vσ0(z)(
c
δ
)max(ν1,ν2)
)
.
From Lemma 1.13, Vσ(z)Vσ0 (z) is less or equal to 2c
2 and Vσ0(z) ≤ clog z cf. (H2). We
multiply by a(`) and we sum over ` using Lemma 1.12 to get an upper bound.
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So our remainder term is no more than
3× 2max(ν1,ν2)+1 × 8ν1+ν2 max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
Fˆ (X)
(
log
X
T
)ν1+ν2−1 Vσ(z)
Vσ0(z)(
Ac2 log XT
logX
+ (C0(c)e
− log
D0
D
log z + ∆(e+ eδ)
1
δ )Vσ0(z)(
c
δ
)max(ν1,ν2)c
log XT
log z
)
.
This identity can be related toR1’s upper bound. Indeed we have
(
log XT
)ν1+ν2−1
instead of (logX)ν1+ν2−1, and inside the brackets we can use a few boundings:
Ac2 log XT
logX
≤ Ac2
(e+ eδ)
1
δ ≤ (e+ emax(ν1, ν2)δ) 1δ
because 1/δ > 1.
(
c
δ
)max(ν1,ν2)c
log XT
log z
≤ ( c
δ
)max(ν1,ν2)c
logX
2 log z
≤ ( c
δ
)max(ν1,ν2)+1 ≤ ( c
δ
)2 max(ν1,ν2)+1
because T 2 ≥ X.
And so R2’s upper bound is less than R1’s upper bound with the factor
(multiplied by)
2
(
log XT
logX
)ν1+ν2−1
≤ 2
(
1
2
)ν1+ν2−1
≤ 1. (31)
1.6.3 Bounding
∑
` a(`)
Vσ(z)
Vσ0 (z)
S2(f0, T, `)
From (H1), f0 is less than or equal to B0
Fˆ (X)
X so we just need to find an upper
bound for S2(1, T, `). We use Lemma 1.9 and the fact that X/m ≥ T ≥
√
X.
S2(1, T, `) =
∑′
m≤X/T
L(`)(m)
∑′
T<n≤X/m
τ`(n)
≤ X 3
`(log XT )
`−1
(log z)`
∑′
m≤X/T
L(`)(m)
m
≤ X 3
`(log
√
X)`−1
(log z)`
∑′
m≤X/T
L(`)(m)
m
.
(32)
22
Using Lemma 1.15 and recalling that δ = log zlogX we get
S2(1, T, `) ≤ 2X
logX
(
3
2δ
)` ∑′
m≤XT
τ`(m)
m
(
e log XT
ν1 + ν2
)ν1+ν2
× 1
w(`)
≤ 2X
logX
(
3
2δ
)max(ν1,ν2)( e log XT
ν1 + ν2
)ν1+ν2
× 1
w(`)
(
1.04
log XT
log z
)max(ν1,ν2)
.
(33)
In the last line we used Lemma 1.9 and the fact that ` ≤ max(ν1, ν2). As
log z = δ logX and ν1 + ν2 ≤ 2 max(ν1, ν2), we have
S2(1, T, `)
≤ 2X
logX
(
12
δ2
)max(ν1,ν2)
.
1
(ν1 + ν2)ν1+ν2
.
1
w(`)
.
(
log
X
T
)ν1+ν2
.
(
log XT
logX
)max(ν1,ν2)
and we find that
w(`)S2(f0, T, `)
≤ 2X
logX
(
12
δ2
)max(ν1,ν2) 1
(ν1 + ν2)ν1+ν2
(
log
X
T
)ν1+ν2 ( log XT
logX
)max(ν1,ν2)
B0
Fˆ (X)
X
.
At last we sum over `, multiplying by c(`)× Vσ0 (z)Vσ(z) and we use the bounding
in Lemma 1.5:∑
`
a(`)
Vσ(z)
Vσ0(z)
S2(f0, T, `)
≤ 2X
logX
(
12
δ2
)max(ν1,ν2) 1
(ν1 + ν2)ν1+ν2
(
log
X
T
)ν1+ν2 ( log XT
logX
)max(ν1,ν2)
×B0 Fˆ (X)
X
8ν1+ν2
max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
Vσ0(z)
Vσ(z)
≤ 2
(
12
δ2
)max(ν1,ν2) 1
(ν1 + ν2)ν1+ν2
(
log XT
logX
)ν1+ν2+max(ν1,ν2)
× 8ν1+ν2 max(ν1, ν2)
min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
B0.MT.(ν1 + ν2 − 1)!
Here,X has been simplified, and by reintroducing MT we divided by (logX)ν1+ν2−1.
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A logX has been simplified. Finally,
∑
`
a(`)
Vσ(z)
Vσ0(z)
S2(f0, T, `) ≤ Cst.B0.MT 1
δ2 max(ν1,ν2)
(
log XT
logX
)ν1+ν2+max(ν1,ν2)
(34)
where the constant is no more than (24 max(ν1, ν2))max(ν1,ν2).
Indeed, using Lemma 1.14 to bound (ν1 + ν2)!, we find that
Cst ≤ 2× 12max(ν1,ν2) ×
(
8
e
)ν1+ν2 max(ν1, ν2)min(ν1,ν2)+1
min(ν1, ν2)min(ν1,ν2)−1
×
√
2pi
(ν1 + ν2)
1
2
e
1
12(ν1+ν2) .
We take the logarithm, log(Cst) is no more than
log 2 + max(ν1, ν2) log 12 + (ν1 + ν2) log
8
e
+ (min(ν1, ν2) + 1) log(max(ν1, ν2))
− (min(ν1, ν2)− 1) log(min(ν1, ν2)) + 1
2
log(2pi)− 1
2
log(ν1 + ν2) +
1
12(ν1 + ν2)
≤ log 2 + 1
2
log(pi) +
1
24
+ max(ν1, ν2) log
((8
e
)2
max(ν1, ν2)
)
≤ max(ν1, ν2)
(
1 + log
((
8
e
)2
max(ν1, ν2)
))
,
as 1 ≤ min(ν1, ν2), 2 ≤ ν1 + ν2 ≤ 2 max(ν1, ν2) and log 2+
1
2 log(pi)+
1
24
max(ν1,ν2)
≤ 1.
1.6.4 Choice of the parameters D and T
The delicate matter here is to simultaneously minimize |ρ| et |ρ˜|. First, let us
recall that {
log z = δ logX
logD0 = (1− δ) logX (35)
Also, we supposed that
X ≥ T ≥
√
X ≥ z et T = X
(
D
X
)max(ν1,ν2)
.
Let us take η such that
log T = (1− ηmax(ν1, ν2)) logX
so logD = (1− η) logX. Minimizing |ρ|, where
|ρ| ≤ 2× (149 max(ν1, ν2))ν1+ν2
×
(
Ac2 +
(
C0(c)e
− log
D0
D
log z + ∆(e+ emax(ν1, ν2)δ)
1
δ
)( c
δ
)2 max(ν1,ν2))
,
24
∆ being typically very small if not null (so being A), is indeed minimizing
e−
log
D0
D
log z δ−2 max(ν1,ν2) = e−
η−δ
δ δ−2 max(ν1,ν2). (36)
At the same time, we want to minimize |ρ˜| where
|ρ˜| ≤ (24 max(ν1, ν2))max(ν1,ν2)B0. 1
δ2 max(ν1,ν2)
(
log XT
logX
)ν1+ν2+max(ν1,ν2)
.
so we want to minimize(
log XT
logX
)ν1+ν2+max(ν1,ν2)
δ−2 max(ν1,ν2) = (ηmax(ν1, ν2))ν1+ν2+max(ν1,ν2)δ−2 max(ν1,ν2).
We choose
η = 3 max(ν1, ν2)δ log
1
δ
, (37)
so
e−
η−δ
δ δ−2 max(ν1,ν2) = exp(−3 max(ν1, ν2) log 1
δ
+ 1)δ−2 max(ν1,ν2) = eδmax(ν1,ν2)
while
(ηmax(ν1, ν2))
ν1+ν2+max(ν1,ν2)δ−2 max(ν1,ν2)
=
(
3 max(ν1, ν2)
2δ log
1
δ
)ν1+ν2+max(ν1,ν2)
δ−2 max(ν1,ν2)
=
(
3 max(ν1, ν2)
2 log
1
δ
)ν1+ν2+max(ν1,ν2)
δmin(ν1,ν2).
And so
|ρ| ≤ 2× (149 max(ν1, ν2))ν1+ν2
×
(
Ac2 +
(
C0(c)eδ
3 max(ν1,ν2) + ∆(e+ emax(ν1, ν2)δ)
1
δ
)( c
δ
)2 max(ν1,ν2))
and
|ρ˜| ≤ 2× (24 max(ν1, ν2))max(ν1,ν2)B0
(
3 max(ν1, ν2)
2 log
1
δ
)ν1+ν2+max(ν1,ν2)
δmin(ν1,ν2).
1.7 Removal of the preliminary sieving
We give an upper bound for all that was not counted in the sieved sums, i.e. we
sum over integers having at least a prime factor ≤ z, using the first expression
which is ∑
n≤X
(n,P (z)) 6=1
Λ(ν1+ν2)(n)g(n) +
∑
n≤X
(n,P (z))6=1
Λ(ν1) ? Λ(ν2)(n)g(n)
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where we recall that Λ(ν)(n) = Λ(n)(logn)
ν−1
(ν−1)! , and when g is f or f0.
We have δ logX ≥ ν1 + ν2 + 1 and z ≥ eν1+ν2+1.
The first sum contains few summands and we use (H8) to get an upper
bound for f or f0. For the second sum, we proceed in three steps, unsing the
fact that n has at most two prime factors. We write n = phm with p ≤ z and
we first take n ≤ X1/2, then we take m a prime power ≤ X1/2 and at last we
take n = phm > X1/2 where m is a prime > X1/2 (and so ph ≤ X1/2). In the
first two cases, we also use the upper bound for f or f0 in (H8). The third case
is more delicate to handle.
We shall use the following results of [1] (p. 1175) (for X > 1):∑
p≤X
log p
p
< logX et pi(X) ≤ 1.26 X
logX
. (38)
At last, we recall that MT = Fˆ (X) (logX)
ν1+ν2−1
(ν1+ν2−1)!
Vσ(z)
Vσ0 (z)
.
Note: from now we consider that ν1 ≤ ν2 so ν1 = min(ν1, ν2) and ν2 =
max(ν1, ν2) so our identities are easier to write (and read). All our calculations
remain accurate for any ν1 and ν2 but the final upper bound is more obvious
this way.
1.7.1 First term: an upper bound for
∑
Λ(ν1+ν2)(n)f(n)
The only non-zero summands here are prime powers n = ph ≤ X and thus
Λ(n) = log p.∑
n≤X
(n,P (z)) 6=1
Λ(n)(log n)ν1+ν2−1 =
∑
p≤z
∑
h≤ logXlog p
(log p)ν1+ν2hν1+ν2−1
≤
∑
p≤z
(log p)ν1+ν2
(
logX
log p
)ν1+ν2
≤ 1.26(logX)ν1+ν2 z
log z
.
We divide by (ν1 + ν2− 1)! and use Lemma 1.13 Vσ(z)Vσ0 (z) ≥
1
2c2 , we use the upper
bound B for f in (H8) and so∑
n≤X
(n,P (z)) 6=1
Λ(ν1+ν2)(n)f(n) ≤ MT.B.c2 × 2.52 z
Fˆ (X)
logX
log z
≤ 2.52Bc2MT δ
ν2
√
X
. (39)
We have used (H8) to give a lower bound for Fˆ (X). Note that we can deduce
the upper bound: ∑
n≤X
(n,P (z)) 6=1
Λ(ν1+ν2)(n)f(n) ≤ B
logX
c2MTδν2 . (40)
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1.7.2 Upper bound for
∑
Λ(ν1) ? Λ(ν2)(n)f(n) pour n ≤ X1/2
In this case n = phm such that ph and m are ≤ X1/2. We only calculate the
convolution product over p ≤ z. It is equal to∑
n≤X1/2
(n,P (z)) 6=1
Λ(log)ν1−1 ? Λ(log)ν2−1(n) =
∑
p≤z
∑
h≤ logX2 log p
(log p)ν1hν1−1
∑
m≤
√
X
ph
Λ(m)(logm)ν2−1
+
∑
p≤z
∑
h≤ logX2 log p
(log p)ν2hν2−1
∑
m≤
√
X
ph
Λ(m)(logm)ν1−1.
We call the first term of this sum
∑1
and give an upper bound for it, which we
will also use for the second term, swapping ν1 and ν2.∑1
=
∑
p≤z
∑
h≤ logX2 log p
(log p)ν1hν1−1
∑
m≤
√
X
ph
Λ(m)(logm)ν2−1
≤
∑
p≤z
∑
h≤ logX2 log p
(log p)ν1hν1−1pi
(√
X
ph
)(
log
√
X
ph
)ν2
.
(41)
Using the upper bound (38) for pi
(√
X
ph
)
we get
∑1≤ 1.26(1
2
logX
)ν2−1√
X
∑
p≤z
(log p)ν1
p
∑
h≤ logX2 log p
hν1−1
ph−1
.
Now, from Lemma 1.17,
∑
h≥1
hν1−1
ph−1 ≤ 2ν1(ν1−1)! (we use this upper bound for
the far right hand factor) and having
∑
p≤z
(log p)ν1
p ≤ (log z)ν1−1
∑
p≤z
log p
p ≤
(log z)ν1 we get:∑1≤ 1.26× 2ν1−ν2+1(ν1 − 1)!√X(logX)ν2−1(log z)ν1
≤ 2.52× 2ν1−ν2(ν1 − 1)!
√
X(logX)ν1+ν2−1δν1 .
We divide by (ν1 − 1)!(ν2 − 1)!,∑1≤ 2.52MT.2c2 × 2ν1−ν2 (ν1 + ν2 − 1)!
(ν2 − 1)!
√
X
Fˆ (X)
δν1 . (42)
Here, again, we use (H8) and Lemma 1.14: (ν1+ν2)! ≤
√
2pi(ν1 + ν2)
(
ν1+ν2
e
)ν1+ν2
e
1
12(ν1+ν2)
and ν2! ≥
√
2piν2
(
ν2
e
)ν2 so our upper bound becomes:
5.04MT.c2 × 2ν1−ν2δν1
√
ν2√
ν1 + ν2
(
ν1 + ν2
e
)ν1+ν2
×
(
e
ν2
)ν2 δmax(ν1,ν2)
z
≤ 5.04MT.c2 × 2ν1−ν2 ((ν1 + ν2)δ)
ν1+ν2
zeν1νν22
√
ν2√
ν1 + ν2
.
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Meanwhile, the second term∑
p≤z
∑
h≤ logX2 log p
(log p)ν2hν2−1
∑
m≤
√
X
ph
Λ(m)(logm)ν1−1
is no more than
5.04MT.c2 × 2ν2−ν1 ((ν1 + ν2))
ν1+ν2δ2ν2
zeν2νν11
√
ν1√
ν1 + ν2
.
And because δ2ν2 ≤ δν1+ν2 and f(n) ≤ B we easily get:∑
n≤X1/2
(n,P (z)) 6=1
Λ(ν1) ? Λ(ν2)(n)f(n) ≤ 0.01MT.B.c2((ν1 + ν2)δ)ν1+ν2 .
But the following upper bound will be more useful in our case f(n) = Λ(n+
2):
∑
n≤X1/2
(n,P (z)) 6=1
Λ(ν1) ? Λ(ν2)(n)f(n) ≤ 11MT B
Xδ
c2
(
2
e
)ν2
((ν1 + ν2)δ)
ν1+ν2 . (43)
Assuming X is large enough to have 11/Xδ ≤ 1/ logX, we deduce
∑
n≤X1/2
(n,P (z)) 6=1
Λ(ν1) ? Λ(ν2)(n)f(n) ≤ MT B
logX
c2
(
2
e
)ν2
((ν1 + ν2)δ)
ν1+ν2 . (44)
1.7.3 Upper bound for
∑
Λ(ν1) ? Λ(ν2)(n)f(n) for m ≤ X1/2
In this part we find an upper bound for
∑
n≤X
(n,P (z)) 6=1
Λ(ν1) ? Λ(ν2)(n)f(n) when
n = phm with m = p′k ≤ X1/2.
Let us denote this sum by Σm.
We deal with the convolution product the same way we did in part 1.7.1
using the same upper bound for pi(n). Because of the values taken by Λ and
noticing that m = p′k ≤ X1/2 is equivalent to k ≤ logXlog p′ , we have∑
p≤z
∑
h≤ logXlog p
(log p)ν1hν1−1
∑
p′≤√X
∑
k≤ logX
2 log p′
(log p′)ν2kν2−1
+
∑
p≤z
∑
h≤ logXlog p
(log p)ν2hν2−1
∑
p′≤√X
∑
k≤ logX
log p′
(2 log p′)ν1kν1−1
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now∑
p≤z
∑
h≤ logXlog p
(log p)ν1hν1−1
∑
p′≤√X
∑
k≤ logX
2 log p′
(log p′)ν2kν2−1
≤
∑
p≤z
(
logX
log p
)ν1
(log p)ν1
∑
p′≤√X
(
logX
2 log p′
)ν2
(log p′)ν2
≤ 2−ν2(logX)ν1+ν2pi(z)pi(
√
X) ≤ 1.2622−ν2(logX)ν1+ν2 z
log z
√
X
log
√
X
≤ 1.262 × 1
2ν2−1
(logX)ν1+ν2−2
z
√
X
δ
.
(45)
(46)
The other term will have the same upper bound with a factor 1
2ν1−1 . Finally we
take the upper bound:
1.262 × 1
2ν1−2
(logX)ν1+ν2−2
z
√
X
δ
.
We divide the sum by (ν1 − 1)!(ν2 − 1)!, and use B as the upper bound of f(n)
and we use Lemma 1.13.
So
Σm ≤ 1.262 × 1
2ν1−2
MT.B.
(ν1 + ν2 − 1)!
(ν1 − 1)!(ν2 − 1)!2c
2 z
√
X
δFˆ (X) logX
≤ 1.262 × 1
2ν1−3
c2MT.B.
(ν1 + ν2 − 1)!
(ν1 − 1)!(ν2 − 1)!
δν2
logX
. (47)
Indeed, we use (H8) and 12ν1−3 ≤ 4, and invoking Lemma 1.14 we have (ν1 +
ν2)! ≤
√
2pi(ν1 + ν2)
(
ν1+ν2
e
)ν1+ν2
e
1
12(ν1+ν2) and (νi)! ≥
√
2piνi
(
νi
e
)νi for i ∈
{1; 2}.
Σm ≤ 1.262 × 4c2MT.B. δ
ν2
logX
√
ν1
√
ν2√
2pi
√
ν1 + ν2
e
1
12(ν1+ν2)
(ν1 + ν2)
ν1+ν2
νν11 ν
ν2
2
≤ 3c2MT.B.δν2
√
ν1
√
ν2√
ν1 + ν2
(2ν2)
ν1+ν2
νν11 ν
ν2
2
≤ 3c2MT. B
logX
(
ν2
ν1
)ν1
(4δ)ν2 .
1.7.4 Upper bound for
∑
Λ(ν1) ? Λ(ν2)(n)f(n) for m prime ≥ X1/2
Note that m ≥ √X implies ph ≤ √X. So now we are left with:
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∑
ph≤√X
p≤z
(log p)ν1hν1−1
∑
√
X≤p′≤ X
ph
(log p′)ν2f(p′ph)
+
∑
ph≤√X
p≤z
(log p)ν2hν2−1
∑
√
X≤p′≤ X
ph
(log p′)ν1f(p′ph). (48)
These terms are symmetrical in ν1 and ν2 so we find an upper bound for one
of them and will deduce the second one by swapping ν1 and ν2. Finally we will
take twice the greater upper bound.
We have ∑
ph≤√X
p≤z
(log p)ν2hν2−1
∑
√
X≤p′≤ X
ph
(log p′)ν1f(p′ph)
≤
∑
ph≤√X
p≤z
(log p)ν2hν2−1 max
p′≤X/ph
(log p′)ν1
∑
p′≤ X
ph
f(p′ph). (49)
We set a fixed p, and we use the fact that the sum over primes p′ is no more
than the sum over integers n such that n is relatively prime to P (z˜) but not
with p, let Pp(z˜) be the product of all primes ≤ z˜ except p, where z˜ = X1/4. It
means we are using anothe sieve here, and we invoke the Fundamental Lemma
(lemme 1.18) with M = z˜ = X1/4, σ˜ = σ and the constant c˜ = c is unchanged.
The λ+d generated by the Fundamental Lemma will be used below. First∑
p′≤ X
ph
f(p′ph) ≤
∑
n≤X/ph
(n,P (z˜))=1
(n,p)6=1
f(nph)
with our sieve we get∑
n≤X/ph
(n,P (z˜))=1
(n,p)6=1
f(nph) ≤
∑
n≤X/ph
∑
d|Pp(z˜)
d|n
λ+d f(np
h) ≤
∑
d|Pp(z˜)
λ+d
∑
n≤X/ph
d|n
f(nph). (50)
We write n = dm (as d | n) in the second sum, we get ∑m≤ X
dph
f(mdph).
We use approximation (3):∑
n≤y/d
f(dn) = σ(d)F (y) + rd(f, y)
with y = X here, and d is our dph.
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∑
ph≤√X
(log p)ν2hν2−1 max
p′≤X/ph
(log p′)ν1
∑
d|Pp(z˜)
λ+d rdph(f,X)
≤
∑
q≤D0
∑
ph|q
(log p)ν2hν2−1 max
p′≤X/ph
(log p′)ν1rq(f,X)
≤
∑
q≤D0
(log p)ν2−1hν2−1 max
p′≤X/ph
(log p′)ν1
∑
ph|q
(log p)rq(f,X)
(51)
where D0 ≥ X3/4(=
√
XX1/4) and we have taken q = dph.
The sum over ph is actually over p and over h. Studying the variations of
the function y −→ (log(y))ν2−1(log(Xy ))ν1 for y ≤
√
X, the reader can check
that the maximum is reached over R for y = X
ν2−1
ν1+ν2−1 >
√
X (we assume that
ν2 ≥ ν1 + 1) but y ≤
√
X, and using the fact that
∑
ph|q log p = log q ≤ logX,
the previous term is lower than or equal to
1
2ν1+ν2−1
(logX)ν1+ν2−1 logX
∑
q≤D0
rq(f,X) ≤ 1
2ν1+ν2−1
(logX)ν1+ν2R(f,D0, 1).
(52)
Noticing that d | Pp(z˜) implies d relatively prime to p, and σ being multi-
plicative, σ(dph) = σ(d)σ(ph).
So after we have applied the Fundametal Lemma, our initial expression is
no more than
(logX)ν1
∑
ph≤√X
p≤z
(log p)ν2hν2−1σ(ph)
Vσ(X
1/4)
1− σ(p) Fˆ (X)(1 + C0(c))
+
1
2ν1+ν2−1
(logX)ν1+ν2R(f,D0, 1).
Indeed, we have here e−(logM)/ log z = e−1 ≤ 1 and the eulerian product in the
upper bound is no more than Vσ(X
1/4)
1−σ(p) (the factor 1 − σ(p) might be missing
in the case of p ≤ X1/4 as (n, p) = 1). In the first term, we simply used
maxp′≤X/ph(log p′)ν1 ≤ (logX)ν1 .
Regarding this first term, hypothesis (H1) imply, using u = v = p, that
(1− σ(p))−1 ≤ c, and using hypothesis (H6) we have σ(ph) ≤ cph .
So the first term is no more than
(logX)ν1Vσ(X
1/4)
∑
p≤z
(log p)ν2
p
∑
h≥1
hν2−1
ph−1
c2Fˆ (X)(1 + C0(c)).
We now use Lemma 1.17. On the other hand, hypothesis (H2) gives us
Vσ0(z) ≤ c/ log z, and Vσ0(X1/4) ≤ c/ logX comes from hypothesis (H7). An
upper bound for Vσ(X1/4) can be found in (44) and (45) from [12], a constant
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u arises, equal to c in the case of σ0 and equal to cec∆ in the case of σ and so
our upper bound is now:
(logX)ν1
Vσ(z)
Vσ0(z)
u
logX
(log z)ν22ν2(ν2 − 1)!c2Fˆ (X)(1 + C0(c)).
We divide both terms by (ν1 − 1)!(ν2 − 1)! bounding again the factorials
according to Lemma 1.14 and get the following upper bound:
∑
php′≤X
ph≤√X
p≤z
Λ(ν1) ? Λ(ν2)(n)f(n)
≤ MT.u(2δ)ν2 (ν1 + ν2)
ν1+ν2
νν22
e−ν1e
1
24 c2(1 + C0(c)) +
1
2ν1+ν2−1
(logX)ν1+ν2
(ν1 − 1)!(ν2 − 1)!R(f,D0, 1)
≤ MT.u
(
2δ(1 +
ν1
ν2
)
)ν2 (ν1 + ν2
e
)ν1
c2e
1
24 (1 + C0(c)) +
1
2ν1+ν2−1
(logX)ν1+ν2
(ν1 − 1)!(ν2 − 1)!R(f,D0, 1)
≤ MT.u(4δ)ν2(ν2)ν1c2e 124 (1 + C0(c)) + 1
2ν1+ν2−1
(logX)ν1+ν2
(ν1 − 1)!(ν2 − 1)!R(f,D0, 1).
Thus the second term is no more than
MT.u(4δ)ν1(ν1)ν2c2e
1
24 (1 + C0(c)) +
1
2ν1+ν2−1
(logX)ν1+ν2
(ν1 − 1)!(ν2 − 1)!R(f,D0, 1)
and the convolution product is no more than
2MT.u(4δ)ν1(ν1)ν2c2e
1
24 (1 + C0(c)) +
1
2ν1+ν2−2
(logX)ν1+ν2
(ν1 − 1)!(ν2 − 1)!R(f,D0, 1).
1.7.5 Combining all that
We add up the upper bounds from the fours parts above for f0 and f , using
(H9) so we know the contribution of R(f,D0, 1) are ≤ A′Fˆ (X)/(logX)2 and we
find the global upper bound (θ1 + θ2)MT where
|θ1| ≤ 4 B
logX
c3(1 + ec∆)(1 + C0(c))(4δ)
ν1νν21 (53)
and
|θ2| ≤ 1
2ν1+ν2−2
(ν1 + ν2 − 1)!
(ν1 − 1)!(ν2 − 1)!
Vσ0
Vσ
A′
logX
. (54)
And using Lemma 1.14,
(ν1 + ν2 − 1)!
(ν1 − 1)!(ν2 − 1)! ≤
√
ν1
√
ν2√
ν1 + ν2
e
1
24
(ν1 + ν2)
ν1+ν2
νν11 ν
ν2
2
,
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we use Vσ0Vσ ≤ 2c2 and we get:
|θ2| ≤ 4
√
ν1
√
ν2√
ν1 + ν2
e
1
24
(ν1 + ν2)
ν1+ν2
(2ν1)ν1(2ν2)ν2
2c2
A′
logX
. (55)
We write ν1 = x(ν1 + ν2), and so we need to find an upper boud for exp(h(x))
where
h(x) =
1
2
log x+
1
2
log(1− x)− x(ν1 + ν2) log x− (1− x)(ν1 + ν2) log(1− x)
=
(
1
2
− x(ν1 + ν2)
)
log x+
(
1
2
− (1− x)(ν1 + ν2)
)
log(1− x)
whose derivative is
h′(x) = (ν1 + ν2)(log(1− x)− log(x)) + 1
2
(
1
x
− 1
1− x
)
.
The maximum of h is reached for x = 12 so ν1 = ν2. We finally get
|θ2| ≤ 4c2
√
ν1 + ν2e
1
24
A′
logX
≤ 5c2√ν1 + ν2 A
′
logX
≤ 0.01A′. (56)
1.8 Final result
Our final result, see 1.2 is then
For all 1 ≤ ν1 ≤ ν2,∑
n≤X
Λ(ν1+ν2)(n)f(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f(n)
=
Vσ(z)
Vσ0(z)
∑
n≤X
Λ(ν1+ν2)(n)f0(n) +
∑
n≤X
Λ(ν1) ? Λ(ν2)(n)f0(n)

+ (ρ+ θ)
Vσ(z)
Vσ0(z)
Fˆ (X)
(logX)ν1+ν2−1
(ν1 + ν2 − 1)!
where
|ρ| ≤ 3
2
× (149ν2)ν1+ν2 ×
(
Ac2 +
(
C0(c)eδ
3ν2 + ∆4
1
δ
)( c
δ
)2ν2)
and we get an upper bound for |θ| by adding the contribution of the two first
remainder terms for the preliminary sieve (i.e. ρ) and we take together the other
contribution of the sieve (i.e. ρ˜) and the one from θ1 and θ2 which came when
removing the sieve. In the second term, the last line, 2c2(1+ec∆) (1 + C0(c)) can
be considered as bounded by a constant and Cste×(4δ)ν2νν12 ≤ (24ν2)ν2
(
3ν22 log
1
δ
)ν1+2ν2
δν1 .
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So
|θ| ≤ 2(24ν2)ν2B0
(
3ν22 log
1
δ
)ν1+2ν2
δν1 + 2
B
logX
c2(1 + ec∆) (1 + C0(c)) (4δ)
ν2νν12 +A
′
≤ 2× 648ν2ν2ν1+5ν22 (
B
logX
+B0)δ
ν1
(
log
1
δ
)ν1+2ν2
+A′.
(57)
2 A step towards the twin prime conjecture
2.1 Conjecture
We work under the following conjecture:
Conjecture 2.1. For all δ and for all θ, there exists a constant A0(δ, θ) such
that ∑
d≤X1−δ
(d,2)=1
max
y≤X
∣∣∣∣ψ(y; d, 2)− yϕ(d)
∣∣∣∣ ≤ A0(δ, θ) X(6 logX)θ . (58)
It is a conjecture about the distribution of prime numbers in arithmetic pro-
gressions close to Elliott-Halberstam conjecture (but over only one congruence
class). This hypothesis is similar to the one used by Zhang in [16]:∑
q≤X0.5+2ω
p|q=>p≤Xω
|ψ(X; q, a)−X/ϕ(q)|  X/(logX)c
with ω = 1/1168 and for any integer a such that p|a⇒ p ≤ Xω.
2.2 Using theorem 1.1 with f(n) = Λ(n + 2)
Theorem 1.1 can be applied to twin prime numbers when taking f(n) = Λ(n+2)
and f0(n) = 1.
First, we calculate the asymptotic sums implying f0.
2.2.1 Reference asymptotics
We need the following definitions and properties:
Definition 2.2. For all κ ≥ 1,
Fκ(X) =
∫ X
1
logκ−1 tdt. (59)
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Then we have
Lemma 2.3.
Fκ(X) = X
∑
1≤k≤κ
(−1)k−1 (κ− 1)!
(κ− k)! log
κ−kX + (−1)κ(κ− 1)!
See [12], Lemma 26. And thus
Fκ(X)  X logκ−1X. (60)
We will also use the following results (from [12], Lemmas 27 and 28):
Lemma 2.4. There exists a positive constant c such that, for X ≥ 3 and
X ≥ f ≥ 1, ∑∗
n≤X
Λ(κ)(n) =
Fκ(X)
(κ− 1)! (1 +O(L
c))
where L = exp
(
− log3/5X
log log1/5X
)
.
Lemma 2.5. For any integers ν1 and ν2, and X ≥ 1, we have∫ X
1
Fν1(X/t)F
′
ν2(t)
(ν1 − 1)!(ν2 − 1)!dt =
Fν1+ν2(X)
(ν1 + ν2 − 1)! .
From which we deduce the following lemma:
Lemma 2.6. There exists a positive constane c such that, for X ≥ 3 and
X ≥ f ≥ 1 we have∑∗
n≤X
Λ(ν1+ν2)(n) +
∑∗
n≤X
Λ(ν1) ? Λ(ν2)(n) =
2Fν1+ν2(X)
(ν1 + ν2 − 1)! (1 +O(L
c)) . (61)
Proof. Lemma 2.4 gives us the first term of the left hand side sum. For the
second term (the convolution product) we use the Dirichlet hyperbola method:∑
`≤X
∑
m≤X/` =
∑
`≤√X
m≤X/`
+
∑
m≤√X
`≤X/m
−∑ `≤√X
m≤√X
.
Thus, we calculate: ∑∗
`≤√X
∑∗
m≤X/`
Λ(ν1)(`)Λ(ν2)(m). (62)
From Lemma 2.4, there exists a constant c1 such that the last term is equal to∑∗
`≤√X
Λ(ν1)(`)
Fν2(
X
` )
(ν2 − 1)! (1 +O(L
c1)) .
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Using Lemma 2.3 and Lemma 1.14, we find the remainder term is the size of
X
logν1+ν2 X
(ν1 − 1)!(ν2 − 1)!L
c1  Fν1+ν2(X)
(ν1 + ν2 − 1)!L
c2
where c2 is another constant. We calculate the main term the following way:∑∗
`≤√X
Λ(ν1)(`)
Fν2(
X
` )
(ν2 − 1)! =
∑∗
`≤√X
Λ(ν1)(`)
(ν2 − 1)!
∫ X
`
1
F ′ν2(t)dt
=
∫ X
1
∑∗
`≤min(Xt ,
√
X)
Λ(ν1)(`)F ′ν2(t)
(ν2 − 1)! dt
=
∫ X
1
Fν1(min(
X
t ,
√
X))
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt+ terme d’erreur.
Now∫ X
1
Fν1(min(
X
t ,
√
X))
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt =∫ √X
1
Fν1(
√
X)
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt+
∫ X
√
X
Fν1(
X
t )
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt
where ∫ √X
1
Fν1(
√
X)
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt =
Fν1(
√
X)Fν2(
√
X)
(ν1 − 1)!(ν2 − 1)! .
We use again the Dirichlet hyperbola method, unsing the symmetry between `
and m we find:∑∗
n≤X
Λ(ν1) ? Λ(ν2)(n) =
∫ X
√
X
Fν1(
X
t )
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt+
∫ X
√
X
Fν2(
X
t )
(ν2 − 1)!
F ′ν1(t)
(ν1 − 1)!dt
+
Fν1(
√
X)Fν2(
√
X)
(ν1 − 1)!(ν2 − 1)! +O
(
Fν1+ν2(X)
(ν1 + ν2 − 1)!L
c2
)
.
We have used Lemma 2.4 for the subtracted term∑∗
`≤√X
m≤√X
Λ(ν1)(`)Λ(ν2)(m) =
Fν1(
√
X)Fν2(
√
X)
(ν1 − 1)!(ν2 − 1)! (1 +O(L
c1)).
Using integration by parts and then the substitution u = X/t, we find that∫ X
√
X
Fν1(
X
t )
(ν1 − 1)!
F ′ν2(t)
(ν2 − 1)!dt =
∫ √X
1
F ′ν1(u)
(ν1 − 1)!
Fν2(
X
u )
(ν2 − 1)!du (63)
and so the main term is equal to∫ X
1
Fν2(
X
t )F
′
ν1(t)
(ν1 − 1)!(ν2 − 1)!dt =
Fν1+ν2(X)
(ν1 + ν2 − 1)! (64)
from Lemma 2.5.
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2.2.2 Using theorem 1.1
We apply the thoerem taking the following parameters:
f = 2, σ(d) =
1(d,2)=1
ϕ(d)
, σ0(d) =
1
d
, f0(n) = 1, Fˆ (X) = X
and F (y) = y. Note that for f(n) = Λ(n+2) and f0(n) = 1, we have B = logX
and B0 = 1.
The conjecture 2.1 used with θ = 5(ν1 + ν2)2 + 5 gives us the following
hypothesis: for all δ there exists a constant A0 depending only on δ, such that∑
d≤X1−δ
(d,2)=1
max
y≤X
∣∣∣∣ψ(y; d, 2)− yϕ(d)
∣∣∣∣ ≤ A0log2X X(6 logX)5(ν1+ν2)2+3 . (H10)
And we define A′′ = A0/ log2X.
Corollary 2.7. There exists a constant c > 0 such that for any X large enough,
under the conjecture 2.1, for all δ > 100/
√
logX, and for all ν1 and ν2, such
that ν1 ≤ ν2 ≤ (logX)1/10 and ν22δ log
(
1
δ
) ≤ 18 , we have∑
n≤X
Λ(n+ 2)(Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2))(n)
=
2S2Fν1+ν2(X)
(ν1 + ν2 − 1)! (1 +O(L
c +
√
A′′ + ν2ν1+5ν22 δ
ν1
2 ))
where S2 =
∏
3≤p
p(p−2)
(p−1)2 is the twin prim numbers constant (S2 = 0, 660...).
In a more simple way,∑
n≤X
Λ(n+ 2)(Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2))(n)
=
2S2Fν1+ν2(X)
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
as by definition Lc and √A′′ are both some O (1/ logX).
Proof. We want to use Theorem 1.1 which is∑
n≤X
Λ(n+ 2)
(
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2)
)
(n)
=
Vσ(z)
Vσ0(z)
∑
n≤X
(
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2)
)
(n) + (ρ+ θ)
Vσ(z)
Vσ0(z)
X
(logX)ν1+ν2−1
(ν1 + ν2 − 1)!
where
Vσ(z)
Vσ0(z)
=
∏
3≤p≤z
1− 1p−1
1− 1p
=
∏
3≤p≤z
p(p− 2)
(p− 1)2 = S2(1 +O(
1
z
)) = S2(1 +O(X−δ)).
(65)
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So we check all the needed hypothesis.
In particular, hypothesis (H9) follows on one side from the Brun-Titchmarsh
theorem (see [9] for instance) with C = O(log(logX)) and on the other side
from hypothesis (H10). Indeed, this last hypothesis gives us an upper bound for
R(f,D0, 1) whereD0 = X1−δ and f(n) = Λ(n+2). And with the same notations
as in Part 1, we also get the upper bound for R(1, X1−δ, 1) as f0(n) = 1, and
knowing that rd(1, y) is the fractional part of y/d as σ0(d) = 1/d and F (y) = y
and
∑
n≤y/d 1 =
1
d × y + rd(1, y). So R(1, X1−δ, 1) ≤ X1−δ ≤ X(logX)θ for all
θ. At last we notice that Vσ(z)/Vσ0(z) = S2(1 +O(X−δ)) from the calculation
just above.
So we need A′ such that
A′ ≥ A′′(6 logX)−5(ν1+ν2)2−1 +S2X−δ log2X. (66)
Furthermore, from the previous lemma,
∑
n≤X
(
Λ(ν1+ν2) + Λ(ν1) ? Λ(ν2)
)
(n) =
2Fν1+ν2(X)
(ν1 + ν2 − 1)! (1 +O(L
c))) (67)
and we notice that
X
(logX)ν1+ν2−1
(ν1 + ν2 − 1)! = O
(
Fν1+ν2(X)
(ν1 + ν2 − 1)!
)
.
At last, from Theorem 1.1 and (57) we had
|ρ|+ |θ|  3
2
× (149ν2)ν1+ν2 ×
(
Ac2 +
(
C0(c)eδ
3ν2 + ∆4
1
δ
)( c
δ
)2ν2)
2× 648ν2ν2ν1+5ν22 (
B
logX
+B0)δ
ν1
(
log
1
δ
)ν1+2ν2
+A′
with
∆ =
∑
pa≤X
p≥z
|σ(pa)− σ0(pa)| =
∑
pa≤X
p≥z
(p,2)=1
∣∣∣∣ 1ϕ(pa) − 1pa
∣∣∣∣ = ∑
pa≤X
p≥z
(p,2)=1
1
pa
× 1
p− 1
≤ 1
z
∑
n≤X
1
n
 X−δ logX.
And here BlogX +B0 = 2. Our aim is now to simplify this upper bound.
First, let us prove that 4
1
δ ∆ is no more than δ3ν2 for a large enough X.
On one hand we have
4
1
δ ∆ ≤ 4 1δ logX
Xδ
et
(
100√
logX
)3ν2
< δ3ν2 ,
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taking the logarithm and having δ ≥ 100√
logX
, we find that
4
1
δ
logX
Xδ
≤
(
100√
logX
)3ν2
is equivalent to
log(logX)
(
1 +
3
2
ν2
)
≤ 3ν2 log 100 +
(
100− 1
25
)√
logX.
On the other hand, A′ is obviously (much) lower than 12 (149ν2)
ν1+ν2Ac2 so
we bound both contributions from A and A′ with 2(149ν2)ν1+ν2Ac2.
Taking A = c1(149ν2)−ν1−ν2
√
A′′, and using the fact that log(logX) ≤ logX
in the constant C, we get
A′′  (149ν2)2(ν1+ν2)c4(2 logX)4ν22+1A′  (6 logX)5ν22+1A′
assuming 4 ≤ ν2 ≤ (logX) 110 (and still ν1 ≤ ν2).
At last, for a small enough δ we have
648ν2ν2ν1+5ν22 δ
ν1
(
log
1
δ
)ν1+2ν2
 ν2ν1+5ν22 δ
ν1
2 .
2.3 Consequence: A theorem on twins almost prime
2.3.1 Simplifying the asymptotic
In this section, we denote
Λν1,ν2(n) = (Λ
(ν1+ν2) + Λ(ν1) ? Λ(ν2))(n)
and
Λ˜ν1,ν2(n) =
Λν1,ν2(n)
(log n)ν1+ν2−1
.
We then notice that
Λ˜ν1,ν2(n) =
Λ(n)
(ν1 + ν2 − 1)! +
∑
d1d2=n
Λ(d1)(log d1)
ν1−1Λ(d2)(log d2)ν2−1
(ν1 − 1)!(ν2 − 1)!(log n)ν1+ν2−1 .
(68)
And so Corollary 2.7 can be written∑
n≤X
Λ(n+ 2)Λν1,ν2(n) =
2S2Fν1+ν2(X)
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
.
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Here, we work under the conditions
δ > 100/
√
logX ν1, ν2 ≤ (1
2
logX)1/10 ν22δ log
(
1
δ
)
≤ 1
8
.
We look into∑
n≤X
Λ(n+ 2)Λ˜ν1,ν2(n) =
∑
n≤X
Λ(n+ 2)
Λν1,ν2(n)
(log n)ν1+ν2−1
, (69)
but
∑
n≤X
Λ(n+ 2)
Λν1,ν2(n)
(log n)ν1+ν2−1
=
∑
n≤X
Λ(n+ 2)Λν1,ν2(n)
(∫ X
n
− (ν1 + ν2 − 1)dt
t(log t)ν1+ν2
+
1
(logX)ν1+ν2−1
)
=
1
(logX)ν1+ν2−1
∑
n≤X
Λ(n+ 2)Λν1,ν2(n)
−
∫ X
2
∑
n≤t
Λ(n+ 2)
(ν1 + ν2 − 1)Λν1,ν2(n)
t(log t)ν1+ν2
dt.
This last integral will turn out to be an error term. We give an estimate of it
using the fact that
∫X
2
=
∫√X
2
+
∫X√
X
and use Corollary 2.7 for the second term
as the condition ν1, ν2 ≤ min√X≤t≤X(log t)1/10 = ( 12 logX)1/10 is fulfilled.
Hence∫ X
√
X
∑
n≤t
Λ(n+ 2)
(ν1 + ν2 − 1)Λν1,ν2(n)
t(log t)ν1+ν2
dt
=
∫ X
√
X
2S2Fν1+ν2(t)
(ν1 + ν2 − 1)!t(log t)ν1+ν2
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
dt.
From Lemma 2.3,
Fν1+ν2(t) ∼ t(log t)ν1+ν2−1. (70)
More precisely, Fν1+ν2(t) being an alternating series we even have
Fν1+ν2(t) ≤ t(log t)ν1+ν2−1 + (ν1 + ν2 − 1)!
So this integral is a O
(
X
logX
)
.
However,∫ √X
2
∑
n≤t
Λ(n+ 2)
(ν1 + ν2 − 1)Λν1,ν2(n)
t(log t)ν1+ν2
dt
≤
∫ √X
2
log(t+ 2)
∑
n≤t
(ν1 + ν2 − 1)Λν1,ν2(n)
t(log t)ν1+ν2
dt
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and from Lemma 2.6,∑
n≤t
Λν1,ν2(n) =
2Fν1+ν2(t)
(ν1 + ν2 − 1)! (1 +O(L
c))) (71)
with again Fν1+ν2(t) ∼ t(log t)ν1+ν2−1, this second integral is a O(
√
X).
So now we can write∑
n≤X
Λ(n+ 2)
Λν1,ν2(n)
(log n)ν1+ν2−1
=
1
(logX)ν1+ν2−1
∑
n≤X
Λ(n+ 2)Λν1,ν2(n) +O
(
X
logX
)
.
(72)
To give an estimate of the main term, we use again Corollary 2.7:∑
n≤X
Λ(n+ 2)Λν1,ν2(n) =
2S2Fν1+ν2(X)
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
and as Fν1+ν2(X) ∼ X(logX)ν1+ν2−1 and more precisely, from Lemma 2.3
Fν1+ν2(X) = X(logX)
ν1+ν2−1 − (ν1 + ν2 − 1)Fν1+ν2−1(X)
= X(logX)ν1+ν2−1 +O(X(logX)ν1+ν2−2),
we get:∑
n≤X
Λ(n+ 2)Λ˜ν1,ν2(n)
=
2S2
(
X(logX)ν1+ν2−1 +O(X(logX)ν1+ν2−2))
(ν1 + ν2 − 1)!(logX)ν1+ν2−1
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
+O
(
X
logX
)
=
2S2X
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
+O
(
X
logX
)
=
2S2X
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
i.e.
2S2X
(ν1 + ν2 − 1)!
(
1 +O
(
1
logX
+ ν2ν1+5ν22 δ
ν1
2
))
. (73)
Now ν2ν1+5ν22 δ
ν1
2 = O((ν1 + ν2)5(ν1+ν2)δ 12 ). So our result can be stated this
way:
Theorem 2.8.∑
n≤X
Λ(n+ 2)Λ(n)
(ν1 + ν2 − 1)! +
∑
n≤X
Λ(n+ 2)
(Λ(ν1) ? Λ(ν2))(n)
(log n)ν1+ν2−1
=
2S2X
(ν1 + ν2 − 1)!
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)
.
41
Multiplying both memebrs of the quality by (ν1 + ν2 − 1)!, this theorem
becomes:
Theorem 2.9. For all ν1, ν2 ≥ 1,∑
n≤X
Λ(n+ 2)Λ(n) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
fν1,ν2
(
log d1
log n
)
= 2S2X
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)
where
fν1,ν2(x) = (ν1 + ν2 − 1)
(
ν1 + ν2 − 2
ν1 − 1
)
xν1−1(1− x)ν2−1. (74)
Indeed, the convolution product can be written∑
d1d2=n
Λ(d1)(log d1)
ν1−1
(ν1 − 1)!
Λ(d2)(log d2)
ν2−1
(ν2 − 1)!
(ν1 + ν2 − 1)!
(log n)ν1+ν2−1
=
∑
d1d2=n
(ν1 + ν2 − 1)
(
ν1 + ν2 − 2
ν1 − 1
)(
log d1
log n
)ν1−1( log n− log d1
log n
)ν2−1 1
log n
.
We immediately deduce from Theorem 2.9 the well known following result:
Lemma 2.10. ∑
n≤X
Λ(n+ 2)Λ(n) = O(X)
and ∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
= O(X).
Proof. From the previous theorem, the sum of those two positive terms being
a O(X), we have ∑n≤X Λ(n+ 2)Λ(n) = O(X) and for all ν1, ν2, ∑n≤X Λ(n+
2)
∑
d1d2=n
Λ(d1)Λ(d2)
logn fν1,ν2
(
log d1
logn
)
= O(X). We simply take f1,2 and f2,1. By
definition, we have f1,2 + f2,1 = 2 (= ν1 + ν2 − 1).
2.4 Bernstein polynomials’ appearance
It is noticeable that
fν1,ν2(x) = (ν1 + ν2 − 1)bν1−1,ν1+ν2−2(x) (75)
where bk,m is the Bernstein polyniomial:
bk,m =
(
m
k
)
xk(1− x)m−k. (76)
The most useful result on Bernstein polynomials for our goal (c.f. [10] Theorem
7.1.5 ) is the following:
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Theorem 2.11. Given a function f ∈ C[0, 1], and any ε > 0 there exists an
integers N such that
|(Bm(f ; .))m∈N − f | ≤ ε
for all n ≥ N , where
Bm(f ;x) =
m∑
k=0
f
(
k
m
)
bk,m(x) =
m∑
k=0
f
(
k
m
)(
m
k
)
xk(1− x)m−k.
Another remarkable result is that for all k,∫ 1
0
bk,m(t)dt =
1
m+ 1
. (77)
(c.f. [10]) And so ∫ 1
0
fν1,ν2(t)dt = 1. (78)
We define ν′ = ν1+ν2−2 and so fν1,ν2(x) = fν1,ν′−ν1+2(x) = (ν′+1)bν1−1,ν′(x).
For all function F ∈ C[0; 1], we define
Fν′(x) =
ν′+1∑
ν1=1
αν1,ν′+1fν1,ν′−ν1+2(x)
where
αν1,ν′+1 =
F
(
ν1−1
ν′
)
ν′ + 1
.
Thus, from Theorem 2.11, (Fν′) converges uniformly to F on [0, 1].
2.5 From Theorem 2.9 to a theorem on twins almost primes
2.5.1 Definition of a "plateau" function and "peak" functions
We want an infinitely differentiable function whose value in 0 is 0 and is 1
in 1 and which increases very quickly from 0 to 1 (and whose derivative is
zero in 0 and 1). For example, let fm be the function defined over [0, 1] by
fm(x) = (4x(1 − x))m and Fm(x) = 1am
∫ x
0
fm(t)dt where am =
∫ 1
0
fm(t)dt.
(Note am = 4m
∑m
k=0
(−1)k
k+m+1
(
m
k
)
). The greater m is, the quicker Fm increases
from 0 to 1, but the precise value of m is not relevant for our resulst (we suppose
m ≥ 10 for example).
We now create a "plateau" function F which is zero for all x ≤ β and for
all x ≥ γ and a non-zero constant on a interval close and inside of [β, γ] the
following way:
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First, let h be a function such that
h(x) = 0 on [0, β]
h(x) = Fm
(
x−β

)
on [β, β + ]
h(x) = 1 on [β + , γ − ]
h(x) = Fm
(
γ−x

)
on [γ − , γ]
h(x) = 0 on [γ, 1]
We denote Aβ,γ =
∫ 1
0
h(t)dt and we define F (x) = h(x)Aβ,γ . From the construc-
tion of h we have,
Aβ,γ = γ − β +O()
and so
1
Aβ,γ =
1
γ − β +O(). (79)
And thus the integral of F over [0, 1] is exactly 1 (see below an example of
a "plateau" function).
We then define a "peak in β" function the following way:
Fβ(x) = 0 on [0, β − ]
Fβ(x) =
1
Aβ,γ Fm
(
x−β+

)
on [β − , β]
Fβ(x) =
1
Aβ,γ Fm
(
β+−x

)
on [β, β + ]
Fβ(x) = 0 on [β + , 1].
The function Fγ ("peak in γ") is defined the same way. Those functions are
"peaks" the same height as the "plateau" function defined above. All these
functions are differentiables over [0, 1]. See below an example of "peak in β"
function.
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2.5.2 Theorem for a continuous function whose integral is 1
Let F be a continuous function on [0; 1] such that F (t) = 0 for 0 ≤ t ≤ β and
for γ ≤ t ≤ 1, where 0 ≤ β < γ < 1, and such that ∫ 1
0
F (t)dt = 1.
We take ε > 0. From what precedes, there exists an iteger N such that for
all ν′ ≥ N we have |F − Fν′ | < ε.
Furthermore, in Theorem 1.1, for all ν1 ≥ 1, we have |ρ+ θ| < ε.
Let us take ν′ > N , so F = Fν′ +O(ε). And from Theorem 2.9,
ν′+1∑
ν1=1
αν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
ν′+1∑
ν1=1
αν1,ν′+1fν1,ν′−ν1+2
(
log d1
log n
)
=
ν′+1∑
ν1=1
αν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
Fν′
(
log d1
log n
)
=
ν′+1∑
ν1=1
αν1,ν′+12S2X
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)
.
Now,
ν′+1∑
ν1=1
αν1,ν′+1 =
ν′+1∑
ν1=1
F
(
ν1−1
ν′
)
ν′ + 1
(80)
where ∣∣∣∣∣∣
ν′+1∑
ν1=1
F
(
ν1−1
ν′
)
ν′
−
∫ 1
0
F (t)dt
∣∣∣∣∣∣ ≤ supt∈[0,1] |F
′(t)|
ν′
= O
(
1
ν′
)
.
If we considered a function of bounded variations.
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Note: when we take the "plateau" function defined above, the right hand
memebr will be 1amAβ,γν′ because F
′(x) = 1Aβ,γF
′
m(x) and the maximum of
F ′m(x) is F ′m(1/2) = 1/am.
So
ν′+1∑
ν1=1
αν1,ν′+1 =
(
ν′
ν′ + 1
)(∫ 1
0
F (t)dt+O( 1
ν′
)
)
(81)
and
ν′+1∑
ν1=1
αν1,ν′+1 = 1 +O(
1
ν′
). (82)
And on the other hand, from Lemma 2.10,∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
= O(X).
We want to approximate∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
F
(
log d1
log n
)
=
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
1≤d1≤n
d1|n
Λ(d1)Λ
(
n
d1
)
log n
F
(
log d1
log n
)
where F = Fν′ +O(ε), so the second term is equal to
∑
n≤X
Λ(n+ 2)
∑
1≤d1≤n
d1|n
Λ(d1)Λ
(
n
d1
)
log n
Fν′
(
log d1
log n
)
+
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
O(ε).
We get
ν′+1∑
ν1=1
αν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
1≤d1≤n
d1|n
Λ(d1)Λ
(
n
d1
)
log n
Fν′
(
log d1
log n
)
+O(εX)
+ (1−
ν′+1∑
ν1=1
αν1,ν′+1)
∑
n≤X
Λ(n)Λ(n+ 2).
And from Theorem 2.9, this expression is equal to
ν′+1∑
ν1=1
αν1,ν′+12S2X
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)
+O(εX)
+ (1−
ν′+1∑
ν1=1
αν1,ν′+1)
∑
n≤X
Λ(n)Λ(n+ 2)
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i.e.
2S2X
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)(
1 +O( 1
ν′
)
)
+O(εX) +O( 1
ν′
)
∑
n≤X
Λ(n)Λ(n+ 2).
From Lemma 2.10 ∑
n≤X
Λ(n)Λ(n+ 2) = O(X) (83)
And ν′ = ν1 + ν2 − 2 so finally our theorem is
Theorem 2.12. Given a continuous function F with bounded variation on [0; 1]
such that F (t) = 0 for 0 ≤ t ≤ β and for γ ≤ t ≤ 1, where 0 ≤ β < γ < 1,
satisfying hypothesis (H10) and such that
∫ 1
0
F (t)dt = 1.
For all ε > 0 there exists an integer N ′such that for all ν1 + ν2 ≥ N ′ + 2,∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
F
(
log d1
log n
)
= 2S2X
(
1 +O( 1
ν1 + ν2 − 2 + ε+ (ν1 + ν2)
5(ν1+ν2)δ
1
2 +
1
logX
)
)
.
And we deduce the following corollary
Corollary 2.13. Given a continuous function F with bounded variation on
[0; 1] such that F (t) = 0 for 0 ≤ t ≤ β and for γ ≤ t ≤ 1, where 0 ≤ β < γ < 1,
satisfying hypothesis (H10) and such that
∫ 1
0
F (t)dt = A.
For all ε > 0 there exists an integer N ′ such that for all ν1 + ν2 ≥ N ′ + 2,
A
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
F
(
log d1
log n
)
= 2AS2X
(
1 +O( 1
ν1 + ν2 − 2 + ε+ (ν1 + ν2)
5(ν1+ν2)δ
1
2 +
1
logX
)
)
.
In the following calculations, when using this corollary we will still use the
notation
∑ν′+1
ν1=1
αν1,ν′+1 = A(1 +O( 1ν′ )).
2.5.3 Towards the final asymptotic
We now consider the "almost indicator function" of the interval [β, γ], that we
denote by 1∗[β,γ], which is zero on [0, β] and on [γ, 1] and constantly equal to
1
Aβ,γ
on [β, γ]. We then have |1[β,γ] − F | ≤ Fβ + Fγ where F , Fβ and Fγ are the
"pleateau" and "peak" functions defined previously.
We use Theorem 2.9 and Corollary 2.13 with the functions F and G =
Fβ + Fγ the following way:
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We denote
α′ν1,ν′+1 =
G
(
ν1−1
ν′
)
ν′ + 1
and the corresponding Gν′ similar to Fν′ . We notice that
ν′+1∑
ν1=1
α′ν1,ν′+1 ≤
ν′
ν′ + 1
(∫ 1
0
(Fβ + Fγ)(t)dt+
supt∈[0,1] |(Fβ + Fγ)′(t)|
ν′
)
=
ν′
ν′ + 1
(
4
Aβ,γ +O(
1
ν′
)
)
= O(+ 1
ν′
).
Theorem 2.9 will be used with the function Gν′ so we have:
ν′+1∑
ν1=1
α′ν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
Gν′
(
log d1
log n
)
=
ν′+1∑
ν1=1
α′ν1,ν′+12S2X
(
1 +O((ν1 + ν2)5(ν1+ν2)δ 12 + 1
logX
)
)
.
(84)
And, recalling our work with Fν , we will have in a similar way G = Gν′ + ε
from some positive integer N ′,and
1[β,γ] = F +G+O() (85)
so:∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
1[β,γ]
(
log d1
log n
)
=
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
(F +G+O())
(
log d1
log n
)
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which is equal to
=
ν′+1∑
ν1=1
αν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
1≤d1≤n
d1|n
Λ(d1)Λ
(
n
d1
)
log n
Fν′
(
log d1
log n
)
+O(εX) + (1−
ν′+1∑
ν1=1
αν1,ν′+1)
∑
n≤X
Λ(n)Λ(n+ 2)
+
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
Gν′
(
log d1
log n
)
+O(εX) +O(X).
We introduce the same way the coefficients α′ν1,ν′+1, the two last terms become:
ν′+1∑
ν1=1
α′ν1,ν′+1
∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
1≤d1≤n
d1|n
Λ(d1)Λ
(
n
d1
)
log n
Gν′
(
log d1
log n
)
+ (1−
ν′+1∑
ν1=1
αν1,ν′+1 −
ν′+1∑
ν1=1
α′ν1,ν′+1)
∑
n≤X
Λ(n)Λ(n+ 2) +O ((ε+ )X) .
But
(1−
ν′+1∑
ν1=1
αν1,ν′+1 −
ν′+1∑
ν1=1
α′ν1,ν′+1)
∑
n≤X
Λ(n)Λ(n+ 2) = O
(
(+
1
ν′
)X
)
. (86)
And applying Theorem 2.9 and Corollary 2.13 with the functions Fν′ and
Gν′ we get:∑
n≤X
Λ(n)Λ(n+ 2) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
1[β,γ]
(
log d1
log n
)
= 2S2X
(
1 +O( 1
ν1 + ν2 − 2 + + ε+ (ν1 + ν2)
5(ν1+ν2)δ
1
2 +
1
logX
)
)
.
And so, by definition of the function 1[β,γ], we get∑
n≤X
Λ(n)Λ(n+ 2) +
1
Aβ,γ
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
= 2S2X
(
1 +O( 1
ν1 + ν2 − 2 + + ε+ (ν1 + ν2)
5(ν1+ν2)δ
1
2 +
1
logX
)
)
. (87)
.
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2.5.4 Final Theorem
We set up the parameters for our result.
Let ε > 0 be any real number. We take  = ε in the definitions of 2.5.1. And
we take ν = max(N, 1ε ), where N is such that for all ν
′ ≥ N , |F − Fν′ | < ε in
Theorem (2.11).
We take δ such that (ν1 + ν2)5(ν1+ν2)δ1/2 < ε where ν1 + ν2 − 2 = ν′ > ν.
i.e.
δ <
ε2
(ν + 2)
10(ν+2)
. (88)
If we choose X0 = e
10000
δ , we have, for all X ≥ X0,
1
logX
< ε et δ >
100√
logX
.
.
Note: The conjecture 2.1 that became our hypothesis (H10) used with δ
above (and, as we recall, θ = 5(ν1 +ν2)2 +5) gives us the existence of a constant
A0 depending only on ε and from which we deduce A′′ which is a O(1/ logX).
Thus, in the identity (87), the right and term is 2S2X (1 +O(ε)).
Furthermore, from (79), we replace 1Aβ,γ with
1
γ−β + O(ε) and use Lemma
2.10:
O(ε)
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
= O(εX).
.
So we get the following theorem
Theorem 2.14. Under the conjecture 2.1, given any ε > 0, and any β ≥ 0 and
γ > β, there exists a real number X0 such that, for all X ≥ X0,∑
n≤X
Λ(n)Λ(n+ 2) +
1
γ − β
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
= 2S2X (1 +O(ε)) .
In particular, if we take β = 0 we get the following theorem
Theorem 2.15. Under the conjecture 2.1, given any ε > 0, and any γ where
0 < γ < 1, there exists a real number X0 such that for all X ≥ X0,∑
n≤X
Λ(n)Λ(n+ 2) +
1
γ
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
d1≤nγ
Λ(d1)Λ(d2)
log n
= 2S2X (1 +O(ε))) .
We deduce the following corollary
Corollary 2.16. Under the conjecture 2.1, there exists an infinity of integers
n such that n + 2 is prime and n is the product of at most two prime powers,
one of which being relatively small, i.e. lower than a small power of n and we
can get a precise asymptotic.
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A particular case: a theorem on twins amlost prime with non localized
variables
Theorem 2.17. Under the conjecture 2.1, given any ε > 0, there exists a real
number X0such that for all X ≥ X0,∑
n≤X
Λ(n+ 2)Λ(n) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
= 2S2X (1 +O(ε)) .
Proof. We use Theorem 2.9 with f1,2 and f2,1, we add up the two asymptotics
and simplify by 2. Using the identity∑
n≤X
Λ(n+ 2)Λ(n) +
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
Λ(d1)Λ(d2)
log n
= 2S2X
(
1 +O(315δ 12 + 1
logX
)
)
with δ and X0 chosen the same as before.
We deduce the following corollary
Corollary 2.18. Under the conjecture 2.1, there exists an infinity of integers
n such that n+ 2 is a prime and n is the product of at most two prime powers,
and we can get a precise asymptotic.
2.6 Theorem without the prime powers
Our aim is to get a theorem as close as possible to the twim prime conjecure,
so we want to "get rid of" the prime powers in our sum by estimating their
contribution (suspecting that it will be negligible).
Let us take Λ1(n) = log n if n is a prime and 0 otherwise. We want to prove
that ∑
n≤X
Λ1(n)Λ1(n+ 2) +
1
γ − β
∑
n≤X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ1(d1)Λ1(d2)
log n
= 2S2X (1 +O(ε))
We will prove below that indeed, the contribution of the prime powers will be
a O(X/ logX).
Indeed, for the first term we have∑
n≤X
Λ1(n)Λ1(n+ 2) =
∑
n≤X
Λ(n)Λ(n+ 2)−
∑
n≤X
(Λ− Λ1)(n)Λ(n+ 2)
−
∑
n≤X
Λ1(n)(Λ− Λ1)(n+ 2)
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but ∑
n≤X
(Λ− Λ1)(n)Λ1(n+ 2) ≤ log(X + 2)
∑
n≤X
(Λ− Λ1)(n)
and (c.f. [13] for example)∑
n≤X
(Λ− Λ1)(n) = ψ(X)− θ(X) = O(
√
X)
(ψ and θ areTchebychev functions). And also∑
n≤X
Λ1(n)(Λ− Λ1)(n+ 2) ≤ log(X)
∑
n≤X
(Λ− Λ1)(n+ 2)
We find that∑
n≤X
Λ1(n)Λ1(n+ 2) =
∑
n≤X
Λ(n)Λ(n+ 2) +O(
√
X logX). (89)
For the second term, we use the following theorem
Lemma 2.19. Given a a prime number or a prime power, the number of primes
p less than or equal to X such that ap + 2 is a prime is no more than C X
log2X
where C is a constant, independent of X and a. (Consequently, this number is
a O
(
X
log2X
)
).
Proof. This is Theorem 3.12 from [8] in the case k = l = 1 with b = 2 and a a
prime power.
We notice that
∏
p>2
p|2a
p−1
p−2 contains only one factor for all prime power a, so
this product is ≤ 2. Thus the constant C is indeed independent of X and a.
So, we have∑
n≤X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ1(d1)Λ1(d2)
log n
=
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
−
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)− Λ1(d1)Λ1(d2)
log n
−
∑
n≤X
(Λ− Λ1)(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ1(d1)Λ1(d2)
log n
=
∑
n≤X
Λ(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d1)Λ(d2)
log n
+ T1 + T2.
In order to bound |T2|, we use the fact that Λ1(d1) ≤ logXγ = γ logX and
Λ1(d2) ≤ logX, and, for any n, the number of summands over d1 and d2 is no
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more than twice the number of prime factors in n (as d1 and d2 are necessarily
prime). But, from [3], the number of prime factors of n is no more than
log n
log log n
(1 + o(1)) ≤ 2 log n
log log n
.
So we find that
|T2| ≤
∑
n≤X
4 log n
log log n
× γ log
2X
log n
(Λ− Λ1)(n+ 2)
We saw earlier than
∑
n≤X(Λ− Λ1)(n) = O(
√
X). So
|T2| ≤ O(
√
X log2X) (90)
When bounding |T1|, we notice that
Λ(d1)Λ(d2)− Λ1(d1)Λ1(d2) = Λ(d2)(Λ− Λ1)(d1) + Λ1(d1)(Λ− Λ1)(d2)
and calculate ∑
X<n≤2X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d2)(Λ− Λ1)(d1)
log n
. (91)
This sum is less than or equal to twice the sum:∑
X<n≤2X
Λ1(n+ 2)
∑
d1d2=n
d1≤d2
Λ(d2)(Λ− Λ1)(d1)
log n
≤ 1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1)
∑
X<n≤2X
n=d1d2
Λ1(n+ 2)Λ(d2).
We have
Λ(d2) = Λ1(d2) + (Λ− Λ1)(d2). (92)
The contribution of the second term (Λ− Λ1) being no more than
1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1)
∑
X
d1
<d2≤ 2Xd1
(Λ− Λ1)(d2) log(2X + 2)
 1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1)
√
2X
d1
log(2X + 2)
 1
logX
√
2X log(2X + 2)
√√
X = O(X3/4).
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So we estimate
1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1)
∑
X<n≤2X
n=d1d2
Λ1(n+ 2)Λ1(d2)
which is no more than
1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1)
∑
p∈
[
X
d1
; 2Xd1
]
p prime
d1p+2 prime
log(X + 2) logX
≤ 1
logX
∑
d1≤
√
X
(Λ− Λ1)(d1) log(X + 2) logX ×O
(
X/d1
log2(X/d1)
)
from Lemma (2.19) with a = d1. So our term is
≤
∑
d1≤
√
X
(Λ− Λ1)(d1)
d1
C′
X
logX
where C′ is a constant independent of d1.
Furthermore, the series
∑ (Λ−Λ1)(d1)
d1
is convergent so the partial sums are
bounded. We set
C′′ =
∑
n≥1
(Λ− Λ1)(n)
n
C′
and so we have∑
X<n≤2X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d2)(Λ− Λ1)(d1)
log n
≤ C′′ X
logX
(93)
where C′′ is independent of X.
At last, we have∑
n≤X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d2)(Λ− Λ1)(d1)
log n
=
∑
X
2 <n≤X
...+
∑
X
4 <n≤X2
...+ ...
≤ C′′ X
2 log(X/2)
+ C′′
X
4 log(X/4)
+ .... = C′′X
∑
k< logXlog 2
1
2k log X
2k
.
Now, for all k ≤ logX2 log 2 , 2k log(X/2k) ≥ 2k−1 logX so we divide this last sum in
two parts:
∑
k≤ logXlog 2
1
2k log X
2k
=
∑
k< logX2 log 2
1
2k log X
2k
+
∑
logX
2 log 2≤k< logXlog 2
1
2k log X
2k
≤ 1
logX
∑
1≤k≤ logX2 log 2
1
2k−1
+
1
log
√
X
∑
logX
2 log 2≤k< logXlog 2
1
2k
≤ 5
logX
.
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And so ∑
X<n≤2X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ(d2)(Λ− Λ1)(d1)
log n
≤ 10C
′′X
logX
. (94)
We will get the same way∑
X<n≤2X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ1(d1)(Λ− Λ1)(d2)
log n
≤ 10C
′′X
logX
(95)
And finally
|T1| ≤ 20C
′′X
logX
= O
(
X
logX
)
(96)
Thus, we can state a theorem without prime powers:
Theorem 2.20. Let us define the function Λ1(n) = log n if n is a prime and
0 otherwise. Under the conjecture 2.1, given any ε > 0, any β ≥ 0 and γ > β,
there exists a real number X0 such that for all X ≥ X0,∑
n≤X
Λ1(n)Λ1(n+ 2) +
1
γ − β
∑
n≤X
Λ1(n+ 2)
∑
d1d2=n
nβ≤d1≤nγ
Λ1(d1)Λ1(d2)
log n
= 2S2X (1 +O(ε)) .
And taking β = 0 we get the following theorem:
Theorem 2.21. Under the conjecture 2.1, given any ε > 0, and any γ where
0 < γ < 1, there exists a real number X0 such that for all X ≥ X0,∑
n≤X
Λ1(n)Λ1(n+ 2) +
1
γ
∑
n≤X
Λ1(n+ 2)
∑
d1d2=n
d1≤nγ
Λ1(d1)Λ1(d2)
log n
= 2S2X (1 +O(ε)) .
We recall that for both those theorems, X0 is chosen such that 1logX < ε.
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