The animal breeding values forecasting at futures times is a relevant technological innovation in the field of Animal Science, since its enables a previous indication of animals that will be either kept by the producer for breeding purposes or discarded. This study discusses an MCMC Bayesian methodology applied to panel data in a time series context. We consider Bayesian analysis of an autoregressive, AR(p), panel data model of order p, using an exact likelihood function, comparative analysis of prior distributions and predictive distributions of future observations. The methodology was tested by a simulation study using three priors: hierarchical Multivariate Normal-Inverse Gamma (model 1), independent Multivariate Student's t -Inverse Gamma (model 2) and Jeffrey's (model 3). Comparisons by Pseudo-Bayes Factor favored model 2. The proposed methodology was applied to longitudinal data relative to Expected Progeny Difference (EPD) of beef cattle sires. The forecast efficiency was around 80%. Regarding the mean width of the EPD interval estimation (95%) in a future time, a great advantage was observed for the proposed Bayesian methodology over usual asymptotic frequentist method.
Introduction
The advantage of simultaneously modeling several time series, also called panel data analysis, is the possibility of generating more accurate predictions for individual outcomes by pooling the data rather than generating predictions of individual outcomes using the data on the individual series only. The pooling takes place because the parameters of all time series are assumed to arise from the same distribution (Liu and Tiao, 1980) . The convenience in the specification of this distribution indicates that the Bayesian procedure has a theoretical advantage over the frequentist approaches, since panel data analysis is directly related to prior information.
A commonly used subjective prior distribution for parameters of auto-regressive models of order p, AR(p), is a multivariate normal, but other distributions have also been suggested such as the multivariate Student's t (Barreto and Andrade, 2004) and independent rescaled beta distribution (Liu and Tiao, 1980) , in addition to non-informative prior (Sun and Ni, 2003) . Thus, the choice of a prior distribution is a relevant topic in the analysis of autoregressive panel data models.
Often, only an approximate likelihood function is attempted in the Bayesian analysis of AR(p) models, because the unconditional or exact function does not provide posterior conditional distributions with closed form. The condi-tionality for p initial observations in AR(p) panel data model, defined by the order p of each series, represents a larger information loss, and although the exact likelihood function increases the analysis complexity, it may still be recommended (Liu and Tiao, 1980) . The Bayesian analysis of time series panel data models generates forecasts by combining all the information and sources of uncertainty into a predictive distribution for future values. The interval estimation process inherent to this distribution is theoretically more precise than those obtained from frequentist methods, in which asymptotic approximations are indiscriminately used. To illustrate this fact, we will discuss an application in the field of animal breeding.
Expected Progeny Difference (EPD) is an estimate of the individual's genetic merit for producing future progeny. EPD values are usually reported in the same measurement unit as the trait, and represent the solutions for additive genetic random effects in the Mixed Model Equations proposed by Henderson (1984) . These values are published annually by the Sire Summaries, and may change from year to year; thus, several sires with EPD published in several years make up a panel data structure. In practice, to obtain EPD values in a future year for a given sire, the method used is a frequentist approach given by a 95% confidence range (CR), also called the possible chance (PC) interval defined as (Bourdon, 2000) :
, where: EPD a is EPD calculated in the current year, ACC is the accuracy of EPD a and 2 σ g is the estimated genetic variance. The ACC value ranges from 0 to 1, and it informs the reliability of an EPD for a particular animal. In other words, ACC is a measure of the risk associated with the genetic estimate given by:
, where PEV is the prediction error variance.
In this manuscript we propose a full Bayesian analysis of an autoregressive, AR(p), panel data model, which can be used to provide narrow estimate intervals for EPD values in one future time. The methodology considers an exact likelihood function, comparative analysis of prior distributions and predictive distributions of future observations. This methodology was evaluated by a simulation study using three priors: hierarchical Multivariate Normal-Inverse Gamma (model 1), independent Multivariate Student's t -Inverse Gamma (model 2) and Jeffrey's (model 3). Model comparisons were performed using the Pseudo-Bayes Factor. An application was performed on real data from Nellore sires Expected Progeny Difference (EPD), observed during a six year period (2003) (2004) (2005) (2006) (2007) (2008) .
Material and Methods
Let y it denote m time series realizations, i = 1,2,…,m, with time index given by t =1,2,…,n i . An autoregressive AR(p) panel data model can be described as (Liu and Tiao, 1980) :
where: y it is the actual value of a stochastic process; y i(t-1) , y i(t-2) , ... , y i(t-p) represent values assumed in the past, φ i1 , φ i2, …, φ ip are autoregressive coefficients for each individual; and e it is a non-observable error term, assumed as
The exact likelihood function for model (1) is given by:
where:
Y p = [y 11 , y 12 , ..., y 1p , y 21 ,y 22 , ..., y 2p , ..., y m1 , y m2 , ..., y mp ]'.
The matrix V p is obtained by the Yule-Walker equation (Box et al., 1994) . Here, we generalized this matrix for panel data using the block diagonal structure, which is illustrated for the AR(1) and AR(2) autoregressive models, respectively: 
The likelihood function (2) can be written in matrix notation as:
Y 1 = [y 1p+1 , y 1p+2 , ..., y 1n , y 2p+1 ,y 2p+2 , ..., y 2n , ..., y mp +1 , y mp+2 , ..., y mn ]' m(n-p) x 1 , 
An important issue with the Bayesian implementation of the AR(p) model refers to the prior specification, because the use of an inappropriate prior may lead to elevated fluctuations in the parameter estimates (Kass and Raftery, 1995) . The hierarchical multivariate Normal -Inverse Gamma prior (model 1), independent multivariate Student's t -Inverse Gamma prior (model 2), and the Jeffrey's prior (model 3).
In the case of a hierarchical multivariate Normal-Inverse Gamma prior, we have: 
, leading to the following joint prior distribution:
The independent multivariate Student t -Inverse Gamma prior is givem by:
with v degrees of freedom, and 2~( , ) e IG σ α β , such that:
. The resulting joint prior distribution is then:
The components µ, P, α and β in the expressions 5 an 6 are hyperparameters, whose values must be specified. An alternative for prior specification is the use of a non-informative prior, which represents the lack of knowledge when a certain parametrical family is chosen. Jeffrey's prior approach to autoregressive model used here was presented by B roemiling and Cook (1993), which is given by:
Under the Bayesian approach, the prior beliefs about parameters are updated with the information from the data to produce the posterior distribution of the parameters. Thus, it summarizes the current state of knowledge about all the uncertain quantities in a model (Gelman et al., 2003) . In this study, we used the same sample information, that is, the same exact likelihood function, combined with each alternative prior distribution, in order to obtain three different joint posterior distributions. Using the Bayes Theo-rem,
such that the result ing joint post erior distribut ion for each prior specification,is given by:
(9) In a Bayesian analysis, the marginal posterior distributions, which contain all relevant information about the unknown parameters, are obtained by the multidimensional integration of the joint posterior distribution. These integrals are usually impossible to evaluate analytically, but Markov chain Monte Carlo (MCMC) simulation, such as the Gibbs sampler and Metropolis-Hastings, can be used instead (Gelman et al, 2003) . The full conditional posterior distributions for Φ and , are necessary in order to apply MCMC. These distributions can be represented as follows: 
Model 3:
The conditional posterior distributions of have a closed form for all considered priors, which is an Inverse Gamma probability density distribution. Therefore, the Gibbs Sampler algorithm can be used to generate samples of the marginal posterior distribution. For the parameter F, however, a closed form can not be obtained, and so we used the Metroplis-Hastings algorithm.
For each prior, single chains with starting values obtained by maximum likelihood estimation were run. Although to use multiple chains is more reliable, avoiding that a single sequence is stuck in some unrepresentative small region of the parameter space, this method is not always recommended. According to Kass et al. (1998) , if the convergence is very slow, as in the present study, sometimes runing just one chain can be better than several chains for correspondingly less time.
After several trials, by visual inspection of the graph, the chain length was set to 50,000 and the burn-in period 20,000 iterations, higher than the minimum burn-in required according to the Raftery and Lewis (1992) criteria. Sampling interval (thinning) was set to 3 iterations, so that a total of 10,000 samples were kept for posterior analyses. Convergence was tested for each chain separately using the Geweke (1992) criteria.
The Gibbs Sampler and Metropolis-Hastings algorithms were implemented in the R software (R Development Core Team, 2008). The mvtnorm package was used to generate random numbers of multivariate Normal and Student's t distributions, and the rinvgamma function (MCMCpack package) for the inverse Gamma distribution. The cited convergence criteria were implemented via the BOA (Bayesian Output Analysis) package (Smith, 2007) .
In Bayesian forecasting, the prediction of future observations are obtained by a posterior predictive distribution, which is given by a conditional distribution of future data, conditioned on past data. In the present panel data analysis, for a specific individual i, the distribution for a future observation is given by:
The term is obtained by the following model:
...
Generalizing the expression (17) for m individuals, we have:
Using matrix notation, the expression (19) can be expressed as:
1 ( 1) 2 ( 1) ( 1) 1 and , 
Y is the joint posterior distribution previously presented. Then, by the generalization of expression (16), we have that:
This integral does not present an analytical solution, but according to Heckman and Leamer (2001) it is possible to obtain an approximation via MCMC algorithm with the distribution:
I is an identity matrix. The set of values generated by this multivariate normal distribution, at each q MCMC iteration step, constitutes a sample of future observations from the posterior predictive distribution. Then, the point estimate of this value for future observations, is given by the mean of this sample ˆ( | )
The comparison between priors used the Pseudo-Bayes Factor (PBF) (Gelfand, 1996) , which is defined as the ratio of ˆ( | ) (n+k) P Y Y produced by models M z and M w :
where k is the number of future time points to be predicted. If PBF zw > 0 then M z is selected, otherwise M w is selected. In the present study it was assumed that k = 1, however, as the panel data structure demands a generalization for each individual series i, we have:
A simulation study was conducted to evaluate the proposed methodology. The AR(2) model was used because it is the most simple multi-parametric autoregressive approach. It is given by: 
such that the series is stationary.
The parameter values, φ i1 and φ i2 , were generated by multivariate normal (model 1) and multivariate Student's t distributions (model 2), so it is possible to assume these distributions as the true prior distributions in the efficiency analysis of the Pseudo-Bayes Factor. The dis-tributions used to generate the parameter values for models 1 and 2 are given, respectively, by:
The residual distribution was Normal, 2 (0, ) σ it e e N , were 2 σ e was drawn from an Inverse Gamma distribution, 2~( 3,2) σ e IG . This simulation study also provides an alternative way to evaluate the autoregressive panel data model predictive ability, which is assumed by predicting the last observ a t i o n , 2il Y , which was excluded from the analysis for parameter estimation.
The proposed methodology was applied to a real data set obtained from the animal breeding field, which refers to Expected Progeny Difference (EPD) for Nellore cattle. The data are from an annual genetic analysis of 117 sires and were provided by the Animal Breeding Group of the Universidade de São Paulo, in Pirassununga, state of São Paulo, Brazil. The EPD values for the weight gain from weaning (205 days of age) to 550 days of age were recorded between 2003 to 2008.
These EPD values were calculated with different accuracy levels, since these values are indicators of the reliability of the published genetic estimates for each animal. If all animals had the same accuracy level, characteristics such mean weight, age and herd, among others, could be used in order to classify latent sire groups. We split the animals into three groups according to their 2007 accuracy levels. These groups were classified as low (0 to 40%), median (41 to 60%) and high (above 60%) accuracy, which contained 31, 63 and 23 sires, respectively. These groups were constructed to ensure the homogeneity within each classification widely required for panel data analysis.
The order of the autoregressive process was identified with autocorrelogram plots, which showed that only first and second order models make sense. The AR(2) model was chosen, since this model includes the AR(1) structure.
Predictive ability was evaluated using 2008 EPD values, which were omitted from the estimated sample. To compare the forecasting precision of EPD values in one period ahead with the conventional method, we use a 95% confidence range (CR), and 95% Bayesian credible interval, which is based on 2.5 an 97.5 percentiles of the posterior predictive distribution, the mean width intervals were calculated. The point estimates from different methods were compared by through the root mean square error (RMSE).
Results and Discussion
The Bayesian methodology was efficient (Tables 1 and  2) , with 95% credibility intervals containing 80% and 90% of the φ 1 parametric values, and 90% and 100% of the φ 2 parametric values, respectively for models 1 and 2. Furthermore, the estimates from model 2 also presented best agreement with the true values, since the RMSE for this model, regarding respectively φ 1 (0.0441) and φ 2 (0.0392), were smaller those obtained from model 1, respectively 0.0678 and 0.1346 for φ 1 and φ 2 . These same considerations apply to residual variance estimates (Table 3) .
The last three columns in Tables 1, 2 and 3 indicate that all chains give very similar results. The convergence was seemingly achieved, with the z-scores of the Geweke tests never higher than 1.96. The burn-in period values used were much higher than the minimum recommended by the procedure of Raftery and Lewis. For model 1, 60% of the credibility intervals contained the true values, and 80% for model 2 (Table 4 ). Thus, the joint evaluation of the two models produced an efficiency of 70%, which is similar to other studies that performed also model predictive ability evaluation. De Alba (1993) simulated independent time series with the AR(4) model and noted an efficiency of 75%, while Hay and Pettitt (2001) obtained 58% in the analysis of twelve pneumonia incidence time series using generalized the AR(1) model for count data. In relation to efficiency of point estimates, the RMSE calculated were very similar for the two models, 0.3541 and 0.3469, respectively for models 1 and 2.
Although model 2 was presented as the best for sample fit (Tables 1, 2 and 3) , and the best in predictive ability (Table 4) , the models were also compared by the Pseudo-Bayes Factor. The results are presented in Table 5 , which show the model 2 superiority in relation to models 1 and 3, even when data were simulated using model 1. This interesting result can be in part explained by Student's t distribution with higher degrees of freedom, which is similar to the normal distribution. In general, the literature has related the Student's t prior quality for parameters of time series autoregressive models, and among these we refer the reader to Barreto and Andrade (2004) .
The Pseudo-Bayes Factor values calculated to compare the three models fitted to the EPD data are presented in Table  6 . The results are similar to those obtained with the simulated data, indicating a better performance for the independent multivariate Student's t -Inverse Gamma prior. The Pseudo-Bayes Factor magnitude in relation to the hierarchical multivariate Normal-Inverse Gamma is small, and the non-informative Jeffreys' prior had the worse results. This fact is very well discussed by Lambert et al. (2005) , who indicate that, even if we do not have well determined information about the parameters, it is very important to use and compare the informative prior with the non-informative, be- 
cause probably the informative one will lead to better posterior results.
In the context of our data, at each new sire annual evaluation the researcher can increase the amount of information coming from the data, which means that the prior information used in this Bayesian analysis can be given by the posterior distribution obtained from the previous year. Thus, after several years, as the sample size increases, the point and interval Bayesian estimates of the parameters, including the EPD for a future year, will be driven more and more by the observed data rather than by the prior. Anyway, due to the great influence of the prior information in the first step of this proposed system, the Pseudo-Bayes Factor was used to objectively choose the prior distribution, and the independent Multivariate Student's t -Inverse Gamma (model 2) was indicated. Concluding, we believe that subjective prior choice can lead to results that are driven not by the data but by prior unconfirmed beliefs and this fact may compromise the reliability of the study findings.
After the choice of the best prior, independent multivariate Student's t -Inverse Gamma, the predictive ability produced by this model is shown in Table 7 . It represents the percentage of sires whose credibility intervals contained the EPD true values, corresponding to year 2008. The residual variance of posterior estimates for each accuracy group is also presented in Table 6 . The predictive ability of this proposed Bayesian methodology was efficient to forecast future EPD values, since the percentages were consistently high, around 80%.
The mean width of EPD interval estimation (95%) for the usual method (Bourbon, 2000) and proposed Bayesian forecasting are presented in Figure 1 . These results demonstrate a great advantage of the Bayesian methodology, which provide narrow intervals for each accuracy group. In relation 
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Conclusions
The proposed full Bayesian framework for analysis of panel data, using an exact likelihood function, comparative analysis of priors and predictive distributions of future observations worked very well in our study, for both, simulated and real data sets, since the predictive ability was nearly 90% for all considered models. Comparisons by the Pseudo-Bayes Factor indicated superiority of the independent Multivariate Student's t -Inverse Gamma prior in relation to the others. The real data analysis indicated the importance of grouping sires by accuracy values, and also showed a forecast efficiency around 80%.
