In the main paper Dennis and Motegi (2019) , we provided partial simulation results for the sake of brevity. In this supplemental material, we present full simulation results for completeness.
Recall that the data generating processes (DGPs) are written as follows.
∼ N (0, 1),
where { yt } and { xt } are mutually independent of each other at any lead or lag. The spurious regression model is specified as
We are interested in the asymptotic and empirical distributions of scaled least squares estimator n −1/2β n . In the main paper, we fixed d y at 0.2 in order to focus on main results. Here we consider an extra case of d y = 0.4 in order to see how the asymptotic and empirical distributions of n −1/2β n are affected by the value of d y .
Theorem 1 of the main paper states that n −1/2β n ⇒ T as n → ∞, where
The probability density function of T is analytically intractable, but it can easily be approximated via the numerical method described in the main paper. See Figure 1 for the approximated asymptotic distributions. For each d x ∈ {0, 1, 3}, the larger d y leads to the larger variance in T . This is an intuitive results since the larger drift in {y t } exacerbates the symptom of spurious regression, drivingβ n further away from 0. For each d y ∈ {0.2, 0.4}, the asymptotic distribution is bimodal and symmetric if d x = 0; bimodal and asymmetric if d x = 1; unimodal and asymmetric if d x = 3. Those results are also reasonable since, whether d y = 0.2 or d y = 0.4, the larger d x strengthens the (spurious) positive correlation between y t and x t and hence makes the right peak of the distribution more prominent. sizes are n ∈ {100, 1000, 5000}. In the main paper, we focused on n = 5000 in order to confirm that the asymptotic and empirical distributions of n −1/2β n coincide for any d x ∈ {0, 1, 3} given 3 d y = 0.2. As indicated by Figures 3, 5, and 7, the two distributions coincide again for d y = 0.4.
In this supplemental material, the smaller sample sizes n ∈ {100, 1000} are also considered in order to inspect the small sample performance of the least squares estimator. As seen from the QQ-plots in Figures 2-7 , the smaller sample size results in the larger discrepancy between the asymptotic and empirical distributions, which is not a surprising result at all. The p-value of the two-sample Kolmogorov-Smirnov test, whose null hypothesis is that the two distributions are identical to each other, is below 0.05 for any pair of (d x , d y ) when n = 100. Hence, we reject the null hypothesis of identical distributions at the 5% level for n = 100. The same is true for n = 1000 except for two cases. When (d x , d y ) = (0, 0.4), the p-value is 0.267 ( Figure 3 ).
When (d x , d y ) = (1, 0.4), the p-value is 0.128 ( Figure 5 ). Those results suggest that the larger d y accelerates the convergence of n −1/2β n to its asymptotic distribution.
Figure 1: Asymptotic distribution of n −1/2β n (numerical approximation)
{y t } follows a random walk with drift:
∼ N (0, 1). {x t } follows a random walk with local drift:
∼ N (0, 1). A random sample with size N = 10000 is generated to approximate T = (dxdy + 12dyξx)(d 2 x + 24dxξx + 12Bxx) −1 , the limit process of n −1/2β n. The same exercise is repeated J = 5000 times to approximate the probability density function of T . ∼ N (0, 1). In this figure, (dx, dy) = (0, 0.2).
A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other. ∼ N (0, 1). In this figure, (dx, dy) = (0, 0.4).
A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other. A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other. ∼ N (0, 1). In this figure, (dx, dy) = (1, 0.4).
A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other. A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other. ∼ N (0, 1). In this figure, (dx, dy) = (3, 0.4).
A random sample with size n ∈ {100, 1000, 5000} is generated and a spurious regression yt = α + βxt + ut is executed, resulting in the LS estimatorβn. The same exercise is repeated J = 5000 times, and the histogram of n −1/2β n is drawn. The vertical axis is interpreted as probability density function. We also draw a QQ-plot between the asymptotic and empirical distributions of n −1/2β n. pKS is the p-value of the two-sample Kolmogorov-Smirnov test whose null hypothesis is that the two distributions are identical to each other.
