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La rationalité uniforme de la série Poincaré de
relations d’équivalence p-adiques et la conjecture
d’Igusa sur des sommes exponentielles
Résumé
Comprendre l’ensemble des solutions de système d’équation congruence est un
problème important de la théorie des nombres. Un outil utile pour étudier le pro-
blème est la rationalité des séries de Poincaré associées avec les nombres des solutions
d’une équation congruence modulo pm, où p est un nombre premier et m varie dans
l’ensemble des nombres naturels. Pour un premier fixé, la rationalité des series de
Poincaré a été prouvée par Igusa, Meuser et Denef par quelques méthodes. Denef a
aussi donné une extension de ce problème par replac¸ant le système ci-dessus par une
famille définissable des relations équivalences indexés par éléments de group valué
dans la structure de corps valués et considérant Poincaré séries de cette famille. Cette
extension a une relation avec l’existence d’élimination des imaginaires des théories
sur corps valués (voir [HMR]). La théorie d’intégration motivique nous aide pour
montrer la dépendance uniforme dans p de la rationalité des séries de Poincaré. Ce
résultat a des applications dans fonctions zêta de groupe, etc. Dans le chapitre 1 de
cette thèse, je donne une extension du résultat sur la rationalité uniforme dans p des
séries de Poincaré associées avec famille définissable des relations équivalences dans
quelques théories sur corps valués dans lesquels élimination des imaginaires n’est pas
prouvée comme théories sur structures analytiques. Ma méthode est que j’étends la
théorie d’intégration motivique pour fonctions constructibles dans [CL08] et [CL15]
aux fonctions constructibles rationnelles.
Autre problème important dans la théorie des nombres est estimation des sommes
exponentielles. Sommes exponentielles modulo un nombre premier p ont été recher-
chées par beaucoup de mathématicien comme Weil, Deligne, Katz, Laumon, etc.
Sommes exponentielles modulo pm pour un nombre premier p et un nombre naturel
m ont été étudiée par Igusa. Pour un nombre premier p fixé, Igusa a découvert une
relation profonde entre estimation des sommes exponentielles avec pôles de la fonc-
tion zêta local d’Igusa. Igusa a aussi montré que si on a une estimation uniforme
dans p et m des sommes exponentielles, on peut obtenir une formule sommatoire
de Poisson pour Adèle de type de Siegel-Weil. Il y a beaucoup de recherche dans
cette direction pour obtenir la meilleur estimation uniforme dans p et m des sommes
exponentielles. Dans les chapitres 2, 3, 4, on va prouver quelques versions uniformes
dans p et m de borne supérieure des sommes exponentielles donnés par le seuil log
canonique ou par polyèdre de Newton.
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fonction zêta local d’Igusa, le seuil log canonique, polyèdre de Newton, polynôme non
dégénérée, résolution des singularités, formule sommatoire de Poisson pour Adède
de type de Siegel-Weil.
Uniform rationality of Poincaré series of p-adic
equivalence relations and Igusa’s conjecture on
exponential sums
Abstract
Understanding the set of solutions of a system of congruence equation is an im-
portant problem of number theory. A useful tool to approach this problem is the
rationality of Poincaré series associated with the numbers of solution of congruence
equation modulo pm, where p is a prime and m ranges over the set of natural num-
bers. The results in the rationality of Poincaré series for a fixed prime was proved by
Igusa, Meuser and Denef by various methods. Denef gave an extension of this prob-
lem by considering the set of equivalence classes associated with a definable family
of equivalence relations indexed by value group in the structure of valued field and
defining Poincaré series of this family. This extension has relation with the exis-
tence of elimination of imaginaries theorem for theories of valued fields (see [HMR]).
The development of motivic integration theory provides us with a new tool to show
the uniform dependence of the rationality of Poincaré series on p. This can have
many applications, for example, to the zeta function of groups. In the chapter 1 of
this thesis, I extend the result on p-uniform rationality of Poincaré series associated
with definable family of equivalence relations in some theories in which elimination
of imaginaries has not been proved yet, for example theories on analytic structures.
My method is that I extend the motivic integration theory for constructible motivic
functions in [CL08] and [CL15] to rational constructible motivic functions.
Another classical problem of number theory is estimation of exponential sums.
Exponential sums modulo a prime p was studied by many mathematicians as Weil,
Deligne, Katz, Laumon, etcetera. Exponential sums modulo pm was studied by
Igusa, and for a fixed prime p, he gave a deep relation between estimation of expo-
nential sums modulo pm and poles of Igusa local zeta function. Igusa also showed
that an uniform estimation in p and m of exponential sums modulo pm could give
a Poisson summation formula of Siegel-Weil type. By this motivation, many re-
searchers tried to give the best uniform upper bound of exponential sums modulo
pm. In the chapters 2, 3, 4, we will try to obtain some uniform versions for upper
bound of exponential sums modulo pm given by log-canonical threshold or Newton
polyhedron due to Igusa’s, Denef-Sperber’s and Cluckers-Veys’s conjectures.
Keywords
Rationality of Poincaré series, motivic integration, uniform p-adic integration, con-
structible motivic function, rational constructible motivic function, analytic struc-
ture, definable family of equivalence relations, zeta functions of group, elimination of
imaginaries, exponential sums uniform in p, Igusa local zeta function, log-canonical
threshold, Newton polyhedron, non-degenerate polynomial, resolution of singulari-
ties, Poisson summation formula of Siegel-Weil type.
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Introduction
The thesis consists of a collection of published papers and preprints (each chapter
representing one paper, see [Ngud], [CNa], [CNb], [CNc]) together with an extra
general introduction. In this general introduction, I will give an overview of the
topics of my thesis, it contains the sketch of history, the meaning of the problems
and the ideas from the past to present.
This research is inspired by the work of my thesis advisor, R. Cluckers, it is a
combination of model theory, number theory and algebraic geometry by the influence
of J. Igusa, J. Denef and F. Loeser.
1. Uniform rationality of Poincaré series on local fields
Let f1, ..., fk be polynomials in Z[x1, ..., xn] and N be a positive integer. A clas-
sical problem of number theory is determining the solutions of congruence equation
system
fi(x1, ..., xn) ≡ 0 mod N (0.0.0.1)
where i = 1, k.
By Chinese remainder theorem, we can reduce the question to the case in which
N is a power pm of a prime p to obtain system
fi(x1, ..., xn) ≡ 0 mod pm (0.0.0.2)
where i = 1, k.
One of main tools to research this problem is using Poincaré series associated
with 0.0.0.2. More precisely, for each prime p and a natural number m, let Nm,p be
the number of solutions modulo pm of 0.0.0.2 and consider the Poincaré series
Pf1,...,fk,p(T ) =
∑
m≥0
Nm,pT
m
We remark that Poincaré did not work on this series but we construct it by
the spirit of Poincaré’s idea. More precisely, from Poincaré’s idea, to research a
graded object, we try to construct a power series whose coefficient with respect to
the d-exponent is a quantity (as dimension, rank, the number of points, etcetera)
associated with the d-grade of this object. A well-known conjecture of Borevich and
Shafarevich in [BS66] stated that Pf1,...,fk,p(T ) is a rational function, i.e. a quotient
of two polynomials in T . This question was proved by Igusa (see [Igu74], [Igu78]) in
case k = 1 and by Meuser (see [Meu81]) for arbitrary k, by using Hironaka’s resolu-
tion of singularities and p-adic integration. From the viewpoint of model theory, in
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[Den84], Denef showed that this conjecture can be generalized by replacing system
0.0.0.2 by equivalence relations indexed by m in the language of valued field and he
proved the rationality of the associated Poincaré series in this generality by using cell
decomposition theorem in place of Hironaka’s resolution of singularities. Further-
more, Denef’s proof suggests us that we can compare Pf1,...,fk,p(T ) and Pf1,...,fk,p′(T )
for primes p and p′ because the equivalence relations are described independent with
p in the language of valued fields. Hence a motivic question is raised: How does
Pf1,...,fk,p(T ) change when p runs in the set of primes?
In 1995, Maxim Kontsevich introduced the notation ’motivic integration’ and it
was developed by Denef and Loeser. This type of integral allows us to define measure
of subsets of arc spaces with values in the Grothendieck ring of varieties (over field
of characteristic zero). The rationality of Poincaré series has an important role in
the motivic integration theory. More precisely, it helps us to control the convergence
of integrals over value group. To see the rational result in Denef-Loeser’s theory, we
need some notations. For each algebraic variety X over a field k of characteristic
zero, we denote by L(X) the scheme of germs of arcs on X, it is a scheme over k
such that for any extension k ⊂ K, there is a natural bijection
L(X)(K) 'Mork−schemes(SpecK[[t]], X)
between the set of K-rational points of L(X) and the set of K[[t]]-rational points
of X. The scheme L(X) is defined as projective limit L(X) := lim←mLm(X), where
Lm(X) is the space of m-jets on X representing the functor
R 7→Mork−schemes(R[[t]]/(tm+1R[[t]]), X)
defined on the category of k-algebras. We denote by pim the canonical map L(X)→
Lm(X) corresponding to truncation of arcs.
Motivated by Denef’s result in [Den84], Denef and Loeser showed in [DL99a]
that the Poincaré series
PX(T ) =
∑
m≥0
[pim(L(X)]Tm
considered as an element inMloc[[T ]] is rational and belongs toM[T ]loc. HereM
is the Grothendieck ring of varieties over k, Mloc = M[L−1] with L := [A1k] is the
class of the line inM andM[T ]loc is the subring ofMloc[[T ]] generated byMloc[T ]
and elements of the form (1 − LaT b)−1 with a ∈ Z and b ∈ N\{0}. It means that
we can write
PX(T ) =
∑r
i=0[Yi]T i
Lc∏sj=1(1− LajT bj)
where [Yi] ∈M and aj ∈ Z, bj ∈ N\{0} and c ∈ N.
When k = Q, suppose that fi is reduced for all i = 1, k, and X = {f1 = ... =
fk = 0} is subvariety of AnQ associated with f1, ..., fk. There is a positive integer
M such that we can view Yi as a Z[1/M ]-scheme so we can consider Y i,p as the
reduction modulo p of Yi for p > M . By logical compactness we can show that
Pf1,...,fk,p(T ) =
∑r
i=0 #Y i,pT i
pc
∏s
j=1(1− pajT bj)
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for any big enough prime p (see [DL02]). So the motivic question for Pf1,...,fk,p(T )
reduces to the question: For a Z[1/M ]-scheme Y , how does #Y p change when p
runs in the set of primes. This question go to the Conjecture de Weil and the
development of theory of motives with the contribution of so many mathematicians
as Weil, Grothendieck, Deligne, Tate, etcetera.
To generalize the motivic question to equivalence relations, we need to fix an
extension L of the language of valued fields and a theory T over this fixed lan-
guage, and then we need to construct a motivic integration theory over T . In
[CL08], Cluckers and Loeser construct a theory of constructible motivic functions
for language Denef-Pas LDP and the LDP-theory of Henselian valued fields with
residue field of characteristic zero by giving a motivic cell decomposition theorem.
In [HK06], Hrushovski and Kazdan construct a motivic integration theory over the-
ory of algebraically closed valued field with equicharacteristic zero (ACVF(0,0)) over
a compatible language. Cluckers and Loeser extend motivic integration theory to
some theories of (0, p, e)-fields in [CL15] by giving some axioms to keep good prop-
erties as existence of cell decomposition theorem, orthogonality of residue field and
valued group, etcetera. Even when we have a motivic integration theory, the ques-
tion for rationality of Poincaré series of equivalence relations still remains hard. The
problem is that the set of equivalence classes can not be described by a definable
set in general case. In the original question, the set of equivalence classes can be
identified with the set of closed points of a variety, so we can get around the diffi-
culty. A solution of this problem in model theory is that we can add an imaginary
sort for each equivalent relation to ensure that the set of equivalence classes is de-
finable. But this way can cause a serious trouble with motivic integration theory.
To see the trouble, we observe that each definable equivalence relation E gives us
a definable set AE (moduli space of E) consisting equivalence classes of E in the
new language. In the general case, we may not ensure that AE has good enough
structure to define its volume and the integral of functions on it. This trouble sug-
gests us to give another solution is that we try to prove that theory T eliminates
imaginaries, it means that, we can definably associate a point to each equivalence
class (imaginary element). In [HHM06], the authors gave a solution for the elimina-
tion of imaginaries by constructing a language called by geometric language LG and
showed that the theory ACVF eliminates imaginaries in LG. In fact, they added
some imaginary sorts whose moduli space is simple to describe. Using this idea, in
[HMR], the authors proved a uniform version in p of the elimination of imaginaries
in LG and it suffices to give a motivic version for rationality of Poincaré series of
equivalence relations because of the special properties of moduli space associated
with each imaginary sort. Unfortunately, in many cases, theory does not admit
elimination of imaginaries, for instance, some theories over an analytique structure
as in [HHM13].
In chapter 1, I will give an other way to solve this problem. I developed an idea
in the appendix of [HMR] given by Cluckers. The idea is that, instead of trying to
code an imaginary element by a point, we will code it by a definable set with two key
properties: we can calculate the volume of this set by a very simple way, and there
is a function of motivic type in this set whose integral is 1. However the motivic
function that we constructed is not the usual motivic function because we need to
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divided the usual motivic function by some factors in the Grothendieck semi-ring
of definable sets over the residue field. It suggests us to enlarge the set of motivic
function. In order to follow the method for constructing motivic functions outlined
in [CL15], I work with an extension L (with the same sorts) of Denef-Pas language
LDP and an L-theory T containing theory of henselian valued fields whose residue
field of characteristic zero. I also require some futher axioms for including Jacobian
property for functions from field sort to field sort, Split property for definable sets
in a finite Cartesian product of auxiliary sorts, finite b-minimality for definable sets
in field sort to ensure that we can construct a theory of motivic integration for
theory T . These axioms imply the existence of cell decomposition theorem and
the orthogonality of residue sort and valued group sort) and hence we can enlarge
the class of constructible motivic functions to the class of functions obtained by
localizing the semi-ring of constructible functions by the multiplicatively closed set
of ’non-zero’ elements in the Grothendieck semi-ring of definable sets over residue
field. We will call these functions by the rational constructible motivic functions.
Note that we define an element Z to be non-zero in the Grothendieck semi-ring of
definable set over residue field is ’non-zero’ if Z is nonempty set. By this method
we can answer the motivic question of Poincaré series for any theory containing
such axioms. In particular, we can do it for many theories over analytic structures
in which elimination of imaginaries have not been proved yet. Remark that this
technique can be used to obtain rationality result of Poincaré series of equivalence
relations in the field of Laurent series K((t)) for some field K having minimality
property as strong minimality, o-minimality, etcetera. But we need some extra small
technique and I will not call it in this thesis.
This problem may have applications in the theory of Zeta function of groups and
related objects (see e.g. [HMR] and [Vol10]).
2. Exponential sums modulo pm
This section explains my work in chapter 2, 3, 4.
Exponential sums is a classical problem of number theory with many interesting
consequences. Let f(x1, ..., xn) ∈ Z[x1, ..., xn] be a non-constant polynomial and
N > 1 be a natural number, we consider the exponential sums:
Ef,N :=
1
Nn
∑
(x1,...,xn)∈(Z/NZ)n
exp(2piif(x1, ..., xn)
N
)
Question: Find the best upper bound of |Ef,N |
By Chinese remainder theorem, we can reduce the question to estimate
Ef,p,m :=
∫
Znp
exp(2piif(x)
pm
)|dx| = 1
pmn
∑
(x1,...,xn)∈(Z/pmZ)n
exp(2piif(x1, ..., xn)
pm
)
where p is a prime and m is a natural number.
In general case, let L be a finite extension of Qp or Fp((t)), we will call OL the
valuation ring of L, ML the maximal ideal of OL, kL the residue field of L and
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qL = #(kL) = prL where pL = char(kL). Let L be a finite extention of Qp and
Φ : OnL → C be a Schwartz-Bruhat function we define
EΦf,L,z :=
∫
x∈OnL
Φ(x)Ψ(zf(x))|dx|
where Ψ(z) := exp(2piiTrL/Qp(z)) the standard additive character on L. Similarly,
we can define exponential sums on an extension of Fp((t)).
Research on exponential sums has a long history. It was studied by Gauss in
the case f = x2, Ex2,N is so-called the Gauss sum and is related to the law of
quadratic reciprocity. Ef,p,1 was studied by Weil in [Wei48] if f is a polynomial
in one variable and by Deligne in [Del74] if f is a polynomial in several variables.
Deligne also explained the deep relation of exponential sums and conjecture de Weil.
More precisely, the exponential sums in case of m = 1 depends on the eigenvalues of
Frobenius operation acting on the groups of `-adic cohomology, Deligne’s proof gave
the best estimation in a class of polynomial (so-called them by Deligne polynomials).
This idea have been developped by Katz, Laumon, etcetera to larger classes of
polynomials.
In the general case, Igusa showed that if char(L) = 0 and the set of critical
points of f in Supp(Φ) contained in f−1(0) then for |z| big enough, we have
EΦf,L,z =
∑
χ,λ,β
aχ,λ,β(L)χ(z)|z|λ ordL(z)β (0.0.0.3)
where χ runs in the set of multiplicative characters of O∗L, λ runs in the set of poles
of Igusa local zeta function ZΦ(L, χ, s, f) if χ 6= χtrivial and (1− qs+1L )ZΦ(L, χ, s, f)
if χ = χtrivial, β ∈ N and β ≤ (multiplicity of pole λ) − 1. We remark that there
are only finite multiplicative characters χ such that ZΦ(L, χ, s, f) has pole, so the
above sum is finite sum. Hence, for each σ < −λ0,Φ,L with λ0,Φ,L is the maximal
real part of poles appearing in 0.0.0.3, there exists a constant c(L,Φ, σ) such that
|EΦf,L,z| ≤ c(L,Φ, σ)|z|−σ
Let f be a non-constant homogeneous polynomial over number field K and
σ ∈ R. Suppose that 1 < σ < σ0, where σ0 is the minimum take over quotients νi
Ni
with (νi, Ni) 6= (1, 1) is the numerical data associated with an exceptional divisor
of a fixed embedded resolution of singularities of Spec(C[x1, ..., xn]/(f(x))) in AnC.
Because of property of Igusa zeta functions, if a local fields L contains K and
ΦL = 1OnL then σ
0 ≤ −λ0,ΦL,L. By formula 0.0.0.3, there exists a constant c(L) such
that |EΦf,L,z| ≤ c(L)|z|−σ. Igusa conjectured that one can take c(L) independent of
L. In particular, if we can choose σ > 2 then this upper bound implies an Adèlic
Poisson summation formula of Siegel-Weil type.
It is obvious that σ0 depends on an embedded resolution and it can tend to 1
by a suitable choice of resolution. Since 0.0.0.3, it is more natural to expect that
Igusa’s conjecture will be true for any 1 < σ < −α, where α = lim sup
char(kL)−→+∞
λ0,ΦL .
Moreover we can also expect that Igusa’s conjecture can be extended to all non-
constant polynomials f and σ < −α.
Igusa proved his conjecture if f defines a non-singular hypersurface in Pn−1. In
[DS01], Denef and Sperber proved Igusa’s conjecture for a homogeneous polynomial
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which is non-degenerate with respect to its Newton polyhedron at origin (called
non-degenerate polynomial) and has an extra condition on the Newton polyhedron.
Remark that they only worked for σ0 depended on a toric resolution of singularities of
Spec(C[x1, ..., xn]/(f(x))) in AnC. Denef and Sperber also introduced local conjecture
for exponential sums, i.e. we take ΦL = 1MnL , and they also proved it when a non-
constant polynomial is non-degenerate and has the same condition on the Newton
polyhedron as the homogeneous case. In [Clu08a], Cluckers extended the result of
Denef and Sperber to non-degenerate polynomials by removing the condition on the
Newton polygon of Denef and Sperber. In [Clu10], Cluckers continued his method to
give a version for non-degenerate quasi-homogeneous polynomials. In [Wri], Wright
removed the non-degenerate condition of Denef-Sperber and obtained a result in case
of non-constant quasi-homogeneous polynomials in two variables. Lichtin reproved
result of Wright by a different method and extended his result to case of non-
constant homogeneous polynomials in three varibles (see [Lic13] and [Lic16]). In
[CV16], Cluckers and Veys stated a conjecture for arbitrary non-constant polynomial
by restricting to ordL(z) ≤ −2 and working for σ = lct0(f) (resp. σ = lct(f))
in the local exponential sums conjecture of Denef and Sperber (resp. the global
exponential sums conjecture of Igusa). Here lct0(f) is the log-canonical threshold of
f at 0 and lct(f) is the minimum take over log-canonical thresholds lctb(f − f(b)),
b ∈ Cn. We remark that if Φ = 1MnL and |λ0,Φ,L| < 1 then λ0,Φ,L = − lct0(f), so
Cluckers-Veys gives us the best estimation of exponential sums in this case. Cluckers
and Veys also conjectured a uniform version of local exponential sums of a non-
constant polynomial f. More precisely, let O be the ring of integers of K, for each
point y ∈ On and a non-archimedean local field L containing K, we denote by
ay,L(f) = miny′∈y+MnL lcty′(f − f(y′)). Cluckers-Veys stated that there exists a
positive constant c such that |EΦy,Lf,L,z| ≤ c|z|−ay,L| ord(z)|n−1 for all y ∈ On, all local
field L containing K and all ordL(z) ≤ −2, where Φy,L = 1y+MnL .
By logical compactness, we can extend the above discussion to any local field L
of characteristic larger than a constant M depended on f .
In chapter 2, my work (a joint work with Wouter Castryck, see [CNa]) contributes
to remove the quasi-homogeneous condition in the proof of Cluckers in [Clu10] but
we need to restrict to the case ordL(z) ≤ −2.
In chapter 3, my work (a joint work with Saskia Chambille, see [CNb]) con-
tributes to prove Cluckers-Veys’s conjecture in the case lct0(f) (resp. lct(f)) less
than one half.
In chapter 4, my work (a joint work with Raf Cluckers, see [CNc]) contributes to
give a geometric variant of Cluckers-Veys conjecture. More precisely, we introduce
conjectures on numerical data of embedded resolution of singularities and prove that
the conjectures on numerical data and the conjectures on exponential sums for log-
canonical threshold are equivalent. More results on the numerical data conjectures
will be studied in future projects.
Chapter 1
Uniform rationality of the
Poincaré series of definable,
analytic equivalence relations on
local fields
This chapter will appear in Transactions of the American Mathematical Society,
series B, see [Ngud].
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Chapter 1. Uniform rationality of the Poincaré series of definable, analytic equivalence relations
on local fields
Poincaré series of p-adic, definable equivalence relations have been studied in
various cases since Igusa’s and Denef’s work related to counting solutions of polyno-
mial equations modulo pn for prime p. General semi-algebraic equivalence relations
on local fields have been studied uniformly in p recently by Hrushovski-Martin-
Rideau. Here we generalize the rationality result of Hrushovski-Martin-Rideau to
the analytic case, unifomly in p. In particular, the results hold for large positive
characteristic local fields. We also introduce rational motivic constructible functions
and their motivic integrals, as a tool to prove our main results.
1.1 Introduction
1.1.1
After observing that Igusa’s and Denef’s rationality results (see e.g. [Den84],
[Den]) can be rephrased in terms of counting the number of equivalence classes of
particular semi-algebraic equivalence relations, it becomes natural to consider more
general definable equivalence relations in the p-adic context and study the number
of equivalence classes and related Poincaré series. The study of uniform p-adic,
semi-algebraic equivalence relations is one of the main themes of [HMR], with gen-
eral rationality results of the associated Poincaré series as part of the main results,
generalizing [Pas89] and [Mac90]. In the appendix of [HMR], a more direct way
of obtaining such rationality results was developed in a different case, namely, in
the subanalytic setting on Qp, generalizing the rationality results by Denef and van
den Dries in [DD88]. A deep tool of [HMR] to study equivalence relations, called
elimination of imaginaries, is very powerful but also problematic since it does not
extend well to the analytic setting, see [HHM13]. In this paper we follow the more
direct approach of the appendix of [HMR] to obtain rationality results in situations
where elimination of imaginaries is absent; here, we make this approach uniform
in non-archimedean local fields (non-archimedean locally compact field of any char-
acteristic). The two main such situations where this applies come from analytic
structures on the one hand, and from an axiomatic approach from [CL15] on the
other hand. In the analytic case, our results generalize the uniform analytic re-
sults of [Dri92], [CLR06]. We heavily rely on cell decomposition, a tool which was
not yet available at the time of [Dri92], and which is obtained more recently in
an analytic context in [CL11], [CL] and [CLR06] uniformly, and in [Clu04] for any
fixed p-adic field. In our approach we also need more general denominators than in
previous studies, which we treat by introducing rational motivic constructible func-
tions and their motivic integrals, a slight generalization of the motivic constructible
functions from [CL15]. The adjective ‘rational’ reflects the extra localization of
certain Grothendieck semi-rings as compared to [CL15]. For these integrals to be
well-defined, a property called Jacobian property is used; also this property was not
yet available at the time of [Dri92], and is shown in [CL11] for analytic structures.
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1.1.2
Let us begin by rephrasing some of the classical results by e.g. Igusa and Denef
in terms of definable equivalence relations. Let L0 be a first order, multi-sorted
language such that (Qp,Z,Fp) are L0-structures for all p. A basic example is the
ring language on the first sort together with the valuation map ord : Q×p → Z and
the ordering on Z. We consider a formula ϕ(x, y, n) in the language L0 with free
variables x and y running over Qmp and n ∈ Z.
Suppose that for each n ≥ 0 and each prime p, the condition ϕ(x, y, n) on x, y
yields an equivalence relation ∼p,n on Qmp (or on a uniformly definable subset Xp of
Qmp ) with finitely many, say aϕ,p,n, equivalence classes. Then we can consider, for
each p, the Poincaré series associated to ϕ and p:
Pϕ,p(T ) =
∑
n≥0
aϕ,p,nT
n (1.1.2.1)
When ϕ(x, y, n) is the collection of equivalence relations ∼n based on the van-
ishing of a polynomial f(x) modulo pn, more precisely, when, for tuples (x, y) with
non-negative valuation, ϕ is defined by
ord(f(x), x− y) ≥ n (1.1.2.2)
with f ∈ Z[x1, ..., xm] and where the order of a tuple is the minimum of the orders,
the question of the rationality of Pϕ,p(T ) was conjectured by Borevich and Shafare-
vich in [BS66] and was proved by Igusa in [Igu74] and [Igu78]. The proof relied on
Hironaka’s resolution of singularities and used p-adic integration. In [Den84], still
using p-adic integration but using cell decomposition instead of Hironaka’s resolu-
tion of singularities, Denef proved the rationality of Pϕ,p for more general ϕ than in
(1.1.2.2) with its formula related to lifting solutions modulo pn to solutions in Zmp ,
answering on the way a question given by Serre in [Ser81]. The idea of Denef (using
[Mac76] and [Coh69]) is to represent a semi-algebraic set by a union of finitely many
cells which have a simple description (and so does ord f on each cell, for f a semi-
algebraic function) so that we can integrate easily on them. This was made uniform
in p in [Pas89] and [Mac90]. The advantage of the approach via cell decomposition
is that more general parameter situations can also be understood via parameter in-
tegrals, a feature heavily used to get Fubini theorems for motivic integrals [CLR06],
[CL08], [CL15]; for us this approach leads to our main result Theorem 1.4.2 below,
as a natural generalization of our rationality results Theorems 1.1.2 and 1.4.1.
When f in (1.1.2.2) is given by a converging power series instead of a polynomial,
then the rationality has been obtained in [DD88] for fixed p, in [Dri92] uniformly
in p, and in [CLR06] uniformly in p with the extra strength coming from the cell
decomposition approach.
The rationality of Pϕ,p(T ) as in (1.1.2.1) for more general ϕ, as well as the
uniformity for large p in Qp and Fp((t)), is the focus of this paper. A common feature
of all the previously mentioned results is to bundle the information of Pϕ,p(T ) into a
p-adic integral of some kind, and then study these integrals qualitatively. Here, we
bundle the information into slightly more general integrals than the ones occurring
before.
10
Chapter 1. Uniform rationality of the Poincaré series of definable, analytic equivalence relations
on local fields
1.1.3
Let us recall the precise result of [HMR] which states the rationality of Pϕ,p(T ) in
the semi-algebraic realm, with its uniformity in (non-archimedean) local fields. We
recall that a non-archimedean local field is a locally compact topological field with
respect to a non-discrete topology such that its topology defines a non-archimedean
absolute value. Any such field is either a finite field extension of Qp for some p or
isomorphic to Fq((t)) for some prime power q; we will from now on say local field
for non-archimedean local field.
Let LDP be the Denef-Pas language, namely with the ring language on the valued
field sort and on the residue field sort, the language of ordered abelian groups on
the value group, the valuation map, and an angular component map ac from the
valued field sort to the residue field sort (see Section 1.2.2). All local fields K with a
chosen uniformizer $ are LDP-structures, where the angular component map sends
nonzero x to the reduction of x$− ordx modulo the maximal ideal, and sends zero to
zero. Let OK denote the valuation ring of K with maximal idealMK and residue
field kK with qK elements and characteristic pK .
Let ϕ(x, y, n) be an LDP-formula with free variables x running over Km, y run-
ning over Km and n running over N, with N being the set of nonnegative integers.
Suppose that for each local field K and each n, ϕ(x, y, n) defines an equivalence
relation ∼K,n on Km with finitely many, say, aϕ,K,n, equivalence classes. (The situ-
ation that ϕ(x, y, n) defines an equivalence relation on a uniformly definable subset
XK,n of Km for each n can be treated similarly, e.g. extending to a relation on Km
by a single extra equivalence class.) For each local field K consider the associated
Poincaré series
Pϕ,K(T ) =
∑
n≥0
aϕ,K,nT
n,
In [HMR], the authors proved the following (as well as a variant by adding
constants of a ring of integers to LDP, and by allowing n and T to be tuples of
finite length instead of length one; these features are also captured in Theorem 1.4.2
below).
Theorem 1.1.1. There exists M > 0 such that the power series Pϕ,K(T ) is rational
in T for each local field K whose residue field has characteristic at least M . More-
over, for such K, the series Pϕ,K(T ) only depends on the residue field kK (namely,
two local fields with isomorphic residue field give rise to the same Poincaré series).
More precisely, there exist nonnegative integers a,N,M, k, bj, ei, q, integers aj,
and formulas Xi in the ring language for i = 0, . . . , N and j = 0, . . . , k, such that
for each j, aj and bj are not both 0, q is nonzero, and for all local fields K with
residue field of characteristic at least M we have
Pϕ,K(T ) =
N∑
i=0
(−1)ei#Xi(kK)T i
q · qaK
∏k
j=1(1− qajK T bj)
,
where Xi(kK) is the set of kK-points satisfying Xi.
This theorem is furthermore applied in [HMR] to the theory of zeta functions
in group theory. Theorem 1.1.1 is shown in [HMR] by proving general elimination
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of imaginaries in a language LG called the geometrical language and which expands
the language of valued fields. This elimination allows one to rewrite the data in
terms of classical (Denef-Pas style) uniform p-adic integrals, from which rationality
follows uniformly in the local field.
In the appendix of [HMR], a more direct but similar reduction to classical p-adic
integrals is followed, and it is this reduction that is made uniform in the local field,
here.
An interesting aspect of Theorem 1.1.1 is the appearance of the positive integer
q in the denominator. In more classical Poincaré series in this context (e.g. [Den84],
[Den]), less general denominators suffice, namely without a factor q > 0. In this
paper we use even more general denominators, namely, we may divide by the number
of points on (nonempty and finite) definable subsets over the residue field. We
develop a corresponding theory of p-adic and motivic integration, of what we call
rational motivic constructible functions (altering the notion of motivic constructible
functions from [CL08] and [CL15]). The benefits are that we need not restrict to
the semi-algebraic case and that we don’t rely on elimination of imaginaries. This
allows us to obtain rationality in the uniform analytic contexts from [CL], [Dri92],
and [CLR06], and also in the axiomatic context from [CL15].
Let us state our main result to indicate the more general nature of our denomi-
nators.
Let T be a theory of valued fields in a language L extending LDP. Suppose
that T has properties (∗) and (∗∗) as in the Definition 1.2.5 and 1.2.6 below (see
Section 1.2.4 for concrete, analytic examples of such T ). Suppose for convenience
here that every definable subset in the residue field sort is definable in the language
of rings (this assumption is removed in the later form 1.4.1 of the main theorem
of the introduction). Let ϕ(x, y, n) be an L-formula with free variables x running
over Km, y running over Km and n running over N. Suppose that for each local
field K and each n, ϕ(x, y, n) gives an equivalence relation ∼K,n on Km with finitely
many, say, aϕ,K,n, equivalence classes. For each local field K consider the associated
Poincaré series
Pϕ,K(T ) =
∑
n≥0
aϕ,K,nT
n.
Theorem 1.1.2. There exists M > 0 such that the power series Pϕ,K(T ) is rational
in T for each local field K whose residue field has characteristic at least M . More-
over, for such K, the series Pϕ,K(T ) only depends on the residue field kK (namely,
two local fields with isomorphic residue field give rise to the same Poincaré series).
More precisely, there exist nonnegative integers N,M, k, bj, ei,, integers aj and
formulas Xi and Y in the ring language for i = 0, . . . , N and j = 0, . . . , k, such that
for each j, aj and bj are not both 0, and, for all local fields K with residue field of
characteristic at least M , Y (kK) is nonempty and
Pϕ,K(T ) =
N∑
i=0
(−1)ei#Xi(kK)T i
#Y (kK) ·∏kj=1(1− qajK T bj) .
As in [HMR], our theorem is related to zeta functions of groups, zeta functions
of twist isoclasses of characters, the abscissa of convergence of Euler products, etc.,
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but we do not give new applications in this direction as compared to [HMR].
In fact, we will give a more general theorem 1.4.2 which describes the dependence
of the numbers aϕ,K,n on n (and on completely general parameters) by means of a
rational motivic constructible function.
In Section 1.2 we recall the conditions on the language L from [CL15]. In Section
1.3 we introduce rational motivic constructible functions, their motivic integrals, and
their specializations to local fields. In Section 1.4 we give some generalizations and
the proofs of our main theorems.
1.2 Analytic languages
1.2.1
In Section 1.2.2 we recall the Denef-Pas language and quantifier elimination in
its corresponding theory of henselian valued fields of characteristic zero. In Section
1.2.3 we develop axioms for expansions of the Denef-Pas language and its theory,
following [CL15]. In Section 1.2.4 we recall that certain analytic structures satisfy
the axioms from Section 1.2.3. Based on these axioms, we extend in Section 1.3 the
motivic integration from [CL15] to a situation with more denominators.
1.2.2 The language of Denef-Pas
Let K be a valued field, with valuation map ord : K× → ΓK for some additive
ordered group ΓK , OK the valuation ring of K with maximal idealMK and residue
field kK . We denote by x → x the projection OK → kK moduloMK . An angular
component map (moduloMK) onK is a multiplicative map ac : K× → k×K extended
by setting ac(0) = 0 and satisfying ac(x) = x for all x with ord(x) = 0.
The language LDP of Denef-Pas is the three-sorted language with as sorts:
(i) a sort VF for the valued field-sort,
(ii) a sort RF for the residue field-sort, and
(iii) a sort VG for the value group-sort,
and with the following languages, together with two maps between the sorts
(Lring,Lring,Loag, ord, ac).
The first copy of Lring is used for the sort VF, the second copy for RF, the lan-
guage Loag is the language (+, <) of ordered abelian groups for VG, ord denotes the
valuation map on non-zero elements of VF, and ac stands for an angular component
map from VF to RF.
As usual for first order formulas, LDP-formulas are built up from the LDP-symbols
together with variables, the logical connectives ∧ (and), ∨ (or), ¬ (not), the quan-
tifiers ∃,∀, the equality symbol =, and possibly parameters (see [Mar02] for more
details). If the parameters are in a set A, we will say ‘A-definable’. We say simply
‘definable’, if A = ∅.
Let us briefly recall the statement of the Denef-Pas theorem on elimination of
valued field quantifiers in the language LDP. Denote by Hac,0 the LDP-theory of the
above described structures whose valued field is henselian and whose residue field of
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characteristic zero. Then the theory Hac,0 admits elimination of quantifiers in the
valued field sort, see [Pas89], Thm. 4.1 or [CL08], Thm. 2.1.1.
1.2.3 Expansions of the Denef-Pas language: an axiomatic
approach
In this section we single out precise axioms needed to perform motivic integra-
tion, following [CL15]. Apart from cell decomposition, the axioms involve a Jacobian
property for definable functions and a so-called property (∗) which requires at the
same time orthogonality between the value group and residue field and that the
value group has no other structure than that of an ordered abelian group. Although
these theories are about equicharacteristic 0 valued fields, by logical compactness
we will be able to use them for local fields of large residue field characteristic.
Let us fix a language L which contains LDP and which has the same sorts as LDP.
Let T be an L-theory containing Hac,0. The requirements on T will be summarized
in Definition 1.2.5 below.
Definition 1.2.1. (Jacobian property for a function). Let K be a valued field.
Let F : B → B′ be a function with B,B′ ⊂ K. We say that F has the Jacobian
property if the following conditions hold all together:
— F is a bijection and B,B′ are open balls in K, namely of the form {x |
ord(x− a) > γ} for some a ∈ K and γ ∈ ΓK ,
— F is C1 on B with derivative F ′,
— F ′ is nonvanishing and ord(F ′) and ac(F ′) are constant on B,
— for all x, y ∈ B we have
ord(F ′) + ord(x− y) = ord(F (x)− F (y))
and
ac(F ′) · ac(x− y) = ac(F (x)− F (y)).
Definition 1.2.2. (Jacobian property for T ). We say that the Jacobian property
holds for the L-theory T if for any model K the following holds.
Write K for the VF-sort of K. For any finite set A in K and any A-definable
function F : K → K there exists an A-definable function
f : K → S
with S a Cartesian product of the form krK×ΓtK for some r, t such that each infinite
fiber f−1(s) is a ball on which F is either constant or has the Jacobian property.
Definition 1.2.3. (Split). We say that T is split if the following conditions hold
for any model K. Write K for the VF-sort of K.
— any K-definable subset of ΓrK for any r ≥ 0 is ΓK-definable in the language
of ordered abelian groups (+, <),
— for any finite set A in K and any r, s ≥ 0, any A-definable subsetX ⊂ ksK×ΓrK
is equal to a finite disjoint union of Yi×Zi where the Yi are A-definable subsets
of ksK and the Zi are A-definable subsets of ΓrK .
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Definition 1.2.4. (Finite b-minimality). The theory T is called finitely b-minimal
if for any model K of T the following conditions hold. Write K for the VF-sort of
K. Each locally constant K-definable function g : K× → K has finite image and
for any finite set A in K and any A-definable set X ⊂ K there exist an A-definable
function
f : X → S
with S a Cartesian product of the form krK × ΓtK for some r, t and an A-definable
function
c : S → K
such that each nonempty fiber f−1(s) of s ∈ S is either the singleton {c(s)} or the
ball of the form
{x ∈ K|ac(x− c(s)) = ξ(s), ord(x− c(s)) = η(s)}
for some ξ(s) in kK and some η(s) ∈ ΓK .
Recall that T is an L-theory containing Hac,0, where L contains LDP and has
the same sorts as LDP.
Definition 1.2.5. We say that T has property (∗) if it is split, finitely b-minimal,
and has the Jacobian property.
Definition 1.2.6. We say that T has property (∗∗) if all local fields can be equipped
with L-structure and such that, for any finite subtheory T ′ of T , local fields with
large enough residue field characteristic are models of T ′ when equipped with this
L-structure.
Example 1.2.7. The LDP-theory Hac,0 of Henselian valued field with equicharac-
teristic (0, 0) has properties (∗) and (∗∗). It even has property (∗) in a resplendent
way, namely, the theory T in an expansion L of LDP which is obtained from LDP by
adding constant symbols from a substructure of a model of Hac,0 (and putting its
diagram into T ) and by adding any collection of relation symbols on RFn for n ≥ 0
has property (∗), see [CL15], Thm. 3.10 or [CL08], Section 7 and Theorem 2.1.1.
Analytic examples of theories with properties (∗) and (∗∗) are given in the next
section.
1.2.4 Analytic Expansions of the Denef-Pas language
Our main example is a uniform version (on henselian valued fields) of the p-adic
subanalytic language of [DD88]. This uniform analytic structure is taken from [CL]
and is a slight generalization of the uniform analytic structure introduced by van den
Dries in [Dri92]; it also generalizes [CLR06]. While van den Dries obtained quantifier
elimination results and Ax-Kochen principles, the full property (∗) is shown in the
more recent work [CL11] and [CL]; see Remark 1.2.11 below for a more detailed
comparison. Property (∗∗) will be naturally satisfied.
Fix a commutative noetherian ring A (with unit 1 6= 0) and fix an ideal I of A
with I 6= A. Suppose that A is complete for the I-adic topology. By complete we
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mean that the inverse limit of A/In for n ∈ N is naturally isomorphic to A. An
already interesting example is A = Z[[t]] and I = tZ[[t]]. For each m, write Am for
A[ξ1, . . . , ξm]̂ ,
namely the I-adic completion of the polynomial ring A[ξ1, . . . , ξm], and put A =
(Am)m∈N.
Definition 1.2.8 (Analytic structure). Let K be a valued field. An analytic A-
structure on K is a collection of ring homomorphisms
σm : Am → ring of OK-valued functions on OmK
for all m ≥ 0 such that:
(1) I ⊂ σ−10 (MK),
(2) σm(ξi) = the i-th coordinate function on OmK , i = 1, ...,m,
(3) σm+1 extends σm where we identify in the obvious way functions on OmK with
functions on Om+1K that do not depend on the last coordinate.
Let us expand the example of A = Z[[t]], equipped with the t-adic topology.
For any field k, the natural LDP-structure on k((t′)) with the t′-adic valuation has
a unique A-structure if one fixes σ0(t) (in the maximal ideal, as required by (1)).
Likewise, for any finite field extension K of Qp, for any prime p, say, with a chosen
uniformizer $K of OK so that ac is also fixed, the natural LDP-structure has a
unique A-structure up to choosing σ0(t) (in the maximal ideal).
Definition 1.2.9. The A-analytic language LA is defined as LDP ∪ (Am)m∈N. An
LA-structure is an LDP-structure which is equipped with an analytic A-structure.
Let TA be the theory Hac,0 together with the axioms of such LA-structures.
Theorem 1.2.10 ([CL]). The theory TA has property (∗). It does so in a resplendent
way (namely, also expansions as in Example 1.2.7 have property (∗) ). If A = Z[[t]]
with ideal I = tZ[[t]], then it also has property (∗∗) and every definable subset in
the residue field sort is definable in the language of rings.
Proof. By Theorem 3.2.5 of [CL], there is a separated analytic structure A′ such
that LA′ is a natural definitial expansion of LA, with natural corresponding theory
TA′ , specified in [CL]. Now property (∗) follows from Theorem 6.3.7 of [CL11] for
TA′ (even resplendently). The statements when A = Z[[t]] and I = tZ[[t]] are clear
(that every definable subset in the residue field sort is definable in the language of
rings follows from quantifier elimination for LA′ of Theorem 6.3.7 of [CL11]).
Note that Theorem 1.2.10 includes Example 1.2.7 as a special case by taking
A = Z with I the zero ideal. Other examples of analytic theories that have property
(∗) can be found in [CL], see also Section 4.4 of [CL11].
Remark 1.2.11. Let us highlight some of the differences with the uniform ana-
lytic structure from [Dri92]. In [Dri92], a variant of Definition 1.2.8 of analytic
A-structures is given which is slightly more stringent, see Definition (1.7) of [Dri92].
With this notion of (1.7), van den Dries proves quantifier elimination (resplendently)
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in Theorem (3.9) of [Dri92], which implies that the theory is split (see Definition
1.2.3 above). However, more recent work is needed in order to prove the Jacobian
property and finite b-minimality (see Definitions 1.2.2 and 1.2.4), and that is done
in [CL11], Theorem 6.3.7, for separated analytic structures. A reduction (with an
expansion by definition) from an analytic A-structure (as in Definition 1.2.8) to a
separated analytic structure (as in [CL11]) is given in [CL].
1.3 Rational constructible motivic functions
1.3.1
We introduce rational constructible motivic functions and their motivic integrals,
as a variant of the construction of motivic integration in [CL15]. We will use this
variant to prove Theorem 1.1.2 and its generalizations 1.4.1, 1.4.2.
Let us fix a theory T (in a language L) with property (∗). From Section 1.3.3
on, we will assume that T also has property (∗∗), to enable to specialize to local
fields of large residue field characteristic, by logical compactness.
Up to Section 1.3.1, we recall terminology from [CL15]. From Section 1.3.1 on,
we introduce our variant of rational constructible motivic functions.
The category of definable subsets
By a T -field we mean a valued field K with residue field kK and value group Z,
equipped with an L-structure so that it becomes a model of T . (For set-theoretical
reasons, one may want to restrict this notion to valued fields K living in a very large
set, or, to consider the class of all T -fields.)
For any integers n,m, r ≥ 0 , we denote by h[n,m, r] the functor sending a
T -field K to
h[n,m, r](K) := Kn × kmK × Zr
Here, the convention is that h[0, 0, 0] is the definable subset of the singleton {0},
i.e. h[0, 0, 0](K) = {0}.
We call a collection of subsets X(K) of h[n,m, r](K) for all T -fields K a defin-
able subset if there exists an L-formula φ(x) with free variables x corresponding to
elements of h[m,n, r] such that
X(K) = {x ∈ h[m,n, r](K)|φ(x) holds in the L-structure (K, kK ,Z)}
for all T -fields K.
A definable morphism f : X → Y between two definable subsets X, Y is given
by a definable subset G such that G(K) is the graph of a function X(K) → Y (K)
for all T -fields K.
Denote by Def(T ) (or simply Def) the category of definable subsets with defin-
able morphisms as morphisms. If Z is a definable subset, we denote by DefZ(T ) (or
simply DefZ) the category of definable subsets X with a specified definable mor-
phism X → Z; a morphism between X, Y ∈ DefZ is a definable morphism X → Y
which makes a commutative diagram with the specified morphisms X → Z and
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Y → Z. To indicate that we work over Z for some X in DefZ , we will often write
X/Z .
For every morphism f : Z → Z ′ in Def, by composition with f , we can define a
functor
f! : DefZ → DefZ′
sending X/Z to X/Z′ . Using the fiber product, we can define a functor
f ∗ : DefZ′ → DefZ
by sending Y/Z′ to (Y ⊗Z′ Z)/Z .
When Y and Y ′ are definable sets, we write Y × Y ′ for their Cartesian product.
We also write Y [m,n, r] for the product Y × h[m,n, r].
By a point on a definable subset X, we mean a tuple x = (x0, K) where K is a
T -field and x0 ∈ X(K). We write |X| for the collection of all points that lie on X.
Constructible Presburger functions
We follow [CL15, Section 5, 6]. Consider a formal symbol L and the ring
A := Z[L,L−1, { 11− L−i}(i>0)]
For every real number q > 1, there is a unique morphism of rings ϑq : A → R
mapping L to q, and it is obvious that ϑq is injective for q transcendental. Define a
partial ordering on A by setting a ≥ b if for every real number with q > 1 one has
ϑq(a) ≥ ϑq(b). We denote by A+ the set {a ∈ A|a ≥ 0}.
Definition 1.3.1. Let S be a definable subset in Def. The ring P(S) of constructible
Presburger functions on S is the subring of the ring of functions |S| → A generated
by all constant functions |S| → A, by all functions α̂ : |S| → A corresponding
to a definable morphism α : S → h[0, 0, 1], and by all functions Lβ̂ : |S| → A
corresponding to a definable morphism β : S → h[0, 0, 1]. We denote by P+(S)
the semi-ring consisting of functions in P(S) wich take values in A+. Let P0+(S) be
the sub-semi-ring of P+(S) generated by the characteristic functions 1Y of definable
subsets Y ⊂ S and by the constant function L− 1.
If Z → Y is a morphism in Def, composition with f yields a natural pullback
morphism f ∗ : P(Y ) → P(Z) with restrictions f ∗ : P+(Y ) → P+(Z) and f ∗ :
P0+(Y )→ P0+(Z).
Rational constructible motivic functions
Definition 1.3.2 is taken from [CL08] [CL15]. Right after this, we start our further
localizations.
Definition 1.3.2. Let Z be a definable subset in Def. Define the semi-group Q+(Z)
as the quotient of the free abelian semigroup over symbols [Y ] with Y/Z a definable
subset of Z[0,m, 0] with the projection to Z, for some m ≥ 0, by relations
(1) [∅ → Z] = 0,
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(2) [Y ] = [Y ′] if Y → Z is isomorphic to Y ′ → Z,
(3) [(Y ∪ Y ′)] + [(Y ∩ Y ′)] = [Y ] + [Y ′] for Y and Y ′ definable subsets of a
common Z[0,m, 0]→ Z for some m.
The Cartesian fiber product over Z induces a natural semi-ring structure on Q+(Z)
by setting
[Y ]× [Y ′] = [Y ⊗Z Y ′]
Now let Q∗+(Z) be the sub-semi-ring of Q+(Z) given by
{[Y f→ Z] ∈ Q+(Z) | ∀x ∈ Z, f−1(x) 6= ∅}.
Then, Q∗+(Z) is a multiplicatively closed set of Q+(Z). So, we can consider the
localization Q˜+(Z) of Q+(Z) with respect to Q∗+(Z).
Note that if f : Z1 → Z2 is a morphism in Def then we have natural pullback
morphisms:
f ∗ : Q+(Z2)→ Q+(Z1)
by sending [Y ] ∈ Q+(Z2) to [Y ⊗Z2 Z1] and
f ∗ : Q˜+(Z2)→ Q˜+(Z1)
by sending [Y ][Y ′] ∈ Q˜+(Z2) to
[Y ⊗Z2 Z1]
[Y ′ ⊗Z2 Z1]
. One easily checks that these are well-
defined. We write L for the class of Z[0, 1, 0] in Q+(Z), and, in Q˜+(Z).
Definition 1.3.3. Let Z be in Def. Using the semi-ring morphism P0+(Z)→ Q+(Z)
which sends 1Y to [Y ] and L− 1 to L− 1, the semi-ring C+(Z) is defined as follows
in [CL15, Section 7.1]:
C+(Z) = P+(Z)⊗P0+(Z) Q+(Z).
Elements of C+(Z) are called (nonnegative) constructible motivic functions on Z.
In the same way, we define the semi-ring of rational (nonnegative) constructible
motivic functions as
C˜+(Z) = P+(Z)⊗P0+(Z) Q˜+(Z),
by using the semi-ring morphism P0+(Z)→ Q˜+(Z) which sends 1Y to [Y ] and L− 1
to L− 1.
If f : Z → Y is a morphism in Def then there is a natural pullback morphism
from [CL15, Section 7.1]:
f ∗ : C+(Y )→ C+(Z)
sending a⊗ b to f ∗(a)⊗ f ∗(b), where a ∈ P+(Y ) and b ∈ Q+(Y ). Likewise, we have
the pullback morphism:
f ∗ : C˜+(Y )→ C˜+(Z)
sending a⊗ b to f ∗(a)⊗ f ∗(b), where a ∈ P+(Y ) and b ∈ Q˜+(Y ).
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Since T is split, the canonical morphism
P+(Z[0, 0, r])⊗P0+(Z) Q˜+(Z[0,m, 0])→ C˜+(Z[0,m, r]) (1.3.1.1)
is an isomorphism of semi-rings, where we view P+(Z[0, 0, r]) and Q˜+(Z[0,m, 0])
as P0+(Z)-modules via the homomorphisms p∗ : P0+(Z) → P+(Z[0, 0, r]) and q∗ :
P0+(Z) → Q˜+(Z[0,m, 0]) that come from the pullback homomorphism of the two
projections p : Z[0, 0, r]→ Z and q : Z[0,m, 0]→ Z.
Proposition 1.3.4. For F in C˜+(Zr) there exist [Y ] in Q∗+(h[0, 0, 0]) and G ∈
C+(Zr) such that one has the equality
G = [Y ] · F
in C˜+(Zr), with G the image of G under the natural map C+(Zr) → C˜+(Zr) and
similarly for [Y ].
Proof. This follows directly from the isomorphism from (1.3.1.1) and the definition
of Q˜+(h[0, 0, 0]).
1.3.2 Integration of rational constructible motivic functions
In the next three sections, we give the definitions of rational constructible motivic
functions and their integrals, which follows the same construction as for integration
of constructible motivic functions in [CL15], similarly using property (∗).
Integration over the residue field
We adapt [CL15, Section 6.2] to our setting. Suppose that Z ⊂ X[0, k, 0] for
some k ≥ 0 and a ∈ Q˜+(Z), we write a = [Y ][Y ′] for some [Y
f→ Z] ∈ Q+(Z) and
[Y ′ f
′→ Z] ∈ Q∗+(Z). We write µ/X for the corresponding formal integral in the fibres
of the coordinate projection Z → X
µ/X : Q˜+(Z)→ Q˜+(X), [Y ][Y ′] 7→
[Y ]
[Y ′′]
where [Y ′′ → X] = [(Y ′⊔(X\Imf ′)) → X], where ⊔ denotes the disjoint union (a
disjoint union of definable sets can be realized as a definable set by using suitable
piecewise definable bijections). Note that Y ′′ is built from Y by using that the class
of a definable singleton is the multiplicative unit to preserve the property that the
fibers over Z are never empty.
Integration over the value group
This section follows [CL15, Section 5] and will be combined with the integration
from section 1.3.2 afterwards. Let Z ∈ Def and f ∈ P(Z[0, 0, r]). For any T -field
K and any q > 1 we write ϑq,K(f) : Z(K) → R for the function sending z ∈ Z(K)
to ϑq(f(z,K)). Then f is called Z-integrable if for each T -field K, each q > 1 and
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for each z ∈ Z(K), the family (ϑq,K(f)(z, i))i∈Zr is summable. The collection of Z-
integrable functions in P(Z[0, 0, r]) is denoted by IZP(Z[0, 0, r]) and IZP+(Z[0, 0, r])
is the collection of Z-integrable functions in P+(Z[0, 0, r]).
We recall from [CL15, Theorem-Definition 5.1] that for each φ ∈ IZP(Z[0, 0, r]),
there exists a unique function ϕ := µ/Z(φ) in PZ such that for all q > 1, all T -fields
K, all z ∈ Z(K), one has
ϑq,K(ϕ)(z) =
∑
i∈Zr
ϑq,K(φ)(z, i)
and the mapping φ 7→ µ/Z(φ) yields a morphism of P(Z)-modules
µ/Z : IZP(Z × Zr)→ P(Z).
Integration over one valued field variable
We first follow [CL15, Section 8] and then use it for our setting of rational motivic
constructible functions in Lemma-Definiton 1.3.8 below. For a ball B = a + bOK
and any real number q > 1, we call ϑq(B) := q− ord b the q-volume of B. A finite
or countable collection of disjoint balls in K, each with different q-volume is called
a step-domain; we will identify a step-domain S with the union of the balls in S.
Recall from [CL15] that a nonnegative real valued function ϕ : K → R≥0 is a step-
function if there exists a unique step-domain S such that ϕ is constant and nonzero
on each ball of S and zero outside S ∪ {a} for some a ∈ K.
Let q > 1 be a real number. A step-function ϕ : K → R≥0 with step-domain S
is q-integrable over K if and only if∑
B∈S
ϑq(B).ϕ(B) <∞
Suppose that Z = X[1, 0, 0] for some X ∈ Def and ϕ ∈ P+(Z). We call ϕ an
X-integrable family of step-functions if for each T -field K, for each x ∈ X(K) and
for each q > 1, the function
ϑq,K(ϕ)(x, .) : K → R≥0, t 7→ ϑq,K(ϕ)(x, t),
is a step-function which is q-integrable over K. For such ϕ there exists a unique
function φ in P+(X) such that ϑq,K(φ)(x) equals the q-integral overK of ϑq,K(ϕ)(x, .)
for each T -field K, each x ∈ X(K) and each q > 1 (see [CL15], Lemma-Definition
8.1); we write
µ/X(ϕ) := φ,
the integral of ϕ in the fibers of Z → X.
Lemma 1.3.5. Let φ ∈ Q∗+(Z) and suppose that Z = X[1, 0, 0]. Then there exist a
partition Z = unionsqli=1Zi, a natural number n ∈ N and for each 1 ≤ i ≤ l there exist a
definable injection λi : Zi → Z[0, n, 0] and φi ∈ Q∗+(X[0, n, 0]) such that
1Ziφ = 1Ziλ∗i p∗(φi)
and p˜i ◦ λi : Zi → Zi is the identity on Zi, where p is the projection from Z[0, n, 0]
to X[0, n, 0] and p˜i is the projection from Z[0, n, 0] to Z.
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Proof. The existence of n, r ∈ N, Zi, λi : Zi → Z[0, n, r] and φi ∈ Q+(X[0, n, r])
such that 1Ziφ = 1Ziλ∗i p∗(φi) is a consequence of cell decomposition theorem for
b-minimal theory as in [CL07] and in section 7 of [CL08] (remark that a finitely
b-minimal theory is in particular b-minimal, see corollary 3.8 in [CL15]). Because
T is split then we can choose r = 0. If Zi and φi have been given, then we can take
φ˜i(x) = φi(x) if x ∈ p(λi(Zi)) and φ˜i(x) = {∗} if x ∈ X \ p(λi(Zi)) for a definable
point ∗ in residue field. Then by definition of Q∗+(Z) and Q∗+(X[0, n, 0]) we see that
φi ∈ Q∗+(X[0, n, 0]) and {Zi, φ˜i} will satisfy the lemma.
Lemma-Definition 1.3.6. Suppose that Z = X[1, 0, 0]. Let ψ = ∑ki=1 ai⊗pi∗(bi) ∈
P+(Z) ⊗ pi∗Q˜+(X) ⊂ C˜+(Z), where pi : Z → X be the projection, ai ∈ P+(Z) and
bi ∈ Q˜+(X). We say that ψ is X-integrable if ai is X-integrable for 1 ≤ i ≤ k and
then
µ/X(ψ) :=
k∑
i=1
µ/X(ai)⊗ bi ∈ C˜+(X)
is independent of the choices and is called the integral of ψ in the fibers of Z → X.
Proof. Since T has property (*), the proof is similar with the Lemma- Definition
7.6 of [CL15].
Lemma 1.3.7. Let ψ ∈ C˜+(Z) and suppose that Z = X[1, 0, 0]. Then there exists φ
in P+(Z[0,m, 0])⊗ pi∗Q˜+(X[0,m, 0]) ⊂ C˜+(Z[0,m, 0]) such that µ/Z(φ) = ψ, where
pi : Z[0,m, 0]→ X[0,m, 0] be the projection.
Proof. We write ψ = θ
ϕ
with θ ∈ C+(Z) and ϕ ∈ Q+(Z)∗. By lemma 7.8 of
[CL15], there exist m ∈ N and υ ∈ P+(Z[0,m, 0]) such that µ/Z(υ) = θ. Let
n, l, Zi, λi, p, p˜i, φi be as in the lemma 1.3.5. If m′ > n′ we can view Z[0, n′, 0] as
the set Z[0, n′, 0] × {∗} ⊂ Z[0,m′, 0] and X[0, n′, 0] × {∗} ⊂ X[0,m′, 0] with ∗ a
definable point in h[0,m′ − n′, 0]. So by fixing a definable point in h[0, |m − n|, 0],
we can assume that m = n. For each 1 ≤ i ≤ l we can extend λi to a definable map
λ˜i : Z → Z[0, n, 0]. We set
φ =
l∑
i=1
1pi−1(Zi)v
p˜i∗λ˜∗i p∗(φi)
=
l∑
i=1
1pi−1(Zi)v
pi∗(φi)
∈ P+(Z[0,m, 0])⊗ pi∗Q˜+(X[0,m, 0]).
Now we have
µ/Z(φ) = µ/Z(
l∑
i=1
1pi−1(Zi)v
p˜i∗λ˜∗i p∗(φi)
)
=
l∑
i=1
µ/Z(1pi−1(Zi)v)
λ˜∗i p∗(φi)
=
l∑
i=1
1Ziθ
λ˜∗i p∗(φi)
=
l∑
i=1
1Ziθ
φ
= ψ.
Here, we remark that µ/Z(v) = θ implies µ/Z(1pi−1(Zi)v) = 1Ziθ.
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Lemma-Definition 1.3.8. Suppose that Z = X[1, 0, 0].
Let ψ ∈ C˜+(Z). We say that ψ isX-integrable if there exists a φ in P+(Z[0,m, 0])⊗
pi∗Q˜+(X[0,m, 0]) ⊂ C˜+(Z[0,m, 0]) with µ/Z(φ) = ψ such that φ is X[0,m, 0]-
integrable and then
µ/X(ψ) := µ/X(µ/X[0,m,0](φ)) ∈ C˜+(X)
is independent of the choices and is called the integral of ϕ in the fibers of Z → X.
Proof. The proof is similar with the discussion in section 9 of [CL08] and the Lemma-
definition 8.2 of [CL15].
Integration of rational constructible motivic functions in the general case
Combining the three cases above, we define integrability and the integral µ/X(ϕ)
of an integrable rational constructible motivic function ϕ ∈ C˜+(X[m,n, r]) by Tonelli-
Fubini iterated integration in a similar way as in Lemma-Definition 9.1 of [CL15].
More precisely, we will define the integrals in the fibers of a general coordinate
projection X[n,m, r]→ X by induction on n ≥ 0.
First of all, based on (1.3.1.1) and the definition of integrability, for each Z-
integrable function ϕ ∈ C˜+(Z[0,m, r]), one can write ϕ = ∑ki=1 ai ⊗ bi, where ai ∈
IZP+(Z[0, 0, r]) and bi ∈ Q˜+(Z[0,m, 0]) and
µ/Z(ϕ) =
k∑
i=1
µ/Z(ai)⊗ µ/Z(bi).
Lemma-Definition 1.3.9. Let ϕ be in C˜+(Z) and suppose that Z = X[n,m, r] for
some X in Def.
If n = 0 we say that ϕ is X-integrable if and only if ϕ is X[0,m, 0]-integrable.
If this holds then
µ/X(ϕ) := µ/X(µ/X[0,m,0](ϕ)) ∈ C˜+(X)
is called the integral of ϕ in the fibers of Z → X.
If n ≥ 1, we say that ϕ is X-integrable if there exists a definable subset Z ′ ⊂ Z
whose complement in Z has relative dimension < n over X such that ϕ′ := 1Z′ϕ is
X[n− 1,m, r]-integrable and µ/X[n−1,m,r](ϕ′) is X-integrable. If this holds then
µ/X(ϕ) := µ/X(µ/X[n−1,m,r](ϕ′)) ∈ C˜+(X)
does not depend on the choices and is called the integral of ϕ in the fibers of Z → X.
Slightly more generally, let ϕ ∈ C˜+(Z) and suppose that Z ⊂ X[n,m, r]. We say
that ϕ is X-integrable if the extension by zero of ϕ to a function ϕ˜ ∈ C˜+(X[n,m, r])
is X-integrable and we define µ/X(ϕ) as µ/X(ϕ˜).
Proof. Since T has property (∗) the proof is similar to the proof for Lemma-
Definition 9.1 of [CL15].
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1.3.3 Interpretation of rational constructible motivic func-
tions in non-archimedean local fields
In this section we show how rational constructible motivic functions can be spe-
cialized to real valued functions on local fields of large residue field characteristic, in
the spirit of the specializations in [CL05] and Proposition 9.2 of [CL15]. Importantly,
taking motivic integrals combines well with this specialization and integration over
local fields.
Let T be a theory in a language L extending LDP. Suppose that T has properties
(∗) and (∗∗) from section 1.2.3. For a definable set X, a definable function f and
a rational motivic constructible function φ, the objects XK = X(K), fK and φK
make sense for every local field K with large residue field characteristic. We make
this explicit for rational motivic constructible functions, where we assume K to be
a local field with large residue field characteristic (depending on the data).
— For a ∈ P+(X), we get aK : XK → Q≥0 by replacing L by qK .
— For b = [Y ][Y ′] ∈ Q˜+(X) with Y a definable subset of X[0,m, 0], Y
′ a definable
subset of X[0,m′, 0] such that [Y ′] ∈ Q∗+(X), if we write p : Y → X, p′ :
Y ′ → X for the projections, one defines bK : XK → Q≥0 by sending x ∈ XK
to #(p
−1
K (x))
#((p′K)−1(x))
— For φ ∈ C+(X) or φ ∈ C˜+(X), writing φ as a finite sum ∑i ai ⊗ bi with
ai ∈ P+(X) and bi ∈ Q+(X) or bi ∈ Q˜+(X), we get the function
φK : XK → Q≥0, x 7→
∑
i
aiK(x).biK(x),
which does not depend on the choices made for ai and bi.
Taking motivic integrals commutes with taking specializations, as follows.
Proposition 1.3.10. Let ϕ be an X-integrable rational constructible motivic func-
tion in C˜+(X[m,n, r]) and let µ/X(ϕ) be its motivic integral, in the fibers of the
projection X[m,n, r]→ X. Then there exists M > 0 such that for all local fields K
whose residue field has characteristic at least M one has for each x ∈ XK
(
µ/X(ϕ)
)
K
(x) =
∫
y∈Km×knK×Zr
ϕK(x, y)|dy|
where one puts the normalized Haar measure on K, the counting measure on kK
and on Z, and the product measure |dy| on Km × knK × Zr.
Proof. This follows naturally from the corresponding result for C+ instead of C˜+ (see
[CL05] and Proposition 9.2 of [CL15]), and the concrete definitions of C˜+ and their
integration .
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1.4 The uniform rationality for Poincaré series of
definable equivalence relations
1.4.1
We will prove Theorem 1.4.1, which is a slight generalization of the Main Theo-
rem 1.1.2.
Let T be a theory in a language L extending LDP. Suppose that T has properties
(∗) and (∗∗) from section 1.2.3. Let ϕ(x, y, n) be an L-formula with free variables x
running over Km, y running over Km and n running over N. Suppose that for each
local field K and each n, ϕ(x, y, n) gives an equivalence relation ∼K,n on Km with
finitely many, say, aϕ,K,n, equivalence classes. (The situation that ϕ(x, y, n) gives
an equivalence relation on a definable subset XK,n of Km for each K and each n is
similar.) For each local field K put
Pϕ,K(T ) =
∑
n≥0
aϕ,K,nT
n.
Theorem 1.4.1. There exists M > 0 such that the power series Pϕ,K(T ) is rational
in T for each local field K whose residue field has characteristic at least M . More-
over, for such K, the series Pϕ,K(T ) only depends on the L-structure induced on the
residue field sort kK.
More precisely, there exist nonnegative integers N, k, bj, ei, integers aj and L-
formulas Xi and Y for subsets of some power of the residue field for i = 0, . . . , N
and j = 0, . . . , k, such that for each j, aj and bj are not both 0, and, for all local
fields K with residue field of characteristic at least M , Y (kK) is nonempty and
Pϕ,K(T ) =
N∑
i=0
(−1)ei#Xi(kK)T i
#Y (kK) ·∏kj=1(1− qajK T bj) .
In fact, Theorem 1.4.1 is a consequence of the following more versatile theorem:
Theorem 1.4.2. Suppose that T has properties (∗) and (∗∗). Let ϕ(x, y, z) be an L-
formula with free variables x running over VFn, y running over VFn and z running
over an arbitrary L-definable set Z. Let R be a definable subset of VFn×Z. Suppose
that for each local field K, and each z ∈ ZK, ϕ(x, y, z) gives an equivalence relation
∼K,z on RK,z := {x ∈ Kn | (x, z) ∈ RK} with finitely many, say, aϕ,K,z, equivalence
classes. Then there exist a rational motivic function F in C˜+(Z) and a constant
M > 0 such that for each local field K whose residue field has characteristic at least
M one has
aϕ,K,z = FK(z).
Proof of Theorem 1.4.1. Theorem 1.4.1 follows from Theorem 1.4.2 by Proposition
1.3.4, the formula 1.3.1.1 with m = 0, and the rationality result Theorem 7.1 of
[Pas89] for the p-adic case or the rationality result as in theorem 14.4.1 and Theorem
5.7.1 of [CL08] for the motivic case.
Before giving the proof of Theorem 1.4.2 we give a few more definitions and
lemmas.
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1.4.2 Multiballs, multiboxes, and their multivolumes
We give definitions which are inspired by concepts of the appendix of [HMR].
Fix a local field K. Recall that qK stands for the number of elements of the
residue field kK of K. We implicitely use an ordering of the coordinates on OnK in
the following definition.
Definition 1.4.3. Let n ≥ 1, 0 ≤ ri ≤ +∞ for i = 1, ..., n and let a nonempty set
Y ⊂ OnK be given.
If n = 1, we consider the closed ball Y = B(x, r1) = {y ∈ K| ordK(y − x) ≥ r1}
with convention that Y is a singleton if r1 = +∞. The volume Vol is taken for
the Haar measure on K such that OK has measure 1 and we consider q−∞K to be
zero. With the notation on volume, we have Vol(Y ) = q−r1K . We will say that Y is
a multiball of multivolume q−r1K .
If n ≥ 2, then Y is called a multiball of multivolume (q−r1K , ..., q−rnK ) if and only
if Y is of the form
{(x1, ..., xn) | (x1, ..., xn−1) ∈ A, xn ∈ Bx1,...,xn−1},
where A ⊂ On−1K is a multiball of multivolume (q−r1K , ..., q−rn−1K ), and, for each
(x1, . . . , xn−1) ∈ A,Bx1,...,xn−1 ⊂ OK is a multiball of multivolume q−rnK . The
multivolume of a multiball Y is denoted by multivol(Y ).
Definition 1.4.4. We put the inverse lexicographical order (the colexicographical
order) on Rn, namely, (a1, ..., an) > (b1, ..., bn) if and only if there exists 1 ≤ k ≤ n
such that ai = bi for all i > k and ak > bk. By this order, we can compare
multivolumes. Let X ⊂ OnK . The multibox of X, denoted by MB(X), is the
union of the multiballs Y contained in X and with maximal multivolume (for the
colexicographical ordering), where maximality is among all multiballs contained in
X. We write multivol(X) for multivol(Y ) for any multiball Y contained in X with
maximal multivolume.
Note that taking MB and taking projections does not always commute and it
may be that p(MB(X)) and MB(p(X)) are different, say, with p : OnK → On−1K the
coordinate projection to the first n− 1 coordinates.
Definition 1.4.5. Fix 1 ≤ m ≤ n, a set X ⊂ OnK , and x = (x1, ..., xn) in MB(X).
Set x≤m = (x1, ..., xm) and letMB(X,m) be the image ofMB(X) under the projec-
tion from OnK to OmK . Denote by MB(X, x,m) the fiber of MB(X,m) over x≤m−1.
We write
multinumberm(X, x)
for the number of balls with maximal volume contained in MB(X, x,m). Write
Multinumberm(X, x)
for the number of balls B of minimal volume with B ∩MB(X, x,m) 6= ∅ and with
B *MB(X, x,m).
Note that the number of balls in OK of any fixed volume is automatically finite.
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1.4.3 Definable equivalence relations
From now on we suppose that T has properties (∗) and (∗∗). Let X be a
definable set. Of course, multinumberm(XK , x) and Multinumberm(XK , x) may
vary with K and x. In fact, it is difficult to give a uniform in K estimate for
multinumberm(XK , x) but forMultinumberm(XK , x) we can do it, even in definable
families, see Lemma 1.4.6 and its corollary.
Lemma 1.4.6. Let Z and X ⊂ VF × Z be L-definable such that XK ⊂ OK × ZK
for all local fields K of large residue field characteristic. Then there exist positive
integers M and Q such that, for all local fields K with residue field characteristic
at least M and for all z ∈ ZK, one has
NK,z ≤ Q,
where NK,z is the number of balls B of minimal volume with
B ∩MB(XK,z) 6= ∅ and B *MB(XK,z),
and where XK,z is the set {x ∈ OK | (x, z) ∈ XK}.
Proof. Write X ′ for the definable subset of X such that X ′K,z = MB(XK,z) for each
K with large residue field characteristic and each z ∈ ZK . Since T is finitely b-
minimal, has property (∗∗), and by logical compactness, there exist positive integers
M , a Cartesian product S of sorts not involving the valued field sort and L-definable
functions f , c, ξ, t, such that for all local fields K with residue field characteristic
at least M , we have
— fK : X ′K → ZK × SK is a function over ZK (meaning that fK makes a
commutative diagram with the projections ZK × SK → ZK and X ′K → ZK);
— cK : ZK × SK → OK , ξK : ZK × SK → kK , and tK : ZK × SK → Z are
such that each nonempty fiber f−1K (z, s), for (z, s) ∈ ZK × SK , is either the
singleton
{cK(z, s)}
or the ball
{y ∈ OK |ac(y − cK(z, s)) = ξK(z, s), ord(y − cK(z, s)) = tK(z, s)}.
One derives from finite b-minimality and compactness (as in [CL15]) that there
exists an integer Q0 > 0 such that for for all local fields K with large residue field
characteristic, for each z ∈ ZK , the range of s 7→ cK(z, s) has no more than Q0
elements. We will show that we can take Q = Q0.
Suppose first that X ′K,z is a disjoint union of balls of volume q
−α(K,z)
K where
q
−α(K,z)
K = multivol(XK,z).
Choose a ball B with volume q−α(K,z)+1K and with B ∩ X ′K,z 6= ∅, fix y ∈ B ∩ X ′K,z
and write fK(y) = (z, s), so that y belongs to the ball
B′ = {v ∈ OK |ac(v − cK(z, s)) = ξK(z, s), ord(v − cK(z, s)) = tK(z, s)},
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which has volume q−tK(z,s)−1K . Since X ′K,z = MB(XK,z), the ball
B(y, q−α(K,z)K )
around y of volume q−α(K,z)K is a maximal ball contained in XK,z. Hence, y ∈ B′ ⊂
XK,z implies B′ ⊂ B(y, q−α(K,z)K ). It follows that
tK(z, s) + 1 ≥ α(K, z),
which proves that
ord(y − cK(z, s)) ≥ α(K, z)− 1. (1.4.3.1)
Since B has volume q−α(K,z)+1K and contains y, the inequality (1.4.3.1) implies that
cK(z, s) ∈ B and it follows that NK,z ≤ Q0.
If X ′K,z is not a union of balls then it is contained in the range of cK(z, .) : s 7→
cK(z, s), and thus also in this case we find 0 = NK,z ≤ Q0. This shows we can take
Q = Q0.
Corollary 1.4.7. Let Z and X ⊂ VFn×Z be L-definable such that XK ⊂ OnK×ZK
for all local fields K of large residue field characteristic. Fix m with 1 ≤ m ≤ n.
Then there exist positive integers M and Q such that
Multinumberm(XK,z, x) < Q
for all local fields K with residue field characteristic at least M , for all z ∈ ZK and
all x ∈ OK with x ∈MB(XK,z), where XK,z is the set {x ∈ OnK | (x, z) ∈ XK}.
Proof. The corollary follows from Lemma 1.4.6 since the condition x ∈ MB(XK,z)
is an L-definable condition on (x, z).
Lemma 1.4.8. Let Z and X ⊂ VFn × Z be L-definable such that XK ⊂ OnK × ZK
for all local fields K of large residue field characteristic. Then there exist M > 0
and a definable function f : Z → (VG ∪ {+∞})n such that
(q−fi,K(z)K )ni=1 = multivol(XK,z)
for each z ∈ ZK and each local field K with residue field characteristic at least M ,
where XK,z is the set {x ∈ OnK | (x, z) ∈ XK}.
Proof. The lemma follows easily by the definability of multiboxes and of the valua-
tive radius of the balls involved.
Remark 1.4.9. We don’t need M in the lemma 1.4.8 because we can still define
fK for residue field characteristic less than M .
Proof of the main theorem 1.4.2. Firstly, we can suppose that the sets RK,z for z ∈
Z(K) are subsets of OnK , up to increasing n and mapping a coordinate w ∈ K to
(w, 0) ∈ O2K if ord(w) ≥ 0 and to (0, w−1) ∈ O2K if ord(w) < 0.
By Lemma 1.4.8, there is a definable function fK,z : OnK → (Z ∪ {+∞})n such
that
(q−fK,z,i(x)K )ni=1 = multivol(x/∼K,z),
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where x/∼K,z denotes the equivalence class of x under the equivalence relation ∼K,z.
For each subset I of {1, ..., n}, we set RK,z,I = {x ∈ RK,z|fK,z,i(x) < +∞⇔ i ∈
I}. So, RK,I = (RK,z,I)z∈Z(K) is defined by an L-formula for each I, uniformly in z. It
is easy to see that RK,z =
∐
I⊂{1,...,n}RK,z,I and (x∼K,zy)∧ (x ∈ RK,z,I)⇒ y ∈ RK,z,I .
So if we set aK,z,I = RK,z,I/∼K,z then aK,z =
∑
I⊂{1,...,n} aK,z,I . The proof will be
followed by the claim for each I ⊂ {1, ..., n}. We will consider two cases.
Case 1: I is the empty set.
Because of the definition of RK,I , we deduce that for each z ∈ Z(K) the definable
set RK,z,I will be a finite set. From the proof of lemma 1.4.6 we have that aK,z,I
must be bounded uniformly on all local field K with large residue field characteristic
and z ∈ Z(K). We can assume that aK,z,I ≤ Q for all z ∈ Z(K) and char(kK) > M .
For each 1 ≤ d ≤ Q, we see that the condition aK,z,I = d will be an L-definable
condition in K, z. Write
Zd(K) = {z ∈ Z(K)|aK,z,I = d}
and set
F =
Q∑
d=1
d1Zd ⊗ [Z],
where 1Zd stands for the characteristic function of Zd and [Z] = [Z
id→ Z]. Then it
is obvious that FK(z) = aK,z,I and that we can ensure that F ∈ C˜+(Z).
Case 2: I is not the empty set.
By a similar argument as for Case 1, we may and do suppose that I = {1, ..., n}.
To simplify the notation, RK,I will be rewritten as RK .
The number aK,z,I does not change if we remove from RK,z any x with x /∈
MB(x/∼K,z), and thus, we can assume that
RK,z = ∪x∈RK,zMB(x/∼K,z).
Consider a definable subset DK of RK × knK , described as follows:
For each z ∈ ZK and each x = (x1, ..., xn) ∈ RK,z, the fiber DK,x,z of DK over x
and z is
{(ξ1, ..., ξn) ∈ knK | ∧nm=1
(
(ξm = 0) ∨ (∃y ∈ x/∼K,z(x,m)
[(ord(xm − y) = fK,z,m − 1) ∧ (ξm = ac(xm − y))])
)
}.
From the definition of D we observe that
#(DK,x,z) =
n∏
m=1
#(DK,x,z,m)
where DK,z,x,m the image under the projection of DK,z,x to the m-th coordinate.
Moreover, if B is a ball of volume q−fK,z,m+1K such that xm ∈ B then B∩x/∼K,z(x,m)
is disjoint union of #(DK,z,x,m) balls of volume q
−fK,z,m
K . It follows that
#(DK,z,x,m) = #(DK,z,x′,m)
for all x, x′ with (x′ ∼K,z x) ∧ (x≤m−1 = x′≤m−1) ∧ (x′m ∈ B) and so we can denote
this number by Nx/∼K,z ,x≤m−1,B.
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By Lemma 1.4.8, the function fK,z(x) =
∑n
i=1 fK,z,i(x) is an L-definable func-
tion from RK to Z, we denote by f the definable function from R to Z such that
fK(x, z) = fK,z(x) for all (x, z) ∈ RK . By Corollary 1.4.7, there exist M and Q in
N such that
n∏
m=1
Multinumberm(x/∼K,z , x) ≤ Q
for every (x, z) ∈ RK and all K with char(kK) > M . Hence, for each d with
1 ≤ d ≤ Q the set
RK(d) := {(x, z) ∈ RK |
n∏
m=1
Multinumberm(x/∼K,z , x) = d}
is an L-definable subset of RK . Consider a rational motivic constructible function
g ∈ C˜(R) such that
gK(x, z) =
Q∑
d=1
1RK(d)(x, z)
d
.
Here, the denominator d can be viewed as a set of d ∅-definable points in the residue
field sort. Next we define the rational motivic constructible function Φ ∈ C˜+(R) by
Φ = g · L
f
[D] ,
where the map D → R comes from the coordinate projection. By the definition, Φ
is Z-integrable if we have that fL,z is bounded above on RL,z for each z ∈ Z(L) and
each T -field L. The fact that fL,z is bounded above is a definable condition, hence,
up to replacing f so that it is zero if fL,z is not bounded above, we may suppose
that fL,z is bounded above on RL,z for each z ∈ Z(L) and each T -field L and thus
that Φ is Z-integrable. Set
F = µ/Z(Φ) in C˜+(Z).
Finally we prove that aK,z = FK(z) for all z ∈ Z(K) and all local fields K with
char(kK) > M . If char(kK) > M for well-chosen M we have
FK(z) = µ/{z}(Φ|RK,z) =
∫
x∈RK,z
gK(x, z)qfK(x,z)K
#(DK,x,z)
|dx|
where |dx| is the Haar measure on Kn. Let Jz be a set of aK,z representatives of
∼K,z. Thus,
∫
x∈RK,z
gK(x, z)qfK(x,z)K
#(DK,x,z)
|dx|
=
∑
x∈Jz
∫
y∈x/∼K,z
gK(y, z)qfK(y,z)K
#(DK,y,z)
|dy|
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Let us for a moment fix x and writeX = x/∼K,z and dm(y) = Multinumberm(y/∼K,z , y).
Then, using Fubini’s theorem, we have
∫
y∈X
gK(y, z)qfK(y,z)K
#(DK,y,z)
|dy|
=
∫
y∈X(n−1)
∫
yn∈Xy
q
fK,z,1(x)+...+fK,z,n(x)
K∏n
m=1[dm(y, yn)×#(DK,z,(y,yn),m)]
|dyn| · |dy|
=
∫
y∈X(n−1)
q
fK,z,1(x)+...+fK,z,n−1(x)
K∏n−1
m=1[dm(y)×#(DK,z,(y,yn),m)]
|dy|,
where fK,z,i(y) = fK,z,i(x) for all y ∈ X and 1 ≤ i ≤ n and where dm(y) := dm(y, yn)
does not depend on yn when y = (y, yn) varies in X for all 1 ≤ m ≤ n− 1. The last
equality comes from:
∫
yn∈Xy
q
fK,z,n(x)
K
dn(y)×#(DK,z,(y,yn),n)
|dyn|
=q
fK,z,n(x)
K
dn(y)
dn(y)∑
i=1
∫
yn∈Bi∩Xy
1
#(DK,z,(y,yn),n)
|dyn|
=q
fK,z,n(x)
K
dn(y)
dn(y)∑
i=1
Vol(Bi ∩Xy) 1
Nx/∼K,z ,y,Bi
=q
fK,z,n(x)
K
dn(y)
dn(y)∑
i=1
q
−fK,z,n(x)
K
=1
where B1, ..., Bdn(y) are the balls with volume q
−fK,z,n(x)+1
K which have nonempty
intersection with Xy; indeed, one sees that Bi∩Xy is the union of Nx/∼K,z ,y,Bi many
disjoint balls of volume q−fK,z,n(x)K . By applying Fubini’s theorem with a similar
calculation to each of the remaining n− 1 variables we deduce that
∫
y∈X
gK(y, z)qfK(y,z)K
#(DK,y,z)
|dy| = 1.
We conclude that
FK(z) = µ/{z}(Φ|RK,z) = #Jz = aK,z
for all local fields K with char(kK) > M and z ∈ Z(K). The main theorem is
proved.
Chapter 2
New bounds for exponential sums
with a non-degenerate phase
polynomial
This chapter is a joint work with Wouter Castryck, see [CNa].
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Abstract
We prove a recent conjecture due to Cluckers and Veys on exponential sums modulo
pm for m ≥ 2 in the special case where the phase polynomial f is sufficiently non-
degenerate with respect to its Newton polyhedron at the origin. Our main auxiliary
result is animproved bound on certain related exponential sums over finite fields.
This bound can also be used to settle a conjecture of Denef and Hoornaert on the
candidate-leading Taylor coefficient of Igusa’s local zeta function associated to a
non-degenerate polynomial, at its largest non-trivial real candidate pole.
2.1 Introduction
2.1.1
Let f ∈ Z[x] be a non-zero polynomial in the variables x = x1, . . . , xn such that
f(0) = 0. In this article we prove new bounds on the absolute value of exponential
sums of the form
Sf (p,m) :=
1
pmn
∑
x∈{0,...,pm−1}n
exp
(
2piif(x)
pm
)
where p is a prime number and m ≥ 1 is an integer. We work under the assumption
that f is non-degenerate with respect to the faces of its Newton polyhedron ∆0(f)
at the origin, in the strong sense recalled in Section 2.2.1 below. Concretely, let
σ ∈ Q>0 be such that (1/σ, . . . , 1/σ) is contained in a proper face of ∆0(f), and
let κ denote the maximal codimension in Rn of such a face. Then we prove the
existence of a constant c ∈ R>0 which only depends on f such that
|Sf (p,m)| ≤ cp−σmmκ−1 (2.1.1.1)
for all sufficiently large prime numbers p and all integers m ≥ 2. Moreover, if f
is supported on a hyperplane which does not contain the origin and which has a
normal vector in Rn≥0, then we can include m = 1 in the foregoing statement.
It is known that σ0(f) = min{1, σ} where σ0(f) denotes the log canonical thresh-
old σ0(f) of f at the origin [Laz04, §9.3.C]. So our work implies the existence of a
constant c ∈ R>0 such that
|Sf (p,m)| ≤ cp−σ0(f)mmn−1 (2.1.1.2)
for all primes p and integers m ≥ 2. Likewise, if the support of f is contained in
a hyperplane not passing through the origin and having a normal vector in Rn≥0,
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then the same conclusion holds with m ≥ 1. The fact that we can write ‘all primes’
rather than ‘all sufficiently large primes’ follows from an observation due to Igusa,
which implies the bound (2.1.1.2) for all primes p but for some constant c that is a
priori allowed to depend on p; see e.g. [Den, p. 364] and [Igu78, p. 78].
2.1.2
Let us give some context for these results. Igusa’s conjecture on exponential
sums [Igu78, p. 2] predicts that a bound of the form (2.1.1.2) should hold for all
primes p and all integers m ≥ 1, regardless of any non-degeneracy assumption but
under the condition that f is a non-constant homogeneous polynomial. This is
related to the integrability of certain functions over the adèles, which in turn is
connected with the validity of a generalized Poisson summation formula of Siegel-
Weil type [Igu78, Ch. 4]. Igusa’s conjecture was proven in the non-degenerate case by
Denef and Sperber [DS01, Thm. 1.2] subject to a certain combinatorial constraint on
∆0(f). This constraint was later removed by Cluckers [Clu10, Thm. 3.1], who in fact
proved the bound (2.1.1.1) for all m ≥ 1 and all non-constant quasi-homogeneous
non-degenerate polynomials f . Cluckers’ result naturally leads to the following
strengthening of the statement of Igusa’s conjecture:
Conjecture 2.1.1 (Igusa, generalization due to Cluckers). For all non-constant
quasi-homogeneous polynomials f ∈ Z[x] there exists a constant c ∈ R>0 such that
the bound (2.1.1.2) holds for all primes p and all integers m ≥ 1.
In a recent paper Cluckers and Veys predict [CV16, Conj. 1.2] that assuming
m ≥ 2 should allow to drop the quasi-homogeneity condition from the statement of
Igusa’s conjecture. However, now it should be taken into account that there may
exist points α = (α1, . . . , αn) ∈ Cn at which the log canonical threshold σα(f) of the
hypersurface f(x)− f(α) = 0 at α is strictly smaller than σ0(f). This phenomenon
does not occur in the quasi-homogeneous case.
Conjecture 2.1.2 (Cluckers, Veys). For all non-constant polynomials f ∈ Z[x]
there exists a constant c ∈ R>0 such that the bound (2.1.1.2) holds for all primes p
and all integers m ≥ 2, provided that we replace σ0(f) by minα∈Cn σα(f).
Our contribution to this topic is twofold. Firstly, our result confirms Cluckers
and Veys’ conjecture in the special case where f is non-degenerate; in this case
the foregoing concern is void since the minimal log canonical threshold is always
realized by σ0(f). Secondly, we raise the question whether in Conjecture 2.1.1 the
assumption that f is non-constant and quasi-homogeneous can be relaxed to the
condition that Supp f is contained in a hyperplane not passing through the origin
and having a normal vector in Rn≥0. Here as well, this is provided that we replace
σ0(f) by minα∈Cn σα(f); we can in fact restrict to those α for which f(α) = 0 by
a version of Euler’s identity. We give an affirmative answer in the non-degenerate
case.
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2.1.3
For convenience we have stated Igusa’s conjecture and the Cluckers–Veys con-
jecture in terms of the log canonical threshold. However, several other versions
have been put forward which may, in some cases, predict sharper bounds. In
these versions the log canonical threshold is replaced by the motivic oscillation
index [Clu08b, CV16], by the complex oscillation index [AGZV12, §13.1.5], or by
minus the largest non-trivial real pole of Igusa’s local zeta function associated with
f [Igu78]. In fact, in the Cluckers–Veys conjecture for the log canonical threshold,
it is not entirely clear whether the condition m ≥ 2 is absolutely necessary. The
reason for including it comes from the other versions, where it is unavoidable in
general (e.g., for f = x2y − x as explained in [Clu08b, Ex. 7.2]).
2.1.4
We work at the following level of generality. We fix a number fieldK ⊇ Q, let ZK
denote its ring of integers, and consider a polynomial f ∈ ZK [x], where as before
x abbreviates a list of n ≥ 1 variables x1, . . . , xn. For each non-zero prime ideal
p ⊆ ZK we consider the p-adic completion Kp of K, along with its ring of integers
Zp = { a ∈ Kp | ordp(a) ≥ 0 } and its residue field Fp = Zp/p, whose cardinality we
denote by Np. We denote by | · |p = (Np)− ordp(·) the corresponding non-archimedean
norm on Kp.
Let p be the prime number below p, and consider the additive character
ψp : Kp → C∗ : a 7→ exp(2piiTrKp/Qp(a))
where exp(2pii · ) is evaluated on p-adic numbers as follows: given a ∈ Qp we let a′
be a representant inside Z[1/p] of the residue class of a modulo the ring of p-adic
integers Zp and we define exp(2piia) as exp(2piia′). Then to each y ∈ Kp we associate
the integral
Sf,p(y) :=
∫
Znp
ψp(yf(x))|dx|
where |dx| = |dx1 ∧ . . . ∧ dxn| denotes the Haar measure, normalized such that the
volume of Znp is 1. Notice that the sum Sf (p,m) from Section 2.1.1 can be rewritten
as Sf,(p)(p−m).
Our main result is as follows:
Theorem 2.1.3. Let f ∈ ZK [x] be a non-zero polynomial such that f(0) = 0 and
assume that it is non-degenerate with respect to the faces of its Newton polyhedron
∆0(f) at the origin. Let σ ∈ Q>0 be such that (1/σ, . . . , 1/σ) is contained in a
proper face of ∆0(f), and let κ denote the maximal codimension of such a face.
Then there exists a constant c ∈ R>0 only depending on ∆0(f) such that for all
non-zero prime ideals p ⊆ ZK for which Np is sufficiently large and all y ∈ Kp
satisfying ordp(y) ≤ −2, we have
|Sf,p(y)| ≤ c|y|−σp | ordp(y)|κ−1.
If Supp f is contained in a hyperplane not passing through the origin and having
a normal vector in Rn≥0, then moreover c can be chosen such that the bound also
applies to all y ∈ Kp for which ordp(y) = −1.
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It is clear that Theorem 2.1.3 implies the claims made in Sections 2.1.1 and 2.1.2.
The condition that Np is sufficiently large allows us to assume that f is non-
degenerate at p, by which we mean that
fp := f mod p ∈ Fp[x]
is non-degenerate with respect to the faces of its Newton polygon ∆0(fp) at the
origin and ∆0(fp) = ∆0(f). If f ∈ ZK [x] ⊆ K[x] is non-degenerate with respect
to the faces of ∆0(f) to start from, then it is indeed non-degenerate at all but
finitely many non-zero prime ideals p ⊆ ZK ; this follows, for instance, from Hilbert’s
Nullstellensatz.
Although we avoid a detailed discussion, we note that our proof of Theorem 2.1.3
also applies to other global fields, such as the field of rational functions K = Fq(t)
over a finite field Fq. However, here we have the extra condition that charFq should
not be contained in the set P of bad primes associated with Supp f , appearing in the
statement of Theorem 2.1.4 below. (More generally, the discussion from [Clu08a,
§9] in the context of Igusa’s conjecture applies here, too.)
2.1.5
In Section 2.2 we will explain how Theorem 2.1.3 arises as a consequence of the
following finite field exponential sum estimate, which is the central auxiliary result
of this paper and which is proven in Section 2.4.
Theorem 2.1.4. Let Fq be a finite field with q elements and let f ∈ Fq[x] be non-
degenerate with respect to the faces of its Newton polyhedron ∆0(f) at the origin.
Suppose that Supp f is contained in a hyperplane which does not contain the ori-
gin and which has a normal vector in Rn≥0. Let σ ∈ Q>0 be maximal such that
(1/σ, . . . , 1/σ) ∈ ∆0(f) and let ϕ : Fq → C∗ be a non-trivial additive character on
Fq. There exist a constant c ∈ R>0 which only depends on ∆0(f) and a finite set of
primes P which only depends Supp f such that∣∣∣∣∣∣ 1(q − 1)n
∑
x∈F∗nq
ϕ(f(x))
∣∣∣∣∣∣ < cq−σ
as soon as p = charFq /∈ P .
If the hyperplane can be chosen such that it has a normal vector in Rn>0 then f
is quasi-homogeneous, in which case the foregoing result is due to Cluckers [Clu10,
Prop. 6.2 & its proof].
2.1.6
Theorem 2.1.4 also implies a conjecture by Denef and Hoornaert, involving
Igusa’s local zeta function
Zf,p : {s ∈ C | <s > 0} → C : s 7→
∫
Znp
|f(x)|sp|dx|,
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which one can associate to any non-zero prime ideal p ⊆ ZK and any polynomial
f ∈ ZK [x]. It is well-known that this is a rational function in Np−s, so it admits
a meromorphic continuation to the entire complex plane, where one may see poles
showing up. These poles are believed to contain important arithmetic and geometric
information about the hypersurface f = 0; see [Den, Seg06] for more background. In
our setting where f is non-constant, vanishing at 0, and non-degenerate with respect
to the faces of its Newton polyhedron at the origin, Hoornaert proved [Hoo02, §4.3]
that there is always at least one real pole and that the largest such pole is either
s = −σ or s = −1. If s = −1 is a pole, it is called trivial. The expected pole
order of −σ is κ, unless −σ = −1 in which case the expected pole order is κ + 1.
Here ‘expected’ means that the actual pole order is bounded by the said quantity
and typically equals it; a sufficient condition for equality is σ < 1, but see [DH01,
Thms. 5.5, 5.17, 5.19] and [Hoo02, Thm. 4.10] for more precise statements.
In Section 2.5 we will demonstrate how Theorem 2.1.4 implies a certain unifor-
mity in p of (what is expected to be) the leading Taylor coefficient at s = −σ. More
precisely, we will show that the real number
lim
s→−σ(Np
s+σ − 1)κ+δσ,1Zf,p(s)
is in O(Np1−max{1,σ}) as p varies; here δ·,· denotes the Kronecker delta. This was
proved by Denef and Hoornaert [DH01, §5] under a certain combinatorial assump-
tion on ∆0(f) which they conjectured to be superfluous. Our work confirms their
conjecture. One important subtlety is that Denef and Hoornaert work under a con-
siderably weaker notion of non-degeneracy than we do, so that their conjecture is a
priori stronger. However as explained in Section 2.5.2 this is not a concern: we will
see that our a priori weaker conclusion easily implies the Denef–Hoornaert conjec-
ture in its full strength. This will rely on some conclusions made in Section 2.2.2,
where we elaborate on the difference between both non-degeneracy notions.
2.2 Non-degenerate polynomials and the invari-
ant σ
2.2.1
Let us recall what it means for a polynomial to be non-degenerate with respect
to the faces of its Newton polyhedron at the origin, while fixing some notation. Let
k be a field, which from Section 2.3 on will be either a number field K or a finite
field Fq. Let
f =
∑
i∈Zn≥0
cix
i ∈ k[x] \ {0}
where as before x = x1, . . . , xn and xi = x(i1,...,in) abbreviates xi11 · · ·xinn . The Newton
polyhedron of f at the origin is defined as
∆0(f) = conv Supp f + Rn≥0,
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with Supp f =
{
i ∈ Zn≥0
∣∣∣ ci 6= 0} the support of f . For all non-empty faces τ ⊆
∆0(f) of any dimension, ranging from vertices to ∆0(f) itself, we write
fτ =
∑
i∈τ∩Zn≥0
cix
i
and we say that f is non-degenerate with respect to τ if the system of equations
∂fτ
∂x1
= . . . = ∂fτ
∂xn
= 0
has no solutions in k∗n, or in other words if the map
k
∗n → k : α 7→ fτ (α)
has no critical values. Here k denotes an algebraic closure of k. Self-evidently we
call f non-degenerate with respect to the faces (resp. the compact faces) of ∆0(f)
if it is non-degenerate with respect to all choices (resp. all compact choices) of τ .
2.2.2
Our non-degeneracy notion arises naturally in the study of exponential sums, but
is considerably stronger than some of its counterparts which can be found elsewhere
in the existing literature. Most notably, often one merely imposes the generic con-
dition that 0 is not a critical value, or in other words that the hypersurface fτ = 0
has no singularities in k∗n, rather than critical points. We will refer to the latter
notion of non-degeneracy as weak non-degeneracy. (This is not intended to become
standard terminology: the only purpose it serves is to avoid confusion throughout
the remainder of this paper.) Clearly, if f is non-degenerate with respect to a face
τ ⊆ ∆0(f), then it is also weakly non-degenerate with respect to that face. An im-
portant remark is that the converse holds as soon as τ is contained in a hyperplane
of the form
H = { (i1, . . . , in) | c1i1 + . . .+ cnin = b }
with c1, . . . , cn, b ∈ Z satisfying char k - b. This can be seen using a weighted
version of Euler’s identity. As a consequence, we could have equally well formulated
Theorem 2.1.4 assuming weak non-degeneracy, rather than non-degeneracy.
2.2.3
It is convenient to introduce the following notation: to each vector a = (a1, . . . , an) ∈
Rn≥0 we associate
ν(a) = a1 + . . .+ an, N(a) = min
x∈∆0(f)
x · a,
F (a) = {x ∈ ∆0(f) |x · a = N(a) }.
The latter set is a face of ∆0(f) which is called the first meet locus of a. It is
contained in the hyperplane a1x1 + . . . + anxn = N(a). Every face arises as the
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first meet locus of some vector, where we note that ∆0(f) itself is given by F (~0) =
F ((0, . . . , 0)). Similarly writing ~1 = (1, . . . , 1), we define
κ = codimF (~1),
σ = ν(~1)/N(~1) = n/N(~1)
as in the introduction; if N(~1) = 0 then we let σ = +∞. Note that if σ < +∞
then σN(a) ≤ ν(a) for all a ∈ Rn≥0. We will usually write σ(f) rather than σ to
emphasize the dependence on f . It is natural to define σ(0) = 0.
2.2.4
For use in Section 2.4.4 we prove the following list of properties of σ, which we
believe to be interesting in their own right:
Lemma 2.2.1. Let f ∈ k[x] and g ∈ k[y] be polynomials vanishing at the origin, in
the respective variables x = x1, . . . , xn and y = y1, . . . , ym. Then:
(i) σ(f + g) = σ(f) + σ(g),
(ii) σ(fg) = min{σ(f), σ(g)},
(iii) if n ≥ 2 then σ(f) ≥ σ(f(x1, . . . , xn−1, xn−1).
Here f + g and fg are viewed as polynomials in k[x, y], while f(x1, . . . , xn−1, xn−1)
is viewed as an element of k[x1, . . . , xn−1].
Specifying the ambient ring is actually not needed: viewing f(x1, . . . , xn−1, xn−1) as
an element of k[x1, . . . , xn] does not change the corresponding value of σ.
Proof of the lemma. We assume that f, g 6= 0, since otherwise the listed properties
are trivial.
(i) If P ∈ ∂∆0(f) and Q ∈ ∂∆0(g), where ∂ denotes the topological boundary,
then every convex combination of (P, 0) and (0, Q) is contained in ∂∆0(f + g). Ap-
plying this to P = (1/σ(f), . . . , 1/σ(f)) ∈ ∂∆0(f) and Q = (1/σ(g), . . . , 1/σ(g)) ∈
∂∆0(g) and considering the convex combination
σ(f)
σ(f) + σ(g)(P, 0) +
σ(g)
σ(f) + σ(g)(0, Q),
we see that the desired conclusion follows.
(ii) Assume without loss of generality that the minimum is realized by σ(f).
Note that
∆0(fg) = ∆0(f)×∆0(g),
from which one sees that 1/σ(fg) ≥ 1/σ(f) or in other words that σ(fg) ≤ σ(f).
For the converse inequality, we write (1/σ(f), . . . , 1/σ(f)) ∈ Rn+m≥0 as(
1
σ(f) , . . . ,
1
σ(f) ,
1
σ(g) , . . . ,
1
σ(g)
)
+
(
0, . . . , 0, 1
σ(f) −
1
σ(g) , . . . ,
1
σ(f) −
1
σ(g)
)
,
which is seen to be an element of ∆0(fg), proving that σ(fg) ≥ σ(f).
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(iii) Write f ′ = f(x1, . . . , xn−1, xn−1). We claim that if (i1, . . . , in−2, i) ∈ ∆0(f ′)
then there exist a, b ∈ R≥0 such that (i1, . . . , in−2, a, b) ∈ ∆0(f) and a + b = i.
Indeed, this property is clear for any point in the support of f ′, and the claim
follows by convexity considerations. Now apply this claim to the point(
1
σ(f ′) , . . . ,
1
σ(f ′)
)
∈ ∆0(f ′)
to find a, b ∈ R≥0 for which(
1
σ(f ′) , . . . ,
1
σ(f ′) , a, b
)
∈ ∆0(f)
with a+ b = 1/σ(f ′). When adding (0, . . . , 0, 1/σ(f ′)−a, 1/σ(f ′)− b) ∈ Rn≥0 to this,
we stay inside ∆0(f), from which we conclude the desired inequality.
We remark that these properties are reminiscent of well-known facts on the log
canonical threshold at the origin. Indeed, with the notation and assumptions from
above (and the extra assumption that f, g 6= 0), one has that
(a) σ0(f + g) = min{1, σ0(f) + σ0(g)},
(b) σ0(fg) = min{σ0(f), σ0(g)},
(c) σ0(f) ≥ σ0(f(x1, . . . , xn−1, xn−1)).
See [DK01, Rmk. 2.10], [Laz04, Prop. 9.5.22] and [Kol97, Thm. 7.5 & proof of Thm. 8.20],
respectively. In fact, statements (i – iii) could have also been settled as mere corol-
laries to (a – c), by using the following trick. Notice that properties (i – iii) are
purely combinatorial, so we can replace f and g by non-degenerate polynomials
over C having the same Newton polyhedron; for what follows it suffices to assume
weak non-degeneracy, which is generically satisfied. Next let fd = f(xd1, . . . , xdn)
and gd = g(yd1 , . . . , ydm) for some large positive integer d. These polynomials are
again non-degenerate, and moreover ∆0(fd) = d∆0(f) and ∆0(gd) = d∆0(g) so that
σ(f) = dσ(fd) and σ(g) = dσ(gd). If d is large enough such that σ(fd) + σ(gd) ≤ 1,
then one sees that properties (i – iii) follow from properties (a – c) and the fact
that σ0(h) = min{1, σ(h)} for any polynomial h that is weakly non-degenerate with
respect to the faces of its Newton polyhedron at the origin [Laz04, §9.3.C].
2.2.5
We conclude with a bound on σ(f) in terms of the dimension of the affine critical
locus Cf of f , i.e. the set of geometric points of Ank at which all partial derivatives
of f vanish, where we adopt the convention that the dimension of the empty scheme
is −∞. If k is a number field then the bound can be viewed as a corollary to a
general observation due to Cluckers: see [Clu08b, Thm. 5.1] and how this is applied
in [Clu08a, Lem. 6.3], for instance. Our more direct approach has the advantage of
working over any field.
Lemma 2.2.2. Let f ∈ k[x] \ {0} be non-degenerate with respect to the faces of its
Newton polyhedron ∆0(f) at the origin, and denote by δ the dimension inside Ank of
Cf . Then σ(f) ≤ (n− δ)/2.
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Proof. By non-degeneracy with respect to the entire Newton polyhedron ∆0(f),
every critical point of f has at least one coordinate which is zero. Therefore it
suffices to prove for all proper subsets I of {1, . . . , n} that
σ(f) ≤ (n− δI)/2
where δI = dimCI with CI = { (a1, . . . , an) ∈ Cf | ai 6= 0 if and only if i ∈ I }.
By reordering the variables if needed we can assume that I = {n− d+ 1, . . . , n}
for some integer d which satisfies 0 ≤ δI ≤ d < n. If CI = ∅ then there is nothing
to prove. If CI 6= ∅ then it contains at least one point (a1, . . . , an), which by our
assumption satisfies a1 = . . . = an−d = 0 and an−d+1, . . . , an 6= 0. We first claim
that
∆0(f) ⊆ ∆0(x1 + . . .+ xn−d)× Rd≥0. (2.2.5.1)
If we let H denote the face of Rn≥0 defined by
i1 = . . . = in−d = 0, in−d+1, . . . , in ≥ 0
and we define τ := ∆0(f)∩H, then (2.2.5.1) is equivalent to τ = ∅. Now suppose that
τ 6= ∅: then it must concern a face of ∆0(f). But ∂fτ/∂xi vanishes identically for
i = 1, . . . , n−d, while it vanishes at (1, . . . , 1, an−d+1, . . . , an) for i = n−d+1, . . . , n.
This is in contradiction with the fact that f is non-degenerate with respect to τ , so
our claim follows.
We now let ` ∈ {0, . . . , n− d} be minimal such that
∆0(f) ⊆ ∆0(x1 + . . .+ x` + x2`+1 + . . .+ x2n−d)× R2≥0
up to reordering the variables x1, . . . , xn−d. In other words f can be written as
f = x1 · g1(xn−d+1, . . . , xn) + . . .+ x` · g`(xn−d+1, . . . , xn) + . . .
for non-zero polynomials g1, . . . , g` ∈ k[xn−d+1, . . . , xn], where the last dots consist
of terms that are at least quadratic in the variables x1, . . . , xn−d. It is easy to check
that σ(f) ≤ (n − d + `)/2, so it suffices to show that δI ≤ d − `. This is trivial if
` = 0, so assume that ` ≥ 1. By taking partial derivatives one observes that
CI = { (0, . . . , 0, an−d+1, . . . , an) | (an−d+1, . . . , an) ∈ SI }
with SI ⊆ k∗d the scheme defined by (g1, . . . , g`). We will establish the desired
bound on δI by proving that SI is either empty or a smooth complete intersection.
By the Jacobian criterion this amounts to showing that for all (an−d+1, . . . , an) ∈
SI the rows of the matrix
J =

∂g1
∂xn−d+1
(an−d+1, . . . , an) . . . ∂g1∂xn (an−d+1, . . . , an)... . . . ...
∂g`
∂xn−d+1
(an−d+1, . . . , an) . . . ∂g`∂xn (an−d+1, . . . , an)

are linearly independent. Suppose this is not the case, then there exists a vector
(α1, . . . , α`) 6= (0, . . . , 0) such that (α1, . . . , α`) · J = ~0. Assume without loss of
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generality that α1, . . . , α`′ 6= 0 and α`′+1 = . . . = α` = 0, where 0 < `′ ≤ `. Now
consider the face τ ⊆ ∆0(f) obtained by intersecting ∆0(f) with
H : i1 + . . .+ i`′ = 1, i`′+1 = . . . = i` = i`+1 = . . . = in−d = 0, in−d+1, . . . , in ≥ 0.
Then
fτ = x1 · g1(xn−d+1, . . . , xn) + . . .+ x`′ · g`′(xn−d+1, . . . , xn)
and one verifies that (α1, . . . , α`′ , 1, . . . , 1, 1, . . . , 1, an−d+1, . . . , an) ∈ k∗n is a common
root of its partial derivatives: a contradiction with the non-degeneracy assumption
with respect to τ .
2.3 Reduction to estimating finite field exponen-
tial sums
2.3.1
In this section we explain how proving Theorem 2.1.3 reduces to proving the
bound on finite field exponential sums stated in Theorem 2.1.4. This resorts to a
well-known reasoning by Denef and Sperber [DS01, Prop. 2.1], a slight generalization
of which was elaborated by Cluckers [Clu10, Prop. 4.1]. The idea is to partition the
integration domain Znp according to all possible valuations, ignoring the zero-measure
set of points x in which 0 appears as a coordinate:
Sf,p(y) =
∫
Znp
ψp(yf(x))|dx| =
∑
a∈Zn≥0
∫
x∈Znp
ordp(x)=a
ψp(yf(x))|dx|.
Let pip be a uniformizing parameter of Zp; if p is unramified then one can just take
pip = p. By introducing new variables u = (u1, . . . , un) through the substitution
xj ← piajp uj, with aj the jth coordinate of a, we can rewrite the above sum as∑
a∈Zn≥0
Np−ν(a)
∫
u∈Z∗np
ψp(ypiN(a)p (fF (a)(u) + pip(. . .)))|du|
where the expression (. . .) takes values in Zp. As explained in Section 2.1.4 we can
assume that f is non-degenerate at p, in which case Hensel’s lemma implies that
the integral is zero whenever ordp(y) + N(a) ≤ −2. On the other hand since ψp is
trivial on Zp, as soon as ordp(y) +N(a) ≥ 0 the integral is just the measure of Z∗np ,
which is (1−Np−1)n. The most interesting case is where ordp(y) + N(a) = −1, in
which case the integral equals
Np−n
∑
x∈F∗np
ϕy(fF (a)(x))
where
ϕy : Fp → C∗ : x mod p 7→ ψp(ypi− ordp(y)−1p x)
and fF (a) denotes the reduction of fF (a) mod p. Note that ϕy is a well-defined
non-trivial additive character on Fp.
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We end up with
Sf,p(y) = (1−Np−1)n
∑
τ face
of ∆0(f)
Aτ,p(y) + Bτ,p(y)(Np− 1)n ∑x∈F∗np ϕy(f τ (x))

where
Aτ,p(y) =
∑
a∈Zn≥0 s.t.F (a)=τ
and N(a)≥− ordp(y)
Np−ν(a) and Bτ,p(y) =
∑
a∈Zn≥0 s.t.F (a)=τ
and N(a)=− ordp(y)−1
Np−ν(a).
Here a trivial but important remark is that Bτ,p(y) = 0 as soon as ordp(y) ≤ −2
and the affine span of τ passes through the origin, because in this case N(a) = 0
while − ordp(y)− 1 ≥ 1.
2.3.2
Using the estimates from [Clu10, Prop. 5.2] or [DS01, §3.4] one sees that there
exists a constant c ∈ R>0 such that
Aτ,p(y) ≤ c|y|−σp | ordp(y)|κ−1 and Bτ,p(y) ≤ c|y|−σp Npσ(fτ )| ordp(y)|κ−1
for all choices of p and y, where we recall that σ(fτ ) ≤ σ is the minimal rational
number such that (1/σ(fτ ), . . . , 1/σ(fτ )) is contained in ∆0(fτ ) = τ + Rn≥0. Using
these bounds one verifies that in order to prove Theorem 2.1.3 it suffices to show
that for all faces τ ⊆ ∆0(f) there exists a constant c only depending on ∆0(f) such
that ∣∣∣∣∣∣ 1(Np− 1)n
∑
x∈F∗np
ϕy(f τ (x))
∣∣∣∣∣∣ ≤ c ·Np−σ(fτ ). (2.3.2.1)
for all non-zero prime ideals p having a sufficiently large norm. In fact, it suffices to
establish this bound for the faces τ whose affine span does not contain the origin.
Indeed, if ordp(y) ≤ −2 then this claim is straightforward in view of the remark
concluding Section 2.3.1. On the other hand, if ordp(y) = −1 and Supp f is contained
in a hyperplane H which does not contain the origin and which has a normal vector
in Rn≥0, then in order to conclude (2.3.2.1) for a given face τ ⊆ ∆0(f), it suffices to
prove it for the face τ ∩H, whose affine span does not contain the origin.
2.4 New bounds for finite field exponential sums
2.4.1
Thus we are left with proving Theorem 2.1.4. Let H be a hyperplane as in the
statement; we can assume it to be of the form
H : c1i1 + . . .+ cnin = b
for b ∈ Z>0 and c1, . . . , cn ∈ Z≥0. Without loss of generality we can order the
variables such that c1, . . . , cn−r > 0 and cn−r+1, . . . , cn = 0. For simplicity we choose
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H such that r is maximal. We can assume that r > 0 because if r = 0 then
f is quasi-homogeneous, and as mentioned in this case Theorem 2.1.4 is due to
Cluckers [Clu10, Prop. 6.2]. Define P as the set of prime numbers dividing b and
assume throughout the rest of this section that charFq /∈ P . Note that P clearly
depends on Supp f only. In fact it even depends on ∆0(f) only, but the reason
for writing Supp f in the statement of Theorem 2.1.4 is that P will be enlarged in
Section 2.4.6, in a way which could a priori depend on the specific configuration of
Supp f .
2.4.2
Rename the variables xn−r+1, . . . , xn as z = z1, . . . , zr and view f as a quasi-
homogeneous polynomial over Fq[z] in the remaining variables. Note that none of
the weights cj can exceed b, otherwise it would be possible to remove the term cjij,
which contradicts the maximality of r. We order the indices such that x1, . . . , xs are
the variables for which the corresponding weights c1, . . . , cs are equal to b. These
necessarily appear linearly with a non-zero coefficient in Fq[z], again by the max-
imality of r. The variables xs+1, . . . , xn−r which have a smaller non-zero weight ci
are renamed y = y1, . . . , yt. Note that n = s+ r + t. Then we can write
f = h+ g1x1 + . . .+ gsxs,
where g1, . . . , gs ∈ Fq[z] \ {0} and where h ∈ Fq[y, z] is quasi-homogeneous when
considered over Fq[z]. Moreover for each concrete value of z ∈ Frq the polynomial
h(·, z) ∈ Fq[y] admits y = 0 as a critical point. For the sake of clarity, we note that
this includes the case where h(·, z) is identically zero, in which case every point is
considered critical.
For each I ⊆ {1, . . . , s} and 0 ≤ d ≤ t we define
VI,d = { z ∈ F∗rq | dimCh(·,z) = d, gi(z) = 0⇔ i ∈ I }
and we write∣∣∣∣∣∣ 1(q − 1)n
∑
(x,y,z)∈F∗nq
ϕ(f(x, y, z))
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
I,d
∑
z∈VI,d(Fq)
1
(q − 1)n [
∑
x∈F∗sq
ϕ(
∑
i/∈I
gi(z)xi)]× [
∑
y∈F∗tq
ϕ(h(y, z))]
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
I,d
∑
z∈VI,d(Fq)
1
(q − 1)n (−1)
s−#I(q − 1)#I × [ ∑
y∈F∗tq
ϕ(h(y, z))]
∣∣∣∣∣∣
≤∑
I,d
cI,dq
dimVI,d(q − 1)#I−n
∣∣∣∣∣∣
∑
y∈F∗tq
ϕ(h(y, z))
∣∣∣∣∣∣
where we recall our convention that the dimension of the empty scheme is −∞. In
the last step we used the Lang–Weil estimates, which introduce constants cI,d ∈ R>0
that can be taken to depend on I, d and ∆0(f) only.
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2.4.3
If h is identically zero then dimCh(·,z) = t for all z and the foregoing bound
simplifies to ∑
I
cIq
dimVI (q − 1)t+#I−n (2.4.3.1)
where cI = cI,t and
VI = VI,t = { z ∈ F∗rq | gi(z) = 0⇔ i ∈ I }.
By the non-degeneracy of f , as in the proof of Lemma 2.2.2 we see that the scheme
cut out by (gi)i∈I is either empty or a smooth complete intersection. In particular
dim VI ≤ r−#I. From this we see that (2.4.3.1) is bounded by cq−s where c = ∑I cI .
Now from
∆0(f) = ∆0(g1x1 + . . .+ gsxs) ⊆ ∆0(x1 + . . .+ xs)× Rt+r≥0
it is immediate that σ(f) ≤ s, from which the desired bound follows.
2.4.4
Thus we can assume that h is not identically zero. In this case we estimate the
bound from Section 2.4.2 by
∑
I,d
cI,dq
dimVI,d(q − 1)#I−nadq t+d2
≤∑
I,d
cI,dadq
dimVI,d+ t+d2 (q − 1)#I−n.
Here we used an estimate due to Cluckers [Clu10, Thm. 7.4], which introduces con-
stants ad ∈ R>0 and excludes a finite set of field characteristics. From the proof
of [Clu10, Thm. 7.4] and the references therein, mainly to [Clu08a, Cor. 6.1] which
in turn invokes [Kat99, Thm. 4], it follows that ad can be taken to depend on d and
∆0(f) only. It also follows that the excluded field characteristics are contained in
P , so this was already accounted for (by our assumption that charFq /∈ P ).
Therefore it suffices to prove that for each I, d we have
dim VI,d +
t+ d
2 + #I − n ≤ −σ(f). (2.4.4.1)
Now consider the following lemma:
Lemma 2.4.1. Let I ⊆ {1, ..., s} and define
fI = h+
∑
i∈I
gixi ∈ Fq[(xi)i∈I , y, z].
Then σ(f) ≤ σ(fI) + s−#I. In particular we have that σ(f) ≤ σ(h) + s.
2.4. New bounds for finite field exponential sums 45
Proof. We proceed by induction on s − #I. Note that if s − #I = 0 then fI = f
and there is nothing to prove. If s−#I ≥ 1 then consider an index j which is not
contained in I. By the induction hypothesis we know that σ(f) ≤ σ(fI∪{j}) + s −
#I − 1. The lemma then follows by
σ(fI∪{j}) = σ(h+
∑
i∈I
gixi + gj(z1, . . . , zr)xj)
≤ σ(h+∑
i∈I
gixi + gj(u1, . . . , ur)xj)
≤ σ(fI) + σ(gj(u1, . . . , ur)xj)
≤ σ(fI) + 1,
where u1, . . . , ur are new variables and the first two inequalities follow from proper-
ties (iii) resp. (i) stated in Lemma 2.2.1.
From this we see that in order to prove (2.4.4.1), it is sufficient to demonstrate
the following estimate:
Theorem 2.4.2. If h is a non-zero polynomial then we have
dim VI,d +
t+ d
2 + #I − n ≤ −σ(fI)− s+ #I
for all I ⊆ {1, . . . , s} and 0 ≤ d ≤ t.
The remainder of this section is devoted to proving this theorem. Note that the
condition that h is non-zero implies that σ(fI) < +∞ for each I ⊆ {1, . . . , s}.
2.4.5
We first prove a weaker statement:
Lemma 2.4.3 (weak version of Theorem 2.4.2). If h is a non-zero polynomial then
we have
dim VI,d
2 +
t+ d
2 + #I − n ≤ −σ(fI)− s+ #I
for all I ⊆ {1, . . . , s} and 0 ≤ d ≤ t.
Proof. Consider the following algebraic subsets of A#I+t+r:
CfI :
∂fI
∂xi
= ∂fI
∂yj
= ∂fI
∂z`
= 0 (i.e., the affine critical locus of fI),
WI,d :
∂fI
∂xi
= ∂fI
∂yj
= 0, z ∈ V˜I,d,
WI :
∂fI
∂xi
= ∂fI
∂yj
= 0.
Here i ∈ I, 1 ≤ j ≤ t and 1 ≤ ` ≤ r, and
V˜I,d = { z ∈ Ar | dimCh(·,z) = d, gi(z) = 0⇔ i ∈ I } ⊇ VI,d.
46 Chapter 2. New bounds for exponential sums with a non-degenerate phase polynomial
It is easy to verify that WI,d has dimension dim V˜I,d + #I + d and is contained in
WI . On the other hand dimCfI ≥ dimWI − r, so we see that
dimCfI ≥ dim V˜I,d + #I + d− r ≥ dim VI,d + #I + d− r.
Now because fI is non-degenerate with respect to the faces of its Newton polyhedron
at the origin, by Lemma 2.2.2 we have
−r − t−#I + dimCfI
2 ≤ −σ(fI).
Hence −r − t−#I + dim VI,d + #I + d− r
2 ≤ −σ(fI).
From this the lemma follows.
This implies that Theorem 2.4.2 is true if dim VI,d = 0. In fact we will prove
Theorem 2.4.2 by induction on dim VI,d, so this settles the base case. Note that the
theorem is trivial if dim VI,d = −∞.
2.4.6
The induction will rely on the following auxiliary lemma, which is the source of
our enlargement of P , which we announced in Section 2.4.1.
Lemma 2.4.4. Let I ⊆ {1, . . . , s}. There exists a finite set of primes Pcomp which
only depends on Supp fI , such that the following holds as soon as charFq /∈ Pcomp.
For each a ∈ Fq let
fI,a = fI((xi)i∈I , y1, . . . , yt, z1, . . . , zr−1, a)
denote the polynomial obtained from fI by substituting a for zr. Then there exists a
non-zero polynomial ζ ∈ Fq[zr] such that for all a for which ζ(a) 6= 0 we have that
(i) σ(fI) ≤ σ(fI,a),
(ii) gi(z1, . . . , zr−1, a) is not identically zero for each i = 1, . . . , s,
(iii) fI,a is non-degenerate with respect to the faces of its Newton polyhedron at
the origin.
Proof. Consider the following variation on the above assertion:
There exists a non-zero polynomial ζ ∈ Fq[zr] such that for all a ∈ Fq
for which ζ(a) 6= 0 we have that
(a) each non-zero coefficient c(zr) of fI , when viewed as a polynomial in
(xi)i∈I , y, z1, . . . , zr−1 over Fq[zr], satisfies c(a) 6= 0,
(b) fI,a is weakly non-degenerate with respect to the faces of ∆0(fI,a).
These two properties imply (i–iii). Indeed, it is obvious that (a) implies (ii), while
it also ensures that the Newton polyhedron of fI,a at the origin equals the image of
∆0(fI) under the projection pir : R#I+t+r → R#I+t+r−1 corresponding to dropping
the last coordinate. In particular we have that
∆0(fI) ⊆ ∆0(fI,a)× R≥0
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which implies (i). Finally, note that fI is supported on the hyperplaneHI ⊆ R#I+t+r
defined by ∑
j∈I
cjij + cs+1is+1 + . . .+ cs+tis+t = b,
so that fI,a is supported on the hyperplane pir(HI) ⊆ R#I+t+r−1, which is defined
by the same equation. Therefore property (b) implies (iii), because it suffices to
verify non-degeneracy with respect to the faces σ ⊆ ∆(fI,a) which are contained in
pir(HI), and as discussed in Section 2.2.2 the notions of non-degeneracy and weak
non-degeneracy coincide with respect to such faces; here we used that charFq /∈ P .
Now it is easy to see that for each fixed choice of Supp fI the foregoing variation
amounts to the validity of a first-order sentence. Therefore, if we can prove the direct
analogue of this variation in characteristic zero, then by the compactness theorem
(Robinson’s principle) we know that it must be true in all characteristics outside a
finite set Pcomp, from which the desired conclusion follows.
So assume that we are working over a field k of characteristic 0. That is, we
consider a polynomial f = h+ g1x1 + . . .+ gsxs ∈ k[x, y, z] satisfying the analogues
of the properties listed in Section 2.4.1 and at the beginning of Section 2.4.2. As
before we let fI = h+
∑
i∈I gixi and for each a ∈ k we write fI,a for the polynomial
obtained from fI by substituting a for zr. Our task is to show that properties (a)
and (b) hold for all but finitely many a ∈ k. Since for (a) this is immediate, from
now on we assume that property (a) is satisfied, so that ∆0(fI,a) = pir(∆0(fI)).
Our task is to prove that fI,a is weakly non-degenerate with respect to its Newton
polyhedron at the origin, except possibly for another finite number of values of a.
We note that a very similar problem was recently tackled by Esterov, Lemahieu and
Takeuchi [ELT, Prop. 7.1], but their setting is more difficult since they assume weak
non-degeneracy with respect to the compact faces, only.
Every face σ ⊆ ∆0(fI,a) arises as the projection along pir of a face τ ⊆ ∆0(fI)
of the same codimension; see Figure 2.1 for some elementary examples. We will
σ
τ
y1
y2
z1
σ
τ
y1
z1
z2
Figure 2.1 – Two examples of a face τ along with its projection σ
concentrate on the face σ = ∆0(fI,a) ∩ pir(HI), which is the projection of τ =
∆0(fI)∩HI . One verifies that fI,a is weakly non-degenerate with respect to σ if and
only if the fiber of the projection
pr : { ((xi)i∈I , y, z) ∈ k∗#I+t+r | fI((xi)i∈I , y, z) = 0 } → k
on the last coordinate is smooth. Note that the source is smooth, thanks to the non-
degeneracy of fI with respect to τ . By the generic smoothness theorem, which is only
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available in characteristic zero, this implies that all but finitely many fibers of pr are
smooth. (More precisely, this conclusion follows by applying [Har77, Cor. III.10.7]
to pr|X for each irreducible component X of the source.) We find that fI,a is weakly
non-degenerate with respect to σ for all but finitely many a ∈ k. Repeating this
argument for all other faces σ ⊆ ∆0(fI,a) then leads to the desired conclusion.
As announced in Section 2.4.1, we now enlarge the set P of excluded primes by
adjoining the sets Pcomp arising from multiple applications of Lemma 2.4.4. Indeed,
the lemma will be applied for all possible choices of I ⊆ {1, . . . , s}, but it will also
be applied recursively to the polynomials fI,a. Nevertheless, one easily sees that
for a fixed choice of Supp f there are only a finite number of supports appearing:
therefore P remains finite.
2.4.7
We are now ready to prove Theorem 2.4.2. As announced, we will proceed
by induction on dim VI,d, where the base case dim VI,d = 0 was taken care of in
Section 2.4.5. So assume that dim VI,d ≥ 1 and that Theorem 2.4.2 holds for all
smaller dimensions.
If r = 1 then necessarily dim VI,d = 1, and because all gi(z) = gi(z1) are non-zero
we have that I = ∅. In particular fI = h. Now by Lemma 2.4.4 we can find an
a ∈ VI,d such that fI,a is non-degenerate with respect to the faces of its Newton
polyhedron at the origin, and such that σ(fI) ≤ σ(fI,a). It is possible that we
need to pick a from Fq \ Fq, but extending the coefficient field is of no harm to the
statement we are trying to prove (or in other words, we can assume without loss of
generality that #Fq exceeds deg ζ). Our choice of a implies that CfI,a has dimension
d, so by Lemma 2.2.2 we have that
−t+ d
2 ≤ −σ(fI,a) ≤ σ(fI),
which using r = dimVI,d = 1 and #I = 0 implies that
dim VI,d +
t+ d
2 + #I − n ≤ −σ(fI)− s−#I,
as wanted.
If r ≥ 2 then we can proceed similarly. Indeed, since dim VI,d ≥ 1 there exists
at least one coordinate zj such that the image of the projection pij : VI,d → A1 onto
the zj-coordinate is Zariski dense; we can suppose that j = r. Choose a ∈ pir(VI,d),
again over an extension of Fq if needed, such that the fiber VI,d,a of pir over a is of
codimension 1 in VI,d. By Lemma 2.4.4 we can moreover assume that fI,a is non-
degenerate with respect to the faces of its Newton polyhedron at the origin and that
σ(fI) ≤ σ(fI,a). By applying our induction hypothesis we find that
dim VI,d,a +
t+ d
2 + #I − n+ 1 ≤ −σ(fI,a)− s+ #I.
But we know that
dim VI,d,a = dimVI,d − 1,
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therefore
dim VI,d +
t+ d
2 + #I − n ≤ −σ(fI,a)− s+ #I ≤ −σ(fI)− s+ #I,
as desired.
2.5 Denef and Hoornaert’s conjecture
2.5.1
This final section is devoted to a proof of Denef and Hoornaert’s conjecture:
Theorem 2.5.1. Let f ∈ ZK [x] be a non-zero polynomial such that f(0) = 0
and assume that it is weakly non-degenerate with respect to the faces of its Newton
polyhedron at the origin. Let σ and κ be as in the statement of Theorem 2.1.3. Then
lim
s→−σ(Np
s+σ − 1)κ+δσ,1Zf,p(s) = O(Np1−max{1,σ})
as p varies over all non-zero prime ideals of ZK.
By excluding finitely many prime ideals we can assume that f is non-degenerate at
p. Under this assumption Denef and Hoornaert proved the explicit formula
Zf,p(s) = L∆0(f)(s) +
∑
τ proper face
of ∆0(f)
Lτ (s)Sτ (s)
where
Lτ (s) = Np−n
(
(Np− 1)n −#{x ∈ F∗p | f τ (x) = 0 } ·
Nps+1 −Np
Nps+1 − 1
)
and
Sτ (s) =
∑
a∈Zn≥0
s.t.F (a)=τ
Np−ν(a)−N(a)s,
see [DH01, Thm. 4.2]. Moreover they showed that
lim
s→−σ(Np
s+σ − 1)κSτ (s) = 0
as soon as τ 6⊆ τ0, where τ0 ⊆ ∆0(f) denotes the smallest face containing (1/σ, . . . , 1/σ),
see [DH01, Lem. 5.4]. Thus it suffices to prove that
lim
s→−σ(Np
s+σ − 1)κ+δσ,1Lτ (s)Sτ (s) = O(Np1−max{1,σ}) (2.5.1.1)
for all subfaces τ of τ0. We remark that Denef and Hoornaert restict their discussion
to K = Q, but everything readily generalizes to arbitrary number fields.
50 Chapter 2. New bounds for exponential sums with a non-degenerate phase polynomial
2.5.2
The face τ0 is contained in a hyperplane which does not contain the origin and
which has a normal vector in Rn≥0. Necessarily the same is true for all subfaces
τ ⊆ τ0. This has an important consequence related to the subtlety mentioned in
Section 2.1.6. Namely, Denef and Hoornaert work under the weak non-degeneracy
assumption discussed in Section 2.2.2 (non-existence of singular points versus non-
existence of critical points) and they also conjecture Theorem 2.5.1 in terms of this
weaker hypothesis. But as mentioned at the end of Section 2.2.2, over fields of
large enough characteristic, both non-degeneracy notions coincide with respect to
faces that are contained in a hyperplane not passing through the origin. Therefore
there is no ambiguity: proving (2.5.1.1) under the assumption that fτ0 satisfies our
stronger non-degeneracy assumption is sufficient to conclude the Denef–Hoornaert
conjecture in its full strength.
2.5.3
The proof works by explicit computation along the lines of Denef and Hoornaert,
making a distinction between the cases σ < 1, σ > 1 and σ = 1. We make use of
two new plug-ins. One of these plug-ins is our finite field exponential sum estimate
stated in Theorem 2.1.4, which implies:
Lemma 2.5.2. Np ·#{x ∈ F∗p | f τ (x) = 0 } = (Np− 1)n +O(Npn+1−σ(fτ )).
Proof. Let ϕ : Fp → C∗ be a non-trivial additive character, then
Np ·#{x ∈ F∗p | f τ (x) = 0 } = (Np− 1)n +
∑
t∈F∗p
∑
x∈F∗np
ϕ(tf τ (x))
and because τ is contained in a hyperplane which does not contain the origin and
which has a normal vector in Rn≥0, we can use Theorem 2.1.4 to find that∣∣∣∣∣∣
∑
t∈F∗p
∑
x∈F∗np
ϕ(tf τ (x))
∣∣∣∣∣∣ ≤
∑
t∈p∗
c(Np− 1)nNp−σ(fτ )
for some constant c ∈ R>0 that does not depend on p. The lemma follows.
The second plug-in is a combinatorial inequality due to Cluckers [Clu08a, Thm. 4.1],
which says that for any face τ ⊆ ∆0(f) and all a ∈ Rn≥0 such that F (a) = τ we have
ν(a) ≥ σN(a) + σ − σ(fτ ). This leads to the following statement:
Lemma 2.5.3. If τ ⊆ τ0 then
lim
s→−σ(Np
s+σ − 1)κSτ (s) = O(Npσ(fτ )−σ).
Proof. Denef and Hoornaert proved [DH01, Lem. 5.4] that
lim
s→−σ(Np
s+σ − 1)κSτ0(s) = c0
for some constant c0 ∈ R>0 which does not depend on p. Since σ(fτ0) = σ this
settles the case τ = τ0. If τ ( τ0 then we can redo the proof of [DH01, Lem. 5.16],
but instead of invoking the Denef-Sperber inequality stated in [DH01, Lem. 5.15] we
use Cluckers’ result.
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2.5.4
We can now conclude. If σ < 1 then
Np−σ − 1
Np1−σ − 1 (2.5.4.1)
is a negative quantity which is in O(Npσ−1). Together with Lemma 2.5.2 this implies
that
Lτ (−σ) = O(Npσ−σ(fτ )),
which along with Lemma 2.5.3 implies that
lim
s→−σ(Np
s+σ − 1)κZf,p(s) = O(1)
as wanted. If σ > 1 then (2.5.4.1) becomes a positive quantity which equals 1+o(1),
leading to the estimate
Lτ (−σ) = O(Np1−σ(fτ )),
so here we find that
lim
s→−σ(Np
s+σ − 1)κZf,p(s) = O(Np1−σ),
again as wanted. Finally if σ = 1 then using Lemma 2.5.2 one finds that
lim
s→−1(Np
s+1 − 1)Lτ (s) = O(Np1−σ(fτ ))
which together with Lemma 2.5.3 shows that
lim
s→−1(Np
s+1 − 1)κ+1Zf,p(s) = O(1),
thereby concluding the proof of Theorem 2.5.1.
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Abstract
In this paper, we will give two proofs of the Cluckers-Veys conjecture on exponential
sums for the case of polynomials in Z[x1, . . . , xn] having log-canonical thresholds at
most one half. In particular, these results imply Igusa’s conjecture and Denef-
Sperber’s conjecture under the same restriction on the log-canonical threshold.
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Chapter 3. Proof of Cluckers-Veys’s conjecture on exponential sums for polynomials with
log-canonical threshold at most a half
3.1 Introduction
Let n ≥ 1 be a natural number and let f ∈ Z[x1, . . . , xn] be a non-constant
polynomial in n variables, for which we assume that f(0, . . . , 0) = 0. For homoge-
neous polynomials f , Igusa has formulated, on page 2 of [Igu78], a conjecture on
the exponential sum
Em,p(f) :=
1
pmn
∑
x∈(Z/pmZ)n
exp
(2piif(x)
pm
)
,
where p is a prime number and m ∈ N. More precisely, he predicted that there
exist a constant σ, which depends on the geometric properties of f , and a positive
constant C, independent of p and m, such that for all primes p and for all m ≥ 1,
|Em,p(f)| ≤ Cmn−1p−mσ.
In particular, his conjecture implies an adèlic Poisson summation formula.
A local version of this sum,
E0m,p(f) :=
1
pmn
∑
x∈(pZ/pmZ)n
exp
(2piif(x)
pm
)
,
was considered by Denef and Sperber in [DS01]. Under certain conditions on the
Newton polyhedron ∆ of f , they proved that there exist constants σ, κ, depending
only on ∆, and a positive constant C, independent of p and m, such that for all
m ≥ 1 and almost all p, we have
|E0m,p(f)| ≤ Cmκ−1p−mσ.
In [Clu08a], Cluckers proved both conjectures in the case that f is non-degenerate.
To generalise these facts, Cluckers and Veys formulated, in [CV16], a conjecture
related to the log-canonical threshold of an arbitrary polynomial f . We will recall the
definition of the log-canonical threshold in the next section. They also introduced
the following local exponential sum, for each y ∈ Zn:
Eym,p(f) :=
1
pmn
∑
x∈y+(pZ/pmZ)n
exp
(2piif(x)
pm
)
.
We restate their conjecture here.
Conjecture 3.1.1 (Cluckers-Veys). There exists a positive constant C (that may
depend on the polynomial f), such that for all primes p, for all m ≥ 2 and for all
y ∈ Zn, we have
|Em,p(f)| ≤ Cmn−1p−ma(f)
and
|Eym,p(f)| ≤ Cmn−1p−may,p(f).
Here a(f) is the minimum, over all b ∈ C, of the log-canonical thresholds of the
polynomials f(x)− b. And, for y ∈ Zn, ay,p(f) is the minimum of the log-canonical
thresholds at y′ of the polynomials f(x)− f(y′), where y′ runs over y + pZnp .
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In this article, we will prove a special case of the Cluckers-Veys conjecture. More
concretely, we will prove the case in which the log-canonical threshold of f is at
most a half. We will consider in detail the local sum where y = 0 and we will
afterwards discuss how one can adapt the proofs to obtain uniform upper bounds
for |Eym,p(f)|, for y ∈ Zn, and an upper bound for |Em,p(f)|. Our main theorems
will be the following.
Theorem 3.1.2. Let n ≥ 1 and let f ∈ Z[x1, . . . , xn] be a non-constant polynomial
with f(0) = 0. Put σ = min
{
c0(f), 12
}
, where c0(f) is de log-canonical threshold of
f at 0. Then there exists a positive constant C, not depending on p and m, and a
natural number N , such that for all m ≥ 1 and all primes p > N , we have
|E0m,p(f)| ≤ Cmn−1p−mσ.
Theorem 3.1.3. Let n ≥ 1 and let f ∈ Z[x1, . . . , xn] be a non-constant polynomial.
Put σ = min
{
a(f), 12
}
. Then there exists a positive constant C, not depending on p
and m, and a natural number N , such that for all m ≥ 2 and all primes p > N , we
have
|Em,p(f)| ≤ Cmn−1p−mσ.
Remark that by [DS01], [Igu74] and [Igu78], there exists, for each prime p, a
positive constant Cp, such that
|E0m,p(f)| ≤ Cpmn−1p−mc0(f)
and
|Em,p(f)| ≤ Cpmn−1p−ma(f),
for all m ≥ 1. Therefore we know that once the Main Theorems 3.1.2 and 3.1.3 are
proven, they will hold for N = 1, possibly after enlarging the constant C.
Notice that the homogeneous polynomials f in two variables that are not yet
covered by Igusa in [Igu78], all satisfy that a(f) ≤ 12 . Hence our results can be
seen as a generalisation of a result of Lichtin from [Lic13] or of Wright from [Wri],
in which they proved Igusa’s conjecture for any homogeneous polynomial of two
variables.
Remark 3.1.4. We observe that if m = 1, then |E01,p(f)| = 1pn . Hence the Main
Theorem 3.1.2 is trivial for m = 1 and we only need to prove it for m ≥ 2.
We will give two approaches to our main theorems and for the Main Theorem
3.1.2 we will give the details of these approaches. The first approach, in Section
3.3, will make use of model theory, an estimate of the dimension of arc spaces as
in [Mus02], the Cluckers-Loeser motivic integration theory and an estimate of Weil
on finite field exponential sums in one variable (see [Wei48]). We will also use an
idea which is close to the construction of the local Artin map by Lubin-Tate theory.
More concretely, we will prove that certain functions do not depend on the choice of
a uniformiser in Qp, but only on the angular component of the chosen uniformiser.
Hence, when varying uniformisers, we obtain orbits of points that have the same
image under these functions. In fact, these orbits depend on actions of the group
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µp−1(Qp), the group of (p − 1)th roots of unity of Qp, on the set of uniformisers of
Qp and on Qp. The second approach, in Section 3.4, will use a concrete expression
of cohomology, as in [Den91]. Both of these approaches will use not only Lang-Weil
estimates ([LW54]) for the number of points on varieties over finite fields, but also the
theory of Igusa’s local zeta functions. In Section 3.2 we will give some background
on log-canonical thresholds, exponential sums and Igusa’s local zeta functions. In
Section 3.5, we will explain how the results from Section 3.4 can be used to prove
the Main Theorem 3.1.3. We will end this paper by explaining, in Section 3.6, how
to obtain uniform upper bounds for all local sums Eym,p. We will do this both from
the geometric, as well as from the model theoretic point of view.
We remark that our results can be extended to the ring of integers OK of any
number field K, but we only work with Z and Q to simplify notation.
3.2 Log-canonical Thresholds and exponential sums
3.2.1 Log-canonical Threshold
In this section we will recall two possible definitions of the log-canonical threshold
of a polynomial f .
Definition 3.2.1. Let f be a non-constant polynomial in n variables over an alge-
braically closed fieldK of characteristic zero. Let pi : Y → Kn be a proper birational
morphism on a smooth variety Y . For any prime divisor E on Y , we denote by N
and ν − 1 the multiplicities along E of the divisors of pi∗f and pi∗(dx1 ∧ . . . ∧ dxn),
respectively. For each x ∈ Z(f) ⊂ Kn, the log-canonical threshold of f at x, denoted
by cx(f), is the real number infpi,E
{
ν
N
}
, where pi runs over all proper birational mor-
phisms to Kn and E runs over all prime divisors on Y such that x ∈ pi(E). If we
fix any embedded resolution pi of the germ of f = 0 at x, then
cx(f) = min
E:x∈pi(E)
{
ν
N
}
.
Furthermore we always have cx(f) ≤ 1. We denote by c(f) = infx∈Z(f) cx(f) the
log-canonical threshold of f .
By the following theorem from [Mus02], which is true for any algebraically closed
fieldK of characteristic zero, there exists a description of the log-canonical threshold
in terms of arc spaces and jet spaces.
Theorem 3.2.2 ([Mus02], Corollaries 0.2 and 3.6). Let f be a non-constant poly-
nomial over K in n variables and let m be a natural number. We set
Cont≥m(f) := {x ∈ K[[t]]n | f(x) ≡ 0 mod tm}
and
Cont≥m0 (f) := {x ∈ (tK[[t]])n | f(x) ≡ 0 mod tm}.
We denote by pim the projection from K[[t]]n to (K[t]/(tm))n and we consider the
codimensions of pim(Cont≥m(f)) and pim(Cont≥m0 (f)) in (K[t]/(tm))n ∼= Knm. We
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denote these two values by codim Cont≥m(f) and codim Cont≥m0 (f), respectively.
Then the log-canonical threshold of f equals the real number
c(f) = inf
m≥1
codim Cont≥m(f)
m
,
and if f(0) = 0, then the log-canonical threshold of f at 0 equals the real number
c0(f) = inf
m≥1
codim Cont≥m0 (f)
m
.
3.2.2 Exponential sum and Igusa local zeta function
In this section we will discuss formulas for the exponential sums Em,p(f) and
E0m,p(f). These formulas can be found in the works of Igusa and Denef on Igusa
local zeta functions. Most of the theory in this section comes from [Den]. We will
just introduce the necessary notation here.
LetK be a number field, O the ring of algebraic integers ofK and p any maximal
ideal of O. We denote the completions of K and O with respect to p by Kp and
Op. Let q = pm be the cardinality of the residue field kp of the local ring Op,
then kp = Fq. For x ∈ Kp, we denote by ord(x) ∈ Z ∪ {+∞} the p-valuation of x,
|x| = q− ord(x) and ac(x) = xpi− ord(x), where pi ∈ Op is a fixed uniformising parameter
for Op.
Let χ : O×p → C× be a character on the group of units O×p of Op, with finite
image. By the order of such a character we mean the number of elements in its
image. The conductor c(χ) of the character is the smallest c ≥ 1 for which χ is
trivial on 1 + pc. We formally put χ(0) = 0. Let f(x) ∈ K[x] be a polynomial in n
variables, x = (x1, . . . , xn), with f 6= 0, and let Φ : Knp → C be a Schwartz-Bruhat
function, i.e., a locally constant function with compact support. We say that Φ is
residual if Supp(Φ) ⊂ Onp and Φ(x) only depends on x mod p. Thus if Φ is residual,
it induces a function Φ : knp → C. Now we associate to these data Igusa’s local zeta
function
ZΦ(Kp, χ, s, f) :=
∫
Knp
Φ(x)χ
(
ac(f(x))
)
|f(x)|s|dx|.
In [Igu78], Igusa showed that ZΦ(Kp, χ, s, f) is a rational function in t = q−s. From
now on we will write ZΦ(p, χ, s, f), whenever we have fixed K.
Let Ψ be the standard additive character on Kp, i.e. for z ∈ Kp,
Ψ(z) := exp(2piiTrKp/Qp(z)),
where TrKp/Qp denotes the trace map. We set
EΦ(z, p, f) :=
∫
Knp
Φ(x)Ψ(zf(x))|dx|.
Whenever Φ = 1Onp or Φ = 1(pOp)n and K is fixed, we will simply denote this func-
tion by Ep(z, f) or E0p (z, f), respectively. When K = Q, p = pZ, z = p−m and
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Φ = 1Znp or Φ = 1(pZp)n we will simplify notation even more by writing Em,p(f) or
E0m,p(f), respectively, and this notation coincide with the notation in Section 3.1 by
an easy calculation.
We recall the following proposition from [Den], that relates the exponential sums
to Igusa’s local zeta functions.
Proposition 3.2.3 ([Den], Proposition 1.4.4). Let u ∈ O×p and m ∈ Z. Then
EΦ(upi−m, p, f) is equal to
ZΦ(p, χtriv, 0, f) + Coefftm−1
((t− q)ZΦ(p, χtriv, s, f)
(q − 1)(1− t)
)
+
∑
χ 6=χtriv
gχ−1χ(u)Coefftm−c(χ)
(
ZΦ(p, χ, s, f)
)
,
where gχ is the Gaussian sum
gχ =
q1−c(χ)
q − 1
∑
v∈(Op/pc(χ))×
χ(v)Ψ(v/pic(χ)).
Now we will describe a formula for Igusa’s local zeta function using resolution of
singularities
Let K and f be as above. Put X = SpecK[x] and D = SpecK[x]/(f). We take
an embedded resolution (Y, h) for f−1(0) over K. This means that Y is an integral
smooth closed subscheme of projective space over X, h : Y → X is the natural map,
the restriction h : Y \h−1(D) → X\D is an isomorphism, and (h−1(D))red has only
normal crossings as subscheme of Y . Let Ei, i ∈ T , be the irreducible components
of (h−1(D))red. For each i ∈ T , let Ni be the multiplicity of Ei in the divisor of f ◦h
on Y and let νi−1 be the multiplicity of Ei in the divisor of h∗(dx1∧ . . .∧dxn). The
(Ni, νi)i∈T are called the numerical data of the resolution. For each subset I ⊂ T ,
we consider the schemes
EI := ∩i∈IEi and
◦
EI := EI\ ∪j∈T\I Ej.
In particular, when I = ∅ we have E∅ = Y . We denote the critical locus of f by Cf .
If Z is a closed subscheme of Y , we denote the reduction mod p of Z by Z (see
[Den87, Definition 2.2] and [Shi55] when Z is reduce). We say that the resolution
(Y, h) of f has good reduction modulo p if Y and all Ei are smooth, ∪i∈TEi has
only normal crossings, and the schemes Ei and Ej have no common components
whenever i 6= j. There exists a finite subset S of SpecO, such that for all p /∈ S,
we have f ∈ Op[x], f 6≡ 0 mod p and the resolution (Y, h) for f has good reduction
mod p (see [Den87], Theorem 2.4).
Let p /∈ S and I ⊂ T , then it is easy to prove that EI = ∩i∈IEi. We put◦
EI := EI\ ∪j /∈I Ej. Let a be a closed point of Y and Ta = {i ∈ T |a ∈ Ei}. In the
local ring of Y at a we can write
f ◦ h = u ∏
i∈Ta
gNii ,
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where u is a unit, (gi)i∈Ta is a part of a regular system of parameters and Ni is as
above.
In two cases, depending on the conductor c(χ) of the character χ, we will give a
more explicit description of Igusa’s zeta function ZΦ(p, χ, s, f). In the first case we
consider a character χ on O×p of order d, which is trivial on 1 + pOp, i.e., c(χ) = 1.
Then χ induces a character (denoted also by χ) on k×p . We define a map
Ωχ : Y (kp)→ C
as follows. Let a ∈ Y (kp). If d|Ni for all i ∈ Ta, then we put Ωχ(a) = χ(u(a)),
otherwise we put Ωχ(a) = 0. This definition is independent of the choice of gi. In
the following theorem we recall the formula of Igusa’s local zeta function.
Theorem 3.2.4 ([Den85], Theorem 2.2 or [Den], Theorem 3.4). Let χ be a character
on O×p of order d, which is trivial on 1 + pOp. Supose that p /∈ S and that Φ is
residual, then we have
ZΦ(p, χ, s, f) = q−n
∑
I⊂T,
∀i∈I:d|Ni
cI,Φ,χ
∏
i∈I
(q − 1)q−Nis−νi
1− q−Nis−νi ,
where
cI,Φ,χ =
∑
a∈
◦
EI(kp)
Φ(h(a))Ωχ(a).
If Φ = 1Onp or Φ = 1(pOp)n we will denote cI,Φ,χ by cI,χ or c0I,χ, respectively.
We note that cI,Φ,χ = 0, if there exists i ∈ I, such that d - Ni. Therefore the
number of characters χ, for which c(χ) = 1 and cI,Φ,χ 6= 0 for some I ⊂ T , will have
an upper bound M , which will only depend on the numerical data of (Y, h), hence
does not depend on char(kp).
Now in the second case we consider a character χ on O×p , which is non-trivial on
1 + pOp, i.e. c(χ) > 1. Then we have the following theorem by Denef.
Theorem 3.2.5 ([Den85], Theorem 2.1 or [Den], Theorem 3.3). Let χ be a character
on O×p , which is non-trivial on 1 + pOp. Suppose that Φ is residual, p /∈ S, Ni /∈ p
for all i ∈ T , and Cf ∩ Supp(Φ) ⊂ f
−1(0). Then ZΦ(p, χ, s, f) = 0
As a consequence of these results, one can obtain the following description of the
exponential sums EΦ(z, p, f). This result and its proof are very similar to that of
Corollary 1.4.5 from [Den].
Corollary 3.2.6. Suppose that Φ is residual, p /∈ S, Ni /∈ p for all i ∈ T , and Cf ∩
Supp(Φ) ⊂ f−1(0). Then EΦ(z, p, f) is a finite C-linear combination of functions of
the form χ(ac(z))|z|λ(logq |z|)β with coefficients independent of z, where λ ∈ C is a
pole of (qs+1− 1)ZΦ(p, χtriv, s, f) or of ZΦ(p, χ, s, f), for χ 6= χtriv, and β ∈ N, such
that β ≤ (multiplicity of pole λ)− 1, provided that |z| is big enough.
Proof. It is easy to prove by combining the Theorems 3.2.3, 3.2.4 and 3.2.5.
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3.3 The first approach by Model theory
The first part of this section will contain some background on the theory of
motivic integration. For the details we refer to [CL08] or [CL05]. In the second part
we will use this theory to give our first proof of the Main Theorem 3.1.2.
3.3.1 Constructible Motivic Functions
The language of Denef-Pas
Let K be a valued field, with valuation map ord : K× → ΓK for some additive
ordered group ΓK , and let OK be the valuation ring of K with maximal idealMK
and residue field kK . We denote by x → x the projection OK → kK modulo
MK . An angular component map (modulo MK) on K is any multiplicative map
ac : K× → k×K satisfying ac(x) = x for all x with ord(x) = 0. It can be extended to
K by putting ac(0) = 0.
The language LDP of Denef-Pas is the three-sorted language
(Lring,Lring,Loag, ord, ac)
with as sorts:
(i) a sort VF for the valued field-sort,
(ii) a sort RF for the residue field-sort, and
(iii) a sort VG for the value group-sort.
The first copy of Lring is used for the sort VF, the second copy for RF and
the language Loag, the language (+, <) of ordered abelian groups, is used for VG.
Furthermore ord denotes the valuation map from non-zero elements of VF to VG,
and ac stands for an angular component map from VF to RF.
As usual for first order formulas, LDP-formulas are built up from the LDP-symbols
together with variables, the logical connectives ∧ (and), ∨ (or), ¬ (not), the quan-
tifiers ∃,∀, the equality symbol =, and possibly parameters (see [Pas89] for more
details).
Let us briefly recall the statement of the Denef-Pas theorem on elimination of
valued field quantifiers in the language LDP. Denote by Hac,0 the LDP-theory of the
above described structures whose valued field is Henselian and whose residue field
is of characteristic zero. Then the theory Hac,0 admits elimination of quantifiers in
the valued field sort, as stated in the following theorem.
Theorem 3.3.1 (Pas, [Pas89]). The theory Hac,0 admits elimination of quantifiers
in the valued field sort. More precisely, every LDP-formula φ(x, ξ, α) (without pa-
rameters), with x denoting variables in the VF-sort, ξ variables in the RF-sort and
α variables in the VG-sort, is Hac,0-equivalent to a finite disjunction of formulas of
the form
ψ
(
acf1(x), . . . , acfk(x), ξ
)
∧ ϑ
(
ord f1(x), . . . , ord fk(x), α
)
,
where ψ is an Lring-formula, ϑ an Loag-formula and f1, . . . , fk polynomials in Z[X].
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This theorem implies the following, useful corollary.
Corollary 3.3.2 ([CL08], Corollary 2.1.2). Let (K, k,Γ) be a model of the theory
Hac,0 and S a subring of K. Let TS be the set of atomic LDP ∪ S-sentences and
negations of atomic sentences ϕ such that S |= ϕ. We take HS to be the union of
Hac,0 and TS. Then Theorem 3.3.1 holds with Hac,0 replaced by HS, LDP replaced by
LDP ∪ S, and Z[X] replaced by S[X].
It is important to remark that by compactness, this theorem and its corollary
are still true in the case of Qp for p sufficiently large.
We will need the following notion. Let k be a fixed field of characteristic zero. We
denote by LDP,k the language obtained by adding constant symbols to the language
LDP in the VF, resp. RF sort, for every element of k((t)), resp. k. Then for any field
K containing k, (K((t)), K,Z) is an LDP,k-structure.
Constructible motivic functions
In this section we will recall very quickly the definition of constructible motivic
functions. For the details we refer to [CL08].
We fix a field k of characteristic zero. Denote by Fieldk the category of all fields
containing k. For any LDP,k-formula φ, we denote by hφ(K) the set of points in
h[m,n, r](K) := K((t))m ×Kn × Zr,
which satisfy φ. We call the assignment K 7→ hφ(K) a k-definable subassignment
and we define Defk to be the category of k-definable subassignments. A point x of
X ∈ Defk is a tuple x = (x0, K) where x0 ∈ X(K) and K ∈ Fieldk. In general, for
S ∈ Defk we define the category DefS of definable subassigments X with a definable
map X → S. We denote RDefS for the category of definable subassignments of
S×h[0, n, 0] where n ∈ N. We recall that the Grothendieck semigroup SK0(RDefS)
is the quotient of the free abelian semigroup over symbols [Y → S], with Y → S in
RDefS, by the relations
(1) [∅ → S] = 0;
(2) [Y → S] = [Y ′ → S], if Y → S is isomorphic to Y ′ → S;
(3) [(Y ∪ Y ′) → S] + [(Y ∩ Y ′) → S] = [Y → S] + [Y ′ → S], for Y and Y ′
definable subassignments of some S[0, n, 0] = S × h[0, n, 0]→ S.
Similarly, we recall that the Grothendieck group K0(RDefS) is the quotient of the
free abelian group over the symbols [Y → S], with Y → S in RDefS, by the relations
(2) and (3). The Cartesian fiber product over S induces a natural semi-ring (resp.
ring) structure on SK0(RDefS) (resp. K0(RDefS)) by setting
[Y → S]× [Y ′ → S] = [Y ×S Y ′ → S].
We consider a formal symbol L and the ring
A := Z
[
L,L−1,
( 1
1− L−i
)
i>0
]
.
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For every real number q > 1, there is a unique morphism of rings ϑq : A → R
mapping L to q, and it is obvious that ϑq is injective for q transcendental. We
define a partial ordering on A by setting a ≥ b if, for every real number q > 1,
ϑq(a) ≥ ϑq(b). Furthermore we denote by A+ the set {a ∈ A|a ≥ 0}.
Definition 3.3.3. Let S be a definable subassignment in Defk and denote by |S| its
set of points. The ring P(S) of constructible Presburger functions on S is defined
as the subring of the ring of functions |S| → A, generated by
— the constant functions |S| → A;
— the functions α̂ : |S| → Z that correspond to a definable morphism α : S →
h[0, 0, 1];
— the functions Lβ̂ : |S| → A that correspond to a definable morphism β : S →
h[0, 0, 1].
We denote by P+(S) the semiring of funtions in P(S) with values in A+.
Definition 3.3.4. Let Z be in Defk. For Y a definable subassignment of Z, we
denote by 1Y the function in P(Z) with value 1 on |Y | and 0 on |Z\Y |. We denote by
P0Z (resp. P0+(Z)) the subring (resp. subsemiring) of P(Z) (resp. P+(Z)) generated
by the functions 1Y , for all definable subassignments Y of Z, and by the constant
function L−1. Notice that we have a canonical ring morphism P0(Z)→ K0(RDefZ)
(resp. semiring morphism P0+(Z) → SK0(RDefZ)) sending 1Y to the class of the
inclusion morphism [i : Y → Z] and L− 1 to LZ − 1. By LZ we mean the class of
the element [Z × h[0, 1, 0]→ Z] in K0(RDefZ) (resp. SK0(RDefZ)).
Definition 3.3.5. We say that a function ϕ ∈ P(S × Zr) is S-integrable, if for
every s ∈ S, the family (ϕ(s, i))i∈Zr is summable. We denote by ISP(S × Zr) the
P(S)-module of S-integrable functions.
Now we define the semiring C+(Z) of positive constructible motivic functions on
Z as
C+(Z) = SK0(RDefZ)⊗P0+(Z) P+(Z)
and the ring C(Z) of constructible motivic functions on Z as
C(Z) = K0(RDefZ)⊗P0(Z) P(Z).
Let Z be a subassignment of h[m,n, r]. We denote by dimZ the dimension of
Zariski closure of p(Z) for p the projection h[m,n, r] → h[m, 0, 0]. For a natural
number d, we denote by C≤d the ideal of C(Z) generated by all elements of the form
1Y with Y a subassignment of Z such that dim Y ≤ d. We set Cd = C≤dupslopeC≤d−1
and C(Z) = ⊕d≥0Cd.
For each Y in DefS we can define a graded subgroup IS(Y ) of C(Y ), as in [CL10],
together with a map f! : IS(Y ) → IS(Z), for any map f : Y → Z in DefS. When
S = h[0, 0, 0] and f : Y → h[0, 0, 0], the map f! is exactly the same as taking the
integral over Y .
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The language LO
Now we suppose that K is a number field with O its ring of integers. We denote
by FO the set of all non-archimedean local fields over O, which is endowed the
structure of an O-algebra. For N ∈ N we denote by FO,N the set of all local fields
in FO with residue field of characteristic at least N . The language LO is obtained
from the language LDP,K by restricting the constant symbols to O[[t]] for the valued
field sort and to O for the residue field sort.
Let F ∈ FO, we write kF for its residue field, qF for the number of elements
in kF , OF for its valuation ring and MF for its maximal ideal. For each choice
of a uniformising element $F of OF , there is a unique map ac$F : F× → k×F ,
which extends the map O×F → k×F and sends $F to 1. Then (F, kF ,Z) has an LDP-
structure with respect to $F . Moreover F can be equipped with the structure of an
O[[t]]-algebra via the morphism:
λ$F : O[[t]]→ F ;∑
i≥0
ait
i 7→∑
i≥0
ai$
i
F .
By intepreting a ∈ O[[t]] as λ$F (a), an LO-formula φ defines, for each F ∈ FO,
a definable subset φ(F ) of Fm × knF × Zr for some m,n, r ∈ N. If we have two
LO-formulas φ1, φ2 which define the same subassignment of h[m,n, r], then, by com-
pactness, φ1(F ) = φ2(F ), for all F ∈ FO,N , for some large enough N ∈ N, which
does not depend on the choice of a uniformising element.
If a definable subassignment is defined in the language LO, then we say that
it belongs to DefLO . In the same way we also say that a constructible function θ
belongs to C(X,LO).
If X ∈ DefLO , then X is defined by a formula φ in LO. By the above discussion
we can define XF = φ(F ), for any F ∈ FO. Also if f : Y → Z in DefLO , then we
can define a map fF : YF → ZF , for any F ∈ FO.
Now we will explain how to interprete a constructible function θ ∈ C(X,LO)
in a field F ∈ FO. If θ ∈ P(X) we will replace L by qF and a definable function
α : X → h[0, 0, 1] by a function αF : XF → Z. If θ ∈ K0(RDefX,LO) is of the form
[Y pi→ X] with pi : Y → X defined by an LO-formula, then we interpret θ by setting,
for all x ∈ XF ,
θF (x) := #(pi−1(x)).
Notice that these interpretations can depend on the choice of formulas.
Cell decomposition
The structure of the sets appearing in a definable subassignment, can be better
understood by decomposing the subassignment into ‘cells’.
Definition 3.3.6. Cells. Let S be in DefK and C a definable subassignment of
S. Let α, ξ, c be definable morphisms α : C → h[0, 0, 1], ξ : C → h[0, 1, 0] and
c : C → h[1, 0, 0]. The 1-cell ZC,α,ξ,c with basis C, order α, center c, and angular
component ξ, is the definable subassignment of S[1, 0, 0], defined by the formula
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y ∈ C ∧ ord(z − c(y)) = α(y) ∧ ac(z − c(y)) = ξ(y),
where y belongs to S and z to h[1, 0, 0]. Similarly the 0-cell ZC,c with basis C and
center c, is the definable subassignment of S[1, 0, 0], defined by the formula
y ∈ C ∧ z = c(y).
A definable subassignment Z of S[1, 0, 0] will be called a 1-cell, resp. a 0-cell, if there
exists a definable isomorphism
λ : Z → ZC = ZC,α,ξ,c ⊂ S[1, s, r],
resp. a definable isomorphism
λ : Z → ZC = ZC,c ⊂ S[1, s, 0],
for some r, s ≥ 0, some basis C ⊂ S[0, s, r], resp. S[0, s, 0], and some 1-cell ZC,α,ξ,c,
resp. 0-cell ZC,c, such that the morphism pi◦λ, with pi the projection on the S[1, 0, 0]-
factor, is the identity on Z. The data (λ, ZC,α,ξ,c), resp. (λ, ZC,c), will be called a
presentation of the cell Z and denoted for short by (λ, ZC).
Theorem 3.3.7 ([CL08], Thm 7.2.1). Suppose that K is a field of characteristic 0.
Let X be a definable subassignment of S[1, 0, 0] with S in DefK.
(1) The subassignment X is a finite disjoint union of cells.
(2) For every ϕ ∈ C(X), there exists a finite partition of X into cells Zi with
presentation (λi, ZCi), such that ϕ|Zi = λ∗i p∗i (ψi), with ψi ∈ C(Ci) and pi :
ZCi → Ci the projection. Similar statements hold for ϕ in C+(C), in P(X),
in P+(X), in K0(RDefZ) and in SK0(RDefZ).
Corollary 3.3.8. Theorem 3.3.7 still holds, if we replace DefK by DefLO .
Proof. The proof is the same as the proof of Theorem 3.3.7, but we replace LDP,K
by LO ⊂ LDP,K.
3.3.2 Proof of the main theorem
We will give a proof of the Main Theorem 3.1.2 by splitting the exponential sum
E0m,p(f) into three subsums.
E0p,m(f) =
1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
exp
(
2pii
pm
f(x)
)
+
1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
exp
(
2pii
pm
f(x)
)
+ 1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
exp
(
2pii
pm
f(x)
)
.
In three different lemmas we will analyse each of these sums.
For the first subsum we will introduce a constructible function G, that expresses,
for a certain input z ∈ Zp with ordp(z) ≤ m− 2, how many x ∈ (pZp)n are mapped
close to z by f . We will apply the Cell Decomposition Theorem to G and with some
further techniques like eliminiation of quantifiers, we will show that certain values
z of f occur equally often. In the exponential sum these values will cancel out.
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Lemma 3.3.9. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial such that f(0) =
0. There exists N ∈ N such that, for all m ≥ 1 and all prime numbers p > N , we
have ∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
exp
(
2piif(x)
pm
)
= 0.
Proof. The statement is obvious when m = 1 or m = 2, so we can assume that
m > 2. Let φ be the LZ-formula given by
φ(x1, . . . , xn, z,m) =
n∧
i=1
(ord(xi) ≥ 1)∧(ord(z) ≤ m−2)∧(ord(z−f(x1, . . . , xn)) ≥ m),
where xi, z are in the valued field-sort and m is in the value group-sort. To shorten
notation we set x = (x1, . . . , xn). For each prime p, we fix a uniformiser $p of Qp,
then φ defines, for each p, a definable set Xp ⊂ (pZp)n×Zp×Z. More precisely, we
have
Xp = {(x, z,m) ∈ (pZp)n × Zp × Z | ordp(f(x)− z) ≥ m, ordp(z) ≤ m− 2}.
It is obvious that Xp does not depend on $p.
We denote by X ⊂ h[n + 1, 0, 1] the definable subassignment defined by φ. Let
F := 1X ∈ Ih[0,0,1](h[n+ 1, 0, 1]) and pi the projection from h[n+ 1, 0, 1] to h[1, 0, 1].
Then we have G := pi!(F ) ∈ Ih[0,0,1](h[1, 0, 1]). For each prime p and each uniformiser
$p of Qp, there exist the following interpretations of F and G in Qp:
F$p = 1Xp
and
G$p(z,m) =
∫
Xp,z,m
|dx| = p−mn#{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z) ≤ m− 2, where Xp,z,m is the fiber of Xp over (z,m), and
G$p(z,m) = 0,
if ordp(z) ≥ m−1. We can see that both F$p(x, z,m) and G$p(z,m) do not depend
on $p.
Now we use Corollary 3.3.8 for G ∈ Ih[0,0,1](h[1, 0, 1]). This means that there
exists a finite partition of h[1, 0, 1] into cells Zi (for i in some finite set I) with
presentation (λi, ZCi,αi,ξi,ci), such that G|Zi = λ∗i p∗i (Gi) with Gi ∈ C(Ci) and pi :
ZCi,αi,ξi,ci → Ci the projection. Note that Ci ⊂ h[0, ri, si + 1] for some ri, si ∈ N.
We denote by θi(z, η, γ,m) the LZ-formula defining ci, where z ∈ h[1, 0, 0], η ∈
h[0, ri, 0], γ ∈ h[0, 0, si] and m ∈ h[0, 0, 1]. By elimination of quantifiers (Corollary
3.3.2), there exist polynomials f1, . . . , fr in one variable z with coefficients in Z[[t]],
such that θi(z, η, γ,m) is equivalent to the formula∨
j
(
ζij
(
acf1(z), . . . , acfr(z), η
)
∧ νij
(
ord f1(z), . . . , ord fr(z)
)
, γ,m
)
,
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where ζij is an Lring-formula and νij an Loag-formula. Since ci is a function, we
know that, for each (η, γ,m) ∈ Ci, there exists a unique z = ci(η, γ,m) such that
θi(z, η, γ,m) is true. We claim now that there exists 1 ≤ l ≤ r such that fl(z) = 0.
Indeed, if fl(z) 6= 0, for all l, then there exists a small open neighborhood V of z and
there exists an index j, such that, for all y ∈ V , (y, η, γ,m) will satisfy the formulas
ζij, ηij. Since this would contradict the uniqueness of z, we must have that fl(z) = 0
for some l. We deduce that A := {ci(η, γ,m) ∈ h[1, 0, 0] | i ∈ I, (η, γ,m) ∈ Ci} ⊂
∪rj=1Z(fj).
From the definition of Gi we see that, if we fix (η, γ,m) ∈ Ci, then G(·,m) will
be constant on the ball
{y ∈ h[1, 0, 0] | ac(y − ci(η, γ,m)) = ξi(η, γ,m), ord(y − ci(η, γ,m)) = αi(η, γ,m)}.
Now, for each m > 2, we set
Bm := A ∩ {z ∈ h[1, 0, 0] | m− 2 ≥ ord(z) ≥ 1}
and
Um := {y ∈ h[1, 0, 0] | ord(z − y) < m− 1,∀z ∈ Bm}.
So Um will be a union of balls of radius m − 1. Because f(0) = 0, we can see that
G(·,m) will be zero on the set {z ∈ h[1, 0, 0] | ord(z) ≤ 0}, if m > 2.
Claim 3.3.10. If m > 2, ord(z) ≥ 1 and z ∈ Um, then G(·,m) will be constant on
the ball B(z,m− 1) (the ball with center z and radius m− 1).
From the cell decomposition of h[1, 0, 1], we know that there exist i ∈ I and
(η, γ) ∈ h[0, ri, si], such that (z, η, γ,m) ∈ ZCi,αi,ξi,ci . Hence (η, γ,m) ∈ Ci and z
belongs to the ball
B = {y ∈ h[1, 0, 0] | ac(y − ci(η, γ,m)) = ξi(η, γ,m), ord(y − ci(η, γ,m)) = αi(η, γ,m)}.
We will distinguish three cases, depending on the value of ci(η, γ,m). First of all,
if ci(η, γ,m) ∈ Bm, then we see that αi(η, γ,m) = ord(z − ci(η, γ,m)) < m − 1.
Therefore the ball B will contain the ball B(z,m− 1), thus G(·,m) will be constant
on B(z,m − 1). Second of all, if ord(ci(η, γ,m)) ≤ 0, and since ord(z) ≥ 1, we
have αi(η, γ,m) ≤ 0 < m − 1 so we have the same situation as above. Thirdly,
if ord(ci(η, γ,m)) ≥ m − 1, then the case αi(η, γ,m) < m − 1 has already been
treated above. Hence we can assume that αi(η, γ,m) ≥ m − 1, in which case we
have B(z,m − 1) = B(0,m − 1). By definition of G we have G(·,m)|B(0,m−1) = 0.
This proves the claim.
Now there exists N0 ∈ N, independent of m > 2, for which we can interpret all
of the above discussion in Qp, with any choice of uniformiser $p ∈ Zp and for any
p > N0, by applying the map λ$p to the coefficients of the polynomials f1, . . . , fr.
Because Um,$p is an {m,$p}-definable set in the language LDP, it can vary when
changing $p. This suggests us to set Um,p := ∪$pUm,$p with $p running over the
set of all uniformisers of Qp. Then Um,p is given by an LDP-formula.
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Claim 3.3.11. There exists N ∈ N, such that Um,p = Qp, for all m > 2 and for all
p > N .
From the definition of Um,$p we see that Vm,p := Qp \ Um,p is a union of dm,p
balls of radius m − 1, contained in pZp, where dm,p ≤ ∑rj=1 deg fj. Moreover, Vm,p
will given by a LDP-formula. We use elimination of quantifiers (Theorem 3.3.1) for
the formula defining Vm,p. Hence there exist polynomials q1, . . . , qr˜ of one variable
z with coefficients in Z and formulas ϕj in Lring and νj in Loag, for 1 ≤ j ≤ s, such
that
z ∈ Vm,p ⇔
s∨
j=1
ϕj
(
ac$p(q1(z)), . . . , ac$p(qr˜(z))
)
∧νj
(
ordp(q1(z)), . . . , ordp(qr˜(z)),m
)
,
for any p > N0 (after enlarging N0 if necessary) and any uniformiser $p.
We note that if z ∈ Vm,p, then ordp(z) ≥ 1. Since qi has coefficients in Z, we
can assume, by possibly enlarging N0, that ac$p(qi(z)) only depends on ac$p(z) and
ordp(qi(z)) only depends on ordp(z), for any p > N0. This follows from the t-adic
version of this statement by a compactness argument. So if z1 and z2 satisfy that
— ordp(z1) = ordp(z2) ≥ 1,
— there exist two uniformisers $1,p and $2,p, such that ac$1,p(z1) = ac$2,p(z2),
then we see that z1 ∈ Vm,p if and only if z2 ∈ Vm,p. It implies that Vm,p := ac$p(Vm,p)
does not depend on $p, for any p > N0. In particular, since B(0,m− 1) * Vm,p, we
see that the number of elements in Vm,p is at most ∑rj=1 deg fj, for all p > N0.
In what follows we will show that if Vm,p were not empty, then the set Vm,p would
grow with p. This will give the desired contradiction. We set
B∞ = A ∩ {z ∈ h[1, 0, 0] | ∞ > ord(z) ≥ 1} ⊂ ∪rj=1Z(fj),
thus B∞ is a finite set with 0 /∈ B∞ and Bm ⊂ B∞ for all m > 2. Looking at the
order of the coefficients of fj we see that there exists M ∈ N such that ordp(z) ≤M
for all z ∈ Z(fj,$p)\{0}, for all 1 ≤ j ≤ r, for all p > N0 and for all uniformiser
$p. So ordp(z) ≤ M for all z ∈ B∞,$p , for all $p. It follows that ordp(z) ≤ M for
all z ∈ Vm,p, for all m > 2 and p > N0. Indeed, since B(0,m − 1) * Vm,p we have
ordp(z) < m− 1 for all z ∈ Vm,p, so it is true if m− 1 ≤ M . On the other hand, if
m−1 > M , then for each z ∈ Vm,p and each uniformiser $p, there exists z0 ∈ B∞,$p
such that ordp(z− z0) ≥ m−1 > M ≥ ordp(z0), thus ordp(z) = ordp(z0) ≤M . Now
put N := max{N0, 1 + M ∑rj=1 deg fj}. Suppose for a contradiction, that for some
p > N , there exists z ∈ Vp,m. Then ac$p(z) ∈ Vm,p, for every uniformiser $p, and so
{ac$p(z) | ordp($p) = 1} ⊂ Vm,p. Suppose that acp($p) = u, then uordp(z)ac$p(z) =
acp(z), so we have {ac$p(z) | ordp($p) = 1} = {u− ordp(z)acp(z) | u ∈ F×p }. Therefore
#{u− ordp(z)acp(z) | u ∈ F×p } ≤
∑r
j=1 deg fj. But
#{u− ordp(z)acp(z) | u ∈ F×p } =
p− 1
gcd(ordp(z), p− 1) ≥
p− 1
ordp(z)
≥ p− 1
M
,
where gcd(a, b) is the greatest common divisor of a and b. Then we have p − 1 ≤
M
∑r
j=1 deg fj ≤ N − 1. This is a contradiction, since p > N . So this proves the
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claim.
We know from Claim 3.3.10 that ifm > 2 and z ∈ Um,$p such that 1 ≤ ordp(z) ≤
m− 2, then G$p(.,m) will be constant on the ball B(z,m− 1). Thus we have
#{x ∈ (pZ/pmZ)n | f(x) ≡ y mod pm} = #{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm}
for all y ∈ pZ/pmZ with y ≡ z mod pm−1. Hence
∑
x∈(pZ/pmZ)n,
f(x)≡z mod pm−1
p−mn exp
(2piif(x)
pm
)
= G(z,m) · ∑
y∈pZ/pmZ,
y≡z mod pm−1
exp
(2piiy
pm
)
= 0.
This implies that ∑
x∈(pZ/pmZ)n,
f(x)∈Um,p
p−mn exp
(2piif(x)
pm
)
= 0,
where Um,p := {z ∈ pZ/pm−1Z | z ∈ Um,p,m − 2 ≥ ordp(z) ≥ 1}. For all m > 2
and p > N , we have Um,p = Qp, so Um,p = {z ∈ pZ/pm−1Z | ordp(z) ≤ m − 2}.
Therefore we have
∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
p−mn exp
(2piif(x)
pm
)
= 0.
In the proof of the following lemma we will introduce again a constructible func-
tion G, similar to the one from the previous proof. For this exponential sum the
different values z of f do not cancel out completely. By using the Lang-Weil esti-
mation (see [LW54]) and Theorem 3.2.2 we obtain the following upper bound for
the second subsum.
Lemma 3.3.12. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial, such that
f(0) = 0. Put σ = min{c0(f), 12}, where c0(f) is the log-canonical threshold of f at
0. Then there exist, for each integer m > 1, a natural number Nm and a positive
constant Dm, such that, for all p > Nm, we have∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(
2piif(x)
pm
) ∣∣∣∣ ≤ Dmp−mσ.
Proof. Let φ, φ be two LZ-formulas given by
φ(x1, . . . , xn, z,m) =
n∧
i=1
(ord(xi) ≥ 1) ∧ (ord(z) = m− 1) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
φ(x1, . . . , xn, ξ,m) =
n∧
i=1
(ord(xi) ≥ 1) ∧ (ord(f(x1, . . . , xn) = m− 1) ∧ (ac(f(x1, . . . , xn)) = ξ),
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where xi, z are in the valued field-sort, m is in the valued group-sort and ξ is in
the residue field-sort. To shorten notation we set x = (x1, . . . , xn). For each prime
p, we fix a uniformiser $p of Qp, then φ, φ define, for each p, two definable sets
Xp ⊂ (pZp)n × Zp × Z and Xp ⊂ (pZp)n × Fp × Z given by
Xp = {(x, z,m) ∈ (pZp)n × Zp × Z | ordp(f(x)− z) ≥ m, ordp(z) = m− 1}
and
Xp = {(x, ξ,m) ∈ (pZp)n × Fp × Z | ordp(f(x)) = m− 1, ac$p(f(x)) = ξ}.
It is obvious that Xp does not depend on $p.
We denote by X ⊂ h[n + 1, 0, 1], resp. X ⊂ h[n, 1, 1], the definable subassign-
ments defined by φ, resp. φ. Let F := 1X ∈ Ih[0,0,1](h[n+1, 0, 1]) and pi the projection
from h[n + 1, 0, 1] to h[1, 0, 1]. Then we have G := pi!(F ) ∈ Ih[0,0,1](h[1, 0, 1]). For
each prime p and each uniformiser $p of Qp, there exist the following interpretations
of F and G in Qp.
F$p = 1Xp
and
G$p(z,m) =
∫
Xp,z,m
|dx| = p−mn#{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z) = m− 1, where Xp,z,m is the fiber of Xp over (z,m), and
G$p(z,m) = 0,
if ordp(z) 6= m−1. We can see that both F$p(x, z,m) and G$p(z,m) do not depend
on$p. So we can set G(z,m, p) := G$p(z,m). The idea is to partition pm−1Zp\pmZp
into sets on which G(·,m, p) is constant. First of all, we can see that G(·,m, p) is
constant on balls of the form
{z ∈ Zp | ordp(z) = m− 1, ac$p(z) = ξ0},
with ξ0 ∈ F×p . Now we will look more closely on which of these balls G(·,m, p) takes
the same value. In what follows we will show is that for p big enough, if $p, $′p are
two uniformiser, then G(·,m, p) will be the same on the sets {z ∈ Zp | ordp(z) =
m − 1, ac$p(z) = ξ0} and {z ∈ Zp | ordp(z) = m − 1, ac$′p(z) = ξ0}. When this
holds, we can see that G will be constant on the orbits of an action of the group
µp−1(Qp) on Qp.
We take F := 1X ∈ Ih[0,0,1](h[n, 1, 1]) and pi the projection from h[n, 1, 1] to
h[0, 1, 1]. Then we have G := pi!(F ) ∈ Ih[0,0,1](h[0, 1, 1]). For each prime p and each
uniformiser $p of Qp, there exist the following interpretations of F and G in Qp.
F$p = 1Xp
and
G$p(ξ,m) =
∫
Xp,ξ,m
|dx|
= p−mn#{x ∈ (pZ/pmZ)n | ordp(f(x)) = m− 1, ac$p(f(x)) = ξ},
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where Xp,ξ,m the fiber of Xp over (ξ,m).
Since G ∈ Ih[0,0,1](h[0, 1, 1]), we can write G in the form
G(ξ,m) =
∑
i∈I
niαi(ξ,m)Lβi(ξ,m)[Vi],
where ni ∈ Z, αi, βi are LZ-definable functions from h[0, 1, 1] to h[0, 0, 1] and [Vi] ∈
K0(RDefh[0,1,1],LZ). We use elimition of quantifiers (Corollary 3.3.2) for the formulas
defining αi, βi, Vi, hence there exist N ∈ N, and (Lring ∪ Z)-formulas φij, θij, ςij
and (Loag ∪ Z)-formulas ηij, νij, τij, where j ∈ J , such that for all p > N and all
uniformiser $p, we have
αi,$p(ξ,m) = η ⇔ ∨j∈J(φij(ξ) ∧ ηij(η,m));
βi,$p(ξ,m) = ν ⇔ ∨j∈J(θij(ξ) ∧ νij(ν,m));
(ξ,m, ς) ∈ Vi,$p ⇔ ∨j∈J(ςij(ς, ξ) ∧ τij(m)).
From these formulas we can see that G$p(ξ,m) does not depend on the uniformiser
$p, so we will write G(ξ,m, p) instead of G$p(ξ,m). But by definition of G and G we
can see that G(z,m, p) = G$p(z,m) = G$p(ξ,m) = G(ξ,m, p), if ac$p(z) = ξ and
ord p(z) = m−1. Therefore, for m > 1, p > N and ord p(z1) = ord p(z2) = m−1, we
have G(z1,m, p) = G(z2,m, p), if there exist two uniformisers $1,p, $2,p such that
ac$1,p(z1) = ac$2,p(z2) ∈ F×p . Let d = gcd(m− 1, p− 1), then by the same reasoning
as in Lemma 3.3.9 we have that G(·,m, p) will be constant on the sets
{
z | ord p(z) = ord p(z0) = m− 1 ∧ acp
(
z
z0
) p−1
d
= 1
}
,
for any z0 ∈ Zp with ord p(z0) = m − 1. So we can decompose pm−1Zp\pmZp into
d of these sets, each of them will consist of p−1
d
disjoint balls of volume p−m and
G(·,m, p) will be constant on these sets. We denote these sets by Y1, . . . , Yd and
the values of G(·,m, p) on these sets by G1, . . . , Gd respectively. We remark that if
ordp(z) = m− 1, then
exp
(2piiz
pm
)
= exp
(2pii acp(z)
p
)
,
so ∣∣∣∣ ∑
y∈Yi/pmZp
exp
(2piiy
pm
)∣∣∣∣ = ∣∣∣∣ ∑
ξ∈acp(Yi)
exp
(2piiξ
p
)∣∣∣∣
=
∣∣∣∣ ∑
u∈F×p
exp
(2piiudξ0
p
)∣∣∣∣
for any ξ0 ∈ ac(Yi). By the last result from [Wei48] we have∣∣∣∣ ∑
u∈F×p
exp
(2piiudξ0
p
)∣∣∣∣ = ∣∣∣∣ ∑
u∈Fp
exp
(2piiudξ0
p
)
− 1
∣∣∣∣ ≤ (d− 1)p 12 + 1 ≤ dp 12 ,
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hence ∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(2piif(x)
pm
)∣∣∣∣ =
∣∣∣∣ ∑
06=z∈pm−1Zp/pmZp
G(z,m, p) exp
(2piiz
pm
)∣∣∣∣ =
∣∣∣∣ d∑
i=1
Gi
∑
y∈Yi/pmZp
exp
(2piiy
pm
)∣∣∣∣ ≤ ∣∣∣∣ d∑
i=1
Gidp
1
2
∣∣∣∣.
We also have
d∑
i=1
p− 1
d
Gi =
∑
06=z∈pm−1Zp/pmZp
G(z,m, p)
= p−mn#{x ∈ (pZ/pmZ)n | ordp(f(x)) = m− 1}
= p−mn#Ap,m
where Ap,m := {x ∈ (pZp/pmZp)n | ordp(f(x)) = m − 1}. When we view Ap,m as
a subvariety of Fmnp , then, by the Lang-Weil estimation (see [LW54]), there exists a
constant D′m, not depending on p, such that
#Ap,m = D′mpdimFp (Ap,m) +O(pdimFp (Ap,m)−
1
2 ).
By Theorem 3.2.2 we have
c0(f) ≤ (m− 1)n− dimFp(A˜p,m)
m− 1 ,
where A˜p,m is the image ofAp,m under the projection pim : (Zp/pmZp)n → (Zp/pm−1Zp)n,
viewed as a subvariety of Fmn−np . Then we have
dimFp(Am,p) ≤ n+ dimFp(A˜m,p) ≤ mn− (m− 1)c0(f).
And now we finish the proof by showing that for all p big enough,
∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(2piif(x)
pm
)∣∣∣∣ ≤ ∣∣∣∣ d∑
i=1
Gidp
1
2
∣∣∣∣
= d2p
−mn+ 12
p− 1 #Ap,m
≤ 2d2p−mn− 12D′mpmn−(m−1)c0(f)
≤ Dmp−mσ,
because σ = min
{
1
2 , c0(f)
}
. Here Dm = 2(m− 1)2D′m.
The last subsum can be easily estimated by use of the Lang-Weil estimation (see
[LW54]) and Theorem 3.2.2.
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Lemma 3.3.13. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial, such that
f(0) = 0. Put σ = min{c0(f), 12}, where c0(f) is the log-canonical threshold of f at
0. Then there exist, for each integer m > 1, a natural number Nm and a positive
constant Dm, such that, for all p > Nm, we have∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2piif(x)
pm
)∣∣∣∣ ≤ Dmp−mσ.
Proof. If ordp(f(x)) ≥ m, then exp
(
2piif(x)
pm
)
= 1 so we have
∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2piif(x)
pm
)∣∣∣∣ = p−mn#Bp,m,
where Bp,m := {x ∈ (pZp/pmZp)n | ordp(f(x)) ≥ m}. We can view Bp,m as a
subvariety of Fmnp . Then by the Lang-Weil estimation (see [LW54]), there exists a
number Dm, which does not depend on p, such that
#Bp,m = DmpdimFp (Bm,p) +O(pdimFp (Bm,p)−
1
2 ).
By Theorem 3.2.2 we have c0(f) ≤ mn− dimFp(Bm,p)
m
, so dimFp(Bm,p) ≤ mn −
mc0(f). Hence, for all p big enough,∣∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2piif(x)
pm
)∣∣∣∣ ≤ p−mnDmpmn−mc0(f)
≤ Dmp−mσ.
We will now put the three lemmas together to prove one of our main theorems.
The essential ingredient in this proof is the expression that was obtained in Corollary
3.2.6.
Proof of the Main Theorem 3.1.2. From the Lemmas 3.3.9, 3.3.12 and 3.3.13 it fol-
lows that, for each m > 1, there exists a natural number Nm and a positive constant
Cm, such that for all p > Nm, we have
|E0m,p(f)| ≤ Cmp−σm. (3.3.2.1)
By Corollary 3.2.6 (with Supp(Φ) = {0}), there exist constants s,M ′, N ′ ∈ N, and
for each 1 ≤ i ≤ s, there exist constants βi ∈ N, λi ∈ Q and a definable set Ai ⊂ N
in the Presburger language LPres, such that for all p > N ′ and for all 1 ≤ i ≤ s,
there exists ai,p ∈ C for which the formula
E0m,p(f) =
s∑
i=1
ai,pm
βip−λim1Ai(m)
holds, for all m > M ′. Moreover from the results in Section 3.2 we can deduce that
0 ≤ βi ≤ n − 1 and c0(f) ≤ λi for all 1 ≤ i ≤ s. After enlarging M ′ and removing
some small elements from Ai, we can assume that, for each subset I ⊂ {1, . . . , s},
the set ∩i∈IAi\ ∪i/∈I Ai is either empty or infinite. Notice that for each m > M ′,
there is a unique subset I ⊂ {1, . . . , s}, such that m ∈ ∩i∈IAi\ ∪i/∈I Ai.
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Claim 3.3.14. There exist M0 > M ′, N0 > N ′ and a positive constant C0, such that
for all m > M0, p > N0 and 1 ≤ i ≤ s, we have
|ai,pp−λim| ≤ C0p−σm.
Since there are only finitely many subsets I ⊂ {1, . . . , s}, it is sufficient to fix a
subset I and prove the claim for m restricted to the set ∩i∈IAi\ ∪i/∈I Ai. Without
loss of generality, we can assume that I = {1, . . . , r}. If p > N ′, m ∈ ∩i∈IAi\∪i/∈IAi
and m > M ′, then we have
E0m,p(f) =
r∑
i=1
ai,pm
βip−λim.
From Equation 3.3.2.1 we can see that, for such m and for all p > max{N ′, Nm},
we have
|E0m,p| =
∣∣∣∣ r∑
i=1
ai,pm
βip−λim
∣∣∣∣ ≤ Cmp−σm.
This implies that ∣∣∣∣ r∑
i=1
ai,pm
βip(σ−λi)m
∣∣∣∣ ≤ Cm.
It is easy to see that there exist m1, . . . ,mr ∈ ∩i∈IAi\ ∪i/∈I Ai, all bigger than M ′,
and NI > max{N ′, Nm1 , . . . , Nmr}, such that all of the determinants of the size r
and r − 1 submatrices of the matrix Bp = (mβij p(σ−λi)mj)1≤j,i≤r are different from
zero for every p > NI . We set
CI := max{Cmi | 1 ≤ i ≤ r};
cj,p :=
r∑
i=1
ai,pm
βi
j p
(σ−λi)mj , for 1 ≤ j ≤ r;
Dp := det(Bp);
Dk,l,p := (−1)k+l det
(
(mβij p(σ−λi)mj)j 6=k,i6=l
)
, for 1 ≤ k, l ≤ r.
If we write xp = (a1,p, . . . , ar,p)T and cp = (c1,p, . . . , cr,p)T , then xp is a solution of
the equation Bpx = cp. By our assumption on m1, . . . ,mr we see that Dp 6= 0 and
Dk,l,p 6= 0 for every 1 ≤ k, l ≤ r and for p > NI . Using Cramer’s rule we have
ai,p =
∑r
j=1 cj,pDj,i,p
Dp
,
for all 1 ≤ i ≤ r and p > NI . We remark that |cj,p| ≤ CI , for all p > NI , and that
λi ≥ σ, for all 1 ≤ i ≤ r. This gives us
|ai,p| ≤
∑r
j=1 |cj,pDj,i,p|
|Dp| ≤ CI
∑r
j=1 |Dj,i,p|
|Dp| ,
for all 1 ≤ i ≤ r and p > NI . Then, by the definition of determinant, there exists
α, such that, for 1 ≤ i ≤ r and p > NI we have |ai,p| ≤ pα. Let 1 ≤ i0 ≤ r, we will
now distinguish two cases.
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If λi0 > σ, then there exists Mi0 > M ′ such that, for every m > Mi0 and p > NI we
have
|ai0,pp−mλi0 | ≤ pα−mλi0 ≤ p−mσ.
If λi0 = σ, we observe that
Dp =
r∑
j=1
m
βi0
j p
(σ−λi0 )mjDj,i0,p =
r∑
j=1
m
βi0
j Dj,i0,p.
By the definition of determinant, there exist γj, dj, for each 1 ≤ j ≤ r, such that
Dj,i0,p = djpγj , when p → ∞. By changing m1, . . . ,mr if necessary, we can assume
that there exists d > 0, such that |Dp| = dpγ, when p → ∞, where γ = max{γj |
1 ≤ j ≤ r}. Thus there exist C0 > 0 and Ni0 > NI , such that
|ai0,p| ≤ CI
∑r
j=1 |Dj,i0,p|
|Dp| ≤ C0,
for all p > Ni0 . And so
|ai0,pp−mλi0 | ≤ C0p−mσ,
for all p > Ni0 and all m > 1. This proves the claim.
Hence we have
|E0p,m(f)| =
∣∣∣∣ s∑
i=1
ai,pm
βip−λim1Ai(m)
∣∣∣∣ ≤ sC0mn−1p−mσ,
for all m > M0, p > N0. By Equation 3.3.2.1 we also have, for each 1 < m ≤M0, an
upper bound for |E0m,p(f)| in terms of some constant Cm. Now let N := max{Ni |
i ∈ {0, 2, . . . ,M0}} and C := max{sC0, C2, . . . , CM0}, then we have
|E0p,m| =
∣∣∣∣ s∑
i=1
ai,pm
βip−λim1Ai(m)
∣∣∣∣ ≤ Cmn−1p−mσ,
for all m > 1, p > N .
3.4 The second approach by geometry
We take f ∈ Z[x1, . . . , xn] a nonconstant polynomial with f(0) = 0 and we put
σ = min{c0(f), 12}, where c0(f) is the log-canonical threshold of f at 0. We use
the notation of Section 3.2.2 with (Y, h) an embedded resolution of f−1(0), K = Q
and OK = Z. Then by Theorem 3.2.5 and the discussion preceding that theorem,
there exist M0, N0 ∈ N, such that for all p > N0, there exist at most M0 non-trivial
characters χ of Z×p with ZΦp(p, χ, s, f) 6= 0, where Φp = 1(pZp)n , i.e., Supp(Φp) = {0}.
Moreover any such character has conductor c(χ) = 1. To simplify we will omit Φp
and f in the notation of Igusa’s local zeta functions.
We can suppose that f has good reduction mod p for all p > N0 (after enlarging
N0 if necessary). Let p > N0 and let E be an irreducible component of h−1(Z(f)),
such that 0 ∈ h(E), then h(E) ∩ pZnp 6= ∅. Remark that h is proper, so h(E) is a
3.4. The second approach by geometry 75
closed subvariety of An. Therefore, after possibly enlarging N0 again, we can assume
that if 0 /∈ h(E), then h(E) ∩ pZnp = ∅, for all p > N0. Hence, for p > N0, 0 ∈ h(E)
implies 0 ∈ h(E). So the map E 7→ E is a bijection between
{Ei | i ∈ T, 0 ∈ h(Ei)} and {Ei | i ∈ T, 0 ∈ h(Ei)},
where T is as in Section 3.2, hence
c0(f) = min
i∈T :0∈h(Ei(Fp))
{ νi
Ni
}
. (3.4.0.1)
Now to prove the Main Theorem 3.1.2, we use Proposition 3.2.3 for p > N0, u = 1,
pi = p and m > 1. This tells us that E0p,m(f) is equal to
Z(p, χtriv, 0) + Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1− t) +
∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s).
Lemma 3.4.1. There exist a positive constant C and a natural number N , such
that for all m > 1, p > N , we have
Z(p, χtriv, 0) + Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1− t) ≤ Cm
n−1p−mc0(f).
Proof. We use Theorem 3.2.4 which tells us that there exists a natural number N ′,
such that for all p > N ′,
Z(p, χtriv, 0) = p−n
∑
I⊂T
c0I,χtriv
∏
i∈I
(p− 1)p−νi
1− p−νi ; (3.4.0.2)
Z(p, χtriv, s) = p−n
∑
I⊂T
c0I,χtriv
∏
i∈I
(p− 1)tNip−νi
1− tNip−νi .
From the formula (t−p)(p−1)(1−t) = − 1p−1 − 11−t we get
Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1− t) = −Coefftm−1
Z(p, χtriv, s)
p− 1 − Coefftm−1
Z(p, χtriv, s)
1− t ,
where
Coefftm−1
Z(p, χtriv, s)
p− 1 =
∑
I⊂T
p−nc0I,χtriv(p− 1)#I
1
p− 1Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi ;
(3.4.0.3)
Coefftm−1
Z(p, χtriv, s)
1− t =
∑
I⊂T
p−nc0I,χtriv(p− 1)#ICoefftm−1
1
1− t
∏
i∈I
tNip−νi
1− tNip−νi .
(3.4.0.4)
Notice that if I ⊂ T , such that
◦
EI ∩ h−1(0) = ∅, then c0I,χtriv = 0. Hence we can
assume that
◦
EI ∩ h−1(0) 6= ∅. For such I ⊂ T we have
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi =
∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1); (3.4.0.5)
Coefftm−1
1
1− t
∏
i∈I
tNip−νi
1− tNip−νi =
∑
(ai)i∈I∈J ′I,m
p−
∑
i∈I νi(ai+1), (3.4.0.6)
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where JI,m := {(ai)i∈I ∈ N#I | ∑i∈I Ni(ai+1) = m−1} and J ′I,m := {(ai)i∈I ∈ N#I |∑
i∈I Ni(ai + 1) ≤ m − 1}. When (ai)i∈I ∈ JI,m and p > N0, we can use Equation
3.4.0.1 for the following estimate:
−∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
= −∑
i∈I
Ni(ai + 1)(σi − c0(f))− (m− 1)c0(f)
≤ −(m− 1)c0(f),
where σi = νiNi ≥ c0(f), since we assumed that
◦
EI ∩ h−1(0) 6= ∅. We also deduce
from this assumption that #I ≤ n, thus by Equation 3.4.0.5,
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi ≤ #(JI,m)p
−(m−1)c0(f) ≤ mn−1p−(m−1)c0(f), (3.4.0.7)
for all p > N0. Using Equation 3.4.0.6 we can see that, in order to find an upper
bound for the difference of 3.4.0.2 and 3.4.0.4, we need to analyse the expression
∏
i∈I
p−νi
1− p−νi −
∑
(ai)i∈I∈J ′I,m
p−
∑
i∈I νi(ai+1) =
∑
(ai)i∈I∈N#I
p−
∑
i∈I νi(ai+1) − ∑
(ai)i∈I∈J ′I,m
p−
∑
i∈I νi(ai+1) =
∑
(ai)i∈I∈J ′′I,m
p−
∑
i∈I νi(ai+1),
where J ′′I,m := {(ai)i∈I ∈ N#I |
∑
i∈I Ni(ai+1) ≥ m}. LetmI := m+max{Ni | i ∈ I}
and J I,m := {(ai)i∈I ∈ N#I | m ≤ ∑i∈I Ni(ai + 1) ≤ mI}. Afters some calculations
we find that∑
(ai)i∈I∈J ′′I,m
p−
∑
i∈I νi(ai+1) ≤
(
1 +
∏
i∈I
1
1− p−νi
) ∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1).
But if (ai)i∈I ∈ J I,m+1, then, for all p > N0,
−∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
≤ −∑
i∈I
Ni(ai + 1)(σi − c0(f))−mc0(f)
≤ −mc0(f).
Therefore, for all p > N0, we have,∑
(ai)i∈I∈J ′′I,m
p−
∑
i∈I νi(ai+1) ≤ (1+2#(I))#(J I,m)p−mc0(f) ≤ CImn−1p−mc0(f), (3.4.0.8)
where CI is a constant which does not depend on m and p, for example CI =
(1 + 2#(I))(max{Ni | i ∈ I}+ 1).
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Now if I ⊂ T , then, by the Lang-Weil estimate (see [LW54]), there exists a
constant DI and a natural number NI , depending only on I, such that for all p > NI ,
we have
c0I,χtriv =
∑
a∈
◦
EI∩h−1(0)
Ωχtriv(a) = #
( ◦
EI ∩ h−1(0)
)
≤ #
( ◦
EI
)
≤ DIpn−#I . (3.4.0.9)
Putting together the inequalities 3.4.0.7, 3.4.0.8 and 3.4.0.9 with the formulas 3.4.0.2,
3.4.0.3 and 3.4.0.4, we find that there exists a natural numberN > max{N0, N ′, (NI)I⊂T},
such that for all p > N , we have
Z(p, χtriv, 0) + Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1− t)
≤ ∑
I⊂T :
◦
EI∩h−1(0)6=∅
p−nc0I,χtriv(p− 1)#Imn−1
(
p−mc0(f)+c0(f)
p− 1 + CIp
−mc0(f)
)
≤ ∑
I⊂T :
◦
EI∩h−1(0)6=∅
p−nDIpn−#I(p− 1)#Imn−1
(
p−mc0(f)+c0(f)
p− 1 + CIp
−mc0(f)
)
≤ ∑
I⊂T :
◦
EI∩h−1(0)6=∅
DI(CI + 2)mn−1p−mc0(f) ≤ Cmn−1p−mc0(f),
where C = ∑I⊂T DI(CI +2) is a constant that is independent of p and m and where
we have used the fact that c0(f) ≤ 1.
Lemma 3.4.2. There exist a positive constant C and a natural number N , such
that for all m > 1, p > N , we have∣∣∣∣ ∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣∣ ≤ Cmn−1p−mσ.
Proof. We continue to use Theorem 3.2.4, hence there exists a natural number N ′,
such that for all p > N ′,
Z(p, χ, s) = p−n
∑
I⊂T,
∀i∈I:d|Ni
c0I,χ
∏
i∈I
(p− 1)tNip−νi
1− tNip−νi ,
with χ a character of order d on Z×p with conductor c(χ) = 1.
For a subset I ⊂ T , such that d|Ni,∀i ∈ I, and
◦
EI ∩ h−1(0) 6= ∅, we have
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi =
∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1),
where JI,m is as in the proof of Lemma 3.4.1. By the equations 3.4.0.5 and 3.4.0.7
we have ∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1) ≤ mn−1p−mc0(f)+c0(f).
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We use the Lang-Weil estimate ([LW54]) again, as we did in Lemma 3.4.1. So there
exist a constant DI and a natural number NI , depending only on I, such that for
all p > NI , we have
|c0I,χ| =
∣∣∣∣ ∑
a∈
◦
EI∩h−1(0)
Ωχ(a)
∣∣∣∣ ≤ ∑
a∈
◦
EI∩h−1(0)
1 = #
( ◦
EI ∩ h−1(0)
)
≤ #
( ◦
EI
)
≤ DIpn−#(I).
If we take N ′′ > max
I⊂T
NI , then we find that for all p > N ′′,
|Coefftm−1Z(p, χ, s)| ≤
∑
I⊂T,
∀i∈I:d|Ni
p−nDIpn−#(I)(p− 1)#(I)mn−1p−mc0(f)+c0(f)
≤ ∑
I⊂T,
∀i∈I:d|Ni
DIm
n−1p−mc0(f)+c0(f)
≤ C ′mn−1p−mc0(f)+c0(f),
where C ′ := ∑I⊂T DI . Furthermore, by a standard result on Gauss sums, we can see
that, if χ 6= χtriv, then |gχ−1| ≤ Dp− 12 , for some constant D, that does not depend
on χ and p. By Theorem 3.2.5 and the discussiong preceding this theorem, we know
that for p > N0, the set Υp of non-trivial characters χ such that Z(p, χ, s) is not
zero, has atmost M0 elements, for some positive integer M0. Moreover, all these
characters have conductor 1. So there exists a natural number N > max{N0, N ′′},
such that for all p > N and m > 1, we have∣∣∣∣ ∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣∣ = ∣∣∣∣ ∑
χ∈Υp
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣∣
≤ ∑
χ∈Υp
|gχ−1|C ′mn−1p−mc0(f)+c0(f)
≤ ∑
χ∈Υp
C ′Dmn−1p−mσ+σ−
1
2
≤ Cmn−1p−mσ
where C = M0C ′D is a constant that is independent of p and m and where we have
used the fact that σ = min{c0(f), 12}.
Remark 3.4.3. These two proofs still work if we take Φp = 1Up instead of 1(pZp)n ,
where Up is a union of some multiballs y+(pZp)n in Znp , such that Cf ∩Up ⊂ f
−1(0)
(this is needed in the proof of Lemma 3.4.2 to apply Theorem 3.2.5). We have
to replace c0(f) for example by c(f),
◦
EI ∩ h−1(0) by
◦
EI ∩ h−1(Up) and c0I,χtriv by
cI,1Up ,χtriv . The constant C and the natural number N that are found in these proofs,
do not depend on Up. They do depend however on f and on the embedded resolution
(Y, h) of f .
Proof of the Main Theorem 3.1.2. The proof follows by combining the two Lemmas
3.4.1 and 3.4.2 and using the fact that σ ≤ c0(f).
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3.5 Proof of the Main Theorem 3.1.3.
In this section we will prove the Main Theorem 3.1.3 by adapting the proofs
from Section 3.4. First, we need the following lemma.
Lemma 3.5.1. Let f ∈ Z[x1, . . . , xn] and Vf,p be the set of critical values z of f in
Qp. Then #(Vf,p) has an upper bound d, that does not depend on p. Furthermore,
there exists N , such that for all p > N , the following holds:
1. for all z ∈ Vf,p, we have ordp(z) = 0;
2. for any two distinct points z1, z2 in Vf,p, we have ordp(z1 − z2) = 0;
3. if x ∈ Znp such that ordp(f(x) − z) = 0 for all z ∈ Vf,p, then x, resp. x, is a
regular point of f , resp. f := (f mod p).
Proof. Remark that we can uniquely extend the valuation ordp to Qp (the algebraic
closure of Qp). We denote by Op = {z ∈ Qp| ordp(z) ≥ 0} the ring of integers of Qp
and byMp = {z ∈ Qp| ordp(z) > 0} its maximal ideal.
The set of critical values Vf of f is a definable set in Lring given by
z ∈ Vf ⇔ ∃y
[
z = f(y) ∧ ∂f
∂x1
(y) = 0 ∧ . . . ∧ ∂f
∂xn
(y) = 0
]
.
By elimination of quantifiers in the ACF0-theory, i.e., the theory of algebraically
closed fields of characteristic 0, and because of the fact that Vf is a finite set, there
exist non-zero polynomials T (z) ∈ Z[z] and R(z) ∈ Q[z], such that Vf = Z(R) ⊂
Z(T ). Moreover, we can assume that T (z) and R(z) only have simple roots in Q.
By logical compactness, there exists N0, such that for all p > N0, Tp(z) ∈ Fp(z)
and Rp(z) ∈ Fp(z) also only have simple roots in Fp and Vf = Z(Rp) ⊂ Z(Tp) ⊂
Fp, where Tp := (T mod p) and Rp := (R mod Mp). Since Vf,p ⊂ Vf , we have
#(Vf,p) ≤ #(Vf ) = deg(R) =: d. Because Z(T ) ⊂ Q is a finite set of algebraic
numbers, there exists N ≥ N0, such that for all p > N , the conditions (1) and (2)
are satisfied, not only for Vf,p, but for Z(T ) and Z(R) as well.
To prove condition (3), we take p > N and x ∈ Znp such that ordp(f(x)− z) = 0
for all z ∈ Vf,p. Then f(x) /∈ Vf,p, so x is a regular point of f . Suppose, for a
contradiction, that x is a critical point of f , then z′ := f(x) ∈ Vf = Z(Rp) ⊂ Z(Tp).
From the facts that Tp has only simple roots in Fp, z′ ∈ Fp and Tp(z′) = 0, it follows
by Hensel’s lemma that there exists z1 ∈ Zp such that T (z1) = 0 and z1 = z′. Hence
ordp(f(x) − z1) > 0, and therefore z1 /∈ Vf,p. On the other hand, Rp has also only
simple roots in Fp and z′ ∈ Z(Rp), so, by Hensel’s lemma, there exists z2 ∈ Op
such that R(z2) = 0 and z2 = z′. From the facts that z1 and z2 are both roots of
T , z1 = z′ = z2 and the conditions (1) and (2) are true for Z(T ), it follows that
z1 = z2. Hence z1 ∈ Z(R) = Vf , and we knew already that z1 ∈ Zp so z1 ∈ Vf,p.
This contradiction proves that condition (3) also holds.
Proof of the Main Theorem 3.1.3. Let N, d be as in Lemma 3.5.1 and write Vf =
{z1, . . . , zd}. We fix p > N , then we can assume that Vf,p = {z1, . . . , zr} with
r ≤ d. For each 1 ≤ i ≤ r, we put Φi,p := 1{x∈Znp |ordp(f(x)−zi)>0} : Qnp → C. Because
f ∈ Z[x1, . . . , xn] and by Lemma 3.5.1 we see that Φi,p is residual, for all 1 ≤ i ≤ r,
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and that Supp(Φi,p) ∩ Supp(Φj,p) = ∅, if i 6= j. We denote Φ0,p := 1Znp −
∑r
i=1 Φi,p,
then Φ0,p will also be residual. Now we have
Ep(z, f) =
∫
Znp
Ψ(zf(x))|dx|
=
r∑
i=0
∫
Znp
Φi,p(x)Ψ(zf(x))|dx|
=
r∑
i=1
∫
Znp
Φi,p(x)Ψ(z(f(x)− zi)) exp(2piizzi)|dx|+ EΦ0,p(z, p, f)
=
r∑
i=1
exp(2piizzi)EΦi,p(z, p, fi) + EΦ0,p(z, p, f),
where fi(x) = f(x)− zi for 1 ≤ i ≤ r.
If 1 ≤ i ≤ r, we note that Cf i ∩ Supp(Φi,p) ⊂ f
−1
i (0). So we can use Theorems
3.2.4 and 3.2.5 for fi. According to Remark 3.4.3, the Main Theorem 3.1.2 is still
true for the exponential sum EΦi,p(z, p, fi), where we take σi = min
{
c(fi), 12
}
. In
the proofs from Section 3.4 we need to replace c0I,χ by cI,Φi,p,χ and
◦
EI ∩ h−1(0) by
◦
EI ∩ h−1i (Z(f i)), with hi : Yi → Q(zi)n an embedded resolution for Z(fi). For each
1 ≤ i ≤ r, there exist a constant Ci and a natural number Ni > N , only depending
on the critical value zi ∈ Vf and the chosen resolution hi of fi, such that, if p > Ni
and zi ∈ Vf,p, then we have
|EΦi,p(z, p, fi)| ≤ Cimn−1p−mσi .
We remark that by definition of Φ0,p and by condition (3) from Lemma 3.5.1, we have
Cf ∩Supp(Φ0,p) = ∅, for all p > N , and thus it is well known that EΦ0,p(z, p, f) = 0,
for |z| > p (see [Den], Remark 4.5.3).
We recall that a(f) is the minimum, over all b ∈ C, of the log-canonical thresholds
of the polynomials f(x)−b. Therefore, if we set σ = min
{
a(f), 12
}
, then σ ≤ min
1≤i≤d
σi,
hence there exist a constant C > max
1≤i≤d
Ci and a natural number N ′ > max1≤i≤dNi, such
that for all p > N ′ and m ≥ 2, we have
|Em,p| ≤ Cmn−1p−mσ.
3.6 The uniform version of the Main Theorem
3.1.2.
In this section f ∈ Z[x1, . . . , xn] is a nonconstant polynomial. We will describe
how to adapt the Sections 3.3 and 3.4 to obtain a constant C and a natural number
N , such that for all y ∈ Zn and for all m ≥ 1, p > N , we have
|Eym,p(f)| :=
∣∣∣∣ 1pmn ∑
x∈y+(pZ/pmZ)n
exp
(2piif(x)
pm
)∣∣∣∣ ≤ Cmn−1p−mσy,p . (3.6.0.1)
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Here we take σy,p = min{ay,p(f), 12}. We recall that ay,p(f) is the minimum of the
log canoncial thresholds at y′ of the polynomials f(x) − f(y′), where y′ runs over
y + (pZp)n. Notice that the case m = 1 is covered by Remark 3.1.4. Hence we can
assume that m ≥ 2.
Let Vf = {z1, . . . , zd} ⊂ Q be the set of critical values of f in Q, where d is
as in Lemma 3.5.1. For each 1 ≤ j ≤ d we put fj(x) := f(x) − zj and we fix an
embedded resolution (Yj, hj) of f−1j (0) over Q(zi). Let N ′j be a natural number,
such that for all p > N ′j, (Yj, hj) has good reduction modulo p. Furthermore, let
N ′0 be a natural number, such that for all p > N ′0, we have Vf,p = Vf ∩ Qp ⊂ Zp,
any two distinct points z, z′ in Vf,p satisfy ordp(z − z′) = 0 and if x ∈ Znp such that
ordp(f(x) − z) = 0 for all z ∈ Vf,p, then x, resp. x, is a regular point of f , resp.
f (see Lemma 3.5.1). We put N ′ := max
0≤i≤d
N ′i and for each p > N ′ we consider a
partition of Zn = ⋃dj=0Aj,p ∪ ⋃dj=1Bj,p, where
Aj,p := {y ∈ Zn | ordp(fj(y)) > 0 and f has a critical point in y + (pZp)n},
Bj,p := {y ∈ Zn | ordp(fj(y)) > 0 and f has no critical points in y + (pZp)n},
for 1 ≤ j ≤ d, and
A0,p := Zn\
d⋃
j=1
(Aj,p ∪Bj,p).
First of all, for p > N ′, we observe that if y ∈ A0,p, then ordp(f(y) − zj) ≤ 0 for
all 1 ≤ j ≤ d. In particular, ordp(f(y) − zj) = 0 for all zj ∈ Vf ∩ Zp = Vf,p. So y
is a regular point of f , by Lemma 3.5.1, hence the condition Cf ∩ Supp(Φy,p) = ∅,
with Φy,p := 1y+(pZp)n , is satisfied. Thus, by Remark 4.5.3 from [Den], we get that
Eym,p(f) = 0, for all m ≥ 2, p > N ′ and y ∈ A0,p.
Secondly, if 1 ≤ j ≤ d, p > N ′, and y ∈ Bj,p, then fj has no critical points in
y + (pZp)n. So by 1.4.1 from [Den], we have Eym,p(fj) = 0, for m large enough.
Using Corollary 1.4.5 from [Den], we see that (ps+1 − 1)ZΦy,p(p, χtriv, s, fj) and
ZΦy,p(p, χ, s, fj), for χ 6= χtriv, cannot have any poles. Because the resolution (Yj, hj)
of fj has good reduction modulo p, for p > N ′, and Cfj ∩ Supp(Φy,p) ⊂ f
−1
j (0), for
y ∈ Bj,p, the Theorem 3.2.5 applies. By combining it with Proposition 3.2.3, we get
that for all p > N ′ and y ∈ Bj,p, the sum Eym,p(fj) equals
ZΦy,p(p, χtriv, 0, fj) + Coefftm−1
((t− p)ZΦy,p(p, χtriv, s, fj)
(p− 1)(1− t)
)
(3.6.0.2)
+
∑
χ 6=χtriv,
c(χ)=1
gχ−1χ(u)Coefftm−1(ZΦy,p(p, χ, s, fj)).
Since ZΦy,p(p, χ, s, fj) does not have any poles for χ 6= χtriv, we can see that, for
m big enough, Coefftm−1(ZΦy,p(p, χ, s, fj)) will not depend on m. Also the total
expression 3.6.0.2 is independent of m, for m big enough (because it is equal to 0).
Therefore the part Coefftm−1
(
(t−p)ZΦy,p (p,χtriv,s,fj)
(p−1)(1−t)
)
must be independent of m as well,
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for m big enough. This can only be the case if (t−p)ZΦy,p (p,χtriv,s,fj)(p−1)(1−t) , as a function in t,
has at most two poles, one pole at t = 1 of order 1 and one pole at t = 0. However,
the explicit formula of ZΦy,p(p, χtriv, s, fj) implies that it can not have poles at t = 0.
So (t−p)ZΦy,p (p,χtriv,s,fj)(p−1)(1−t) has at most one pole, and this pole (if it exists) must be of
order 1 at t = 1.
According to 4.1.1 from [Den], the degree of ZΦp(p, χ, s, fj) ≤ 0 (as a rational
function in t), for all p > N ′ and all charachters χ with conductor c(χ) = 1. This
implies that (t−p)ZΦy,p (p,χtriv,s,fj)(p−1)(1−t) is of the form c+
d
1−t , for certain c, d ∈ C, and that
ZΦy,p(p, χ, s, fj) is equal to a constant function, for χ 6= χtriv. Now we can easily see
that for all m ≥ 2, Coefftm−1
(
(t−p)ZΦy,p (p,χtriv,s,fj)
(p−1)(1−t)
)
and Coefftm−1(ZΦy,p(p, χ, s, fj)),
for χ 6= χtriv, are indepent of m. We conclude that Eym,p(fj) = 0, for all m ≥ 2,
p > N ′ and y ∈ Bj,p.
The last case is the one where y ∈ Aj,p, for 1 ≤ j ≤ d. We will show that in this
case there exists a constant Cj and a natural number Nj (only depending on j, not
on y), such that for all p > Nj, m ≥ 2 and y ∈ Aj,p, we have
|Eym,p(fj)| ≤ Cjmn−1p−mσy,p . (3.6.0.3)
By taking N := max{N ′, N1, . . . , Nd} and C := max{C1, . . . , Cd} (both independent
of y), the formula 3.6.0.1 will hold for all y ∈ Zn, p > N and m ≥ 1. In what follows,
we will show how to adapt the proofs of both Sections 3.3 and 3.4, to obtain the
formula 3.6.0.3.
3.6.1 Adapting Section 3.4
If we want to be able to use the method of proof that was outlined in Section
3.4, then we need to show the following result, for all j > 0, y ∈ Aj,p and p > N ′:
ay,p(f) = min
E:y∈hj(E(Fp))
{ ν
N
}
, (3.6.1.1)
where E is an irreducible component of h−1j (Z(fj)) with numerical data (N, ν).
When we compare this to the Formula 3.4.0.1, we see that, by replacing c0(f) by
ay,p(f), we can adapt the results of Section 3.4 to fj with Φp = 1y+(pZp)n . Indeed
the condition Cfj ∩ Supp(Φp) ⊂ f
−1
j (0) is satisfied. This proves the Formula 3.6.0.3
and by Remark 3.4.3 we know that the constant Cj and the natural number Nj only
depend on fj and the chosen resolution (Yj, hj).
All that is left, is to prove Equation 3.6.1.1 for y ∈ Aj,p and j > 0. We remark
that if y′ ∈ y + (pZp)n is not a critical point of f , then cy′(f(x) − f(y′)) = 1. If
y′ ∈ y+(pZp)n is a critical point of f , then we know by Lemma 3.5.1 that f(y′) = zj,
hence fj(y′) = f(y′) − f(y′) = 0. Since (Yj, hj) has good reduction modulo p, for
p > N ′, we know that, after possibly enlarging N ′ as we did for 3.4.0.1, we have
cy′(f(x)− f(y′)) = cy′(fj) = min
E:y′∈hj(E(Fp))
{ ν
N
}
= min
E:y∈hj(E(Fp))
{ ν
N
}
≤ 1.
If y ∈ Aj,p, then y + (pZp)n contains at least one critical point of f , in which case
Equation 3.6.1.1 holds.
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3.6.2 Adapting Section 3.3
For j > 0 and y ∈ Aj,p, we will split the exponential sum Eym,p(fj) into three
subsums in exactly the same way as in Section 3.3. In each of the Lemmas 3.3.9,
3.3.12, 3.3.13 and in the proof of the Main Theoreom 3.1.2 from Section 3.3 we need
to make some changes.
Lemma 3.6.1. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let zj ∈ Vf
be a critical value of f . There exists a natural number N0 > N ′, such that for all
m ≥ 1, for all p > N0 and for all y ∈ Aj,p, we have
∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))≤m−2
exp
(
2piifj(x)
pm
)
= 0.
Remark that if Aj,p 6= ∅, then zj ∈ Vf,p ⊂ Zp, so the term exp
(
2piifj(x)
pm
)
is well-
defined.
To prove this lemma, we adapt the proof of Lemma 3.3.9 as follows. We replace
the formula φ by
φj(x1, . . . , xn, z, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(z − zj) ≤ m− 2) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
where xi, z are in the valued field-sort, ξi are in the residu field-sort and m is in the
value group-sort. This is an LZ ∪ {zj}-formula, with zj a constant symbol in the
valued field-sort. We remark that the function OK → kK : x 7→ x = (x mod MK)
is definable in LDP.
Now φj induces a definable subassignment Xj ⊂ h[n+ 1, n, 1] and constructible
functions Fj := 1Xj and Gj := pi!(Fj), where pi : h[n + 1, n, 1] → h[1, n, 1] is the
projection onto the last n + 2 coordinates. For each prime p, for each uniformiser
$p of Qp and for each y ∈ Ai,p, we have the following interpretation of Gj in Qp:
Gj,$p(z, y,m) = #{x(m) ∈ y(m) + (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z − zj) ≤ m− 2, and
Gj,$p(z, y,m) = 0,
if ordp(z − zj) ≥ m − 1. Here the notation x(m) means the class of (x mod pm).
Note however that Gj,$p actually only depends on (y mod p), i.e., on y. We remark
that if Aj,p 6= ∅, then zj ∈ Qp, which makes it possible to interprete ord(z− zj) (and
other formulas that contain the symbol zj) in Qp. We apply Corollary 3.3.8 to Gj
to obtain a cell decomposition where the centers ci are given by LZ ∪ {zj}-formulas
θj(z, ξ, η, γ,m). By elimination of quantifiers, θi is equivalent to the formula∨
k
(
ζik
(
acg1(z), . . . , acgs(z), ξ, η
)
∧ νik
(
ord g1(z), . . . , gs(z), γ,m
))
,
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where ζik is an Lring-formula and νik an Loag-formula, and g1, . . . , gs ∈ (Z[zj][[t]])[z].
The rest of the proof of Lemma 3.3.9 still applies if we replace ord(z) by ord(z− zj)
everywhere. By going over the proof, we can see that the natural number N0 that
is obtained in the proof, only depends on j.
Lemma 3.6.2. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let zj ∈ Vf
be a critical value of f . There exists, for each integer m > 1, a natural number
Nm > N
′ and a positive constant Dm, such that for all p > Nm and for all y ∈ Aj,p,
we have ∣∣∣∣ ∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))=m−1
p−mn exp
(
2piifj(x)
pm
) ∣∣∣∣ ≤ Dmp−mσy,p .
To prove this lemma, we adapt the proof of Lemma 3.3.12 as follows. We replace
the formulas φ and φ by
φj(x1, . . . , xn, z, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(z − zj) = m− 1) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
φj(x1, . . . , xn, ξ, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(f(x1, . . . , xn)− zj) = m− 1) ∧ ac(f(x1, . . . , xn)− zj) = ξ),
where xi, z are in the valued field-sort, ξi, ξ are in the residue field-sort and m is
in the value group-sort. These are also LZ ∪ {zj}-formulas. Most of the other
modifications in the proof of Lemma 3.3.12 are the same as we discussed above for
Lemma 3.6.1.
The only moment that we have to be more careful, is when estimating #{x(m) ∈
y(m) + (pZp/pmZp)n | ordp(fj(x)) = m − 1}. From Section 3.6.1 we know that if
p > N ′ and if y ∈ Aj,p, then there exists y′ ∈ y+ (pZp)n, such that ay,p(f) = cy′(fj).
By Corollary 3.6 from [Mus02], we have
ay,p(f) = cy′(fj) ≤ (m− 1)n− dimFp(A˜p,m,y)
m− 1 ,
where Ap,m,y := {x(m) ∈ y(m) + (pZp/pmZp)n | ordp(fj(x)) = m − 1}, viewed as a
subvariety of Fmnp , and where A˜p,m,y is the image of Ap,m,y under the projection pim :
(Zp/pmZp)n → (Zp/pm−1Zp)n, viewed as a subvariety of Fmn−np . Then #Ap,m,y ≤
#A˜p,m,y ·pn. By the Lang-Weil estimate, there exists a constant D′m,y, not depending
on p, such that
#A˜p,m,y = D′m,ypdimFp (A˜p,m,y) +O(pdimFp (A˜p,m,y)−
1
2 ).
By looking at the arcspace of Z(fj), we can see that, for each m, there are finitely
many schemes Z(m)1 , . . . , Z
(m)
km
, such that for all p and y, A˜p,m,y ∼= Z(m)i (Fp) for some
i ∈ {1, . . . , km}. This means that the constant D′m,y, which we know already to be
independent of p, only depends on the set of schemes {Z(m)1 , . . . , Z(m)km }. Hence there
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exists a constant D′m,j, such that D′m,j ≥ D′m,y for all y ∈ Aj,p. By going over the
rest of the proof of Lemma 3.3.12, we can see that the natural number Nm and the
constant Dm, that are obtained in the proof, only depend on m and j.
We need to make similar adjustments in the proof of Lemma 3.3.13, to obtain
the following lemma.
Lemma 3.6.3. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let zj ∈ Vf
be a critical value of f . There exists, for each integer m > 1, a natural number
Nm > N
′ and a positive constant Dm, such that for all p > Nm and for all y ∈ Aj,p,
we have ∣∣∣∣ ∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))≥m
p−mn exp
(
2piifj(x)
pm
) ∣∣∣∣ ≤ Dmp−mσy,p .
The final step after these three lemmas, is to modify the proof of the Main
Theorem 3.1.2 at the end of Section 3.3. According to Corollary 3.2.6 and its proof,
there exist natural numbers sj,Mj, N ′′j , such that for all p > N ′′j , m > Mj and
y ∈ Aj,p, we have
Eym,p(fj) =
sj∑
i=1
ai,p,ym
βijp−λijm1Aij(m). (3.6.2.1)
We can easily see that βij, λij and Aij only depend on fj and not on y. By going
through the proof of Claim 3.3.14 we obtain a constant C0 and natural numbers
M˜, N˜ (that depend on βij, λij and Aij, but not on ai,p,y), such that for all m > M˜ ,
p > N˜ , y ∈ Aj,p and 1 ≤ i ≤ sj, we have
|ai,p,yp−λijm| ≤ C0p−σy,pm.
Now 3.6.0.3 follows easily.

Chapter 4
Conjectures on exponential sums
and conjectures on numerical data
This chapter is joint work with Raf Cluckers, see [CNc].
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Abstract
We relate questions in the spirit of Igusa’s question on finite exponential sums to re-
lations among numerical data associated to an embedded resolution from Hironaka’s
construction.
4.1 Introduction
On the one hand we study finite exponential sums like
Sf,a :=
∑
x∈(Z/aZ)n
exp(2piif(x)
a
)
where f is a non-constant polynomial over Z in n variables, and a > 0 any inte-
ger. On the other hand, we study relations among numerical data associated to
an embedded resolution with normal crossings of AnC of f = b for complex b, using
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[Hir64]. We formulate conjectures about these sums and numerical data, and prove
that they are equivalent. The conjectures on exponential sums originate in work by
Igusa [Igu78] and were varied upon by Denef, Sperber [DS01] and by Veys and the
first author [CV16]. The conjectures that we put forward on the numerical data
are new. We also give local variants, and show that they are all equivalent. By the
Chinese remainder theorem, in order to estimate |Sf,a| in terms of a, it is enough to
consider integers a which are positive powers of prime numbers p, and then one can
rewrite Sf,a as a p-adic integral; these p-adic integrals are the subject of a conjecture
we now recall.
4.1.1 A conjecture on sums
We recall a variant by Veys and the first author from [CV16] of Igusa’s conjecture
on exponential sums. Let O be a ring of integers. Consider the (non-archimedean)
integrals
Ef,K,ψ :=
∫
x∈OnK
ψ(f(x))|dx| (4.1.1.1)
where f is a non-constant polynomial in n variables with coefficients in O, K is a
local field 1 over O, OK the ring of integers of K, ψ : K → C× a nontrivial additive
character 2 on K, and |dx| the Haar measure on Kn normalized so that OnK has
measure 1. Write qK for the number of elements in the residue field kK of K.
Definition 4.1.1. For a nontrivial additive character ψ on K, write mψ for the
unique integer m such that ψ is trivial on $−mK OK and nontrivial on $−m−1K OK ,
where $K is a uniformizer of OK .
Note that when K = Qp, then for each integer m > 0 there is a nontrivial
additive character ψ on K with m = mψ and with Sf,pm = Ef,K,ψ.
Definition 4.1.2. Let σ(f) be the minimum over all b ∈ C of the log canonical
threshold of f − b (see Section 4.1.2).
Conjecture S.1 (Sum conjecture [CV16]). Given a non-constant polynomial f with
coefficients in O, there exist M > 0 and M ′ > 0 such that
|Ef,K,ψ| < Mmn−1ψ q−σ(f)mψK
for all local fields K over O whose residue field characteristic is at least M ′ and for
all nontrivial additive characters ψ on K satisfying mψ ≥ 2.
The main point of the conjecture goes back to Igusa [Igu78, first page of the
introduction] and is the independence of M on K. This independence is useful for
reasons related to adèlic integrability, see [Igu78] .
1. By a local field K over a commutative ring R with unit we mean a finite field extension of Qp
or of Fp((t)) for some prime number p such that moreover there is a unit-preserving homomorphism
of rings R→ K.
2. By an additive character is meant a continuous group homomorphism from the additive
group on K to C×.
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In this paper we formulate a conjecture purely on numerical data associated to
Hironaka’s embedded resolutions (see Conjecture N.1), and we show the equivalence
with Conjecture S.1.
Denef and Sperber formulated a local variant of Igusa’s conjecture; we generalize
these variants to Conjecture S.2.
4.1.2 A numerical conjecture
Let f(x) be a nonconstant polynomial in C[x] for a tuple of variables x =
(x1, . . . , xn) for some n. Write D(f) for Spec(C[x]/(f(x))), and Z(f) for the re-
duced scheme associated to D(f). Let h : Y → AnK be an embedded resolution with
normal crossings for D(f), obtained by successive blowing-ups at irreducible non-
singular schemes, as follows from [Hir64, page 142, Main Theorem II]. In particular,
we have:
— Y is a closed nonsingular subscheme of PkAnC for some k ≥ 0.
— h is a proper birational morphism which is an isomorphism outside h−1(Sing(Z(f))),
where Sing(Z(f)) denotes the singular locus of Z(f).
— the divisor of h◦f on Y equals ∑j∈J NjEj for a finite set J and some positive
integers Nj, where each Ej is an irreducible component of the reduced scheme
of h−1(D(f)).
— ⋃j∈J Ej has only normal crossings as subscheme of Y , namely, for any closed
point a ∈ Y , there is an affine neighborhood V of a so that
f ◦ h = u∏
i∈I
yNii (4.1.2.1)
holds in O(V ), I ⊂ J is such that i ∈ I if and only if a ∈ Ei, (yi)i∈I forms
a regular sequence of parameters for the stalk OY,a at a, and where yi is a
representation of the divisor Ei in V for each i ∈ I and u a unit in O(V ).
— the divisor of h∗(dx1 ∧ . . . ∧ dxn) equals ∑j∈J(νj − 1)Ej for some positive
integers νj.
For any subset I ⊂ J , define
EI :=
⋂
i∈I
Ei
if I is nonempty and put EI = Y if I is the empty set.
For each j ∈ J , put
σj := νj/Nj.
For V a closed subvariety of AnC write
lctV (f)
for the log canonical threshold of f along V , namely, the minimum of the values σj
over j ∈ J with h(Ej)∩V 6= ∅, and where the minimum over the empty set is taken
to be 1. If V is a complex point P , we write cP (f) := lctP (f) for the log canonical
threshold of f along P . Write lct(f) for lctAnC(f), which is called the log canonical
threshold of f . Finally write
σ(f)
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for the minimum over all b ∈ C of the values lct(f − b), namely, the log-canonical
threshold of the polynomial f − b. Obviously, if P is a complex point and V is a
closed subvariety of AnC containing P , then one has
1 ≥ cP (f) ≥ lctV (f) ≥ lct(f) ≥ σ(f).
Definition 4.1.3 (Power condition for (f, h)). Let f be in C[x] and fix an embedded
resolution h : Y → AnC for Z(f) with notation as above. Choose I ⊂ J such that EI
is nonempty, let W be an open subvariety of EI , g be in OW (W ), and let d > 1 be
an integer. Say that (f, h) satisfies the power condition, witnessed by (I,W, g, d),
if d|Ni for all i ∈ I and there is an open subvariety V ⊂ Y such that we can write
f ◦ h = u∏i∈I yNii as in (4.1.2.1) on V , such that W = EI ∩ V , and such that
u|W = gd. (4.1.2.2)
We write shortly that the power condition holds for (f, h) if there exists (I,W, g, d)
witnessing the power condition for (f, h). (As usual, OW stands for the structure
sheaf of W .)
We introduce the following conjecture, purely about numerical data.
Conjecture N.1 (Numerical conjecture). Let f be in C[x] and h : Y → AnC be an
embedded resolution for Z(f). Suppose that (f, h) satisfies the power condition, say,
witnessed by (I,W, g, d). Then the following inequality holds
σ(f)− 12 ≤
∑
i∈I
Ni(σi − σ(f)). (4.1.2.3)
4.1.3 The general conjecture
Let f be a non-constant polynomial in O[x] and use notation from section 4.1.1.
Let Z be a closed subvariety of AnO such that f vanishes on Z(C). If K is a local
field over O, we consider the Schwartz-Bruhat function
ΦZ,K = 1{x∈OnK |supz∈Z(K) ord(x−z)>0} (4.1.3.1)
and put
EZf,K,ψ :=
∫
x∈OnK
ΦZ,K(x)ψ(f(x))|dx|.
We generalize conjecture S.1 on exponential sums as follows.
Conjecture S.2 (General sum conjecture). Let f be a nonconstant polynomial in n
variables and with coefficients in O and let Z be a closed subvariety of AnO. Suppose
that f vanishes on Z(C). Then there exist M > 0 and M ′ > 0 such that
|EZf,K,ψ| < Mmn−1ψ q− lctZ(f)mψK
for all local fields K over O whose residue field characteristic is at least M ′ and for
all nontrivial additive characters ψ on K satisfying mψ ≥ 2.
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Similarly, we formulate a natural variant of conjecture N.1.
Conjecture N.2 (General numerical conjecture). Let f be a non-constant polyno-
mial in C[x] and let Z be a closed subvariety of AnC such that f vanishes on Z.
Suppose that the power condition holds for (f, h), witnessed by some (I,W, g, d),
such that moreover
h(W ) ⊂ Z.
Then the following inequality holds
lctZ(f)− 12 ≤
∑
i∈I
Ni(σi − lctZ(f)). (4.1.3.2)
The variant of Conjecture 2 with Z = {0} is known is the Denef-Sperber con-
jecture, from [DS01]. The exponent σ(f) or lctZ(f) in the sum conjectures S.1, S.2
is not always optimal (namely, when they equal 1 they may not be optimal). As
optimal exponent, one can use the motivic oscillation index, or, the maximum of the
real parts of the non-trivial poles of Igusa local zeta functions, similar as in [Clu08b].
4.1.4 Main result
We are ready to state the main result of this chapter.
Theorem 4.1.4. Let f be a non-constant polynomial in O[x] with x = (x1, . . . , xn).
1. Conjecture N.1 holds for f and all choices of h, if and only if Conjecture N.1
holds for f and any specific choice of h, if and only if Conjecture S.1 holds for
f .
2. Conjecture S.2 holds for f and a closed subvariety Z of AnO if and only if
Conjecture N.2 holds for f and Z (and all, resp. any, choice of h).
Known special cases are the cases of Conjectures S.1 and S.2 with Z = 0 in the
case that moreover
σ(f) ≤ 1/2
(resp. lct0(f) ≤ 1/2), see [CNb]. Also the non-degenerate cases [DS01, Clu08a,
Clu10, CNa], and the homogeneous cases in at most 3 variables [Lic13, Lic16, Wri]
are known, as well as the nonsingular homogeneous case [Igu78], but will not be
used in this paper.
Remark 4.1.5. On top of (4.1.3.2), it may be interesting to study when the in-
equality
lctZ(f)− 1
d
≤∑
i∈I
Ni(σi − lctZ(f))
holds. The numerical conjectures may relate to Veys’ conjecture on poles of the Igusa
local Zeta function with maximal order, and the proof techniques from Nicaise and
Xu in [NX16].
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4.2 Embedded resolutions of singularities
We recall some properties and terminology for embedded resolutions in the case
of affine hypersurfaces over a subfield K of C. Let f(x) be a nonconstant polynomial
in K[x] for a tuple of variables x = (x1, . . . , xn) for some n, where K is a subfield of
C. Write D(f)K for Spec(K[x]/(f(x))), D(f) for Spec(C[x]/(f(x))), Z(f)K for the
reduced scheme associated to D(f)K , and Z(f) for the reduced scheme associated
to D(f). Let h : Y → AnK be an embedded resolution with normal crossings for
D(f)K , obtained by successive blowing-ups at irreducible non-singular schemes, as
follows from [Hir64, page 142, Main Theorem II]. In particular, we have:
— Y is a closed nonsingular subscheme of PkAnK for some k ≥ 0.
— h is a proper birational morphism which is an isomorphism outside h−1(S),
where S is the singular locus of Z(f)K .
— the divisor of h ◦ f on Y equals ∑j∈TK NjEj for a finite set TK and some
positive integersNj, where each Ej is an irreducible component of the reduced
scheme of h−1(D(f)K).
— ⋃j∈TK Ej has only normal crossings as subscheme of Y , namely, for any closed
point a ∈ Y , there is an affine neighborhood V of a so that
f ◦ h = u∏
i∈I
yNii
holds in O(V ), I ⊂ TK is such that i ∈ I if and only if a ∈ Ei, (yi)i∈I forms
a regular sequence of parameters in the stalk OY,a at a, and where yi is a
representation of the divisor Ei in V for each i ∈ I and u a unit in O(V ).
— the divisor of h∗(dx1 ∧ . . . ∧ dxn) equals ∑j∈TK (νj − 1)Ej for some positive
integers νj.
For any subset I ⊂ TK , define EI := ⋂i∈I Ei if I is nonempty and put EI = Y if I
is the empty set. Further, write
E◦I := EI \ (
⋃
i 6∈I
Ei).
For each j ∈ TK , put σj = νj/Nj.
By the functoriality of embedded resolutions for extensions of the base field, h
will induce an embedded resolution h : Y ⊗ K ′ → AnK′ of Spec(K ′[x]/(f(x))) for
any field K ′ containing K. We remark that each blowing-up center C of h can be
split into finitely many irreducible components Ci over K ′ and we can replace the
blowing-up with center C by a composition of blowing-ups at the Ci. Similarly,
an irreducible component Ei can be split into a union of finitely many irreducible
components Eij over K ′, with (i, j) ∈ TK′ for a corresponding finite set TK′ , and
where one always has Ni = Nij, νi = νij, σi = σij. When K = C, we write J or
J(h) for TK .
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4.3 Igusa’s local zeta function and exponential
sums
LetK be a number field, O the ring of algebraic integers ofK and p any maximal
ideal of O. We denote the completions of K and O with respect to p by Kp and Op.
Let q = pm be the cardinality of the residue field kp of the local ring Op, thus one has
kp = Fq. Fix a uniformizer$ ofOp. For x ∈ Kp, denote by ord(x) ∈ Z∪{+∞} the p-
valuation of x, write |x| = q− ord(x) and write ac(x) = x$− ord(x). Let χ : O×p → C×
be a multiplicative character, namely, a continuous group homomorphism on the
group of units O×p of Op. Automatically χ has finite image. By the order of such
a character we mean the number of elements in its image. The conductor c(χ) of
the character is the smallest c ≥ 1 for which χ is trivial on 1 + pc, where we also
write p for the maximal ideal of Op. We formally put χ(0) = 0. Let f(x) ∈ O[x] be
a non-constant polynomial in n variables x = (x1, . . . , xn), and let Φ : Knp → C be
a Schwartz-Bruhat function, i.e., a locally constant function with compact support.
We say that Φ is residual if Supp(Φ) ⊂ Onp and Φ(x) only depends on x mod p. If
Φ is residual, it induces a function Φ : knp → C. Now we associate to these data the
(twisted) Igusa’s local zeta function
ZΦ(Kp, χ, s, f) :=
∫
Knp
Φ(x)χ
(
ac(f(x))
)
|f(x)|s|dx|. (4.3.0.1)
In [Igu78], Igusa showed that ZΦ(Kp, χ, s, f) is a rational function in t = q−s, starting
the study of a now vast subject.
Let p be a prime. For each x ∈ Qp \ Zp, there exist unique co-prime natural
numbers m and n such that 1 ≤ m ≤ pn − 1 and
x− m
pn
∈ Zp.
Write
{x}p = m
pn
and call it the p-adic fractional part of x. For x ∈ Zp put {x}p = 0. It is easy to see
that {x+ y}p − {x}p − {y}p ∈ Z so the map
exp : Qp → S1 : x 7→ exp2pii{x}p
is a group homomorphism which is moreover continuous. We call this map the
standard additive character of Qp.
By the standard additive character Ψ on Kp we mean the map sending z ∈ Kp
to
Ψ(z) := exp(2piiTrKp/Qp(z)),
where TrKp/Qp denotes the trace map. We set
EΦ(f,Kp, ψz) :=
∫
Knp
Φ(x)Ψ(zf(x))|dx|, (4.3.0.2)
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where ψz stands for the additive character on Kp sending t to Ψ(zt). (Note that
EΦ(f,Kp, ψz) is a finite exponential sum.)
Whenever Φ = 1Onp or Φ = 1(pOp)n , where 1 stands for the characteristic function,
we will simply denote this function by
Ef,Kp,ψz resp. E
(0)
f,Kp,ψz
.
Note that for any ψ as in conjecture S.1 there exists unique z ∈ K×p such that
ψ = ψz. Moreover, one then has mψ = − ord z. We will write mz for − ord z.
We recall the following proposition from [Den], relating exponential sums to
Igusa’s local zeta functions.
Proposition 4.3.1 ([Den], Proposition 1.4.4). Consider u ∈ O×p and m ∈ Z. Then
EΦ(f,Kp, ψu$−m) is equal to
ZΦ(Kp, χtriv, 0, f) + Coefftm−1
((t− q)ZΦ(Kp, χtriv, s, f)
(q − 1)(1− t)
)
+
∑
χ 6=χtriv
gχ−1χ(u)Coefftm−c(χ)
(
ZΦ(Kp, χ, s, f)
)
,
where gχ is the Gaussian sum
gχ =
q1−c(χ)
q − 1
∑
v∈(Op/pc(χ))×
χ(v)Ψ(v/$c(χ))
and where χtriv is the trivial character.
Now we will describe Denef’s formula for Igusa’s local zeta function from [Den],
based on resolution of singularities.
Let O, K, and f be as in the beginning of this section. We use the notation of
section 4.2. In particular, X = SpecK[x] and D(f)K = Spec(K[x]/(f)) and there
is an embedded resolution (Y, h) with respect to D(f)K over K. Denote the critical
locus of f by Cf , namely the locus given by gradf = 0. If Z is a closed subscheme of
Y , for any any local field L over O of sufficiently large residue field characteristic we
denote the reduction moduloML of Z by Z (see [Den87, Definition 2.2] and [Shi55]).
We say that the resolution (Y, h) of f has good reduction modulo ML if Y and all
Ei are smooth, ∪i∈TEi has only normal crossings, and the schemes Ei and Ej have
no common components whenever i 6= j. There exists a finite subset S of SpecO,
such that for all p /∈ S, f 6≡ 0 mod pOp[x] and the resolution (Y, h) for f has good
reduction mod p (see [Den87], Theorem 2.4). Hence, there exists M ′ such that for
all primes p > M ′ and all finite field Fq, where q = pr, which is an algebra over O, h
induces an embedded resolution h of Spec(Fq[x]/(f)), where f is the image of f via
the structure map O[x] → Fq[x]. For all p > M ′, and assuming that M ′ is large, h
also induces an embedded resolution h of Spec(Fap[x]/(f)), where Fap is the algebraic
closure of Fp and there is a bijection between J and the set of irreducible compo-
nents of h−1(Z(f)), where Z(f) is the reduced scheme associated to Spec(Fap[x]/(f)).
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For p /∈ S and I ⊂ TK it is easy to prove that EI = ∩i∈IEi. We put
◦
EI := EI \ ∪j /∈IEj.
Let a be a closed point of Y and Ta,K = {i ∈ TK | a ∈ Ei}. In the local ring of Y
at a we can write
f ◦ h = u ∏
i∈Ta,K
gNii ,
where u is a unit, (gi)i∈Ta,K is a part of a regular system of parameters and Ni is as
above.
In two cases, depending on the conductor c(χ) of the character χ, we will give a
more explicit description of Igusa’s zeta function ZΦ(p, χ, s, f). In the first case we
consider a character χ on O×p of order d which is trivial on 1 + pOp, i.e., c(χ) = 1.
Then χ induces a character (denoted also by χ) on k×p . We define a map
Ωχ : Y (kp)→ C
as follows. Let a be in Y (kp). If d|Ni for all i ∈ Ta, then we put Ωχ(a) = χ(u(a)),
otherwise we put Ωχ(a) = 0. This definition is independent of the choice of the gi.
In the following theorem we recall the formula of Igusa’s local zeta function.
Theorem 4.3.2 ([Den91], Theorem 2.2 or [Den], Theorem 3.4). Let χ be a character
on O×p of order d ≥ 1 which is trivial on 1 + pOp. Suppose that p /∈ S and that Φ is
residual. Then we have
ZΦ(Kp, χ, s, f) = q−n
∑
I⊂TK ,
∀i∈I:d|Ni
cI,Φ,χ
∏
i∈I
(q − 1)q−Nis−νi
1− q−Nis−νi , (4.3.0.3)
where, for any I, we write
cI,Φ,χ =
∑
a∈
◦
EI(kp)
Φ(h(a))Ωχ(a)
If W is an irreducible open subset of EI , we will set
◦
W = W ∩
◦
EI and
cI,W ,Φ,χ =
∑
a∈
◦
W (kp)
Φ(h(a))Ωχ(a). (4.3.0.4)
Because EI is smooth, any two irreducible components of EI are disjoint. Hence it
follows that
cI,Φ,χ =
∑
W
cI,W ,Φ,χ (4.3.0.5)
where the sum taken over the set of all irreducible components of EI .
Remark 4.3.3. Note that the sum in (4.3.0.3) only involves I such that d | Ni for
each i ∈ I. Therefore the number of characters χ for which c(χ) = 1 and cI,Φ,χ 6= 0
for some I ⊂ TK will have an upper bound N which will only depend on (Y, h).
96 Chapter 4. Conjectures on exponential sums and conjectures on numerical data
The next result treats characters of conductor larger than one.
Theorem 4.3.4 ([Den91], Theorem 2.1 or [Den], Theorem 3.3). Given f and h as
above, we can take M ′ large enough so that the following hold for any local field L
over O with residue field characteristic at leastM ′ and any character χ on O×L which
is non-trivial on 1 +ML. Suppose that Φ is residual and that Cf (Fq) ∩ Supp(Φ) ⊂
f
−1(0), where Cf is the locus given by gradf = 0. Then one has
ZΦ(L, χ, s, f) = 0.
Note that there is also another expression of cI,Φ,χ, based on Grothendieck’s trace
formula given in detail in [Den91]. We will not use this in our paper.
4.4 Proof of theorem 4.1.4
In this section, we will prove theorem 4.1.4. The proof of the second part is
similar to the proof of the first part and will be treated more shortly at the end of
the section.
We recall some notation from section 4.3. Let f be as in conjecture S.1. Let K
be a number field containing all coefficients of f , O be the ring of integers of K; by
supposition we have f ∈ O[x]. We fix an embedded resolution (Y, h) of D(f)K and
a number M ′ such that h has good reduction and induces an embedded resolution
of D(f)Fq whenever char(Fq) > M ′ and Fq is an algebra over O. Moreover we
suppose that for the numerical data (νi, Ni)i∈TK of (Y, h) we have Ni < M ′ and that
f moduloML is nonzero. From now on we consider local fields L over O and with
residue field characteristic larger than M ′. We recall Lemma 5.1 from [CNb], see
also Lemma 3.5.1 from chapter 3.
Lemma 4.4.1 ([CNb]). Let L be a local field as above and Vf,L be the set of critical
values z of f in L. Then #(Vf,L) has an upper bound e which does not depend on
L. Furthermore, up to enlarging M ′, the following holds:
1. for all z ∈ Vf,L, we have ordL(z) = 0;
2. for any two distinct points z1, z2 in Vf,L, we have ordL(z1 − z2) = 0;
3. if x ∈ OnL is such that ordL(f(x)− z) = 0 for all z ∈ Vf,L, then x, resp. x, is
a regular point of f , resp. f := (f mod ML),
Write Vf = {z1, . . . , ze} for the set of critical values of f over C (in particular,
this value of e can serve for Lemma 4.4.1). Let L be a local field as above. Up to
reindexing the elements of Vf , we can assume that Vf,L = {z1, . . . , zr} with r ≤ e.
For each 1 ≤ i ≤ r, put
Φi,L := 1{x∈OnL|ordL(f(x)−zi)>0} : L
n → C
for the characteristic function of {x ∈ OnL | ordL(f(x) − zi) > 0}. Because f ∈
OL[x1, . . . , xn] and by Lemma 4.4.1 we see that Φi,L is residual for all 1 ≤ i ≤ r, and
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that Supp(Φi,L) ∩ Supp(Φj,L) = ∅, if i 6= j. Write Φ0,L := 1OnL −
∑r
i=1 Φi,L. Clearly
Φ0,L is also residual. Now we have the following formula
Ef,L,ψz =
∫
OnL
Ψ(zf(x))|dx| (4.4.0.1)
=
r∑
i=0
∫
OnL
Φi,L(x)Ψ(zf(x))|dx| (4.4.0.2)
=
r∑
i=1
∫
OnL
Φi,L(x)Ψ(z(f(x)− zi))Ψ(zzi)|dx|+ EΦ0,L(f, L, ψz) (4.4.0.3)
=
r∑
i=1
Ψ(zzi)EΦi,L(fi, L, ψz) + EΦ0,L(f, L, ψz), (4.4.0.4)
where fi(x) = f(x)− zi for 1 ≤ i ≤ r. For all local field L as in above, one has
EΦ0,L(f, L, ψz) = 0 if ord(z) < −1 . (4.4.0.5)
Indeed, this follows from Lemma 4.4.1 and from Cf ∩ Supp(Φ0,L) = ∅ (see remark
4.5.3, [Den]). The implication from conjecture N.1 for a polynomial f to conjecture
S.1 for f relies on the following result.
Proposition 4.4.2. Suppose that z1 = 0 is a critical value of f . If conjecture N.1
holds for an embedded resolution (Y, h) of D(f)K then there exists a positive number
M such that
|EΦ1,L(f, L, ψz)| ≤Mmn−1z q−σ(f)mzL
for all local fields L as above and all z ∈ L with mz = − ord(z) ≥ 2.
We recall a variant of the Lang-Weil estimates from [Mus, Prop. 6.6], and show
some corollaries.
Proposition 4.4.3. Let k = Fq be a finite field and X ↪→ Pnk be an irreducible
closed subvariety of degree d > 0 and dimension r. Suppose that X splits into m
irreducible components over ka, the algebraic closure of k. Then there are positive
constants cX and c′X such that for every l ≥ 1 we have
|#X(Fql)−mqlr |≤
(d−m)(d− 2m)
m
ql(r−
1
2 ) + cXql(r−1), if m|l and
#X(Fql) ≤ c′Xql(r−1) if m - l
In particular, if X is smooth then we can take c′X = 0 and cX only depends on n, d, r.
Note that bounds from the case m - l even hold when X is a general (not necessarily
closed) subvariety of Pnk .
Corollary 4.4.4. Let W be an irreducible component of EI over Fq. If W is not
geometrically irreducible then W (Fq) = ∅. In particular, for all characters χ of O×L
and all residual Schwartz-Bruhat functions Φ we have cI,W ,Φ,χ = 0.
Proof. This claim follows from the smoothness of W and by the final part of propo-
sition 4.4.3.
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We also need the following result from [RL05].
Lemma 4.4.5. Let O be a ring of integers. Let d > 1 be an integer, Z ⊂ AnO be a
subscheme such that Z ⊗ C is an irreducible subvariety of AnC of dimension r, and
F : Z → Gm,O be a regular morphism. Suppose that there does not exist a regular
morphism g : Z ⊗ C → Gm,C such that gd equals the restriction of F ⊗ C. Then
there exists constants c and M ′ such that for all finite fields Fq of characteristic at
least M ′ such that Fq is an algebra over O and all nontrivial characters of F×q of
order d, one has
| ∑
x∈Z(Fq)
χ(F (x))| ≤ cqr−1/2. (4.4.0.6)
Proof. See [RL05, Theorem 1.1]
We fix a uniformizer $L of OL for each local field L over O. For each z ∈ L×
with mz = − ord z ≥ 2 we can write z = $mzL uz, where uz ∈ O×L . We recall another
lemma from [CNb].
Lemma 4.4.6 ([CNb], lemma 4.1). There exist a positive constant C such that for
all local fields L as above and for all z ∈ L× with mz ≥ 2 we have
|ZΦ1,L(L, χtriv, 0, f) + Coefftmz−1
(t− qL)ZΦ1,L(L, χtriv, s, f)
(qL − 1)(1− t) | ≤ Cm
n−1
z q
−mzσ(f)
L .
We will now estimate the other terms of Proposition 4.3.1. By Theorems 4.3.2
and 4.3.4 we may focus on non-trivial characters χ with conductor c(χ) one.
Let d > 1 be an integer and I ⊂ TL such that EI 6= ∅ and d|Ni for all i ∈ I. Let
χ be a character of O×L of order d and Fχ as in section 4.3. Let W be an irreducible
component of EI such thatW (kL) 6= ∅. By proposition 4.4.3 and since EI is smooth
one has that W is geometrically irreducible and of dimension m = n−#(I). As in
section 4.3 we write
◦
W = W ∩
◦
EI . We have the following proposition.
Proposition 4.4.7. Choose I ⊂ TL such that EI 6= ∅. Then there exists positive
constants M ′ and CI depending only on I, h, and f , such that for all local fields L
over O and with residue field characteristic at least M ′, and with W any irreducible
component of EI , one has
|gχ−1Coefftm−1(q−nL cI,W ,Φ1,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−mσ(f)+σIL m#(I)−1 (4.4.0.7)
for all m ≥ 2, with
σI = σ(f)− 12 −
∑
i∈I
Ni(σi − σ(f)).
If furthermore the power condition is not satisfied for W , i.e., there exists no open
W ′ of W ⊗ C such that the induced resolution (f, hC) satisfies the power condition
witnessed by (I,W ′, g, d) for some g and where W reduces to W , then we can choose
cI such that
|gχ−1Coefftm−1(q−nL cI,W ,Φ1,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−mσ(f)+σ(f)−1L m#(I)−1
(4.4.0.8)
for all m ≥ 2.
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Proof. We have
Coefftm−1
∏
i∈I
tNiq−νiL
1− tNiq−νiL
=
∑
(ai)i∈I∈AI,m
q
−
∑
i∈I νi(ai+1)
L ,
where AI,m = {(ai)i∈I ∈ N#(I) | ∑i∈I Ni(ai + 1) = m − 1}. For each (ai)i∈I ∈ AI,m
we have
−∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
= −∑
i∈I
Ni(ai + 1)(σi − σ(f))− (m− 1)σ(f)
≤ −(m− 1)σ(f),
since σi ≥ σ(f) for all i. Since #(AI,m) ≤ m#(I)−1 we deduce that
|Coefftm−1
∏
i∈I
tNiq−νiL
1− tNiq−νiL
| ≤ m#(I)−1q−(m−1)σ(f)L
We additionally observe that for each (ai)i∈I ∈ AI,m we have
−∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
= −∑
i∈I
Ni(ai + 1)(σi − σ(f))− (m− 1)σ(f)
≤ −mσ(f) + σI ,
where σI = σ(f)− 12−
∑
i∈I Ni(σi−σ(f)). By the Lang-Weil estimates of Proposition
4.4.3, there exists a positive constant CI depending only on W such that
|cI,W ,Φ1,L,χ| ≤ #(
◦
W (kL)) ≤ CIqdim(W )L = CIqn−#(I)L .
The absolute value of the Gauss sum gχ−1 is q−1/2L . Combining, we find
|gχ−1Coefftm−1(q−nL cI,W,Φ1,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−mσ(f)+σIL m#(I)−1
for allm ≥ 2. This proves the first inequality (4.4.0.7). Using Corollary 4.4.5 instead
of the Lang-Weil estimates (which is allowed by the absence of the power condition),
we see that there exists a positive constant CI depending only on I such that
|gχ−1Coefftm−1(q−nL cI,W ,Φ1,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−mσ(f)+σ(f)−1L m#(I)−1,
as desired for the inequality from (4.4.0.8).
Let (Y, h) be an embedded resolution of D(f)K as in sections 4.2, 4.3. Then h
induces an embedded resolution h of D(f)K′ for all fields K ′ ⊃ K and an embedded
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resolution h of D(f)Fq and of D(f)Faq for all finite fields Fq which is an algebra over
O and char(Fq) > M ′.
As in section 4.1.2, when F is a field and if h induces an embedded resolution
hF of D(f)F ( or D(f)F ) over F , we will denote by {Ei}i∈TF the set of irreducible
components of the reduced scheme of h−1F (D(f)F ) (resp. h−1F (D(f)F )). For all
finite fields Fq with char(Fq) > M ′, one has TC = TFaq = J and there exists a
natural correspondence between irreducible component Ei of the reduced scheme of
h−1C (D(f)C) with its reduction Ei over Faq which is an irreducible component of the
reduced scheme of h−1Faq (D(f)Faq ). Moreover for each I ⊂ J we also have a natural
bijection between
{irreducible components of EI} ←→ {irreducible components of EI} (4.4.0.9)
given by W corresponding to its reduction W . (Since I is a subset of J , we consider
the components over C, or over Faq .)
Lemma 4.4.8. We can find a finite extension K ′ of K with the following properties
1. For all I ⊂ J and W is an irreducible component of EI then W is already
defined over K ′.
2. For any I ⊂ J and W any irreducible component of EI , we can find finitely
many affine open subsets (Vj)j∈JW of Y such that Vj is defined over K ′ for
all j and W ⊂ ∪j∈JWVj. Moreover, we can write f ◦ h|Vj = uj
∏
i∈I y
Ni
ij as in
(4.1.2.1) such that uj, yij are defined over K ′ for all i ∈ I and j ∈ JW . If
moreover (f, h) satisfies the power condition, then there are witnesses defined
over K ′. Namely, the power condition is witnessed by some (I,W ′, g, d) where
W ′ = Vj ∩W for some j and gd = uj, and g is defined over K ′.
Proof. This lemma follows from the algebraically closed case, by taking a field of
definition over K.
Corollary 4.4.9. Let O′ be the ring of integers of K ′ for a well-chosen finite field
extension K ′ of K as in Lemma 4.4.8, and use notation of that lemma. Up to
enlarging M ′, we can suppose that for each finite field Fq which is an algebra over
O′ and with char(Fq) > M ′ we have that the reductions of the data from Lemma
4.4.8 are defined over Fq. Namely,
1. For all I ⊂ J = TFaq and for any irreducible component W of EI , the reduction
W of W , via (4.4.0.9), is defined over Fq
2. For each I ⊂ J and for any irreducible component W of EI , let finitely many
affine open subsets (Vj)j∈JW of Y be given such that Vj is defined over K ′
for all j, such that W ⊂ ∪j∈JWVj and such that f ◦ h|Vj = uj
∏
i∈I y
Ni
ij as in
(4.1.2.1) with moreover the uj, yij defined over K ′ for all i ∈ I and j ∈ JW .
Then the reductions (V j)j∈JW , uj, and yij are defined over Fq.
Suppose moreover for some j ∈ JW with W ′j = W ∩ Vj 6= ∅ there exists an
integer d > 1 such that d|Ni for all i ∈ I. Let W ′j be the reduction of W ′j via
(4.4.0.9), suppose that there is a regular function g in O(W ′j) such that
u|
W
′
j
= gdj
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with gj defined over Faq . Then there exists a regular function gj in O(W ′j) such
that
uj|W ′j = gdj
with gj defined over K ′ and gj the reduction of gj.
Proof of proposition 4.4.2. Let L be a local field as in proposition 4.4.2. Then there
exist finitely many character χ of O×L with c(χ) = 1 and with 1 < order(χ)|Ni for
some i ∈ TL. Denote by Π the set of all such characters, thus #Π ≤ N with N as
in remark 4.3.3. Fix I and let W be an irreducible component of EI .
If W is not geometrically irreducible then by Corollary 4.4.6 we have W (kL) = ∅
and cI,W ,Φ1,L,χ = 0 for all characters χ of O×L . Suppose now that W is geometrically
irreducible. Let χ ∈ Π be such that 1 < d = order(χ) and such that d|Ni for all
i ∈ I. Take CI as in Proposition 4.4.7, as in (4.4.0.7), resp. in (4.4.0.8), according
to whether the power condition is satisfied or not.
Case 1: The power condition is not satisfied for W (see Proposition 4.4.7).
Case 2: The power condition is satisfied and witnessed by some W ′ which
reduces to an open of W .
If conjecture N.1 holds for f then we have in case 2 that
σI ≤ 0.
Hence, in both cases 1 and 2 there is a positive constant CI such that (4.4.0.8) holds,
that is, such that
|gχ−1Coefftm−1(q−nL cI,W ,Φ1,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−mσ(f)+σ(f)−1L m#(I)−1
(4.4.0.10)
for allm ≥ 2 and uniformly in L as needed. On the other hand, we have σ(f) ≤ 1. So
the Proposition 4.4.2 follows from (4.4.0.7) of Proposition 4.4.7 by using the formula
(4.3.0.5), Lemma 4.4.1 and Proposition 4.3.1. This proves proposition 4.4.2.
We have in fact obtained one direction of the first item of Theorem 4.1.4, recap-
italised as follows.
Proof that conjecture N.1 for f and some h implies conjecture S.1 for f . By Propo-
sition 4.4.2, (4.4.0.1) and (4.4.0.5), it follows that conjecture N.1 for a polynomial
f implies conjecture S.1 for f .
We now focus on the inverse implication, namely, that conjecture S.1 for f implies
conjecture N.1 for f and all h.
Let {z1, ..., ze} be the set of critical values of f and put fi = f − zi for 1 ≤ i ≤ e.
For each 1 ≤ i ≤ e we take an embedded resolution (Yi, hi) of D(fi)K . Let K ′ be a
finite extension of K such that all critical values of f belong to K ′ and such that
lemma 4.4.8 is verified for each of the (Yi, hi). Let M ′ be such that lemma 4.4.1 and
corollary 4.4.9 are verified each of the (Yi, hi). Let
Ji = J(hi)
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be the index set of irreducible components of h−1i (Z(fi)). For i with 1 ≤ i ≤ e,
consider the set
Ai
consisting of all the irreducible components W of the EI for I ⊂ Ji which witness
the power condition for (fi, hi) (namely, there are some d and some g such that
(I,W, g, d) witnesses the power condition for(fi, hi)). For each W ∈ Ai, let dW > 1
be the maximal integer which witnesses the power condition on W for (fi, hi) for
some g, and set
ρW = σ(f)− 12 −
∑
i∈I
Ni(σi − σ(f))
and
NW =
∑
i∈I
Ni,
where W is an irreducible components of EI and I ⊂ Ji. Put
ρ = max{ρW | W ∈ Ai, i = 1, . . . , e}
and
N = min{NW | W ∈ Ai, ρW = ρ, i = 1, . . . , e}.
Finally put
Bi = {W ∈ Ai | ρW = ρ and NW = N}.
Proof that conjecture S.1 for f implies conjecture N.1 for f and any h. Suppose that
conjecture S.1 is true for f but conjecture N.1 is false for f and h. This implies that
ρ > 0. (4.4.0.11)
We need to find a contradiction. For W ∈ Ai and for all local fields L containing
K ′ and with char(kL) > M ′, and for all characters χ of O×L with conductor cχ = 1,
we have by lemma 4.4.8, corollary 4.4.9 and formula 4.3.0.4 that
cI,W ,Φi,L,χ = #
◦
W (kL)
whenever χdW = 1, and, that
cI,W ,Φi,L,χ = 0
when χdW 6= 1. By Dirichlet’s theorem on arithmetic progressions, we can find L
with arbitrarily large residue field characteristic and such that dW |pL − 1 for all
W ∈ Ai and all i. For each i and each W ∈ Ai we call GW,L the subgroup of order
dW of the group of characters of O×L which are trivial on 1 +ML.
Put m = N + 1, fix z of order −m. Write z = u$−mL for some uniformizer $L
of OL. By 4.3.1, 4.4.6, 4.4.7, (4.4.0.1), and the Lang-Weil estimates 4.4.3, we have
|Ef,L,ψz | = |
e∑
i=1
ΨL(zzi)
∑
W∈Bi
∑
χ∈GW,L\{1}
χ(u)q
1
2
Lgχ−1|q−mσ(f)L qρL + o(mn−1q−mσ(f)L qρL),
(4.4.0.12)
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where ΨL = exp(2piiTrL/QpL ). Let us put
A = |
e∑
i=1
ΨL(zzi)
∑
W∈Bi
∑
χ∈GW,L\{1}
χ(u)q
1
2
Lgχ−1|.
By Corollary 4.3 of [CGH16], there is a constant c > 0 such that for infinitely many
L of aribitrarily large residue field characteristic one has for some z of order −m
that c ≤ A. Combined with (4.4.0.12) and (4.4.0.11) this gives a contradiction to
S.1 for f . Hence, conjecture N.1 must hold for f and h. But then conjecture N.1
must hold for f and any h, since we can always assume that h is defined over the
algebraic closure of Q (for example by the first order completeness of the theory of
algebraically closed fields of characteristic zero).
Proof of theorem 4.1.4. We have already proved the first item of theorem 4.1.4. For
the second item, if Z is a closed subset of Z(f) then 4.4.6 is true if we replace Φ1,L
by ΦZ,L and σ(f) by lctZ(f). If W, I, d are as in the formulation of conjecture N.2,
in the case Z ∩h(W ) = ∅ one has cI,W ,ΦZ,L,χ = 0 and there is nothing to do. If W is
an irreducible component of EI with W 6= ∅ and h(W ) ⊂ Z, then 4.4.7 is still true
if we replace Φ1,L by ΦZ,L and σ(f) by lctZ(f). If Z ∩ h(W ) 6= ∅ but h(W ) * Z,
we note that dim(h−1(Z) ∩W ) ≤ n− |I| − 1, so by the Lang-Weil estimates 4.4.3,
there exists a constant CI only depend on (Y, h) such that
|cI,W ,ΦZ,L,χ| ≤ #(h
−1(Z) ∩W ) ≤ CIqn−|I|−1L ,
so for such W we get
|gχ−1Coefftm−1(q−nL cI,W ,ΦZ,L,χ
∏
i∈I
(qL − 1)tNiq−νiL
1− tNiq−νiL
)| ≤ CIq−m lctZ(f)+lctZ(f)−
3
2
L m
#(I)−1
for all m ≥ 2. Now the discussion for the proof of first item of Theorem 4.1.4 can
be repeated, with lctZ(f) ≤ 1 instead of σ(f).
The following corollary relates to the uniform aspect in (1.2.2) of Conjecture 1.2
of [CV16]. In fact, such uniform behavior of bounds on exponential sums follows
much more generally from the conjectures on numercial data and the results of this
paper.
Corollary 4.4.10. If conjecture N.2 is true for each polynomial fy(x) = f(x)−f(y)
where y ∈ Cn and with Z = {y}, then conjecture S.2 for f and with Z = {y} holds
uniformly in y ∈ (Oint)n, where Oint is the integral closure of O in C. Namely, one
can choose M and M ′ as in conjecture S.2 for f , Z = {y} but with lcty(fy) replaced
by ay,L = miny′∈y+(ML∩Oint)n lcty′(fy′), where M and M ′ do not depend on y and L
is a local field over O of residue field characteristic at least M ′.
Proof. Write {z1, ..., ze} for the set of critical values of f . If one has ord(f(y)−zi) = 0
for each i, then there is nothing to do, by a reasoning as for (4.4.0.5). Since the
formula 3.6.1.1 and section 3.6 in chapter 3, we may in fact assume that f(y) = zi
for some i. In the proof of the implication from N.2 to S.2, the choices of M ′ and
of M can be made depending only on a fixed embedded resolution (Yi, fi) where
fi(x) = f(x)− zi. This gives the desired uniformity.
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