ABSTRACT. The system x' Ax + f(x) of nonlinear vector differential equations, where the nonlinear term f(x) is quadratic with orthogonality property xTf(x) 0 for all x, is point-dissipative if uTAu < 0 for all nontrivial zeros u of f(x).
I. INTRODUCTION.
We are concerned with a class of nonlinear vector equations of the form x Ax + f(x)
where the nonlinear term f(x) is quadratic of the form f(x) (1.1)
The n n matrices Ci} are symmetric with the orthogonality property xTf(x) =0 (1.2) for all x.
We are interested in investigating the conditions on the n n matrix A and f(x) so that the system is point-dissipative, i.e., there is a bounded region which every trajectory of the system eventually enters and remains within.
II. DEFINITIONS. For each vector x T (ix I, x2
Xn), we define the matrix C(x) In addition to the standard vector addition and scalar multiplication in Rn, this multiplication xQy gives the vector space R n an additional structure of a commutative but generally non-associative algebra B. The algebra B is determined uniquely by the symmetric n x n matrices {Ci}. This algebra has been studied by many specially by Markus [1] , Gerber, [2] , and Frayman [3] .
Some algebraic properties of this algebra B will be used to investigate the conditions for point-dissipativeness of the system (1.1). We arc specially interested in the concepts of nilpotent and idempotcnt elements of the algebra B. A nilpotcnt clement v # 0 satisfies f(v) vQv 0, while an idempotent element v 0 satisfies f(v) vQv v.
It has been proved [3] that in any such algebra B (with or without the orthogonality property xT(xQx) 0 for all x) generated by any given n symmetric matrices {Ci}, there exists at least one of these elements.
In our case, because of the orthogonality property (1.2), there cannot exist an idempotent element in the algebra B. For, if u # 0 is an idempotcnt, then 0 uTf(u) uT(uQu) uTu Ilull 2 0 gives us a contradiction. Hence, there must exist at least one nilpotent element in the algebra B. Again by (2.3), a scalar multiple of a nilpotent is also a nilpotcnt. Hence, the nonlinear quadratic term f(x) in (1.1) has at least one 1-dimensional subspacc of zeros.
As an example of system (1.1) with orthogonality property (1.2), we cite the Lorenz system: 
is bounded. Hence we can choose r 0 > 0, sufficiently large, so that the level set (sphere) V(x) r 0 contains in its interior the bounded set S. We choose the interior of the sphere V(x) r 0 to be our bounded region G. Let P0 be a point outside of G and O(t, P0) be the solution of (1.1) with O(0,P 0) P0" Let V(x)= r be the level set of V(x) passing through P0" Clearly r > r 0. Let H be the annular closed region formed by the two concentric spheres V(x) r and V(x) r 0. Since the bounded set S lies inside the sphere V(x) r 0, (x) < 0 on H. Therefore, V(O(t, P0)) is a decreasing function of on H. Hence, the trajectory of O(t, P0)) must enter the sphere V(x) r and cannot go outside of the sphereV(x) r at any time > 0. Suppose that the trajectory of O(t, P0) cannot enter the region G. Then it must remain in H for all time > 0. It must have a limit point P in H. By using standard proof we can show that V (P) 0 which gives us a contradiction as V (x) < 0 on H. Hence, the trajectory of O(t, P0) must eventually enter the bounded region G and cannot go out of G by the decreasing property of V(O(t, P0)) and therefore must remain in G.
IV. THEOREM. For n 2, 3, the system x" Ax + f(x) is point-dissipative if and only if uTAu < 0 for all nontrivial zeros u off(x).
For n 2, the theorem has already been proved by Bose and Reneke [1 ] . Hence we will give the proof for n 3. In order to prove the theorem, all we need to show is that the condition uTAu < 0 for all nontrivial zeros of f(x) implies that there exists a vector at such that the matrix C(at) is positive definite. Hence, by Lemma 1, the theorem will be proved.
We also need the following definitions and lemmas: DEFINITION PROOF OF THE THEOREM. That the condition "uTAu < 0 for all nontrivial u in Z" is necessary follows from (4.1). Hence we need only to show that it is also sufficient.
The proof of the theorem depends on the nature of the set Z of all zeros of f(x). We need to consider the following cases: 
