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Abstract
Using an elementary phase-plane analysis combined with some recent results on topological horseshoes and fixed points for
planar maps, we prove the existence of infinitely many periodic solutions as well as the presence of chaotic dynamics for a simple
second order nonlinear ordinary differential equation arising in the study of Lazer–McKenna suspension bridges model.
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1. Introduction and statement of the main results
The aim of this paper is to present a second order ODE exhibiting complex dynamics. Our example is motivated
by a simplified version of the Lazer–McKenna model for oscillations of suspension bridges subject to an external
periodic forcing term [12,13]. The study of this model turned out to be an extremely seminal ground from the point
of view of the applications [14] as well as for the presence of many interesting theoretical problems connected to
the existence/nonexistence and multiplicity of solutions to ordinary and partial differential equations. In recent years,
various numerical investigations have given evidence of the existence of chaotic-like solutions in the case of some
periodically forced second order ODEs which represent a simplification of the model (see, for instance, [1,4–8]).
In the present article we pursue such kind of research from a different point of view. More precisely, we show that
even in a very simplified version of the equations it is possible to produce a quite complicated response by applying
possibly small but suitably chosen external periodic perturbations. Indeed, we will prove that the chaotic-like outcome
does not depend by the amplitude of the perturbation or by the internal parameters of the system: we only require the
presence of a small (or even null) friction and to have the liberty to tune the time at which the external forcing
changes its sign. The argument of the proof, which is based on a combination of Kennedy–Yorke [10] and Papini–
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elementary considerations about trajectories in the phase-plane are used.
In order to start with the presentation of our main result, we recall the definition of chaos which is used in this
work.
Definition 1.1. Let Z be a metric space, let ψ : Z ⊇ Dψ → Z be a map and D ⊆ Dψ a nonempty set. Assume also
that m 2 is an integer. We say that ψ induces chaotic dynamics on m symbols in the set D if there exist m nonempty
pairwise disjoint compact sets
K1,K2, . . . ,Km ⊆D
such that, for each two-sided sequence (si)i∈Z ∈ Σm := {1, . . . ,m}Z, there exists a corresponding sequence
(wi)i∈Z ∈DZ with
wi ∈Ksi and wi+1 = ψ(wi), ∀i ∈ Z (1)
and, whenever (si)i∈Z is a k-periodic sequence (that is, si+k = si , ∀i ∈ Z) for some k  1, there exists a k-periodic
sequence (wi)i∈Z ∈DZ satisfying (1).1
This definition is taken from [11] (with minor variants) and agrees with other ones considered in the literature
about chaotic dynamics for ODEs with periodic coefficients (see [2,21]), where ψ is the Poincaré map associated to a
differential system. We notice that if the map ψ fulfils Definition 1.1 and is continuous on
K :=
m⋃
i=1
Ki ⊆D,
then there exists a nonempty compact set
Λ ⊆K
which is invariant for ψ and such that ψ |Λ is semiconjugate to the two-sided Bernoulli shift on m symbols. Moreover,
the subset of Λ made by the periodic points of ψ is dense in Λ and the counter image (by the semiconjugacy) of any
periodic sequence in Σm contains a periodic point of ψ (see [19] for the details). Note that the semiconjugation to
the Bernoulli shift is one of the typical requirements for chaotic dynamics. In our application, the function ψ will be
the Poincaré map associated to a T -periodic non-autonomous second order ODE and the condition ψn(z) ∈ Ki will
provide precise information about the oscillatory behaviour of the solution (with initial point in z) along the interval
[nT , (n+ 1)T ].
Our main theoretical tool is a result developed from [17,18] that we recall here for the reader’s convenience. First
of all, we introduce some terminology. We define a path γ in a space X as a continuous mapping γ : R ⊇ [a, b] → X.
We set γ¯ := γ ([a, b]). Without loss of generality (possibly reparameterizing γ ), we can assume [a, b] = [0,1]. By a
sub-path σ of γ we mean just the restriction of γ to a compact subinterval of its domain. An arc is the homeomorphic
image of the compact interval [0,1]. By an oriented rectangle we define a pair
R˜ := (R,R−),
where R⊆ R2 is homeomorphic to the unit square [0,1]2 and
R− :=R−1 ∪R−2
is the disjoint union of two compact arcs R−1 ,R−2 ⊆ ∂R. Since ∂R is a Jordan curve (the image of a simple closed
curve) we have that ∂R \ (R−1 ∪R−2 ) consists of two open arcs. We denote the closure of such open arcs by R+1 and
R+2 . We can always label the compact arcs R±i (i = 1,2) and take a homeomorphism h : [0,1]2 → h([0,1]2) =R so
that the left and right sides of [0,1]2 are mapped toR−1 andR−2 while the lower and upper sides of [0,1]2 are mapped
to R+1 and R+2 , respectively.
Suppose now that φ : R2 ⊇ Dφ → R2 is a continuous map and let A˜ := (A,A−) and B˜ := (B,B−) be oriented
rectangles. Let also H⊆A∩Dφ be a compact set.
1 For k = 1 this simply means that in each of the Ki ’s there is at least a fixed point of ψ .
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(H, φ) : A˜ −→B˜,
if the following conditions hold:
• φ is continuous on H;
• for every path γ : [a, b] →A such that γ (a) ∈A−1 and γ (b) ∈A−2 (or γ (a) ∈A−2 and γ (b) ∈A−1 ), there exists a
subinterval [t ′, t ′′] ⊆ [a, b] such that
γ (t) ∈H, φ(γ (t)) ∈ B, ∀t ∈ [t ′, t ′′]
and, moreover, φ(γ (t ′)) and φ(γ (t ′′)) belong to different components of B−.
In the special case in which H=A, we simply write
φ : A˜ −→B˜.
The following one is our key result for the proof of infinitely many periodic points and chaotic-like dynamics for
the Poincaré map of a first order differential system in the plane.
Theorem 1.1. Let ψr,ψs : R2 → R2 be continuous maps and let P˜ := (P,P−) and O˜ := (O,O−) be oriented
rectangles. Suppose that the following conditions are satisfied:
(Hr ) There exists m 2 pairwise disjoint compact sets K1, . . . ,Km ⊆P such that
(Ki ,ψr) : P˜ −→O˜, ∀i = 1, . . . ,m;
(Hs) ψs : O˜ −→P˜.
Then the map ψ := ψs ◦ψr induces chaotic dynamics on m symbols in the set
K :=
m⋃
i=1
Ki .
Moreover, for each sequence of m symbols s = (sn)n ∈ {1, . . . ,m}N, there exists a compact connected set Cs ⊆ Ks0
with
Cs ∩P+1 = ∅, Cs ∩P+2 = ∅
and such that, for every w ∈ Cs there exists a sequence (yn)n with y0 = w and
yn ∈Ksn , ψ(yn) = yn+1, ∀n 0.
Proof. We claim that
(Ki ,ψ) : P˜ −→P˜, ∀i = 1, . . . ,m.
Indeed, let γ : [0,1] → P be a path such that γ (0) ∈ P−1 and γ (1) ∈P−2 and let i ∈ {1, . . . ,m} be fixed. By (Hr ) there
exists a compact interval [t1, t2] ⊆ [0,1] such that γ (t) ∈ Ki and ψr(γ (t)) ∈ O for every t ∈ [t1, t2]. Moreover, we
have that ψr(γ (t1)) and ψr(γ (t2)) belong to different components of O−. Without restriction, we suppose that
ψr
(
γ (t1)
) ∈O−1 , ψr(γ (t2)) ∈O−2
(if the reverse situation occurs, the argument needs only obvious modifications). We consider now the path
σ : [t1, t2] →O, σ (t) := ψr
(
γ (t)
)
.
By (Hs) there exists a compact interval [t ′, t ′′] ⊆ [t1, t2] such that ψs(σ (t)) ∈P for every t ∈ [t ′, t ′′] and also ψs(σ (t ′))
and ψs(σ (t ′′)) belong to different components of P−. Hence we find that
γ (t) ∈Ki and ψ
(
γ (t)
) ∈P, ∀t ∈ [t ′, t ′′].
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follows from some results in [17, Corollary 2.2 and Remark 2.5]. More precisely, we apply Theorem B.1 (see Appen-
dix B) with respect to the map ψ and the oriented rectangle P˜ . For the reader’s convenience, in Appendix B we put
the complete details leading to such a theorem. 
Now we are ready to present our application to second order ODEs.
Let k, r , s, τr , τs be positive real numbers and consider the periodically forced second order scalar differential
equation
u′′ + ku+ = pr,s(t) (2)
where pr,s : R → R is a periodic function of period
T = Tr,s := τr + τs, (3)
defined on [0, T [ by
pr,s(t) :=
{
r, for 0 t < τr ,
−s, for τr  t < τr + τs, (4)
and then extended to the real line by T -periodicity. As usual, u+ and u− are defined as
u+ := max{u,0} = u+ |u|
2
, u− := max{−u,0} = |u| − u
2
,
in order to have u = u+ − u− and |u| = u+ + u−.
Our main result is the following:
Theorem 1.2. For any choice of k, r, s > 0 and any positive integer m 2, it is possible to find two intervals ]amr , bmr [
and ]ams , bms [ such that for every forcing term pr,s with τr ∈]amr , bmr [ and τs ∈]ams , bms [ the Poincaré map associated
to (2) induces chaotic dynamics on m symbols in the plane. The precise behavior of the solutions can be described as
follows:
There exists a positive integer 
 such that for each two-sided sequence s = (si)i∈Z ∈ {1, . . . ,m}Z, there exists
a solution u(·) = us such that
u(iT ) < 0, u′(iT ) < 0, u(iT + τr) < 0 < u′(iT + τr ), ∀i ∈ Z.
Moreover, for every i ∈ Z,
• u(·) as well as u′(·) has precisely 2(
+ si) simple zeros in [iT , iT + τr ];
• u(·) < 0 is concave while u′(·) has precisely one simple zero in [iT + τr , (i + 1)T ];
• if s = (si)i∈Z ∈ {1, . . . ,m}Z is a periodic sequence, that is si+k = si for some k  1, then u(t + kT ) = u(t), for
every t ∈ R.
A lower estimate for the integer 
 can be computed in terms of the parameters k, r, s (see Appendix A).
Our result is stable with respect to small perturbations. Indeed we have:
Theorem 1.3. For any choice of k, r, s > 0 and any positive integer m  2, there exist two intervals ]amr , bmr [ and
]ams , bms [ such that for every
τr ∈
]
amr , b
m
r
[
and τs ∈
]
ams , b
m
s
[
,
there is δ > 0 such that for each c ∈ [−δ, δ] and any T -periodic forcing term p(·) with
T∫ ∣∣p(t)− pr,s(t)∣∣dt < δ, T = τr + τs,0
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u′′ + cu′ + ku+ = p(t). (5)
Our theorems may have some possible interest also from the point of view of the study of periodically forced
second order asymmetric oscillators (see [15] for an interesting survey about the state of the art about this topic). In
fact, our function g(s) := ks+ is in critical position with respect to the periodic Dancer–Fucˇik spectrum.
2. Proof of the main results
Let us consider equation
u′′ + ku+ = pr,s(t)
with k, r, s > 0 and pr,s defined as in (4) that we study as the equivalent first order system in the phase-plane{
x˙ = y,
y˙ = −kx+ + pr,s(t). (6)
The simple structure of system (6) makes clear the fact that for every initial point z0 = (x0, y0) ∈ R2 and every
t0 ∈ R, there exists a unique solution ζ(t) := ζ(t; t0, z0) of (6) such that ζ(t0) = z0. Hence, as a consequence of the
fundamental theory of ODEs, we have that the Poincaré map
ψ : z0 → ζ(t0 + T ; t0, z0) (7)
is a homeomorphism of the plane onto itself. As a first instance, we start at t0 = 0 and decompose ψ as
ψ = ψs ◦ ψr, (8)
where ψr and ψs are the Poincaré maps
ψr : z0 → ζ(τr ;0, z0), ψs : z0 → ζ(τr + τs; τr , z0). (9)
By the special form of pr,s we have that ψr and ψs are, respectively, the motions along the time intervals [0, τr ] and
[0, τs] associated to the dynamical systems defined by{
x˙ = y,
y˙ = −kx+ + r (Er )
and {
x˙ = y,
y˙ = −kx+ − s. (Es )
Both (Er) and (Es) are autonomous and conservative systems of the form{
x˙ = y,
y˙ = −g(x)
with g : R → R a Lipschitz function whose form is evident in both cases. The corresponding orbits in the phase-plane
lie on the level lines of the energy
E(x, y) := 1
2
y2 +G(x), G(x) :=
x∫
0
g(s) ds (10)
and are symmetric with respect to the x-axis. If P1 = (x1, y1) and P2 = (x2, y2) are points of the same orbit at time
t = t1 and t = t2, respectively, with x1 < x2 and y(t) = x˙(t) > 0 for all t ∈]t1, t2[, then from (10) we easily obtain the
time-mapping formula
t2 − t1 =
x2∫
x1
dx√
2
√
e − G(x) , where e := E(P1) = E(P2). (11)
The explicit expression of the potential energy in the two cases is:
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(A) g(x) = kx+ − r ⇒ G(x) = 12k(x+)2 − rx, in [0, τr ];
(B) g(x) = kx+ + s ⇒ G(x) = 12k(x+)2 + sx, in [0, τs].
In the sequel we also denote by Er and Es the energies (coming from (10)) associated to case (A) and (B), respectively.
Concerning (Er) (and the corresponding case (A)), we note that the system has a unique equilibrium point (x¯,0),
with
x¯ := r
k
which is a global center surrounded by periodic trajectories traversed clockwise. This follows from g(x)(x − x¯) > 0
for x = x¯ and G(x) → +∞ as x → ±∞ with x¯ the unique critical point of the potential energy. We denote by T (e)
the fundamental period of a (nontrivial) periodic orbit of (Er) at energy e, with
e > G(x¯) = min
R
G = − r
2
2k
.
On the other hand, with respect to (Es) (and the corresponding case (B)), we note that the motion along the orbits
always occurs with y′ < 0 (see Fig. 1).
Now we evaluate the time-mapping formulas for our particular orbits.
Case (A.1). At first we consider the orbits of system (Er) with energy e0  0. In this case, we find two points x0− and
x0+, with
0 x0− < x¯ < x0+,
such that G(x0−) = G(x0+) = e0. For x  0 we have G(x) = 12kx2 − rx. This is the elementary case of a harmonic
oscillator. We carry on the computations just for sake of completeness. From
2G(x) = kx2 − 2rx = k(x2 − 2x¯x)= k[(x − x¯)2 − x¯2],
we have
2
[
G
(
x0+
)−G(x)]= k[(x0+ − x¯)2 − x¯2]− k[(x − x¯)2 − x¯2]= k[(x0+ − x¯)2 − (x − x¯)2].
By substituting this expression in (11) we find the time for a quarter lap
x0+∫
x¯
dx
√
k
√
(x0+ − x¯)2 − (x − x¯)2
= 1√
k
x0+−x¯∫
0
du√
(x0+ − x¯)2 − u2
= 1√
k
1∫
0
(x0+ − x¯) dθ√
(x0+ − x¯)2 − (x0+ − x¯)2θ2
= 1√
k
1∫
dθ√
1 − θ2 =
π
2
√
k
.0
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T (e0) = 2π√
k
. (12)
Case (A.2). Now we consider the orbits of system (Er) with energy e0 > 0. We have two points x0− and x0+, with
x0− < 0 < x¯ < x0+
such that G(x0−) = G(x0+) = e0. In order to compute the half period, as the time needed to move from (x0−,0) to (x0+,0)
in the set y  0, we split such time in two parts, corresponding to the intervals [x0−,0] and [0, x0+]. Accordingly, for
the first interval, we find
0∫
x0−
1√
2(e0 − G(x)) dx =
1
r
0∫
x0−
r√
2(e0 + rx) dx =
1
r
(√
2e0 −
√
2
(
e0 − rx0−
) )= 1
r
√
2e0
(recall that G(x) = −rx for x  0).
On the other hand, by (11) and using the form of G(x) already developed in Case (A.1), for the second interval we
obtain
x0+∫
0
1
√
k
√
(x0+ − x¯)2 − (x − x¯)2
dx =
x¯∫
0
1
√
k
√
(x0+ − x¯)2 − (x − x¯)2
dx +
x0+∫
x¯
1
√
k
√
(x0+ − x¯)2 − (x − x¯)2
dx
= 1√
k
0∫
− x¯
x0+−x¯
dθ√
1 − θ2 +
π
2
√
k
= 1√
k
arcsin
(
x¯
x0+ − x¯
)
+ π
2
√
k
,
so that we have
T (e0) = 2
[
1√
k
arcsin
(
x¯
x0+ − x¯
)
+ π
2
√
k
]
+ 21
r
√
2e0.
Rewriting this expression in terms of e0 and x¯, we find
T (e0) = 2√
k
[
π
2
+ arcsin α√
2e0 + α2
]
+ 2
r
√
2e0, (13)
where we have set
α := x¯√k = r√
k
.
This ends the computations for Case (A.2).
From (12) and (13) we easily obtain
d
de0
T (e0) =
{
0, ∀e0 ∈ ]− r22k ,0[,
k
√
8e0
r(r2+2ke0) > 0, ∀e0 ∈ [0,+∞),
and therefore we see that T is a monotone nondecreasing function (and strictly increasing on [0,+∞)). Moreover,
T (e0) → +∞, as e0 → +∞.
Having thus obtained the precise value of T (e0) for system (Er) (for any possible energy e0) we consider now
system (Es). In such a situation we are interested in evaluating the time needed to run (in the clockwise sense) from a
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that we define as the time along the trajectory from (x1, y1) and (d,0) (this latter one is the intersection point of the
energy line with the x-axis).
Case (B.1). At first we consider the orbits of system (Es) with energy e1  0. In this case, the level lines are contained
in the half plane x  0 and therefore G(x) = sx and
sd = e1.
Hence (11) yields
σs(x1, d) =
d∫
x1
dx√
2(sd − sx) =
1
s
√
2s(d − x1).
Case (B.2). We should consider the orbits of (Es) with energy e1 > 0. We skip out the corresponding computations
since they are not used in the sequel.
We can now study the effect of the forcing term pr,s(t), that is, investigate what happens by switching from system
(Er) to system (Es) (and vice versa). To this end, we consider the intersection of orbits of the two systems, by means
of the intersection of the corresponding energy lines. More precisely, we consider a level line of (Er) passing through
a point (c,0) and a line of (Es) passing through (d,0) with
c < d < 0
and denote by (xˆ, yˆ) (with yˆ > 0) the intersection point in the upper half plane (see Fig. 2).
Recalling that for x  0, we have G(x) = −rx for (Er) and G(x) = sx for (Es), we easily obtain
xˆ = sd + rc
r + s =
s
r + s d +
r
r + s c.
The time σr(c, xˆ) for going from (c,0) to (xˆ, yˆ) along the shortest orbit path of (Er) is:
σr(c, xˆ) =
xˆ∫
c
dx√
2(rx − rc) =
1
r
(
2rs
r + s (d − c)
) 1
2
.
Fig. 2. Example of a trajectory of (Er ) overlapped to a trajectory of (Es). The configuration is reminiscent of the geometry associated to the linked
twist maps [22], although our situation does not enter in that framework.
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σs(xˆ, d) = 1
s
(
2rs
r + s (d − c)
) 1
2
.
Having all the estimates for the time-mappings at our disposal, we are now ready to enter the framework of The-
orem 1.1. Indeed, the way to get periodic and chaotic solutions for system (6) is based on the following elementary
procedure: using the fact that the period T (·) of the closed orbits of system (Er) is a strictly monotone function on
[0,+∞), we can construct a set P in the third quadrant whose inner and outer boundaries (P−1 and P−2 ) are level
line segments of Er and such that points on the inner boundary move faster than points of the outer boundary. Hence,
if we take a path γ contained in the third quadrant and joining such two boundary segments, we will find that (after
a sufficiently long time τr ) its image through ψr turns out to be a spiral-like line crossing at least twice the second
quadrant. In particular, we can select at least two sub-paths (say σ1 and σ2) of γ whose images through ψr cross
the second quadrant. We also define a rectangular subset O of the second quadrant (described later in more precise
terms) having as O−1 and O−2 two level line segments of Es and such that ψr(σ1) and ψr(σ2) admits sub-paths whose
images are contained in O and join O−1 to O−2 . When we switch to system (Es), we can prove that the image of such
sub-paths along ψs cross the set P in the right manner. Thus we can apply Theorem 1.1 provided we are free to tune
the switching times. The technical details for this argument now follow.
Let us fix two values η1 and η2 with
η2 > η1 > 0
and consider the compact annular region
Wη2η1 :=
{
(x, y): η1  Er (x, y) η2
}
surrounding the point (x¯,0).
The set Wη2η1 is invariant for the dynamical system associated to (Er). For each point P0 ∈Wη2η1 the orbit through
P0 is periodic with fundamental period T (e0), where T (e0) is like in (13) for e0 = Er (P0). We also define the sets
N η2η1 :=
{
(x, y): x  0, y  0, η1  Er (x, y) η2
}=Wη2η1 ∩ (−∞,0]2
and
Mη2η1 :=
{
(x, y): x  0, y  0, η1  Er (x, y) η2
}=Wη2η1 ∩ (−∞,0] × [0,+∞).
We are interested on the solutions of (Er) with initial point in N η2η1 which cross at least twice the set Mη2η1 .
If we introduce a system of polar coordinates (θ, ρ) with center at (x¯,0), we can express the solution ζ(·) =
ζ(·;0,P0) of (Er) with ζ(0) = P0 ∈N η2η1 as
ζ(t) = ∥∥ζ(t) − (x¯,0)∥∥ · (cos(θ(t,P0)), sin(θ(t,P0))).
For every t ∈ [0, τr ] and P0 ∈N η2η1 , the number
rot(t,P0) := θ(0,P0)− θ(t,P0)2π
represents the normalized angular displacement along the orbit of (Er) starting at P0 for the time interval [0, t] and
is also called the rotation number for P0 along [0, t]. By the constraint ζ(0) = P0 ∈N η2η1 for the initial point, we can
also assume
θ(0,P0) ∈
[
−π,−π
2
]
.
Notice that the definition is chosen in order to count positive the turns around the origin in the clockwise sense. By
the definition we see also that
rot(t,P0)
{
< 
 if and only if t < 
T (e0),
= 
 if and only if t = 
T (e0),
> 
 if and only if t > 
T (e0),
(14)
holds for every 
 ∈ N, 
 1, where we have set e0 = Er (P0). Recall that (14) is true as long as t  τr .
At this step we introduce a condition.
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 1 and m 2 such that

T (η2) > (
+m)T (η1). (15)
We observe that for any choice of 0 < η1 < η2 and m 2, it is always possible to find 
 (sufficiently large) in order to
have (15) satisfied. This is obvious from the fact that T is strictly increasing on [0,+∞) and therefore (H∗r ) will be
satisfied for

 >
mT (η1)
T (η2)− T (η1) .
Some specific lower bounds for 
 in terms of the parameters of the equation are given in Appendix A.
In view of assumption (15) we fix t∗ with
(
 +m)T (η1) < t∗ < 
T (η2)
and we let run system (Er) for t ∈ [0, t∗].
Consider a path
γ = (γ1, γ2) : [0,1] →N η2η1
such that γ (0) lies on the inner boundary of the annular region Wη2η1 while γ (1) belongs to the outer boundary of the
same annular region. That is, we have
Er
(
γ (0)
)= η1, Er(γ (1))= η2, (16)
with
η1  Er
(
γ (s)
)
 η2, and γ1(s) 0, γ2(s) 0, ∀s ∈ [0,1].
If we evaluate the rotation number along [0, t∗] for γ (0) and γ (1), from (14) we obtain
rot
(
t∗, γ (0)
)
> 
+m > 
 > rot(t∗, γ (1)).
Hence, by the continuity of the map
ω(s) := rot(t∗, γ (s)), ∀s ∈ [0,1]
and recalling
θ
(
0, γ (s)
) ∈ [−π,−π
2
]
, ∀s ∈ [0,1],
we conclude that{−θ(t∗, γ (s)): s ∈ [0,1]}⊇ [2
π + π,2
π + 2mπ + π
2
]
=: [α,β].
Since the interval [α,β] contains m subintervals of the form [2jπ + π,2jπ + 3π2 ], by the Bolzano theorem we can
find m pairwise disjoint maximal subintervals [s′i , s′′i ] of [0,1] such that
θ
(
t∗, γ (s)
) ∈ [−3π
2
− 2(
+ i)π,−π − 2(
+ i)π
]
, ∀s ∈ [s′i , s′′i ], for i = 1, . . . ,m.
Moreover, we have
θ
(
t∗, γ
(
s′i
))= −π − 2(
+ i)π, θ(t∗, γ (s′′i ))= −3π2 − 2(
+ i)π.
In terms of the solution ζ(·) = (ζ1(·), ζ2(·)) we have that
ζ
(
t∗;0, γ (s)) ∈Mη2η1, ∀s ∈ [s′i , s′′i ] and ζ2(t∗;0, γ (s′i))= 0, ζ1(t∗;0, γ (s′′i ))= 0.
Moreover, we can describe the following behaviour for the solution u(t) = ζ1(t) of (2) with t ∈ [0, t∗] ⊆ [0, τr ] and
(u(0), u′(0)) = γ (s) for s ∈ [s′, s′′].i i
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0 < α′1 < β ′1 < α′′1 < β ′′1 < · · · < α′i < β ′i < α′′i < β ′′i  t∗
such that
u
(
α′j
)= 0, u′(α′j )> 0, u(α′′j )= 0, u′(α′′j )< 0,
as well as
u
(
β ′j
)
> 0, u′
(
β ′j
)= 0, u(β ′′j )< 0, u′(β ′′j )= 0,
hold for each j = 1, . . . , i. All the zeros of u(t) and u′(t) are simple and the solution u(·) is strictly monotone in
each subinterval of [0, t∗] whose extreme points are a zero of u and the next zero of u′ (or vice versa).
We denote by (c1,0) and (c2,0) the intersection points of the level lines Er = η1 and Er = η2 (respectively) with
the negative x-axis, so that
c2 < c1 < 0, Er (c1,0) = η1, Er (c2,0) = η2
and take d1, d2 such that
c1  d2 < d1  0.
Next we consider the orbits of system (Es) passing through (d1,0) and (d2,0), respectively. These are the level lines
of Es defined by
Es(x, y) = μ1 := Es(d1,0), Es(x, y) = μ2 := Es(d2,0).
We can consider now the region
Vμ2μ1 :=
{
(x, y): μ1  Es(x, y) μ2
}
,
which is invariant for the dynamical system associated to (Es). We also define the sets (see Fig. 3)
O :=Wη2η1 ∩
{
(x, y): x  0, y  0, μ1  Es(x, y) μ2
}=Mη2η1 ∩ Vμ2μ1
and
P :=Wη2η1 ∩
{
(x, y): x  0, y  0, μ1  Es(x, y) μ2
}=N η2η1 ∩ Vμ2μ1 .
We denote by Mi,j the point of the intersection of the level lines Er = ηi and Es = μj , for i, j ∈ {1,2}, in the upper
half plane and by Ni,j the analogous intersection point in the lower half plane, so that Mi,j and Ni,j are symmetric
Fig. 3. Level lines of system (Er ) overlapped to the level lines of system (Es) in the left half plane x  0. For this particular example we have
chosen c2 < c1 = d2 < d1 = 0. The sets O and P are those bounded by the four different level lines and contained in the upper half plane y  0
and in the lower half plane y  0, respectively.
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determined by the points Mi,j ’s. Analogously, P is the symmetric of O (with respect to the x-axis) and is determined
by the Ni,j ’s.
We are ready to define the oriented generalized rectangles P˜ and O˜, proceeding as follow. We set
P˜ := (P,P−),
where
P− :=P−1 ∪P−2
and
P−1 :=P ∩ [Er = η1], P−2 :=P ∩ [Er = η2].
As [·]+-component of the boundary, we define
P+1 :=P ∩ [Es = μ2], P+2 :=P ∩ [Es = μ1].
On the other hand, we set
O˜ := (O,O−),
where
O− :=O−1 ∪O−2
and
O−1 :=O ∩ [Es = μ1], O−2 :=O ∩ [Es = μ2].
We assume hypothesis (H∗r ) and choose
τr ∈
]
(
+m)T (η1), 
T (η2)
[
We also introduce the m nonempty and pairwise disjoint compact sets
Ki :=
{
P0 ∈P: θ(τr ,P0) ∈
[
−3π
2
− 2(
+ i)π,−π − 2(
+ i)π
]}
, for i = 1, . . . ,m.
We claim that
(Ki ,ψr) : P˜ −→O˜, ∀i = 1, . . . ,m, (17)
where ψr is the Poincaré map defined in the first part of (9).
Indeed, let γ : [0,1] → P be a path such that
γ (0) ∈P−1 ⊆N η2η1 ∩ [Er = η1], γ (1) ∈P−2 ⊆N η2η1 ∩ [Er = η2].
Fix also an index i ∈ {1, . . . ,m}. We can now exploit all the computations previously made, by assuming t∗ = τr . In
particular, we have that there exists a subinterval [s′i , s′′i ] ⊆ [0,1] such that
γ (s) ∈Ki , ψr
(
γ (s)
) ∈Mη2η1, ∀s ∈ [s′i , s′′i ]
and, furthermore,
ψr
(
γ
(
s′i
)) ∈ {0}× ]0,+∞), ψr(γ (s′′i )) ∈ (−∞,0[×{0}.
Since
Es
(
ψr
(
γ
(
s′i
)))
< μ1 and Es
(
ψr
(
γ
(
s′′i
)))
 μ2,
there exists a subinterval [t ′i , t ′′i ] ⊆ [s′i , s′′i ] such that
ψ
(
γ (s)
) ∈O, ∀s ∈ [t ′, t ′′],r i i
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Es
(
ψr
(
γ
(
t ′i
)))= μ1 and Es(ψr(γ (t ′′i )))= μ2,
that is,
ψr
(
γ
(
t ′i
)) ∈O−1 and ψr(γ (t ′′i )) ∈O−2 .
This proves (17) which is precisely (Hr ) of Theorem 1.1.
For the second part of the proof, it is important to stress the fact that no condition on μ1 and μ2 was imposed in
order to prove (Hr ). Indeed, we required only (H∗r ) where μ1 and μ2 are not mentioned.
We consider now the map ψs and introduce another assumption.
(H∗s ) There exist μ1 and μ2 with 0 < μ1 < μ2 such that
2
s
(
2rs
r + s (d1 − c1)
) 1
2
>
2
s
(
2rs
r + s (d2 − c2)
) 1
2
. (18)
In view of hypothesis (18) we fix t∗∗ with
2
s
(
2rs
r + s (d2 − c2)
) 1
2
< t∗∗ < 2
s
(
2rs
r + s (d1 − c1)
) 1
2
and we let run system (Es) for t ∈ [0, t∗∗].
Consider now a path
ϕ = (ϕ1, ϕ2) : [a, b] → Vμ2μ1
such that ϕ(a) lies on the outer boundary of the region Vμ2μ1 while ϕ(b) belongs to the inner boundary of the same
region (actually, being unbounded regions, the terms inner and outer are conventional: we just read left to right). More
precisely, we assume
Es
(
ϕ(a)
)= μ1, Es(ϕ(b))= μ2, (19)
with
μ1  Es
(
ϕ(ϑ)
)
 μ2, η1  Er
(
ϕ(ϑ)
)
 η2, and ϕ1(ϑ) 0, ϕ2(ϑ) 0, ∀ϑ ∈ [a, b].
We are interested in the position of the point after time t∗∗ when its initial position (at time t = 0) is ϕ(ϑ) and therefore
we consider the map
h¯ : [a, b]  ϑ → ζ (τr + t∗∗; τr , ϕ(ϑ)).
Since Er (ϕ(a)) η1 and t∗∗ is smaller than the time needed to move from M1,1 to N1,1 along the trajectory of (Es),
we conclude that
Er
(
h¯(a)
)
< η1.
On the other hand, knowing that Er (ϕ(b))  η2 and t∗∗ is larger than the time needed to move from M2,2 to N2,2
along the trajectory of (Es), we conclude that
Er
(
h¯(b)
)
> η2.
Hence, we can find a subinterval [a¯, b¯] ⊆ [a, b] such that
h¯(ϑ) ∈Wη2η1 , ∀ϑ ∈ [a¯, b¯] and Er
(
h¯(a¯)
)= η1, Er(h¯(b¯))= η2.
Since we know that the set Vμ2μ1 is invariant for the flow associated to system (Es) and ϕ¯ ⊆O ⊆ Vμ2μ1 , we can conclude
that
h¯(ϑ) ∈ P, ∀ϑ ∈ [a¯, b¯] and Er
(
h¯(a¯)
)= η1, Er(h¯(b¯))= η2.
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τs ∈
]
2
s
(
2rs
r + s (d2 − c2)
) 1
2
,
2
s
(
2rs
r + s (d1 − c1)
) 1
2
[
and consider the Poincaré’s map ψs.
Let γ : [0,1] →O be a path such that γ (0) ∈O−1 and γ (1) ∈O−2 . We can exploit all the computations just made, by
assuming t∗∗ = τs and φ = γ with [a, b] = [0,1] and thus we find a subinterval [t ′, t ′′] ⊆ [0,1] such that ψs(γ (t)) ∈P
for every t ∈ [t ′, t ′′] and with ψs(γ (t ′)), ψs(γ (t ′′)), belonging (respectively) to the opposite components of P−. This
proves that
ψs : O˜ −→P˜,
that is (Hs) of Theorem 1.1.
We can thus conclude that the proof of Theorem 1.2 is complete as soon as we are able to check the validity of
(H∗r ) and (H∗s ).
For any choice of c1 and c2 we have an optimal choice of d1 and d2 toward the fulfilment of (H∗s ). Indeed, there
exists a pair (d1, d2) with
c1  d2 < d1  0,
satisfying (H∗s ) if and only if (H∗s ) is true for the pair (0, c1). Consequently, we rewrite our condition as
(H∗s ) Ls
(|c1|)> Ls(c1 − c2), (20)
where we have set
Ls(c) := 2
s
(
2rs
r + s (c)
) 1
2
for c > 0.
If (H∗s ) holds, we can choose any τs satisfying
τs ∈
]Ls(c1 − c2),Ls(|c1|)[.
The verification that, for any possible choice of k, r, s, we can find η1, η2 and μ1,μ2, determined by
c2 < c1 = d2 < d1 = 0,
such that (H∗r ) and (H∗s ) hold, is left in Appendix A.
Remark 2.1. The proof of Theorem 1.2 suggests the fact that the same configuration leading to the existence of
chaotic dynamics can be obtained for a wider class of second order ODEs provided that the associate time-mappings
satisfy some appropriate monotonicity conditions. A more detailed investigation along this direction will be pursued
in a future work. As pointed out above, the geometry of our problem (although formally different) is reminiscent of
the geometry associated to the linked twist maps [22]. It may be interesting to observe that linked twist maps occur
in various different situations like the study of magnetic fields [3] or the theory of fluid mixing [23]. Finally, we also
observe that one could try to obtain a sharper result (namely the conjugation to the Bernoulli shift) by applying the
more classical Smale’s horseshoe construction like in [16]. Our approach, however, requires only elementary tools
and, moreover, it is stable with respect to C0-perturbations of the Poincaré map.
Appendix A. Verification of (H∗r ) and (H∗s ).
Since both the conditions depend only on c1 and c2 with c2 < c1 < 0, we set
c1 := −c, c2 := −θc,
for some θ > 1 and c > 0. First of all, we discuss condition (H∗s ), by considering inequality (20). We have
2
(
2rs
(θ − 1)c
) 1
2
<
2
(
2rs
c
) 1
2
,s r + s s r + s
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θ − 1 < 1.
In this manner, we see that (H∗s ) holds (independently of the values of k, r, s and the choice of τr ) if we take
1 < θ < 2.
Now, we fix θ as above and discuss (H∗r ). As previously observed, condition (15) in (H∗r ) is always satisfied by taking

 sufficiently large. This ends our verification.
We conclude this appendix providing a possible lower bound for 
 in terms of c and θ. To this aim, we express
(H∗r ) as follows:
(H∗r ) There exist two integers 
 1 and m 2 such that

Lr (θc) > (
+ m)Lr (c), (21)
where we have set
Lr (c) :=
(
π
2
+ arcsin
√
rk
2c + rk
)
2√
k
+ 2
√
2c
r
, for c > 0.
Clearly, (21) holds if
(
+m)
[(
π
2
+ π
2
)
2√
k
+ 2
√
2c
r
]
< 

[
π
2
2√
k
+ 2
√
2θc
r
]
. (22)
Now we put a condition on the free parameter c:√
2|c| > π
2
√
r
k
1√
θ − 1 (23)
(which holds true provided that c > 0 is large enough). Then, from (22), by some algebraic manipulations, we find
(
+m)
[(
π
2
+ π
2
)
2√
k
+ 2
√
2c
r
]
< 

[(
π
2
− 0
)
2√
k
+ 2
√
2θc
r
]
⇐⇒ (
+ m)
[
2π√
k
+ 2
√
2c
r
]
< 

[
π√
k
+ 2
√
2θc
r
]
⇐⇒ m 2π√
k
+ 2m
√
2c
r
< 

π√
k
+ 
2√θ
√
2c
r
− 2

√
2c
r
− 
 2π√
k
⇐⇒ m π√
k
+m
√
2c
r
<
√
2c
r

(
√
θ − 1)− 
 π
2
√
k
⇐⇒ m
(
π√
k
+
√
2c
r
)
< 

(√
2c
r
(
√
θ − 1)− π
2
√
k
)
⇐⇒ 
 >
m( π√
k
+
√
2c
r
)√
2c
r
(
√
θ − 1)− π
2
√
k
(for the last step in the above inequalities we have used condition (23)).
In conclusion we see that (22) is satisfied by

 >
m[2π + 2
√
2ck
r
]
[−π + 2
√
2ck
r
(
√
θ − 1)]
. (24)
We can summarize what we have proved in the following way: As a first step, we fix θ ∈]1,2[. This is enough to
have (H∗s ) satisfied for any choice of c1 = −c < 0 and c2 = θc1. Next, we take c > 0 in order to have (23) satisfied.
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determined. We are also able to “tune” the time τs. As a last step, we choose (at our will) m 2 and take 
 sufficiently
large in order to have (24) satisfied. By the above discussion, we can now guarantee the validity of (H∗r ) and thus
we are able to “tune” the time τr . The proof of Theorem 1.2 is complete. Concerning Theorem 1.3 it is sufficient
to observe that the construction of the regions P and O can be slightly modified in order to preserve the stretching
properties along the paths required for Theorem 1.1 also with respect to small perturbations of the Poincaré map. For
sake of brevity we skip the technical details.
Appendix B. Periodic points and chaotic dynamics for planar mappings
In this section, for the reader convenience, we give all the details needed for Theorem 1.1. Our first result is given
without a proof since it has an obvious intuitive explanation. It was used (very often in an implicit manner) in various
different applications. A formal proof of a variant of it can be found in [20].
Lemma B.1. Let
R˜= (R,R−)
be an oriented rectangle with
R− =R−1 ∪R−2
and suppose that S ⊆R is a compact set such that the following property holds:
• S ∩ γ¯ = ∅, for each path γ : [0,1] →R such that γ (0) ∈R−1 and γ (1) ∈R−2 .
Then there exists a compact connected set C ⊆ S such that
C ∩R+1 = ∅, C ∩R+2 = ∅.
For a proof of Lemma B.1 see also [18], where the result is obtained by means of the Whyburn lemma and the
Poincaré–Miranda theorem.
Next, we prove a fixed point theorem which gives also an information about the localization of the fixed point.
Lemma B.2. Let φ : R2 ⊇ Dφ → R2 be a map and R˜= (R,R−) an oriented rectangle. Suppose that there is a com-
pact set
H⊆R∩ Dφ
such that
(H, φ) : R˜ −→R˜.
Then there exists a w ∈H with φ(w) = w.
Proof. For this proof, it is convenient to restrict ourselves to the particular case in which R is the unit square
Q = [0,1]2. We can do this up to a homeomorphism h between Q and R and looking for a fixed point of the map
h−1 ◦ φ ◦ h belonging to the set h−1(H). Therefore, without loss of generality (that is, renaming h−1 ◦ φ ◦ h to φ and
h−1(H) to H), we can assume
(H, φ) : Q˜ −→Q˜.
We give the usual orientation to Q, defining Q˜= (Q,Q−), with Q−1 = {0} × [0,1] and Q−2 = {1} × [0,1], as well as
Q+1 = [0,1] × {0} and Q+2 = [0,1] × {1}. For φ = (φ1, φ2) and x = (x1, x2), we define the set
S := {x ∈H: 0 φ2(x) 1, x1 − φ1(x) = 0}.
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now a path γ : [0,1] → Q with γ1(0) = 0 and γ1(1) = 1. By the stretching assumption, there exists an interval
[t ′, t ′′] ⊆ [0,1] such that
γ (t) ∈H, φ(γ (t)) ∈Q, ∀t ∈ [t ′, t ′′]
and φ1(γ (t ′)) = 0, φ1(γ (t ′′)) = 1, or φ1(γ (t ′)) = 1, φ1(γ (t ′′)) = 0. The continuous function g(t) := γ1(t) −
φ1(γ (t)), for t ∈ [t ′, t ′′], satisfies g(t ′)  0  g(t ′′), or g(t ′)  0  g(t ′′), respectively and therefore there exists
t∗ ∈ [t ′, t ′′] with γ (t∗) ∈ S. By Lemma B.1 we can conclude that there exists a compact connected set C ⊆ S such
that C ∩Q+1 = ∅ and C ∩Q+2 = ∅. For every P = (p1,p2) ∈ C ∩Q+1 we have p2 − φ2(P )  0. Similarly, we have
p2 − φ2(P ) 0 for every P = (p1,p2) ∈ C ∩Q+2 . Therefore, Bolzano’s theorem guarantees the existence of at least
a point w = (w1,w2) ∈ C such that w2 − φ2(w) = 0. By the definition of S ⊇ C we have also that w1 − φ1(w) = 0
and w ∈H. The proof is complete. 
Before proceeding further, we observe that the stretching property is preserved by composition of maps. Indeed,
we have:
Lemma B.3. Let φ : R2 ⊇ Dφ → R2 and ψ : R2 ⊇ Dψ → R2 be such that
(H, φ) : A˜ −→B˜ and (K,ψ) : B˜ −→C˜,
where A˜, B˜, C˜ are oriented rectangles and
H⊆A∩ Dφ and K⊆ B ∩Dψ
are compact sets. Then
(R,ψ ◦ φ) : A˜ −→C˜, forR :=H ∩ φ−1(K).
Proof. Let γ : [0,1] → A be a path such that γ (0) ∈ A−1 and γ (1) ∈ A−2 . By (H, φ) : A˜ −→B˜, there exists a
subinterval [t ′0, t ′′0 ] ⊆ [0,1] such that
γ (t) ∈H, φ(γ (t)) ∈ B, ∀t ∈ [t ′0, t ′′0 ]
and
φ
(
γ
(
t ′0
)) ∈ B−1 , φ(γ (t ′′0 )) ∈ B−2
(or vice versa). Hence the path σ : [t ′0, t ′′0 ] → B, defined by σ(t) := φ(γ (t)) for all t ∈ [t ′0, t ′′0 ], joins the two different
components of B−. By the stretching assumption for (K,ψ), there exists a subinterval [t ′1, t ′′1 ] ⊆ [t ′0, t ′′0 ] ⊆ [0,1] such
that
σ(t) ∈K, ψ(σ(t))= (ψ ◦ φ)(γ (t)) ∈ C, ∀t ∈ [t ′1, t ′′1 ]
and, moreover, ψ(σ(t ′1)) and ψ(σ(t ′′1 )) belong to different components of C−.
In conclusion, we have proved that
• γ (t) ∈H ∩ φ−1(K), ∀t ∈ [t ′1, t ′′1 ];
• (ψ ◦ φ)(γ (t)) ∈ C, ∀t ∈ [t ′1, t ′′1 ];
• (ψ ◦ φ)(γ (t ′1)) and (ψ ◦ φ)(γ (t ′′1 )) belong to different components of C−
and the thesis is achieved. 
By induction this lemma can be extended to the composition of an arbitrary number of maps.
Our next result provides the existence of fixed points and periodic points.
Lemma B.4. Let φ : R2 ⊇ Dφ → R2 be a map and R˜= (R,R−) an oriented rectangle. Suppose that there are m 2
compact sets
K1, . . . ,Km ⊆R∩Dφ
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(Ki , φ) : R˜ −→R˜, ∀i = 1, . . . ,m.
Then the following conclusions hold:
• for each i = 1, . . . ,m, the map φ has at least a fixed point wi ∈Ki;
• let 
 2 and consider an arbitrary 
 + 1-tuple (s0, s1, . . . , s
) with si ∈ {1, . . . ,m}, for all i = 0, . . . , 
 and such
that s0 = s
. Then there exists at least a point w ∈Ks0 such that
φ(
)(w) = w and φ(i)(w) ∈Ksi , ∀i = 1, . . . , 
− 1.
Proof. The existence of a fixed point for φ in each of the Ki ’s is an immediate consequence of Lemma B.2. Consider,
for 
 2, an arbitrary 
 + 1-tuple (s0, s1, . . . , s
) with si ∈ {1, . . . ,m}, for all i = 0, . . . , 
 and such that s0 = s
. We
introduce the set
W := {x ∈Ks0 : φ(i)(x) ∈Ksi , ∀i = 1, . . . , 
}.
As a consequence of Lemma B.3 we have that(W, φ(
)) : R˜ −→R˜.
Lemma B.2 guarantees the existence of a fixed point w ∈W for φ(
). The definition of the setW implies that w ∈Ks0
and φ(i)(w) ∈Ksi , for every i = 1, . . . , 
− 1. 
Our final lemma concerns the existence of points whose trajectories through the iterates of a map follow an arbi-
trary forward (respectively, two-sided) itinerary. Kennedy and Yorke [10] and Kennedy, Koçak and Yorke [9] have
developed a general theory to describe this kind of chaotic behavior. Nevertheless, we give a few details for the proof,
also because we are able to provide some further information about the set of initial points.
Lemma B.5. Let φ : R2 ⊇ Dφ → R2 be a map and R˜= (R,R−) an oriented rectangle. Suppose that there are m 2
compact sets
K1, . . . ,Km ⊆R∩ Dφ
such that
(Ki , φ) : R˜ −→R˜, ∀i = 1, . . . ,m.
Then the following conclusions hold:
• for each sequence s = (sn)n ∈ {1, . . . ,m}N there exists a compact connected set Cs ⊆Ks0 satisfying
Cs ∩R+1 = ∅, Cs ∩R+2 = ∅
and such that φ(i)(x) ∈Ksi , ∀i  1, ∀x ∈ Cs;• for each two-sided sequence (sn)n∈Z ∈ {1, . . . ,m}Z there exists a sequence of points (xn)n∈Z such that φ(xn−1) =
xn ∈Ksn , ∀n ∈ Z.
Proof. Let s = (sn)n ∈ {1, . . . ,m}N be an arbitrary sequence and define the set
Hs :=
{
z ∈Ks0 : φ(i)(z) ∈Ksi , ∀i  1
}
.
Consider a path γ0 : [0,1] →R such that γ0(0) and γ0(1) belong to different components of R−. By the stretching
assumption, there exists a subinterval[
t ′1, t ′′1
]⊆ [t ′0, t ′′0 ] := [0,1]
such that for all t ∈ [t ′1, t ′′1 ], we have γ0(t) ∈ Ks0 and γ1(t) := φ(γ0(t)) ∈ R. Moreover, φ(γ0(t ′1)) and φ(γ0(t ′′1 ))
belong to different components ofR−. Repeating inductively this argument, we find a decreasing sequence of compact
intervals
[0,1] ⊇ [t ′ , t ′′]⊇ [t ′ , t ′′]⊇ · · · ⊇ [t ′n, t ′′n ]⊇ · · ·1 1 2 2
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γn(t) := φ
(
γn−1(t)
)
, ∀t ∈ [t ′n, t ′′n ], n 1,
we have that, for every n 1:
γn(t) ∈R, ∀t ∈
[
t ′n, t ′′n
]
,
γn(t
′
n), γn(t
′′
n ) belong to different components of R− and
γn(t) ∈Ksn , ∀t ∈
[
t ′n+1, t ′′n+1
]
.
Therefore, it follows immediately that
γ0
(
t∗
) ∈Hs for any t∗ ∈ ⋂
n0
[
t ′n, t ′′n
]
.
This proves that any path in R joining the two components of R− meets the set Hs and now Lemma B.1 allows us to
conclude.
For the second part of the proof, we follow a diagonal argument like in [9, Proposition 5]. Let (sn)n∈Z be a two-
sided sequence on m symbols. By the first part of this lemma we know that for each j  0 there exists a point
wj ∈Ks−j such that the sequence
y−j,0 := wj , y−j,1 := φ(y−j,0), . . . , y−j,i = φ(i)(y−j,0), . . .
satisfies
y−j,i ∈Ksi−j , ∀i  0.
We relabel the elements by setting
z−j,i := y−j,i+j
in order to have
z−j,i ∈Ksi and φ(z−j,i ) = z−j,i+1, ∀j  0, i −j.
By the compactness of each of the sets Ksi ’s and applying a diagonal argument, there exists an increasing sequence
of indexes (kn)n0 and a two-sided sequence of points
(xi)i∈Z, with xi ∈Ksi , ∀i ∈ Z,
such that for every i ∈ Z, the sequence (z−kn,i )n is defined for n i and
z−kn,i → xi, as n → ∞.
From the relation
φ(z−kn,i) = z−kn,i+1
and the continuity of φ on
⋃

=1,...,mK
, passing to the limit as n → ∞, we obtain
φ(xi) = xi+1, ∀i ∈ Z.
This concludes the proof. 
At the end, putting together Lemmas B.4 and B.5 and recalling Definition 1.1 we have:
Theorem B.1. Let φ : R2 ⊇ Dφ → R2 be a map and R˜ = (R,R−) an oriented rectangle. Suppose that there are
m 2 pairwise disjoint compact sets
K1, . . . ,Km ⊆R∩Dφ
such that
(Ki , φ) : R˜ −→R˜, ∀i = 1, . . . ,m.
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K :=
m⋃
i=1
Ki .
Moreover, for each sequence s = (sn)n ∈ {1, . . . ,m}N, there exists a compact connected set Cs ⊆Ks0 with
Cs ∩R+1 = ∅, Cs ∩R+2 = ∅
and such that, for every w ∈ Cs,
φ(n)(w) ∈Ksn , ∀n 1.
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