Distributed software-defined networking (SDN), which consists of multiple inter-connected network domains and each managed by one SDN controller, is an emerging networking architecture that offers balanced centralized/distributed control. Under such networking paradigm, resource management among various domains (e.g., optimal resource allocation) can be extremely challenging. This is because many tasks posted to the network require resources (e.g., CPU, memory, bandwidth, etc.) from different domains, where cross-domain resources are correlated, e.g., their feasibility depends on the existence of a reliable communication channel connecting them. To address this issue, we employ the reinforcement learning framework, targeting to automate this resource management and allocation process by proactive learning and interactions. Specifically, we model this issue as an MDP (Markov Decision Process) problem with different types of reward functions, where our objective is to minimize the average task completion time. Regarding this problem, we investigate the scenario where the resource status among controllers is fully synchronized. Under such scenario, the SDN controller has complete knowledge of the resource status of all domains, i.e., resource changes upon any policies are directly observable by controllers, for which Q-learning-based strategy is proposed to approach the optimal solution.
In this regard, in military network scenario which generally exhibits high mobility and QoS (quality of service) fluctuations, SDN is implemented in an distributed manner. In particular, distributed SDN is composed of multiple domains (or enclaves), where each domain represents a connected sub-network of a coalition partner. Each domain contains one logical enclave controller (which may correspond to multiple physical controllers) and connects to the controllers in other domains or the central-controller (which is also a logical entity where its functionalities can be distributed and co-located at the enclave controllers), such as the central commander in the network, depending on how the network architecture is designed. These controllers, which are collectively referred as the SDN controllers, coordinate to utilize all infrastructure resources to achieve mission objectives and satisfy coalition policies. Note that multiple distributed SDN networks can be defined in the same coalition physical infrastructure. As an example, Fig. 1 illustrates an SDN-based military network, which consists of four inter-connected domains. Furthermore, each domain contains one domain-controller connecting to the centralcontroller; all domain-controllers together with the central-controller form the control plane in distributed SDN.
Under such distributed SDN architecture, when the control plane receives a request, the control plane needs to decide where to dispatch this request in the most efficient way. For instance, the request posted to the control plane may require a certain amount of computation and storage resources. Moreover, it is possible that no single domain could meet the resource requirement for the given task; nevertheless, multiple domains can work together to jointly provide various types of resources to complete the posted task. The challenge in this problem lies in how to make an optimized decision for resource management across different domains by taking complicated and correlated network conditions and resource requests into account. Specifically, the requests may arrive in a dynamic manner with different priorities and different resource requirement. For this case, the control plane needs to make an online optimization to efficiently utilize the network resources in different domains so that the service quality averaged over time is maximized. On this other hand, a task might be regarded as a combination of sub-tasks, which therefore can be processed in different domains in parallel; thus, this imposes more burden on the control plane as the total number of task fragmentation methods is exponential in the total number of sub-tasks in each task. Therefore, such resource management problem is highly complicated in the military distributed SDN scenario.
To address this problem, we propose reinforcement-resource-management, a reinforcement-learning-based algorithm with performance and convergence rate guarantees, to optimally decide which tasks received by the control plane should be processed in the next time slot, and how these tasks should be fragmented for parallel processing. Here, the goal of the reinforcement-resource-management is to minimize the average task slowdown for all tasks (that are sequentially received by the control plane). Comparing to traditional approaches, our method exhibits significant advantages. First, we do not have any specific assumptions or requirements on the network conditions or the resource requirement. In contrast, traditional approaches generally impose restrictions, mostly on the network (e.g., network structures and size) or on requests, so as to simplify the algorithm development task. Second, the decision-making process of reinforcement-resource-management is on-demand and pay-as-you-go. Unlike traditional optimization algorithms with fixed optimization levels, reinforcement-resource-management lets one decide the optimization level. This is achieved by tuning the number of iterations the algorithm runs. It is a desirable feature because the network commander has the ability to decide exactly how much computation power he/she want to consume in order to achieve certain performance level. This flexibility is important especially in situations where the network commander is overloaded. Third, the reinforcementresource-management algorithm is fully compatible with the SDN architecture, i.e., the existing SDN infrastructure and protocol suite are off-the-shelf for its implementation. In fact, the reinforcement-resource-management algorithm itself can be regarded as an application running on the central SDN controller. All information needed by reinforcement-resource-management are collected during routine network status updates between the central controller and and the domain controllers through southbound interface (e.g., OpenFlow 5 ). More importantly, reinforcement-resource-management is adjustable to network dynamics, e.g., changing resource status and requirements. These appealing features make reinforcement-resource-management suitable to our resource management problem in the distributed SDN environment.
Military operations can significantly benefit from the efficient, agile, optimal resource management strategy in the distributed SDN structure. Specifically, using reinforcement-resource-management, we can automate many aspects of war fighters' tasks in setting up and operating an SDN infrastructure, improving agility, reducing misconfigurations, and avoiding security risks, in complex, contested settings, when making relevant information, data, and resources available at the point of need.
Related Work
As the development of machine learning techniques, applying reinforcement learning to solve networking problem 6 has demonstrated strong potential. In particular, when there is only one agent (for decision making), authors 7 leverage the deep reinforcement learning framework to deal with the traffic engineering problem by formulating the network reward as a NUM (Network Utility Maximization) function. Further, a specific routing issue is addressed in works 8 using a data-driven approaches. When there are multiple agents, researchers 9 investigate radio power allocation in mobile vehicular networks from the perspective of physical layer techniques. The work that is most related to ours is the research work 10 in that it also studies a resource management problem. However, the problem studied in paper 10 essentially is a scheduling problem in a single network domain without task fragmentations. In contrast, in this paper, we study a multi-domain resource management problem, where we are allowed to partition a task into independent sub-tasks for parallel processing in different domains; therefore, our problem encounters a larger action space, thus more challenging.
Another thread of research that is related to ours is in reducing unnecessary SDN controller involvements in situations where regular network elements are good enough for handling user requests. In this way, the controller can focus on important decision-making tasks that require high-level abstractions and centralized network-wide views. As such, regular nodes may take over most routine tasks and operations that require only local information. For example, Kandoo 11 is proposed to enable two types of applications to coexist, i.e., locally scoped applications and those require network-wide states. Moreover, there are also proposals 12, 13 suggesting that regular nodes (SDN switches) should be equipped with general purpose CPUs to allow for greater flexibility and on-switch processing. Along this line, the works 14, 15 propose the idea of content router, which is similar to the concept of SDN switches. Similarly, works 16, 17 propose different methods, with different focuses, to implement content routers. However, the problem formulation in most of these works is too specific, thus not fully taking advantage of the new features introduced by distributed SDN.
The rest of the paper is organized as follows. We describe how the system works in Section 2. Section 3 formally formulates the problem. Section 4 describes the details of the reinforcement-resource-management. Finally, we conclude the paper in Section 5.
RESOURCE MANAGEMENT IN DISTRIBUTED SDN
In this section, we describe how the distributed SDN operates in resource management, key features of which are captured and abstracted in Section 3.
Network Architecture
In this paper, we consider a hierarchical SDN network architecture. Specifically, as aforementioned, each domain has one SDN domain-controller. Moreover, there exists a central-controller that connects to each of the domaincontrollers (via a physical or a logical link)
* ; see Fig. 1 .
Naturally, the SDN central-controller and the domain-controllers are the most essential infrastructures in the resource management problem.
Central-Controller
We assume all resource requests arrive at the central-controller first, forming a request queue. Since the centralcontroller connects to each domain-controller, the central-controller is able to collect the resource status (e.g., availability) in each domain directly from the domain-controllers; therefore, the controller has the up-to-date global view of the network. The central-controller then employs the current status of the network resources as well as the request queue to decide which requests (tasks) should be selected to dispatch to different domains for the required services. The decision-making algorithms are essentially high-level applications offered by the central-controller, which is programmable by the network administrator.
Domain-Controller
The domain-controllers are responsible for assisting the central-controller in collecting relevant resource information in their domains. The collected information is then reported to the central-controller during the routine update process. The domain-controllers only passively execute the decision made by the central-controller, i.e., provide the resource/service to the allocated tasks/sub-tasks. In practice, when executing the service request from the central-controller, the domain-controller further decides which network elements with available resources in its domain could be selected to provide the required services; nevertheless, such intra-domain decision making is transparent to the central-controller, and out of the scope of this paper.
PROBLEM FORMULATION
We formulate the resource management problem as a discrete Markov Decision Process (MDP), for which we propose (in Section 4) an algorithm with performance guarantees. In particular, our MDP is defined by a 4-tuple (S, A, P, r) in the discrete time horizon, detailed as below:
• S is the finite state space. In our problem, we assume there n types of resources that are distributed across the entire network in m domains. In other words, each domain has up to n resource types. We assume that a state s ∈ S corresponds to the resource availability of all types of resources in each domain and the queueing status of the central-controller at the current time slot.
• A is the finite action space. We assume that for any request µ, our system is sufficient to provide all required resources when the system is idle, i.e., the system is providing services to any other requests. Furthermore, request µ i can be fragmented into up to k i sub-requests. Therefore, when request µ i in the queue is picked by the central-controller to provide services, there are up to m ki possible cases to allocate µ i to the m domains. An action a ∈ A is to decide which requests are selected from the queue and how there are fragmented and allocated to different domains. Therefore, when the number of requests in the queue is large, the size of the action space can be significantly large.
• P is the state transition probability matrix, which is a function of the state-action pair (s, a), where s ∈ S and a ∈ A. In particular, when certain requests are removed from the queue in the central-controller and the new requests arrive to the queue, the system enters a new state s (s ∈ S). * The central-controller controls domain-controllers in an in-band or out-of-band manner. In-band control means that control traffic is communicated using existing data plane links, whereas out-of-band control means that the centralcontroller has dedicated direct control links to domain-controllers.
• r represents the immediate reward function associated with state-action pairs, which we define as r(s, a), where s ∈ S and a ∈ A. There are multiple ways to define r(s, a); the principal is to consider both the request difficulty and completion time so that the average task slowdown over all requests is minimized. We will provide the potential definitions of r(s, a) in Section 3.1.
At the start of the MDP, suppose we are at the initial state s 0 (we do not require the system be completely idle or queue be empty). The MDP then enters a different state after each state-action pair. Each state transition generates a non-negative reward. The optimal action at each state, denoted by π * , is defined as the action that gives the maximum long-term reward, which is the discounted sum of the expected immediate reward of all future state-action pairs from the current state. The reward for the state-action pair ∆t steps ahead of the current state is discounted by γ ∆t , where γ is called the discount factor and 0 < γ < 1. Here, γ trades off the importance between the current and the future reward. Therefore, starting from an initial state s 0 , the problem is formulated to maximize the long-term accumulated reward expressed in the following Bellman equation by selecting a sequence of actions π = {a t } ∞ t=0 :
where s t and a t constitute the state-action pair at time t, and
Reward Function
The goal of the resource management problem is to minimize the average task slowdown. Therefore, we need to have a measure to quantify the benefit of an action at a state, i.e., the reward function r(s, a). However, the definition of r(s, a) is not unique. In this regard, we provide several candidate functions for r(s, a).
Let τ i denote the minimum number of time slots that are required by task µ i with k i sub-tasks, i.e., τ i is achieved when the entire system is completely idle when µ i is received. Furthermore, let c ij be the duration starting from the time slot that µ i is received in the system and ending at the time slot that subtask j in µ i is completed. Therefore, the task slowdown w.r.t. µ i is defined as c i := max j c ij . Suppose all scheduled tasks (which are removed from the queue and dispatched to different domains) at time t constitute set F, then we define four candidate functions for r(s, a).
• r(s, a) = i∈F (−c i /τ i ). In this reward function, essentially we want to eliminate the bias where requests with small τ are selected with high probability. Since τ indicates the request difficulty, the intuitive interpretation of this reward function is that a request with higher difficulty (i.e., larger τ ) incurs larger reward, and larger task slowdown decreases the reward.
• r(s, a) = i∈F γ ci−τi . Similar to the above reward function, we again capture how a reward should be related to the state-action pair. Meanwhile, we leverage the discount factor γ to further capture the time sensitivity, as our objective is to minimize the average slowdown.
• r(s, a) = i∈F (τ i γ ci ). This reward function is proposed with the consideration that c i is the dominant factor.
• r(s, a) = i∈F (−c i γ τi ). This reward function is proposed with the consideration that τ i is the dominant factor.
The above candidate reward functions can be selected based on specific optimization and convergence objectives.
REINFORCEMENT-RESOURCE-MANAGEMENT
The reinforcement-resource-management algorithm is based on the classic model-free reinforcement learning technique Q-learning, 19 which is used to find the optimal state-action policy for any MDP. Q-learning is proved to be optimal under certain conditions. The idea of Q-learning is that an agent can move from state to state by taking certain actions. The agent attempts to maximize its accumulated reward by applying different state-action pairs and learn the optimal action at each state.
Q-placement uses the Q-function to estimate the quality of a state-action combination:
In particular, the optimal Q-function for a state-action pair in Q-placement is defined as:
where s and a is a state-action pair at the next time instant. All learned values from the Q-function constitute the Q-matrix. Based on the Q-matrix, we know that the optimal value of (1) is V * (s 0 ) = max a∈A Q * (s 0 , a). At the start of the algorithm, the Q-matrix is initialized with all 0 entries. Therefore, the agent's Q-function, denoted as Q(s, a), can be substantially different from the optimal Q-function at the beginning, due to the lack of experiences. However, the value iteration update of the Q-placement algorithm makes Q(s, a) → Q * (s, a) when t → ∞. In particular, as the learning process proceeds, the Q-matrix is updated using the following rule:
where α (0 < α < 1) is the learning rate of Q-placement.
The procedures of the Q-placement algorithm is summarized in Algorithm 1. An important element in Algorithm 1 is the exploration policy. In simple terms, an exploration policy tells the agent how to choose an action given a state. At the beginning of Q-placement, the Q-matrix is sparse. Nevertheless, the agent's experiences build up over time, as manifested by the growing number of non-zero Q-values in Q-matrix. At each state, the agent decides the action either by choosing randomly from all available actions, or by certain strategy that exploits past experiences when positive Q-value exists for some state-action pairs.
Specifically, for each state, the agent decides how to exploit the actions using the -greedy algorithm, 20 which makes sure that the agent makes sufficient explorations and offers rapid convergence rate (see line 5). Withgreedy exploration policy, given a state, the agent chooses the action with the maximum Q-value with probability 1 − , and chooses a random action with probability , where is small. As the name suggests, this exploration policy is greedy in the sense that it tries, with high probability, to exploit actions with high known rewards to take advantage of the learned experiences.
As the Q-placement algorithm proceeds, all entries in Q-matrix eventually approach stable values. This happens when the algorithm converges. Then regarding the output Q-matrix, given state s, the best action to take is a * = arg max a Q(s, a). In fact, we are able to tell how close the selected actions are to the optimality and how fast these are achieved, as stated below.
Optimality: One advantage of using Q-learning for solving MDP is that there exists provable optimality guarantee. Specifically, it has been proved 19 that the update rule (i.e., (4)) in Q-learning converges with probability 1 to the optimal Q-function w.r.t. the Bellman equation, as long as all state-actions pairs are visited infinitely often. In the reinforcement-resource-management algorithm, the -greedy exploration strategy is a justified exploration policy that meets this optimality requirement. Therefore, we have the assurance that reinforcement-resource-management eventually converges and the Bellman equation is maximized.
Rate of convergence:
We now discuss the convergence rate of the Q-placement algorithm. The authors 21 proved that only on the order of (N log(1/ξ)/ξ 2 )(log(N ) + log log(1/ξ)) iterations are sufficient for Q-learning to come with ξ of the optimal policy, where N is the number of states of the MDP. This guarantees that the reinforcement-resource-management algorithm experiences a rather rapid convergence to optimality. 
CONCLUSIONS
We studied the resource management problem in a distributed SDN environment aiming at optimizing the resource utilization and minimizing the average task slowdown. We formulated the problem as an MDP problem with a set of candidate reward functions. For this issue, we proposed a reinforcement-learning-based algorithm with tunable parameters and performance guarantees.
