In this paper, a four step implicit block method for solving first order ordinary differential equations (ODEs) is proposed. The method approximates the solutions of initial value problems at four-point mesh simultaneously using variable step size. This four step implicit method is of the multistep type but it is implemented as the Runge-Kutta type. The stability regions of the method are also studied. Numerical results are presented to show the efficiency of the proposed block method.
Introduction
Differential equations are mathematically studied from several different perspectives. The study of differential equations is a wide field in pure and applied mathematics, physics and engineering. All of these disciplines are concerned with the properties of differential equations of various types. An ordinary differential equation (ODE) is a differential equation in which the unknown function (also known as the dependent variable) is a function of a single independent variable. In this paper, we solve first order ODEs of the form:
where a and b are finite. Block methods for numerical solutions of first order ODEs have been proposed by several researchers such as in [3] , [4] , [5] , and [6] . In [4] , Rosser has suggested obtaining a block of new values simultaneously basically on the Newton-Cotes type meanwhile [1, 2] derived two and three point implicit block method respectively based on Newton backward divided difference formulae. Later on, [7] proposed on solving initial value problems in ordinary differential equations on a parallel processor. In 2008, [3] developed two point block methods of order 5, 7 and 9.
In our four step implicit block method, the interval [a, b] is divided into a series of blocks with each block containing four points.
In Fig. 1 , the four point method will simultaneously produces four new equally spaced solution values within a block. The solution at point x n+1 is used to start the k block while the solution at the point x n+4 that is the last point in the k block will be used to start the next block. The process continues for the next blocks until the end point x=b is reached.
Formulation of the method

Derivation of the four point block method
The purpose of this paper is to solve ordinary differential equations of the form (1.1) using four step implicit block method using variable step size. The algorithm will approximate four new values simultaneously at each step of integration. The formula of the four points is obtained by applying the derivation method used in [1] and [2] .
The formula of the four points y n+1 , y n+2 , y n+3 and y n+4 in a block will be derived. The value of y n+1 is obtained by integrating (1. 
By solving (2.3), we will obtain the formula of the first point as follows: Now taking x n+2 = x n+1 + h and integrating f once from x n+1 to x n+2 in (2.1), replacing dx=hds and changing the limit of integration from -3 to -2 gives 
Then by solving (2.5), we will obtain the formula of the second point as follows: Next, taking x n+3 = x n+2 + h and integrating f once from x n+2 to x n+3 in (2.1), replacing dx=hds and changing the limit of integration from -2 to -1 gives 
Solving (2.7), we will obtain the formula of the third point as follows: 
Then by solving (2.9), we will obtain the formula of the fourth point as below: In order to avoid uncontrolled increase of the step size, we only allow constant or doubling the step size. In case of successful step, the next step size will be constant for at least two blocks before considering it to be doubled whereas the step size will be reduced by half if there is step failure. The step failure occurs when the local truncation error is larger than the chosen tolerance.
Stability region
In this section, we will discuss the stability of the four point implicit block method derived in the previous section when it is applied to the test equation:
The characteristics polynomials of the four step implicit block method at 0 r = and 1 r = are shown below: The closed regions in Fig 2 and 3 are the absolute stability regions for the four step implicit block method. It is observed that the stability region when 1 r = is larger compared to the stability region for 0. r = This is expected since the corrector equations are dependent on values taken from predictor equations i.e. the explicit formulae. However, the corrector values dominated the corrector equations (implicit formulae) when 1 r = .
Numerical results
In order to study the efficiency of the developed codes, we present some numerical results for the following three problems in 
Conclusions
From Table 1-3 and Fig 4-6 , it is observed that in all tested problems, the total number of steps and the number of function evaluations of 4PS is less compared to 3PS especially at finer tolerance. This could be justified by the fact that 4PS method converge faster than 3PS method. Furthermore, we can see that 4 PS is better in terms of failure steps. Most of the maximum error of 4PS is comparable or one order less compared to 3PS. However, it is still within the given tolerance. In general, it is shown that four step implicit block method is more efficient than the three step implicit block method.
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