For the past several years, large graph mining applications have been used for a wide range of analyses. One such application is a water distribution system (WDS). WDSs are networked with both topological and behavioural complexity since it comprises of a large number of pipes and junctions. Therefore, it becomes highly expensive to design such large WDSs. Hence, in this paper, we suggest to construct a reduced WDS network with minimum cost by applying a minimum spanning tree (MST) approach. However, it becomes difficult to apply traditional MST algorithms to large graphs because they have a time complexity of O(N 2 log N). Therefore the authors propose a divide-and-conquer mechanism for finding an approximate MST. The proposed approach shows the novelty of the algorithm by reducing the time complexity to O(N 1.5 log N). Experimental results show that the proposed approach had performed well and fit the expected results for both synthetic and real-world data.
Introduction
Graphs are structures formed by a set of vertices and a set of edges that are connections between pairs of vertices. A graph is a tuple G = (V, E, ∑, L), where V is a set of vertices, E ⊆ V × V is a set of edges, ∑ is a set of labels, and L: V ∪ E → ∑ is a function assigning labels to vertices and edges. The size of the graph is |E(G)| (i.e., the number of edges it contains). A graph becomes 'large' when the amount of data becomes 'big'. These adjectives are meaningless without a frame of reference. There is no absolute notion of 'bigness' or 'smallness'. The notion of scale is a relative notion. It is a simple concept, but it has a very strong implication: in a sense, physics has been so successful because physicists understood this concept very early on. 'Large graphs' are graphs, the exploration of which requires long computation times on a typical quad-core machine when compared to what people judge as being reasonable.
Applications on large infrastructure networks include urban roads, rail networks, power grids, gas pipeline networks, water distribution networks, and so on. In this paper, the WDS is taken as a real-world application for large graph mining.
A water distribution system is a collection of hydraulic control elements connected together to convey water from sources to consumers. A water supply system is in the order of intake structures, water treatment structures, water supply pumping stations, and water supply pipe networks. In laying the city network, street interchanges must be considered, for the pipelines must lie along the street. According to the graph theory, a WDS can be viewed as a graph. The intersections of the street are the vertices or nodes, and the routes provided between the intersections are known as edges. For large systems, it contains hundreds to thousands of nodes and links; hence, it is difficult to control the structure of the system and the interactions of its components. A WDS can be classified into three categories: layout, for analysing the system connectivity and topology; design, to specify the sizes of the system for the given layout; and the operation for the designed system.
For a large water distribution system, it is difficult to manage, monitor, and understand how main structures of the system work due to the substantial amount of data. However, it is necessary to simplify the operation through topological or connectivity analysis. In such a case, the methodology that can be adopted is clustering. Clustering divides the water distribution system into sub graphs. For the natural division of networks into groups, techniques known as hierarchical clustering are mostly used. The methods are agglomerative and divisive and are based on the addition or removal of the edges, to and from the network, respectively.
In an agglomerative method, the similarities are calculated by any one method between vertex pairs and edges and are then added to an initially empty network, starting with the vertex pairs with the highest similarity. The procedure can be halted at any point and the resulting components can be taken as communities. Alternatively, an entire progression of the algorithm from empty graph to complete can be represented in the form of a tree or dendrogram. Horizontal cuts through the tree represent the communities. Agglomerative clustering methods are used for discovering the strongly linked cores of communities, but they tend to have peripheral vertices, even when most of them belong to one community or another.
In a divisive method, for any network, the least similar connected pairs of vertices are identified, and then the edges between them are removed. By doing this repeatedly, the network is divided into smaller and smaller components. The process can be stopped at any stage, and the components at that stage can be considered to be the network communities. The process (divisive) can be represented as a dendrogram, depicting the successive splits of the network into smaller and smaller groups.
With the continuous development of social economies, the demand for a water supply has increased drastically. To meet the requirements and also solve the economic problems in laying pipelines, a minimum spanning tree needs to be implemented.
Let G = (V, E) be an undirected connected graph. A sub graph T = (V′, E′) of G is a spanning tree of G, if T is a tree where there are no cycles. It covers all the vertices | V | and contains | V | -1 edges. A single graph can have many different spanning trees. A minimum cost-spanning tree is a spanning tree that has a minimum total cost. The addition of even one single edge results in the spanning tree losing its property of acyclicity, and the removal of one single edge results in it losing the property of connectivity. The length of a tree is equal to the sum of the length of the arcs on the tree. If each edge has a distinct weight, then there will be only a single, unique minimum spanning tree. By applying a MST, the cost of the network can be reduced. A few of the existing algorithms for finding MSTs are Kruskal's and Prim's algorithms.
Related work
There are a few studies in conjunction with WDS connectivity or topological analysis. Wangler et al. (1988) applied analytical methods using the algorithm of Satyanarayana and Wood (1982) . Ostfeld and Shamir (1996) proposed a model for selecting candidate backups based on a connectivity analysis of a network on an entire topology. Bartolin et al. (2005) applied the MST method to assist several model-based analyses of WDSs. Tzatchkov (2006) applied a depth first search and breadth first search base graph algorithm for segmentation and quality analysis of large WDSs. Deuerlein (2008) developed a generalised graph decomposition model that simplifies a network into forests and cores. Perelman and Ostfeld (2011) developed topological clustering tools for flow analysis of flow patterns in WDSs. explained the clustering analysis of water distribution systems. Xu et al. (2010) proposed a methodology that divides the system into subarea using a Bayesian network. Danon et al. (2005) studied the comparison of graph clustering algorithms on computational cost perspectives. Moore and Newman (2000) studied simple models of disease transmission on small networks. Newman (2001b) investigated the structure of scientific collaboration networks. Newman (2001a) constructed networks of collaboration between scientists in different disciplines, such as physics, biomedical research, and computer science. Girvan and Newman (2002) proposed a method for detecting community structures in social and biological networks using centrality indices to find the community boundaries. Newman (2003) studied the assortative mixing in networks by considering the tendency of connecting the vertices with others in the network. Newman (2003) analysed different algorithms for detecting community structures on real-world data and enhanced the efficiency of edge betweenness. analysed a very large network for finding community structures using a hierarchical agglomerative algorithm. proposed the Q function in a divisive clustering algorithm, one that determines the number of communities in which a network can be divided. Smyth and White (2005) developed a spectral clustering algorithm. Clauset et al. (2004) improved the greedy algorithm with refined data structures and claimed that it could perform in O(Nlog 2 N) time for a sparse graph, where n was the number of vertices. Newman (2006a) proposed a method for community detection using a modularity matrix that is based on the eigenvectors of a matrix. Newman (2006b) proposed a method based on modularity for optimising over the possible number of divisions of a network. Newman (2006a) and Smyth and White (2005) proposed to reformulate the problem of maximising the Q score using spectral clustering.
The studies on constructing an exact MST start with Boruvka and Jistem's algorithm (1926), a similar algorithm invented by Choquet (1938) , Florek et al. (1951) and Sollin (1965) respectively. One of the most popular of Prim's algorithms was proposed by Jarnik and Jistem (1930) , Prim (1957) and Dijkstra (1959) ; the algorithm selects a vertex as a tree and then repeatedly adds the shortest edge that connects a new vertex to the tree until all the vertices are included. Kruskal's algorithm (1956) is another widely used exact MST algorithm in which all of the edges are sorted by their weights in an increasing order. It starts with each vertex being a tree and iteratively combines the tree by adding edges in the sorted order, excluding those leading to a cycle until all the trees are combined into one tree.
Several approximate MST algorithms have been proposed. Callahan and Kosaraju (1993) applied a well-separated pair decomposition of the dataset to extract a sparse graph. Recent studies focused on finding an approximate MST and applying it to clustering. Wang et al. (2009) employed a divide-and-conquer scheme to construct an approximate MST. Lai et al. (2009) proposed an approximate MST algorithm based on the Hilbert curve for clustering.
In this paper, we will propose an algorithm for clustering a large water distribution network and also will propose of a way to find a refined MST. For the clustering of a WDS, we considered the features of Newman and Girvan's algorithm (2004) for community detection. To find a refined MST, we considered the features of Zhong et al. (2013) and applied them to the real-world data of a water distribution network.
The rest of the paper is organised as follows. In Section 3, the proposed approach is presented and explained using synthetic data. In Section 4, the performance of the proposed method is compared with the New York tunnel water supply system, which is considered to be a standard benchmark. In Section 5, experimental results and analysis on real-world water distribution networks is discussed. Finally, the work is concluded in Section 6.
Methodology
The proposed approach consists of mainly two phases. In phase 1, a large graph is partitioned into smaller sub graphs. In phase 2, a minimum spanning tree method is applied to construct an MST for each sub graph. Finally, all MSTs are combined to generate a refined MST. A block diagram of the proposed method is shown in Figure 1 . 
Phase 1: partitioning of a large graph
The large graph is partitioned into sub graphs or partitions using a measure of quality known as modularity. Modularity ) is a property of a network and a specific proposed division of that network into communities. Higher values of the modularity correspond to a good division of the network into communities. This measure is based on the greedy optimisation (Newman, 2003) by exploring some shortcuts in the optimisation problem and using more sophisticated data structures. In this optimisation where each vertex is the sole member of a community of one, we repeatedly join together the two communities whose amalgamation produces the largest increase in Q. For a network of 'n' vertices, after 'n -1' such joins with a single community, the entire process can be represented as a tree whose leaves are the vertices of the original network and whose internal nodes correspond to the joints. This represents a hierarchical decomposition of the network into communities at all levels using a dendrogram.
The proposed method, termed as modularity-based clustering Newman, 2004b; ) divides a complex system into a number of clusters with stronger internal connections than external connections. The quality of the division is measured using modularity (0 < Q < 1) as a metric. A modularity of Q >= 0.3 indicates significant cluster structure. The number of clusters, k, is set to N as a thumb rule (Bezdek and Pal, 1998; Rezace et al., 1998) , where N is the number of nodes in a graph. The Newman and Girvan algorithm (2004) was implemented on the example graph shown in Figure 2 (a) using the Gephi 0.8.2-Beta tool (http://Gephi.github.io/users/download). The number of partitions is 11 3
because N, the total number of nodes in the example graph, is 11. As a result, three clusters S1, S2 and S3 are formed, as shown in Figure 2 (b). The first partition is formed having seven nodes with the node ids being 1, 2, 3, 8, 9, 10 and 11; the second partition consists of three nodes with the node ids being 4, 5 and 6; the third partition has a single node, 7. 
Phase 2: finding the final MST
Each cluster obtained in Figure 3 (a) can be considered as a sub graph or partition. The MST for each sub graph is constructed by using Kruskal's algorithm. Using this, the edges are added in the sorted order, excluding those leading to a cycle, until all the edges are combined into one tree. The sorted edges of sub graph S1 are 3, 3, 5, 6, 7, 8, 8, 9 , 10, 10 and 12. The MST in the first sub graph is formed with edge weights 3, 3, 5, 6, 7 and 8, excluding the edge weights 8, 9, 10, 10 and 12, which lead to a cycle, and in the second sub graph with the edge weights 10 and 12, excluding the edge weight 13, which leads to a cycle. There are no edges in the third sub graph. The MSTs of each sub graph are represented with thick pink lines in Figure 3 (a). The MST of each sub graph is combined by finding the appropriate connecting edge from a set of connecting edges. For identifying the correct connecting edge between sub graphs, the centre of the sub graph is found by determining the mean values of one of the edge parameters, such as the edge weights. The centres of each sub graph c1, c2 and c3 are represented in Figure 3 (b) by dark green spots. Now, these centres are joined to form a graph that is represented by dotted green lines in Figure 3(b) . The edges of the dotted graph are assigned with weights 2, 6 and 7 as follows: Partitions S1 and S2 are connected with edges whose weights are 9 and 2. From these edge weights, 2 is the minimum; hence, the value 2 is assigned to the edge c1-c2. Similarly for partitions S2, S3 and S3, S1, the connecting edges, are assigned with the edge weights 6 and 7. 
Thus, the MST is determined for the resulting graph formed by the centre points is named as MST centre , shown in Figure 3 (c) with edges c1-c2 and c2-c3 having the weights 2 and 6. Thus, c1-c2 and c2-c3 become the connecting edges for the three partitions, as shown in Figure 4 The midpoints m1, m2 of MST centre are shown in Figure 5 (a). Considering these midpoints as reference points, the input graph is partitioned into k -1 (i.e., because k = 3 for MST1, k -1 = 2 for MST2); the sub graphs s1 and s2 are shown in Figure 5 The two graphs, approximate MST1 in Figure 4 (b) and approximate MST2 as in Figure 5 (e). are combined to get the merged graph, as shown in Figure 6 (a). The final MST for the merged graph is found and named MST final . Thus, the resultant reduced graph obtained from the input graph is MST final , which includes ten edges having the weights 2, 3, 3, 5, 6, 6, 7, 7, 8, 8, 9 , 10 and 12, as shown in Figure 6 (b). The cost of any graph or network is the sum of all the edge weights of that graph. The cost details of each graph of synthetic data are described in Table 1 . Table 1 Cost details of graphs (synthetic data)
Graph Total cost

Input graph 158
Approximate MST1 62
Approximate MST2 60
Final MST/reduced final graph 57
Algorithm for the proposed approach
Input: Large graph.
Output: Final MST or reduced final graph.
Step 1 Divide the graph into k clusters or sub graphs using Newman and Girvan algorithm for community detection.
Step 2 Find the MST for each sub graph using Kruskal's algorithm.
Step 3 Find the approximate MST1 for the input graph.
Step 3.1 Find the centres of each cluster.
Step 3.2 Join the centres of each cluster.
Step 3.3 Find the MST centre .
Step 3.4 Assign the nearest edge values to the edges of MST centre .
Step 3.5 Consider these edges for connecting the clusters or sub graphs.
Step 4 Find the approximate MST2 for the input graph.
Step 4.1 Divide the input graph into k -1 clusters and repeat the Steps 2 and 3.
Step 5 Combine the approximate MST1 and approximate MST2 to get the merged graph.
Step 6 Find the MST for the merged graph.
Step 7 Get the Final MST as output.
Time complexity analysis
The overall time complexity T of the proposed algorithm is calculated as 
where,
T Partition
is the time complexity of partitioning the dataset with T Subsets is the time complexity of constructing the MST for the subsets with an exact algorithm.
The dataset with N data points is partitioned into K subsets by considering the number of clusters/partitions and is set to N (i.e., ) K N = as thumb rule (Bezdek and Pal, 1998; Rezace et al., 1998) and data points in each partition is N/K. ( ( 1)) ( 1) (
Since, merged graph has 2(N -1) edges. log N). Whereas, the time complexity is O(N 2 log N) if the minimum spanning tree is generated by implementing any traditional algorithm directly onto the large input graph. Thus, the time complexity of the proposed algorithm is reduced.
Comparison of performance of the proposed method with a standard benchmark
The New York tunnels are a benchmark water supply system for an optimum design problem. Figure 7 (a), provided by Savic (2002) and , illustrates the system layout and the territory where it is located. As can be seen, the city is comprised of five regions that are divided by the river, which are Bronx, Manhattan, Queens, Brooklyn and Richmond, respectively. Correspondingly, the water supply clusters constructed following urban development should fit into the terrain of the city; that is, the tunnel network could be regarded as a system of five naturally interrelated clusters as a result of the terrain feature. Therefore, this typical case is an ideal example for testing the competence of the clustering method because the approach is expected to detect the cluster structures of WDSs formed along with urban development. The result demonstrated in Figure 7 (b) indicates that the method ) detected five clusters implied by the network topology; hence, it determined the natural cluster or partition structure that matches the terrain partition in the real world very well, despite small discrepancies at certain boundaries. A modularity of >0.5 indicates a strong cluster structure.
The result, demonstrated in Figure 7 (c), determines the k ( 3 ) k N ≤ = clusters or partitions of the system using the proposed methodology into three approximately equal areas with a modularity of >0.5, which indicates a strong cluster structure. 
Thus, the proposed methodology forms a strong cluster structure with the same modularity by reducing the number of clusters. Furthermore, it reduces the time complexity when compared with the existing method (Diao et al., 2014) from O(N 2 log N) to O(N 1.5 log N). Hence, it gives efficient results for the large graphs.
Experimental results and analysis on real world data (WDS)
In this section, we present the experimental results on the real-world water distribution network of Balgaon, Parvathipuram in Andhra Pradesh, as shown in Figure 8(a) .
The distribution system is subjected to 60 junctions and 72 links, which have a reservoir capacity of 227 kilolitres. In this network, the junction parameters are node id, elevation, head, demand, base demand, and pressure, and the link parameters are link id, length, diameter, roughness, flow, velocity, unit head loss, and friction factor. In the WDS network, the junction represents the nodes and the links represent the edges of a graph. In a WDS, the node id is considered to be a junction or node parameter and the length to be a link or edge parameter. The WDS in Figure 8 (a) is taken as a large graph, which is partitioned into six partitions P1, P2, P3, P4, P5 and P6, as seen in Figure 8 (b), using the Girvan-Newman algorithm. The six partitions with the node ids and the number of nodes present are described in Table 2 . 34 451, 452, 453, 454, 455, 456, 457, 458, 459, 460, 461, 462, 463, 464, 465, 466, 467, 468, 469, 470, 471, 472, 473, 474, 475, 476, 477, 478, 479, 480, 481, 482, 483, 484 P2 1 450 P3 4 446, 447, 448, 449 P4 5 429, 430, 443, 444, 445 P5 2 431, 432 P6 14 415, 426, 427, 428, 433, 434, 435, 436, 437, 438, 439, 440, 441, 442 The MSTs for each sub graph are constructed by using Kruskal's algorithm and are connected by finding the connected edges of the sub graphs. Using Kruskal's algorithm, the edges of each partition are sorted and connected to form a tree, accomplished by avoiding a cycle, which is nothing but the construction of a MST for each sub graph. The length of each edge is considered to be the weight of an edge. The edges of the MST of each partition with their costs are shown in Table 3 . P1 461-462, 462-463, 462-64, 464-465, 464-466, 466-467, 466-468, 468-470, 470-469, 470-472, 472-471, 471-455, 455-456, 471-474, 474-475, 474-473, 473-476, 476-477, 476-478, 478-479, 478-480, 478-481, 481-484, 484-482, 482-483, 451-452, 452-453, 452-457, 453-454, 453-471, 453-458, 458-459, 458-460 1,864 446-447, 447-448, 448-449 244 P4 426-430, 430-444, 444-443, 444-445 336 P5 432-431 136 P6 427-426, 426-428, 428-415, 428-433, 433-434, 434-435, 435-436, 435-437, 437-438, 437-439, 439-440, 439-441, 441-442 920 Total cost 3,500 The node ids of connecting edges with their costs are shown in Table 4 . The approximate MST1 is constructed by identifying the connected edges using MST centre , as shown in Figure 8 (a). The cost of approximate MST1 is the sum of the edge weights of the MSTs in each partition and the weights of the connecting edges. Therefore, the total cost of approximate MST1 is 3,769 [3,500 (from Table 2 ) + 269 (from Table 4 )]. The process of partitioning with k-1 partitions is repeated, which results in five partitions p1, p2, p3, p4 and p5 ( shown in Table 5 ), and the connecting edges (shown in Table 6 ) are identified to form approximate MST2, as shown in Figure 10(a) .
The total cost of the MSTs of all the partitions p1, p2, …, p5 is 2,970, and the total cost of connecting the edges is 302. Therefore, the cost of approximate MST2 is 3,272. 452, 453, 454, 455, 456, 457, 458, 459, 460, 461, 462, 464, 465, 466, 467, 468, 469, 470, 471, 472, 473, 474, 475, 476, 477, 478, 479, 480, 481, 482, 483, 484 p2 3 448, 450, 463 p3 6 441, 442, 445, 446, 447, 449 p4 8 429, 430, 431, 432, 433, 439, 443, 444 p5 10 415, 426, 427, 428, 434, 435, 436, 437, 438, 440 The merged graph is shown in Figure 10 (b) is formed by combining approximate MST1 and approximate MST2. The cost of the merged graph is 3,894. The final MST, shown in Figure 11 , is formed by finding the MST for the merged graph. To find the final MST, the edge weights 98 and 105 of edges 426-434 and 437-439, respectively, are removed from the merged graph using Kruskal's algorithm. Thus, the cost of the final MST is 3,691. The costs of all the MSTs are shown in Table 5 . It is observed that the cost of original WDS taken is 5,394, whereas the cost of the final reduced WDS is 3,691. This result proves the efficiency of the proposed approach in finding a WDS with a minimum cost; the result analysis is shown in Figure 12 and in Table 6 . Final MST/reduced WDS 3,691
Figure 12 Cost analysis of the water distribution network (see online version for colours)
Conclusions
In this paper, we explored a solution to reduce the topological and behavioural complexities of a WDS. The proposed approach uses the minimum spanning tree concept for constructing a WDS with a minimum number of pipes and junctions. Because it becomes difficult to implement traditional MSTs on large graphs, this paper indicated a way to solve this was to use the split-and-merge strategy on large graphs. The splitting process decomposes the complex structure of the data set into smaller ones, which is followed by merging the smaller structures to generate the minimum spanning tree. The time complexity calculated for the proposed approach was done by using the divide-and-conquer strategy, which was found to be much reduced when compared with the time complexity of the minimum spanning tree generated by implementing any traditional algorithm directly onto the large input graph. The performance of the suggested method was compared with the benchmark data of New York Tunnel System and was found satisfactory. The real-world application was with the water distribution system of Balgaon, Parvathipuram town of Andhra Pradesh. The results showed that the proposed approach performed well on both synthetic and real-world data. Therefore, this method can be used to design an economical WDS for any city or town.
