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Interaction via pulses is common in many natural systems, especially neuronal. In this article we
study one of the simplest possible systems with pulse interaction: a phase oscillator with delayed
pulsatile feedback. When the oscillator reaches a specific state, it emits a pulse, which returns after
propagating through a delay line. The impact of an incoming pulse is described by the oscillator’s
phase reset curve (PRC). In such a system we discover an unexpected phenomenon: for a sufficiently
steep slope of the PRC, a periodic regular spiking solution bifurcates with several multipliers crossing
the unit circle at the same parameter value. The number of such critical multipliers increases linearly
with the delay and thus may be arbitrary large. This bifurcation is accompanied by the emergence
of numerous “jittering” regimes with non-equal interspike intervals (ISIs). Each of these regimes
corresponds to a periodic solution of the system with a period roughly proportional to the delay.
The number of different “jittering” solutions emerging at the bifurcation point increases exponentially
with the delay. We describe the combinatorial mechanism that underlies the emergence of such a
variety of solutions. In particular, we show how a periodic solution exhibiting several distinct ISIs
can imply the existence of multiple other solutions obtained by rearranging of these ISIs. We show
that the theoretical results for phase oscillators accurately predict the behavior of an experimentally
implemented electronic oscillator with pulsatile feedback.
I. INTRODUCTION
Oscillating systems subject to pulsed inputs or inter-
actions were studied in many different areas, such as dy-
namics of spiking neurons [1], communication of fireflies
by short light pulses [2, 3], impacting mechanical oscil-
lators [4], electronic oscillators [5–7], optical systems [8–
10], stimulation of cardiac [11–13], respiratory [14, 15]
or circadian [16] rhythms. Simple but powerful mod-
els to describe such systems are phase oscillators with
pulsatile coupling, which are especially popular in neu-
roscience [2, 17–31]. Apart of the simplicity of phase
models in comparison to conductance-based models [32],
they possess two main features: the possibility of individ-
ual neurons to produce periodic output, and the fact that
interaction between neurons is mediated by the brief ac-
tion potentials or spikes, which have a temporal duration
much smaller than the interspike intervals (ISIs). More-
over, the effect of a spike depends on the dynamical state
at which the neuron is located at the time of the spike
arrival. In phase models such an effect is incorporated
with the help of phase reset curves (PRC) [3, 31, 33–35].
In its representation as a phase oscillator, each type of
neuron possesses a characteristic PRC corresponding to
a particular stimulus. Hence, parameter changes in the
neuron or the stimulus are reflected by changes in the
shape of the PRC. PRCs can be computed for any os-
cillatory system and stimulus including neuronal models
such as Hodgkin-Huxley, FitzHugh-Nagumo, and others
[34, 36]. In this way, pulse-coupled systems can be con-
sidered either as stand-alone models, or as approxima-
tions of coupled oscillatory conductance-based systems.
Among the advantages of such models is their simple nu-
merical implementation, their lower dimension in com-
parison with conductance-based models, as well as the
possibility to adjust the PRC numerically and measure it
experimentally [37–41]. The phase description can serve
as an appropriate approximation, if the responses of the
system to inputs introduce transient deviations from the
oscillatory state, which are shorter than the ISIs.
In this paper we consider a single oscillator with pul-
satile delayed feedback extending the results reported in
[42]. The study on this basic and very common “motif”
[43] is important for understanding the behavior of larger
delay-coupled networks [44]. For instance, a loop con-
sisting of one excitatory and one inhibitory neuron with
delayed connection shows similar behavior to a neuron
with delayed self-feedback [45–47], and also the behav-
ior of rings of several neurons are, in some cases, related
to the behavior of a single neuron with delayed feedback
[48–50]. In fact, a larger neuronal feedback delay might
firstly arise due to a chained propagation of action po-
tentials along a ring of neurons. Another motivation to
study a single oscillator with delayed feedback arises from
the study of ensembles of delay coupled oscillators where
the synchronous regime and some modes of its instabil-
ity can be described by the behavior of a single oscillator
[51, 52].
Although we approach the problem of an oscillator
with pulsed feedback from a general perspective, not
bound to a specific area of application, neurons with de-
layed feedback are a prototypical example for such sys-
tems. There exist some studies on this subject [41, 45–
47, 53], all of which have a common baseline: delay leads
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2to immense multistability. At first glance this result is
not too surprising since multistability generically arises
in delay differential equations due to a well-known mech-
anism called “periodic solution reappearance” [54]. Inter-
estingly, in the case of a pulsatile feedback, this mecha-
nism does not always explain the large variety of observed
solutions. Another property, which is connected to some
combinatorial relations between the ISIs is responsible for
the extreme multistability which arises for larger values
of the feedback delay. For example, Ma and Wu [45, 46]
found for several neuron models that a large number of
periodic solutions coexists. Remarkably, these solutions
exhibit only a few distinct ISIs; moreover, different solu-
tions can be transformed into another by permuting the
order of the ISIs. Our results shed some light on these
earlier works from another perspective.
We show that an oscillatory system with delayed pul-
satile feedback may generically exhibit a very surpris-
ing phenomenon, which manifests itself as follows: un-
der some conditions a periodical regime of regular spik-
ing destabilizes in a degenerate manner such that sev-
eral multipliers (Lyapunov exponents) become critical at
once. The number of the critical multipliers is propor-
tional to the feedback delay and can be arbitrary large.
Thus, the dimension of the unstable manifold of the reg-
ular spiking solution changes abruptly from zero to an
arbitrary large value, which we call the “dimension ex-
plosion” phenomenon. As a result of such a bifurcation,
we show that there appear multiple coexistent periodic
solutions with larger periods, characterized by distinct
ISIs. We call such regimes with non-equal ISIs “jitter-
ing” regimes, by analogy with well-known timing jitter
in optical and electronic systems [10, 55, 56]. Previ-
ously, the solutions with non-equal ISIs have been re-
ported in various oscillator models subject to delayed
feedback [1, 14, 15, 45, 46, 57]. In our model, remark-
ably, the numerous jittering regimes emerge at once at
the bifurcation point which leads us to adopt the name
“multi-jitter” bifurcation. We prove that the number of
the emergent jittering solutions grows exponentially with
the delay.
The structure of the paper is as follows: In section II
we introduce the model for a phase oscillator with de-
layed pulsatile feedback, introduce some definitions and
assumptions, and give the system’s reformulation as dis-
crete return map of ISI-sequences. In section III we study
the regime of regular spiking (RS) where all ISIs are iden-
tical. We obtain an explicit parametric expression for all
branches of RS solutions, determine their stability, and
give conditions for the multi-jitter bifurcation. It turns
out that the crucial quantity involved is the steepness of
the PRC. In the following Section IV we undertake a nu-
merical exploration of the system’s behavior beyond the
multi-jitter bifurcation and report a huge multistability
of periodic solutions and chaotic attractors. The most
dominant type of the observed solutions exhibits a peri-
odic repetition of only two different ISIs in seemingly ar-
bitrary order. We explain this phenomenon in section V
where we prove that the phenomenon of dimension explo-
sion is indeed accompanied by an explosion of the number
of coexisting solutions. In Section VI we present an ex-
perimental realization, where the effects predicted by the
phase model can be observed in an electronic oscillator.
We conclude with a discussion in section VII.
II. MODEL
We consider an oscillator with delayed pulsatile feed-
back of the form [24, 27, 29–31, 42, 58]:
dϕ
dt
= 1 + Z(ϕ)
∑
tj
δ(t− tj − τ). (II.1)
The oscillator is described by its phase ϕ, which changes
on the circle [0, 1] with ϕ = 0 and ϕ = 1 identified.
In the case without delayed feedback, the phase grows
uniformly with normalized frequency ω = 1. When the
phase reaches unity, the oscillator is assumed to emit a
pulse. The instants when the pulses are emitted are de-
noted by tj , j = 1, 2, . . . . The emitted pulses propagate
along the feedback line and affect the oscillator after the
delay τ at the time instants t∗j = tj + τ . When a pulse is
received, the phase of the oscillator undergoes an instan-
taneous, discontinuous shift, and changes its value to the
new value
ϕ(t∗j + 0) = ϕ+ Z (ϕ) ,
where ϕ = ϕ(t∗j − 0) and the function Z(ϕ) is the PRC
[31, 59, 60]. In the following, we suppose that Z(ϕ) is
continuous and differentiable for all ϕ. Further, we as-
sume that
Z(0) = Z(1) = 0, (II.2)
which means that the oscillator does not respond to per-
turbations during its own spike. In some cases, such an
assumption is reasonable, especially for the modeling of
neuronal dynamics involving a fast change in the systems
state around ϕ = 0, see additional discussion in [29, 30].
We also impose that
ϕ+ Z(ϕ) ∈ [0, 1] (II.3)
for all ϕ ∈ [0, 1].
For numerical illustrations we consider the PRC
Z(ϕ) = κ× (sin (piϕ))q , (II.4)
which is shown in Fig. 1. Here κ > 0 is the feedback
strength, and q > 1 is a parameter that controls the
steepness of the PRC, which is the crucial quantity for
the dynamical phenomena reported in this paper.
We define the steepness as the maximal downward
slope of Z:
s :=
∣∣∣∣ infϕ∈(0,1)Z ′ (ϕ)
∣∣∣∣ . (II.5)
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Figure 1. (Color online) PRC function (II.4) for κ = 0.1 and
different values of the parameter q. Stars indicate points,
where Z′(ϕ) = −1 corresponding to possible multi-jitter bi-
furcations [see Sec. III B].
We emphasize, that the amplitude of the PRC and many
features of its shape (e.g., whether it is of type I or II,
unimodal, etc.) are not crucial for our results and the
reported phenomena can be observed for any PRC pos-
sessing a sufficiently high steepness. For the function
(II.4) the steepness can be estimated for large q as
s ≈ κ× pi
√
q/e, (II.6)
where e is Euler’s number [see Appendix A].
As for any system with time delay, some amount of
information about its past is required for system (II.1)
in order to determine its future evolution. However, be-
cause of the pulsatile nature of the feedback, the only
information needed is the time-moments of the pulses
tj (cf. [61, 62]). In [63] it was proven that a system
with pulsatile delayed coupling can be reduced to a finite-
dimensional map under quite general conditions. For the
oscillator (II.1) such a map can be obtained for the ISIs
Tj = tj − tj−1:
Tj+1 = F (Tj , Tj−1, ..., Tj−P+1) . (II.7)
The map (II.7) determines the next ISI based on the
P preceding ISIs. Equation (II.7) can equivalently be
written as the P -dimensional map
(T1, ..., TP ) 7→ (T2, ..., TP , F (T1, ..., TP )) .
According to [63], the map dimension is bounded as fol-
lows:
P ≤ 1 + τ
1− 2Zmax ,
where Zmax = max0≤ϕ≤1(Z(ϕ)). For the PRC (II.4),
Zmax = κ.
III. REGULAR SPIKING
The map (II.7) can have different and complicated
forms depending on the relation between the delay time
0
1
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tj tj+1tj*
Tj-P+1 Tj+1
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time t
τ
Figure 2. (Color online) Spiking dynamics schematically. The
spike emitted at tj−P affects the dynamics after time delay τ
at t∗j = tj−P + τ .
and the spiking frequency [63]. Therefore, we will not
write down the general form of F here. Instead, we de-
rive the form of the map for the case when there is only
one feedback spike arriving at the oscillator during each
ISI. This form is adequate in many cases, and in partic-
ular for RS regimes, which are fixed points of (II.7), and
are characterized by a repeated spiking with a constant
ISI length Tj ≡ T for all j. However, if the possibility
of several incoming pulses per ISI is taken into account,
additional interesting regimes can be observed [57].
Under the assumption that exactly one spike arrives
per ISI, let us consider the oscillator dynamics on the
time interval [tj , tj+1]. First, note that there exists a
unique number P of ISIs between tj and the emission
time tj−P of the spike arriving at t∗j ∈ [tj , tj+1], cf. Fig. 2.
Accordingly, we have
t∗j = tj−P + τ = tj + τ −
j∑
k=j−P+1
Tk.
Further, the oscillator’s phase ϕ grows from zero to one
within the interval [tj , tj+1], and, except from the instant
t∗j when a feedback pulse arrives and perturbs the phase,
it grows linearly with time. The phase value ψ ∈ [0, 1] at
the moment of the pulse arrival equals
ψ = t∗j − tj = τ −
j∑
k=j−P+1
Tk. (III.1)
Hence the corresponding shift of the perturbed phase
equals Z(ψ) and the oscillator’s phase immediately af-
ter the pulse impact is ϕ(t∗j + 0) = ψ + Z(ψ). Finally,
the ISI
Tj+1 = tj+1 − tj = ψ + tj+1 − t∗j
is determined from the condition ϕ(tj+1) = 1:
1 = ϕ(tj+1) = ψ + Z(ψ) + tj+1 − t∗j
= Tj+1 + Z
τ − j∑
k=j−P+1
Tk
 .
4Hence, for (II.7) we obtain the form
Tj+1 = 1− Z
τ − j∑
k=j−P+1
Tk
 . (III.2)
A. Existence of RS
In the case of RS the oscillator emits pulses periodi-
cally with tj = jT and Tj = T for all j. This implies, that
there is exactly one spike within each interval [tj , tj+1)
and the ISI map necessarily takes the form (III.2). RS so-
lutions correspond to fixed points of (III.2) and therefore
all possible periods T are given as solutions to
T = 1− Z (τ − PT ) (III.3)
where P = [τ/T ] is the number of full periods within
one delay interval ([·] denotes the integer part). Thus,
τ = PT + ψ with ψ := τ mod T , and we can write
Eq. (III.3) in the parametric form:
T = 1− Z(ψ),
τ = P (1− Z(ψ)) + ψ. (III.4)
The advantage of Eq. (III.4) as compared to Eq. (III.3)
is that it allows an explicit representation of all RS solu-
tions (i.e. their periods T ) as a function of τ . The curve
(τ(ψ), T (ψ)) obtained by substituting P = 0, 1, 2, ... in
(III.4) and varying ψ within the interval [0, 1] is shown in
Fig. 3. An important consequence of this dependency is
that for each value of τ at least one value of T exists. For
small values of τ the expression T (τ) is single-valued, but
for larger τ folding takes place leading to an emergence
of several solution branches. The fold points satisfy
0 =
∂τ
∂T
=
∂τ
∂ψ
(
∂T
∂ψ
)−1
=
1− PZ ′ (ψ)
−Z ′ (ψ) ,
that is,
PZ ′(ψ) = 1. (III.5)
From Eq. (III.5) it is clear that folds do not occur for
P < 1/|max0≤ϕ≤1 Z ′ (ϕ) |. For larger P intervals of τ
appear for which several different RS solutions with dif-
ferent periods coexist. As follows from a general result
derived in [54], the number of coexisting RS solutions
grows linearly with the time-delay τ .
B. Linear stability
Let us analyze the linear stability of the RS solutions.
For this purpose we introduce small perturbations δj
to the initial conditions such that Tj = T + δj , and
study whether the perturbations are damped or amplified
with time. Since small perturbations do not violate the
property that only one spike occurs within each interval
[tj , tj+1], the map (III.2) can be used to study their evo-
lution relevant to the stability of the corresponding RS
solution. We substitute Tj = T + δj into (III.2), linearize
the obtained expression with respect to δj , and obtain
the map
δj+1 = Z
′(ψ)
j∑
k=j−P+1
δk, (III.6)
where ψ = τ−PT . The stability of the linear map (III.6)
is described by its characteristic multipliers λ ∈ C, that
is, by the roots of the characteristic equation
χP,α (λ) = λ
P − α
P−1∑
k=0
λk = 0 (III.7)
where α := Z ′(ψ). If Eq. (III.7) has only multipliers
with |λ| < 1 the corresponding RS regime is locally sta-
ble. The following statements summarize properties of
the multipliers [see Appendix B for details]:
(A) For −1 < α < 1/P, all multipliers have abso-
lute values less than one. As a result, the RS solution
is asymptotically stable.
(B) At α = 1/P one critical multiplier crosses the unit
circle at λ = 1. For α > 1/P this multiplier remains
unstable.
(C) At α = −1 there are P critical multipliers λk =
ei2pik/(P+1), k = 1, . . . , P , crossing |λ| = 1 simultane-
ously. For α < −1, there are P unstable multipliers with
|λk| > 1, k = 1, . . . , P .
Figure 4 illustrates the possible spectra for different
values of the parameter α. The stability region for regular
spiking is −1 < α < 1/P . For α = 1/P the stability is
lost through a saddle-node bifurcation corresponding to
the fold described by (III.5).
The most remarkable destabilization scenario is related
to the transition at the parameter value α = −1, where
P multipliers become unstable simultaneously if α is de-
creased. At this point the dimension of the unstable man-
ifold increases abruptly from 0 (stable RS solution) to P ,
which can be arbitrary large depending on the size of the
delay τ . Although this “dimension explosion” seems to be
very degenerate, it occurs generically within our setup.
In the following we study this surprising bifurcation.
IV. NUMERICAL STUDY OF JITTERING
In this section we show numerically, that a destabiliza-
tion of RS taking place at α = −1 leads to the emergence
of a variety of “jittering” spiking modes with non-identical
ISIs Tj . In order to achieve the bifurcation condition
α = Z ′(ψ) = −1, the steepness s of the PRC should sat-
isfy s ≥ 1. For the PRC given by Eq. (II.4), the steepness
is given by (II.6), and the condition s ≥ 1 leads to q ≥ q∗
with q∗ ≈ e/(0.1pi)2 ≈ 27.5.
To explore the regimes of irregular spiking we first
study the map (III.2) for the PRC (II.4) with κ = 0.1. A
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Figure 3. (Color online) One-dimensional bifurcation diagram for the ISIs T of RS solutions versus delay τ according to (III.4)
with Z(ϕ) from Eq. (II.4) and q = 5. Red solid lines correspond to stable RS, blue dashed lines correspond to unstable RS [cf.
Sec. III B]. The squares indicate fold bifurcations.
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Figure 4. (Color online) Multipliers λ of the RS solution
versus the parameter α. Dotted blue lines depict the stable
part of the spectrum, solid red the unstable part.
series of bifurcation diagrams is shown in Figs. 3, 5, and,
6. They illustrate the observed ISIs of the system for
continuously varying delay τ and three different values,
q = 5, 28, and 100, of the steepness parameter. For each
value of the delay τ we simulated the system 20 times
starting from random initial conditions (initial ISIs were
drawn from a uniform distribution in [0.9, 1.0]). For each
simulation all different values of ISIs Tj , which could be
observed after a transient, were saved. For each observed
value Tj , a red dot was placed at coordinate (τ, Tj). Fur-
ther, the parametric representation (III.4) was utilized to
draw a line corresponding to RS solutions. It is solid red
where the RS is stable and dashed blue where it is un-
stable, as determined from the condition α ∈ (−1, 1/P ).
A. Subcritical steepness
Figure 3 shows the case q = 5 < q∗, where the only
possible bifurcations are folds of the RS. This means, for
each value of τ , each single point (τ, T ) on the bifurca-
tion diagram corresponds to one possible RS solution.
Intervals of τ where two distinct values of T appear cor-
respond to different coexisting RS solutions with distinct
periods. The periods of the observed regular spiking are
determined analytically by (III.4).
When the steepness of the PRC increases and q exceeds
the critical value q∗, two points ψA,B ∈ (0, 1) appear for
which Z ′(ψA,B) = −1. This means that for appropriate
values of the delay time τ , such that ψ = τ modT equals
either to ψA or ψB , the stability of the RS changes and
P multipliers cross the unit circle simultaneously, where
P = [τ/T ]. More precisely: for each P ∈ N, there exist
two values of the delay [cf. (III.4)],
τPA,B = P (1− Z(ψA,B)) + ψA,B , (IV.1)
for which the dimension of the unstable manifold of the
RS explodes from 0 to P .
B. Moderate supercritical steepness
Figure 5 illustrates the case close to criticality with
q = 28, corresponding to s ≈ 1.017, and slightly larger
than the critical parameter value q∗ ≈ 27.5. The newly
occurring bifurcations are located on the stable, up-
ward part of the RS branch and the panels 5(b-d) show
enlarged neighborhoods of the corresponding intervals
[τPA , τ
P
B ] for P = 1, 3, 4.
As shown in Section III B, P multipliers λk =
ei2pik/(P+1) cross the unit circle simultaneously at τ =
τPA,B . For the case P = 1, this means only one multiplier
λ = −1 crosses the unit circle in the points τ = τ1A,B .
Note that in this case the map (III.2) is one-dimensional
and has the form
Tj+1 = 1− Z (τ − Tj) . (IV.2)
In this case, the bifurcation is a supercritical period dou-
bling giving birth to a stable period-2 solution existing
for τ in the interval [τ1A, τ
1
B ]. For this solution the spiking
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Figure 5. (Color online) (a) Numerical bifurcation diagram for (II.1) with PRC (II.4) where q = 28. The delay τ is varied in
the range [0, 5]. Red dots correspond to ISIs observed in direct simulations; the blue dashed lines corresponds to unstable RS;
squares indicate fold bifurcations. (b-d) are zooms into regions of (a) where irregular spiking occurs; stars indicate multi-jitter
bifurcations. (e) Left panel: One-dimensional map (IV.2) describing the dynamics of ISIs for P = 1 (τ = 1.5), together with
a cobweb diagram for a trajectory converging to the stable period-2 solution. Right panel: temporal dynamics, ISIs Tj versus
time. (f) Bipartite period-4 solution (T1, T1, T2, T2) for P = 3 (τ = 3.38). Left panel: a trajectory converging to this solution
in the (Tj+1, Tj)-plane; Right panel: temporal dynamics.
regime is ”jittering”: the ISIs Tj are not equal anymore
but they form an alternating sequence with T2j+1 = T1
and T2j = T2, with T1 6= T2. The temporal dynam-
ics of the ISIs for the period-2 solution is illustrated in
Fig.5(e) together with a corresponding cobweb-diagram
for the one-dimensional map (IV.2). In the bifurcation
diagram Fig. 5(a) a period-2 solution corresponds to a
pair of points (τ, T1) and (τ, T2).
For P ≥ 2 bifurcations take place, where P multipliers
simultaneously becoming unstable at τ = τPA,B . The RS
solution loses its stability inside the interval τ ∈ [τPA , τPB ],
and various stable “jittering” regimes with non-equal ISIs
appear. In numerical studies we observe that the emerg-
ing solutions have period (P + 1). However, a consistent
property of these period-(P+1) solutions is that their ISIs
consist of only two (or less often three) different values of
Tj . An example of such a period-4 solution at P = 3 is
given in Fig. 5(f), where the corresponding ISI sequence
has the form (T1, T1, T2, T2) := (. . . , T1, T1, T2, T2, . . . ).
Here and in the following, the periodically repeating part
of the solution is denoted with an overline. As a result,
such solutions correspond to only two, and not P + 1
points on the bifurcation diagram in Fig. 5(a). Since this
type of solutions appear to be prevalent in the considered
system, we will introduce the term bipartite solutions to
refer to them. Analogously, we use the term tripartite
solutions for solutions exhibiting three different ISIs.
For each P ≥ 2, a variety of different bi- or tripartite
solutions with period P +1 is observed inside the interval
τ ∈ [τPA ; τPB ]. Moreover, some of them exist in a wider
7parameter interval. We denote this interval as
[
τPC ; τ
P
D
]
.
The stability regions of different bipartite solutions al-
ternate inside this interval, so that different solutions are
observed as the delay is changed. For example, at P = 3
the following period-4 bipartite solutions are observed as
τ changes from τ3C to τ
3
D:
(i) (T1, T1, T1, T2),
(ii) (T1, T2) ≡ (T1, T2, T1, T2),
(iii) (T1, T1, T2, T2),
(iv) (T1, T2, T2, T2),
where T2 > T1. The stability regions of different solu-
tions overlap leading to multistability for the correspond-
ing values of the delay τ . Tripartite solutions of the same
period P + 1 can be observed in a relatively narrow pa-
rameter interval at P = 2 [cf. Sec. V].
C. Large supercritical steepness
Figure 6 shows the case q = 100, which is farther be-
yond the criticality q∗ and corresponds to a steepness
s ≈ 1.9. As in the previous case, two points τPA,B exist
for each P = 1, 2, ..., where α = −1, and bifurcations of
the RS occur at those points. The instability intervals
[τPA , τ
P
B ] are larger than in Fig. 5 as well as the inter-
vals
[
τPC , τ
P
D
]
, where jittering regimes appear. Besides
the described bi- and tripartite solutions, more complex
dynamics is observed inside these intervals. For P = 1
the scenario of emergence of this dynamics is similar to
that in the one-dimensional logistic map. In this case a
cascade of period doubling bifurcations leads to the birth
of a chaotic attractor [Fig. 6(b)], which is illustrated in
Fig. 6(d). For P ≥ 2 the observed scenarios include pe-
riod doubling cascades as well as emergence and destruc-
tion of tori which both may lead to the birth of chaotic
attractors. An example of such an attractor for the case
P = 2 is shown in Fig. 6(e).
A two-dimensional, numerical bifurcation diagram in
the parameters τ and q is shown in Fig. 7. The diagram
was obtained by simulating (II.1) with N = 20 differ-
ent random initial values (as for the one-dimensional di-
agrams in Figs. 5 and 6) for each of 1000 × 1000 grid
points in the shown region (τ, q) ∈ [1, 5] × [20, 120]. For
each point, the period of the solution is computed after
a transient for each of the 20 runs and the maximal ob-
served period was stored to generate the figure. If the
period exceeded 100, the observed regime was considered
aperiodic (black points).
The largest area (white) in Fig. 7 corresponds to stable
RS solutions. For q > q∗, islands of irregularity appear,
each corresponding to one value of P = 1, 2, 3.... The
internal structure of these islands is quite complicated.
They consist of areas with solutions of different peri-
ods, often connected via period doubling bifurcations,
as well as areas with quasiperiodic and chaotic solutions.
Close to the border of each island there are bipartite
period-(P + 1) solutions. Deeper in the interior, solu-
tions of higher periods emerge, as well as quasiperiodic
and chaotic solutions. However, we also observe windows
of regularity inside the irregularity islands.
V. THE MULTI-JITTER BIFURCATION
As it was observed in Secs. III B and IV, a RS solu-
tion is destabilized either in a saddle-node bifurcation
or in a peculiar bifurcation, where P multipliers become
unstable simultaneously. In this section we show that a
large number of “jittering” solutions emerges, i.e. solu-
tions with different ISIs, in this “multi-jitter” bifurcation.
To prove this we consider the equation
1− T = Z(T − θ), (V.1)
where θ > 0 is a constant and T ∈ [θ, θ + 1]. As we
show below, solutions to this equation can be used as a
basis for the construction of periodic solutions of the map
(III.2).
Let us first consider the simplest case, which assumes
a single solution T˜ of (V.1). This implies immediately
the existence of RS with period T˜ for the delay values
τ = T˜ − θ + PT˜ , for all P ∈ N [cf. Eq. (III.3)]. This
observation of multiple occurrence of the same solution
at different values of τ is well known as periodic solution
reappearance in delay differential equations [54].
Many more possibilities arise when for some value of
θ Eq. (V.1) has two or more solutions T˜k. In this case
one can construct an arbitrary (P + 1)-periodic sequence
(T1, T2, ..., TP+1) from these values, i.e. Tj ∈
{
T˜k
}
, and
obtain a periodic solution of the map (III.2) for
τ =
P+1∑
j=1
Tj
− θ. (V.2)
This statement is readily confirmed by a direct check. In-
deed, for each item Tj+1 of the sequence (T1, T2, ..., TP+1)
we have
Tj+1 = Tj−P = 1− Z(Tj−P − θ)
= 1− Z
(
τ −∑jk=j−P+1 Tj) ,
which coincides with (III.2).
Fig. 8 illustrates possible solutions to Eq. (V.1) for the
PRC (II.4). If the slope of the right hand side, that is of
the PRC Z, is not less than −1 for all values of T , only
one intersection and only one solution T1 of (V.1) exists
[Fig. 8(a)]. But if the PRC is steep enough, namely s >
1, three different solutions T1, T2 and T3 of (V.1) exist
within a certain interval of θ (Fig. 8(b)). In this case, the
values of θ corresponding to the emergence of the new
roots can be found from the condition that the left hand
and the right hand side of (V.1) intersect tangentially in
θ. These values equal
θA,B = 1− ψA,B − Z(ψA,B),
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where ψA,B are the points where the slope of the PRC
equals Z ′ (ψA,B) = −1. Equation (V.1) has three dif-
ferent solutions inside the interval θ ∈ [θA, θB ] and only
one solution outside of this interval. It can not have more
than three different solutions for the PRC given by (II.4).
This explains the emergence of bipartite and tripartite
solutions which were reported in Sec. IV. They exist for
steepness s > 1 when Eq. (V.1) can have more than one
solution T˜k. To construct all solutions for a given P
these solutions T˜k(θ) are determined in dependence of
θ ∈ [θA, θB ] and then composed in all possible periodic
sequences of period ≤ P+1. A series of the bipartite and
tripartite solution branches obtained in this way is shown
in Fig. 9 for q = 28 and P = 1, ..., 4, and P = 10. The
stability of these solutions was calculated as described in
Appendix C.
The obtained stable solutions coincide with the attrac-
tors from the bifurcation diagrams in Fig. 5(b)–(d) and
complement the diagrams by parts which are difficult to
obtain by direct simulation like unstable and tripartite
solutions. Each observed bipartite solution corresponds
to a pair of points (τ, T1) and (τ, T2) on the diagram; each
tripartite solution corresponds to three such points. Note
that solution branches which contain the same quantities
of each contained ISI coincide. For instance, in the case
P = 3 the branches corresponding to bipartite solutions
of the form (T1, T2) ≡ (T1, T2, T1, T2) and (T1, T1, T2, T2)
lie on top of each other in Fig. 9(c). This increasing num-
ber of overlapping branches is the reason for the exponen-
tial growth of coexisting solutions and not the number of
visibly different branches which equals P . Surprisingly,
the stability along the overlapping branches seems to co-
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Figure 7. (Color online) Numerically obtained two-dimensional bifurcation diagram for system (II.1) with PRC (II.4). Free
parameters are the delay time τ and the steepness parameter q. The maximal observed attractor period is coded in color.
White corresponds to period-1 (RS), shades of blue and green (gray) correspond to finite numbers larger than one (bipartite
and multipartite spiking), black corresponds to quasiperiodic or chaotic spiking, or a period larger than 100. Red dashed curves
consist of multi-jitter bifurcations points (corresponding to curves τPA,B(q)), and the horizontal dashed red line indicates the
critical steepness at q = q∗.
(a)
(b)
Figure 8. (Color online) Solutions of Eq. (V.1) for (a) s < 1
and (b) s > 1. The solid red line corresponds to the right
hand side, the dashed blue line to the left hand side of (V.1).
incide. We formulate this as a conjecture in Appendix C.
Notably, there exists only a very narrow interval of τ
where stable tripartite solutions exist. These are the so-
lutions (T1, T2, T3) and (T1, T3, T2) for P = 2. All other
tripartite solutions are unstable.
Let us now estimate the number of different bipartite
solutions which exist for a given P . Each of this solu-
tions corresponds to a sequence of two ISIs T1 and T2
which has the length P + 1. For each possibility to write
P + 1 = n1 + n2 with positive integers n1 and n2, we
obtain
(
P+1
n1
)
different sequences consisting of n1 entries
equal to T1 and n2 entries equal to T2. Not all of these
sequences correspond to different periodic solutions of
(III.2), since some of them might be transformable to
others by a periodical shift. Both sequences correspond
to the same periodic solution if and only if this is pos-
sible. Therefore we can estimate the total number of
different (P + 1)-periodic solutions containing exactly n1
ISIs T1 in their sequential representation to be equal to
or larger than
(
P+1
n1
)
/(P + 1). Here the quotient (P + 1)
disregards possible shift duplicates. Summing up over
n1 = 1, ..., P gives the following estimate for the total
number of bipartite solutions existing for P :
#{bipartite solutions for P} ≥ (2P+1 − 2) /(P + 1).
(V.3)
Thus, the number of solutions emerging due to described
mechanism grows exponentially with P . Notice that
these solutions exist for different intervals of the delay τ .
However, all of them emerge in the dimension explosion
points τPA,B and exist at least in the interval [τ
P
A , τ
P
B ].
Indeed, consider a parametrized bipartite solution
(T1, ..., TP+1) with Tk = Tk(θ) such that, e.g. Tk (θ) ∈
{T˜1 (θ) , T˜2 (θ)} [see Fig. 8]. The value of θ, say θB , where
both basic ISIs T˜1 and T˜2 converge to the common value
T˜1,2 → T = 1 − Z(ψB) corresponds to the point where
the bipartite solution emerges from the branch of RS so-
lutions. At the same time the corresponding delay con-
verges to the value τ = P (1−Z(ψB)) +ψB = τPB . These
limits are exactly the values of the ISI and the delay in
the points of dimension explosion bifurcation of the RS
as obtained from Eq. (IV.1).
This finding is well recognizable by the diagrams in
Fig. 9 in which all branches of bipartite solutions start
from the dimension explosion points on the RS branch.
The full branch of bipartite solutions is obtained as the
concatenation of the curves θ 7→ (T˜2(θ), T˜3(θ)), θ 7→
(T˜1(θ), T˜3(θ)), and θ 7→ (T˜1(θ), T˜2(θ)) with θ running
back and forth between θA and θB .
Thus, we have shown that the “dimension explosion”
of the unstable manifold, which takes place at the multi-
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jitter bifurcation of the RS regime is also a “solution
explosion”. In this bifurcation numerous bipartite solu-
tions branch off, and the number of the emergent solution
grows exponentially with the delay τ . Since each of these
solutions corresponds to a jittering regime we adopt the
term “multi-jitter bifurcation”.
VI. EXPERIMENTAL OBSERVATION OF
BIPARTITE JITTERING SOLUTIONS
The multi-jitter bifurcation was discovered and studied
in a reduced phase model (II.1). An important question
is whether this bifurcation and the emerging multitude
of jittering solutions is a peculiarity of the phase models
or it also occurs in realistic setups.
In [42] we have provided some evidence that it also oc-
curs in a realistic neural model and in a physically imple-
mented electronic circuit. We have shown that the regu-
lar spiking destabilizes in the points with Z ′(ψ) = −1 as
predicted by our theory and the jittering regimes emerge
instead. However, it was not checked whether all of the
predicted jittering solutions can be realised. According
to (V.3), their number should increase exponentially with
the delay.
We have experimentally studied an electronic
FitzHugh-Nagumo oscillator with a long feedback delay
[7, 64]. The circuitry of the electronic FitzHugh-Nagumo
oscillator as used in the experiment is depicted in
Fig. 10(a). Here, R = 1kΩ, C = 5nF, L = 9.4H, Pin is an
input from the delay line, and F (u) = αu(u−u0)(u+u0)
is the current-voltage characteristic of the nonlinear
resistor with α = 2.02 × 10−4Ω−1V−2 and u0 = 0.82V.
In absence of the delayed feedback, the device exhibits
autonomous oscillations with period T ≈ 2.95ms. The
delay line is realized on FPGA Xilinx Virtex-5 LX50 and
it represents a shift register consisting of 4000 elements
with time of the shift less than 7 microseconds. Thus, it
provides a delay of a single pulse with an accuracy better
than 0.4% of the autonomus oscillation period T. The
feedback is delivered as a pulse of amplitude A = 5V
and duration θ = 42µs with a delay τ after each time
the voltage u transverses the threshold uth = −0.7V in
positive direction. For the given parameters, the phase
resetting curve of the oscillator has the shape depicted
in Fig. 10(b) and exhibits an interval with the slope less
than −1 indicated by red color.
During the experiment, we gradually selected differ-
ent values of the feedback delay time τ , and recorded
the distinct observed dynamical regimes. The results
are depicted in the experimental bifurcation diagram in
Fig. 10(c). Here, for each delay τ the observed ISIs are
plotted analogously to the presentation in Figs. 3–6. One
can see that the regular spiking regime with a single
value of the ISI is observed for τ < τA ≈ 16.3ms and
for τ > τB ≈ 18.8ms. Inside the interval [τA; τB ], the
regular spiking regime destabilizes and bipartite jitter-
ing solutions are observed. Each bipartite solution cor-
responds to a pair of points on the bifurcation diagram.
Recall that our theory predicts the coexistence of dif-
ferent bipartite regimes with the same number of short
and long ISIs differing only in their order. In the ex-
periment, we have considered values of the delay within
the range τ ∈ [16ms, 19ms] which corresponds to P = 6.
According to the estimate (V.3) at least 18 different jit-
tering regimes should exist for the considered values of
τ . Each of this regimes can be encoded by a binary se-
quence of length P + 1 = 7 representing a short ISI by
zero and a long by one. Not all of these regimes are
distinguishable in the bifurcation diagram since some of
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Figure 10. (Color online) Experimental study of jttering regimes in an oscillatory electronic circuit. (a) Circuitry of the
experimental setup. (b) The measured PRC of the electronic oscillator. The thick red line indicates the interval with slope <
-1. (c) Bifurcation diagram of the system for P = 6: the observed ISIs are plotted against the feedback delay time τ . Blue
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boxes correspond to the observed jittering solutions. (d) One of the observed jittering solutions: the dependence of the output
voltage u and the ISI on the time. (e) The phase-plane projection of the oscillator in the jittering regime.
them are constituted of the same ISIs and thus corre-
spond to the same points. To detect experimentally the
coexistence of such solutions we temporarily applied an
external noisy signal to induce switches between different
attractors. An example of a jittering regime observed is
shown in Fig. 10(d). The solution consists of a periodic
repetition of four short and three long ISIs. In the phase-
plane projection of the system two loops are present cor-
responding to two ISIs (Fig. 10(e)).
In Fig. 10(c), the observed bipartite regimes along each
depicted branch are indicated by the corresponding bi-
nary sequences. As predicted by the theory, the branches
with the same number of short and long ISIs coincide.
Moreover, the delay intervals in which such branches are
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observed coincide as well. This suggests that, also for the
experimental system, the stability of a bipartite regime
does only depend on the number of short and long ISIs,
not on their order.
VII. DISCUSSION
In a phase oscillator with pulsatile feedback (II.1) the
destabilization of the regular spiking mode can occur
through a peculiar bifurcation in which the dimension of
the unstable manifold “explodes”, i.e. changes abruptly
from zero to an arbitrary large value. To our opinion, it
is remarkable and surprising that the single (and robust)
condition Z ′ (ϕ) < −1 induces a destabilization of the
regular spiking regime along many directions simultane-
ously. Normally, bifurcations in which many multipliers
become critical simultaneously have large codimension.
This means that they take place in low-dimensional sub-
sets of a high-dimensional parameter space. In this sense,
the multi-jitter bifurcation in system (II.1) has codimen-
sion one, since it occurs when a scalar equation of the sys-
tem parameters is fulfilled, namely Z ′ (ϕ) = −1. Vary-
ing a single system parameter, e.g. the delay, one can
trigger this bifurcation. Thus, it is a degenerate bifur-
cation which emerges generically. This paradox origi-
nates in the structure of the map (III.2) considered as a
P−dimensional map
T = (T1, ..., TP )
7→ T new = (T new1 , ..., T newP ) (VII.1)
= (T2, ..., TP , 1− Z(ψ))
where ψ = τ −∑Pk=1 Tk. Besides the calculation of the
new ISI T newP = 1−Z(ψ) the map only shifts the past ISIs
by one component, which corresponds to the introduc-
tion of a comoving timeframe. This results in a specific
structure of the map Jacobian
D(α) =

0 1 0 0
...
. . . . . . 0
0 · · · 0 1
α · · · · · · α
 , (VII.2)
where α = Z ′ (ψ). The matrix D(α) is the companion
matrix of the characteristic equation (III.7). Although
one may think of arbitrary perturbations of the map
(VII.1) only few of them are physically meaningful. For
example, if we introduce an additional parameter ε to
alter the first equation of the map such that
T new1 = T2 + g(T ),
with some function g : RP → R, this would not cor-
respond to a reasonable perturbation because intervals
of time do not become longer or shorter while the ori-
gin of time is shifted by a comoving timeframe. Similar
reasoning reveals that the structure of the whole map
should be preserved. It seems that physically admissi-
ble perturbations can only affect the delay τ or the PRC
shape and all these perturbations exclusively affect the
coefficient α in the Jacobian (VII.2) while its structure
preserves. Thus, the characteristic equation remains of
the form (III.7) which implies a multi-jitter bifurcation
for α = −1, where many multipliers become unstable at
once.
Besides the discovery of the dimension explosion phe-
nomenon, which is surprising per se, we proved that each
such bifurcation is accompanied by a potentially huge
number of simultaneously emerging jittering solutions.
This observation lead us to adopt the name “multi-jitter”
bifurcation. More precisely, the number of the emergent
coexisting solutions is exponential in the length of the
delay τ . This phenomenon is akin to the reappearance
of periodic solutions, a well-known property of delay dif-
ferential equations [54]. Consider a T -periodic solution
x (t) = x (t+ T ) of the general equation
dx
dt
(t) = f (x (t) , x (t− τ)) .
Then it is clear from the periodicity of the solution x (t)
that it also solves the equation
dx
dt
(t) = f (x (t) , x (t− τ − PT ))
for any P ∈ N. It means, that the same periodic solution
reappears at the delay times τP = τ +PT . Note that the
stability of the reappearing solution can be different for
different delay times (see more details in [65]). The num-
ber of coexisting reappearant solutions increases linearly
with the delay time, which can be accessed intuitively
from the observation that the reappearing branch of so-
lutions is stretched proportionally to the reappearance
index P and the change in period along the branch [cf.
the branch of RS solutions in Fig. 3].
In contrast to this type of reappearance, the reappear-
ant solutions in system (II.1) may not be identical to the
original solution, but the possibility of ISI reordering al-
lows for the emergence of a multitude of new solutions.
Thus, we observe reappearance not of whole solutions,
but of individual ISIs, which leads us to propose to call
the phenomenon “quasi-reappearance”. For instance, the
existence of a period-2 solution with the ISIs T1 and T2
implies the existence of infinitely many bipartite solu-
tions which exhibit exactly these ISIs for larger delays.
In fact, every periodical sequence of these two ISIs will
correspond to a solution of (II.1) for an appropriate value
of the delay. Indeed, if the sequence (T1, T2) solves (III.2)
for some τ = τ0, and arbitrary periodical sequence of the
two ISIs containing n1 instances of T1 and n2 instances
of T2 per period solves (III.2) for
τ = τ0 + (n1 − 1)T1 + (n2 − 1)T2. (VII.3)
The combinatorial variety of the quasi-reappearant so-
lutions causes an exponential increase of their number
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with the delay. Therefore the multistability of the sys-
tem increases potentially much faster than due to ordi-
nary reappearance.
An interesting property following from this mechanism
of quasi-reappearance is that the τ -intervals for the exis-
tence of the jittering regimes at a certain P are ordered
according to the corresponding number of short/long ISIs
[see, e.g., Fig. 10(c)]. The regime with just one long ISI
is stable for the smallest values of τ in the region cor-
responding to P . Subsequently, the three regimes with
two long ISIs stabilize for larger τ , then the regimes with
three long ISIs stabilize and so on. It is also noteworthy
that the intervals of stability of the regimes with n1 and
n1 + 1 long ISIs may overlap giving rise to even greater
multistability. This feature is also confirmed by the ex-
periment: for example, for τ = 17.52ms, ten different
jittering regimes are observed [cf. Fig. 10(c)].
We would also like to comment on the relevance of
the multi-jittering phenomenon to more realistic setups,
where the oscillator’s phase space has a higher dimension
than one and the pulse is smooth and of finite duration.
We have demonstrated that the multi-jitter instability
can appear in real electronic circuit as well as in a sim-
ulated Hodgkin-Huxley neuron model [42] and it might
be one of the mechanisms behind the appearance of ir-
regular spiking in neuronal models with delayed feedback
[45] and timing jitter in semiconductor laser systems with
delayed feedback [10] reported by other authors.
Our theory predicts and our numerical simulations
confirm that the essential property for the occurrence
of a dimension explosion bifurcation is the steepness of
the PRC corresponding to the pulsatile feedback action.
The presence of regions where the slope of the PRC ful-
fills Z ′ (ϕ) < −1 requires some specific organization of
the oscillator’s phase space. Consider the phase transi-
tion map
f(ϕ) = ϕ+ Z(ϕ), (VII.4)
which describes change of the oscillator’s phase under the
action of the feedback pulse. Notice that Z ′ (ϕ) < −1 for
some ϕ if and only if the phase transition map is non-
monotonous. This means that the input can inverse the
phase order of some points from the limit cycle, such that
f(ϕ2) < f(ϕ1) for some ϕ2 > ϕ1.
This feature can be interpreted geometrically as a
property of the isochrons in the oscillator’s phase space.
The isochrons are sets consisting of points that have the
same phase, i.e., their distance vanishes for t → ∞ as
they are attracted to the limit cycle [3, 66–68]. The
new phase ϕnew = f(ϕ) induced by a pulse, which starts
when the oscillator is located at phase ϕ on the limit
cycle, is determined by the isochron to which the point
with the phase ϕ is conveyed by the pulse. The fact
that the input inverses the phase order of some neighbor-
ing points from the limit cycle implies that the point of
smaller phase transverses more isochrons than the other.
If the direction of the pulse does not change, which typ-
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Figure 11. (Color online) The isochrons (thin red lines) of the
limit cycle (thick black) of a FitzHugh-Nagumo model show
the structure necessary for Z′ (ϕ) < −1. The phase order of
two different points on the limit cycle, x and y, is reversed by
the corresponding pulse. This means they are carried to new
points xnew and ynew which lie on isochrons with a reversed
phase order.
ically leads to a straight displacement of the oscillator’s
state [69, 70], the isochrons should have a specific form
of nested u-shaped curves. This is illustrated in Fig. 11
for the FitzHugh-Nagumo system.
The above reasoning shows that the multi-jitter bifur-
cation is possible only for oscillators with specific struc-
ture of the phase space, namely the limit cycle isochrons.
However, there is a very easy criterion reflecting this
structure, which is the presence of regions with slope <
-1 in the PRC. PRCs possessing this property have been
experimentally measured here for the electronic oscillator
and by other authors for chemical oscillators [71, 72] and
cardiac cells [73–75]. As for neurons, PRCs with steep
falling parts have been observed [59], but there is no data
whether their slope can be less than -1 or not. Interest-
ingly, it turns out that PRCs of both type I and type II
with slope < −1 can be easily obtained for many neural
models [27, 42, 60, 76]. This fact draws attention to the
importance of assessing the slopes of the PRCs measured
for living neurons.
Thus, the discovered dimension explosion and multi-
jittering phenomena are relevant not only for a simple
phase-reduced model, but for realistic oscillatory systems
as well. A promising application for systems exhibiting
high-dimensional complex dynamics is their utilization
as liquid state machines. For lasers with long delayed
feedback this has been done successfully [77]. In view of
the arbitrarily high dimensional critical manifolds of the
RS solution, which were observed in this paper, it seems
to be worth studying such computational abilities for an
oscillator with delayed pulsatile feedback. An electronic
implementation of such systems is relatively uncompli-
cated [7, 42, 64].
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VIII. CONCLUSIONS
In this paper we have studied the dynamics of oscil-
lators with pulsatile delayed self-feedback where we di-
rected our attention to the influence and interplay of the
feedback delay and the shape of the oscillator’s PRC. As a
major result we have proven that, if the oscillator’s PRC
possesses sufficiently steep parts, the system undergoes a
sequence of degenerate bifurcations as the feedback de-
lay is increased. These multi-jitter bifurcations lead to a
destabilization of the regular spiking regime through the
emergence of an unstable manifold of arbitrarily large
dimension, which is proportional to the delay size.
Moreover, we proved that each multi-jitter bifurcation
is accompanied by emergence of numerous “jittering” pe-
riodic solutions with distinct ISIs. We showed that the
mechanism of emergence of such solutions generalizes
what is known as reappearance of periodic solutions. In
this “quasi-reappearance”, individual ISIs of solutions ex-
isting for smaller values of the delay reappear. Thus,
when the delay is increased the number of different so-
lutions grows combinatorially causing high multistability
and extremely complex structure of the system’s phase
space.
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Appendix A: Steepness of (II.4)
Here we estimate the steepness [cf. (II.5)] of the func-
tion Z(ϕ) = κ (sin (piϕ))q for κ > 0 and q  1. The slope
equals
Z ′(ϕ) = κpiq (sin (piϕ))q−1 cos (piϕ) .
It is extremal for ϕ∗ ∈ (0, 1) with
Z ′′(ϕ∗)
=κpi2q(q − 1) (sin (piϕ∗))q−2 (cos (piϕ∗))2
− κpi2q (sin (piϕ∗))q
=κpi2q (sin (piϕ∗))q−2
(
q (cos (piϕ∗))2 − 1
)
= 0
In this point, we have
cos (piϕ∗) = ±
√
1
q
, and sin (piϕ∗) = ±
√
1− 1
q
≈ ±(1− 1
2q
).
Hence, the steepness can be calculated as
s = |Z ′(ϕ∗)| = |κpiq (sin (piϕ∗))q−1 cos (piϕ∗) |
≈ κpiq
(
1− 1
2q
)q−1
1√
q
≈ κpi
√
q
e
,
where e is Euler’s number.
Appendix B: RS Spectrum
Here we study the roots of the characteristic equation
(III.7). For convenience, we restate the properties of the
spectrum asserted in Section III B:
(A) For −1 < α < 1/P, all multipliers λk, k = 1, ..., P ,
have absolute value less than one.
(B) At α = 1/P a critical multiplier crosses the unit
circle at λ = 1. For α > 1/P this multiplier remains
unstable.
(C) At α = −1 there are P critical multipliers λk =
ei2pik/(P+1), k = 1, . . . , P , crossing |λ| = 1 simultane-
ously. For α < −1, there are P unstable multipliers with
|λk| > 1, k = 1, . . . , P .
To prove these claims, we multiply the characteristic
polynomial χP,α (λ) by (λ − 1) and study the extended
characteristic equation
χ˜P,α (λ) = (λ− 1)χP,α (λ)
= λP+1 − (1 + α)λP + α = 0. (B.1)
The set Λ˜ of roots of χ˜P,α (λ) contains all roots Λ =
{λ1, ..., λP } of χP,α (λ) and the root λP+1 = 1, i.e., Λ =
Λ˜\{1} for α 6= 1/P . In the following, we study the critical
roots of χ˜P,α (λ) , i.e. solutions of (B.1) with |λ| = 1.
Substituting λ = eiϕ into (B.1) we obtain
ei(P+1)ϕ + α = (1 + α)eiPϕ. (B.2)
Taking the absolute value on both sides of (B.2) yields∣∣∣ei(P+1)ϕ + α∣∣∣ = |1 + α| ,
which, for α 6= 0, implies ei(P+1)ϕ = 1. This means
ϕ = 2pik/(P + 1) for some k ∈ Z. Substituting this into
(B.2) gives
1 + α = (1 + α)ei2pikP/(P+1).
For α 6= −1, this requires k ∈ (P + 1)Z. Thus, for α /∈
{−1, 0}, λ = 1 is the only solution of (B.1) with |λ| = 1.
It corresponds to a critical multiplier of (III.7) only for
α = 1/P , where it is a double root of (B.1). Indeed,
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substituting λ = 1 into (III.7) one obtains 1 − Pα = 0.
For α = −1, (B.1) reduces to
λP+1 = 1.
Hence, P critical multipliers λk = ei2pik/(P+1), k =
1, ..., P , appear simultaneously at α = −1. For α = 0,
(III.7) reduces to λP = 0, which obviously exhibits no
critical multipliers.
Finally let us remark that, with respect to α, all critical
roots λ (α) of χP,α traverse the unit cycle at criticality
|λ (α)| = 1 and for α = 0 all multipliers vanish iden-
tically: λ1 (0) = ... = λP (0) = 0. This completes the
prove of (A)–(C).
For P  1 a deeper study of the multipliers of (III.7)
is possible. One may follow the concept developed in [78]
and determine the so-called “strong” and “weak” multipli-
ers. Strong multipliers λs are characterized by the fact
that lim
P→∞
λs(P ) = λs. The only strong multiplier of
(III.7) equals λs ≈ 1 + α for large P , which means that
the strong spectrum is unstable for α > 0 and α < −2.
Weak multipliers λw are characterized by the following
asymptotic behavior for large P : λw(P ) ≈ eµ/P+iω . The
weak multipliers of (III.7) are given by the relationship
µ = −1
2
ln
(
1 +
(1 + α)(1− cosω)
α2
)
. (B.3)
The equation (B.3) defines a curve on the complex plane
on which the weak multipliers reside. For α > −1 the
curve resides within the unity circle, which means that
the weak spectrum is stable. For α < −1 the curve lies
outside of the unity circle, and the complete weak spec-
trum becomes unstable at once.
Appendix C: Stability of multipartite solutions
A multipartite solution is a P + 1-periodic solution
(T ∗1 , ..., T
∗
P+1) of the ISI map (III.2). Equivalently, it cor-
responds to a P +1-periodic point T ∗ = (T ∗2 , ..., T ∗P+1) of
the P -dimensional return map T 7→ T new = R (T ) given
by (VII.1). As such we study its stability, which can be
determined from the spectrum of the Jacobian of RP+1
J = DT
[
RP+1
]
(T ∗)
= DTR(R
P (T ∗)) ·DTR(RP−1(T ∗)) · · ·DTR(T ∗).
(C.1)
Since the nonlinear part of R (T ) depends exclusively on
the sum
∑
Tk, its Jacobian does so equally, i.e.,
DTR(T ) = D (α) ,
where α = Z ′ (τ −∑Tk) and D(α) is given by
Eq. (VII.2). For a P + 1-periodic point T ∗, one applica-
tion of the return map yields
R (T ∗) = (T ∗3 , ..., T
∗
P+1, T
∗
1 ),
and in general, after k applications, we obtain
Rk (T ∗) = (T ∗[1+k]+1, ..., T
∗
[P+k]+1),
with [n] := nmod(P + 1). Therefore, the factor
DTR(R
k(T ∗)), k = 0, ..., P, of J is given by (VII.2) with
α = αk+1 = 4Z
′
τ − P+1∑
j=1
T ∗j + T
∗
k+1
 . (C.2)
The matrix J is therefore given as
J = D(αP+1) ·D(αP ) · · ·D(α1). (C.3)
Its spectrum can be obtained numerically. Due to (C.2),
for T ∗j = T ∗k , we have αj = αk. Although we lack a proof,
it seems that the spectrum of (C.3) does not depend on
the order of the factors D(αk), such that the stability
of solutions on all overlapping branches in Fig. 9 coin-
cides. More precisely, we conjecture that the character-
istic polynomial of (C.3) has the form
det (J − λ) =λP − (s2 + ...+ sP+1)λP−1 − ...
...− (sP + sP+1)λ1 − sP+1,
where sj = sj(α1, ..., αP+1) is the j-th symmetric func-
tion. For instance, s1 =
∑P+1
k=1 αk, s2 =
∑P+1
k=1,j>k αkαj ,
and sP+1 =
∏P+1
k=1 αk.
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