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EXPLICIT FORMULAS FOR THE COHOMOLOGY OF
ELEMENTARY ABELIAN p-GROUPS
CONSTANTIN-NICOLAE BELI
Abstract. Let G be an elementary p-group, G ∼= Frp, with the basis s1, . . . , sr,
and let V be its dual, V = Hom(G,Fp) = H1(G, Fp). Let x1, . . . , xr be
the basis of V dual to s1, . . . , sr and let yi = β(xi) ∈ H
2(G,Fp), where
β : H1(G, Fp) → H2(G, Fp) be the connecting Bockstein map. Then the ring
(H∗(F,Fp),+,∪) satisfies
H∗(G, Fp) ∼=
{
F2[x1, . . . , xr] p = 2
Λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr ] p > 2
.
If p = 2 the isomorphism τ : F2[x1, . . . , xr ]→ H∗(G, F2) is given by
xi1 · · · xin 7→ xi1 ∪ · · · ∪ xin ∈ H
n(G,F2).
If p > 2 the isomorphism τ : Λ(x1, . . . , xr) ⊗ Fp[y1, . . . , yr ] → H∗(G, Fp) is
given by
xi1 ∧ · · · ∧ xik ⊗ yj1 · · · yjl 7→ xi1 ∪ · · · ∪ xik ∪ yj1 ∪ · · · ∪ yjl ∈ H
k+2l(G, Fp).
In this paper we give an exact formula for the reverse isomorphisms τ−1 in
the cases p = 2 and p > 2. The elements of H∗(G, Fp) are written in terms of
normalized cochains.
The tool we use in our proof is an alernative desription of the normalized
cochains Cn(G,M) ∼= Hom(Tn(I),M), where I = IG is the augmentation
ideal, I = ker(ε : Z[G]→ Z). This allows to write the maps dn : Cn(G,M)→
Cn+1(G,M) in a very convenient form.
1. The I-cochains
Let G be a group. We denote by ε : Z[G] → Z the augmentation map, given
by
∑
s∈Gmss 7→
∑
s∈Gms. Here ms are integers and (if G is infinite) almost all
are zero. We denote by I = IG the augmented ideal, I = ker ε. Then s− 1, with
s ∈ G \ {1} are a basis of I over Z.
IfM is a G-module, then for every n ≥ 0 we denote by Cn(G,M) the normalized
cochains of degree n, i.e.
Cn(G,M) = {a ∈MGn | a(u1, . . . , un) = 0 if ui = 1 for some i}.
Definition 1. For every n ≥ 0 we denote by CnI (G,M) = Hom (T n(I),M). The
elements of CnI (G,M) are called I-cochains.
Lemma 1.1. For any n ≥ 0 there is an one to one correspondence between
CnI (G,M) and C
n(G,M), given by f 7→ a, where
a(u1, . . . , un) = f((u1 − 1)⊗ · · · ⊗ (un − 1)).
1
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Proof. The elements u − 1, u ∈ G \ {0} are a basis of I over Z so (u1 − 1) ⊗
· · · ⊗ (un − 1), with ui ∈ G \ {1} are a a basis for T n(I). Therefore we have a
linear bijection CnI (G,M) = Hom(T
n(I),M) →M (G\{1})n given by f → a˜, where
a˜(u1, . . . , un) = f((u1 − 1)⊗ · · · ⊗ (un − 1) for (u1, . . . , un) ∈ (G \ {1})n. Next, we
have a bijection M (G\{1})
n → Cn(G,M), given by a˜ 7→ a, where a(u1, . . . , un) =
a˜(u1, . . . , un) if u1, . . . , un ∈ G \ {1} and a(u1, . . . , un) = 0 when ui = 1 for some
i. By composing these bijections, we get the claimed isomorphism CnI (G,M) →
Cn(G,M). The relation a(u1, . . . , un) = f((u1 − 1)⊗ · · · ⊗ (un − 1)), which holds
when (u1, . . . , un) ∈ (G \ {1})n, remains true if ui = 1, so ui − 1 = 0, for some i.
In this case we have f((u1 − 1)⊗ · · · ⊗ (un − 1)) = f(0) = 0 = a(u1, . . . , un). ✷
As a consequence of Lemma 1.1, CnI (G,M), instead of C
n(G,M), can be used
as cochains for computing H∗(G,M). It turns out that the coboundary maps
dn : C
n
I (G,M)→ Cn+1I (G,M) can be written in a very convenient form.
Proposition 1.2. The coboundary map dn : C
n
I (G,M)→ Cn+1I (G,M) is given by
f 7→ g, where, for every α1, . . . αn+1 ∈ I,
g(α1⊗· · ·⊗αn+1) = α1f(α2⊗· · ·⊗αn+1)+
n∑
i=1
(−1)if(α1⊗· · ·⊗αiαi+1⊗· · ·⊗αn+1).
P roof. The I-cochains f ∈ CnI (G,M) and g ∈ Cn+1I (G,M) correspond to a ∈
Cn(G,M) and b ∈ Cn+1(G,M), where a(u1, . . . , un) = f((u1− 1)⊗ · · · ⊗ (un− 1))
and b(u1, . . . , un+1) = g((u1 − 1)⊗ · · · ⊗ (un+1 − 1)) ∀u1, . . . , un+1 ∈ G.
The condition g = dnf , i.e. b = dna, writes as
b(u1, . . . , un+1) = u1a(u2, . . . , un+1) +
n∑
j=1
(−1)ja(u1, . . . , ujuj+1, . . . , un+1)
+ (−1)n+1a(u1, . . . , un).
We write αi = ui−1 for i = 1, . . . , n+1. Then b(u1, . . . , un+1) = g(α1⊗· · ·⊗αn+1).
We now write the terms of the right hand side of the equation above in terms of
f . We have u1a(u2, . . . , un+1) = (α1 + 1)a(u2, . . . , un+1) = (α1 + 1)f(β0), where
β0 = α2 ⊗ · · · ⊗ αn+1.
For 1 ≤ j ≤ n we have (−1)ja(u1, . . . , ujuj+1, . . . , un+1) = f(βj), where
βj = (−1)j(u1 − 1)⊗ · · · ⊗ (uj−1 − 1)⊗ (ujuj+1 − 1)⊗ (uj+2 − 1)⊗ · · · ⊗ (un+1 − 1)
= (−1)jα1 ⊗ · · · ⊗ αj−1 ⊗ (αj + αj+1 + αjαj+1)⊗ αj+2 ⊗ · · · ⊗ αn+1.
(We have ui−1 = αi and ujuj+1−1 = (αj+1)(αj+1+1)−1 = αj+αj+1+αjαj+1.)
Finally, (−1)n+1a(u1, . . . , un) = f(βn+1), where
βn+1 = (−1)n+1α1 ⊗ · · · ⊗ αn.
By adding these relations, we get
g(α1 ⊗ · · · ⊗ αn+1) = (α1 + 1)f(β0) +
n+1∑
j=1
f(βj) = α1f(β0) + f(β),
3where β =
∑n+1
j=0 βj . Now, in the sum β there are terms of the form α1 ⊗ · · · ⊗
αˆi⊗ · · ·⊗αn+1 with 1 ≤ i ≤ n+1. Any such term appears twice, once in βi−1 and
once in βi, with the coefficients (−1)i−1 and (−1)i, which cancel each other. We
are left with terms like α1 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αn+1, which appears in βi, with
the coefficient (−1)i. In conclusion, β =∑ni=1(−1)iα1⊗ · · · ⊗αiαi+1 ⊗ · · · ⊗αn+1.
It follows that
g(α1⊗· · ·⊗αn+1) = α1f(α2⊗· · ·⊗αn+1)+f
( n∑
i=1
(−1)iα1⊗· · ·⊗αiαi+1⊗· · ·⊗αn+1
)
.
Hence dnf = g is equivalent to the desired equality for α1, . . . , αn+1 of the form
u − 1, with u ∈ G. But both sides of the relation we want to prove are linear in
each of the variables α1, . . . , αn+1 ∈ I and {u− 1 | u ∈ G} generate I. Hence our
relation holds for α1, . . . , αn+1 ∈ I arbitrary. ✷
1.3. Remark. If a ∈ MG, in particular, if the action of G on M is trivial, then
(s− 1)a = 0 ∀s ∈ G, which implies that αa = 0 ∀α ∈ I.
Consequently, if the action of G on M is trivial then
dnf(α1 ⊗ · · · ⊗ αn+1) =
n∑
i=1
(−1)if(α1 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αn+1).
Unfortunately, in the general case, for the cup products we don’t have a nice
formula such as for the coboundary map. We have however the following partial
result.
Lemma 1.4. (i) If M,N are G-modules and the action of G on N is trivial, then
for every m,n ≥ 0 the cup product ∪ : CmI (G,M)×CnI (G,N)→ Cm+nI (G,M ⊗N)
is given by
(f ∪ g)(α1 ⊗ · · · ⊗ αm+n) = (−1)mnf(α1 ⊗ · · · ⊗ αm)⊗ g(αm+1 ⊗ · · · ⊗ αm+n).
(ii) More generally, ifM1, . . . ,Mr are G-modules and the action of G onM2, . . . ,Mr
is trivial, then for every n1, . . . , nr ≥ 0, with n1 + · · · + nr = n, the cup product
Cn1I (G,M1)× · · · × CnrI (G,Mr)→ CnI (G,M1 ⊗ · · · ⊗Mr) is given by
(f1 ∪ · · · ∪ fr)(α1 ⊗ · · · ⊗ αn) = (−1)
l(l−1)
2
r⊗
i=1
fi(αn1+···+ni−1+1 ⊗ · · · ⊗ αn1+···+ni),
where l = |{i | 1 ≤ i ≤ r, ni is odd}|.
Proof. (i) Let a ∈ Cm(G,M) and b ∈ Cn(G,N) be the normalized cochains
corresponding to f and g.
The relation we want to prove writes as (f∪g)(α1⊗· · ·⊗αm+n) = h(α1, . . . , αm+n),
where h : Im+n → Fp is given by h(α1, . . . , αm+n) = (−1)mnf(α1 ⊗ · · · ⊗ αm) ⊗
g(αm+1 ⊗ · · · ⊗ αm+n). Since both sides of this relation are linear in each variable,
it suffices to consider the case when α1, . . . , αm+n belong to the set of generators
{u− 1 | u ∈ G} of I. If we take αi = ui − 1, with ui ∈ G, then our relation writes
in terms of the normalized cochains a and b as
(a ∪ b)(u1, . . . , um+n) = (−1)mna(u1, . . . , um)⊗ b(um+1, · · ·um+n).
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But this follows from the definition of the cup product and the fact that the action
of G on N is trivial, so u1 · · ·umb(um+1, · · ·um+n) = b(um+1, · · ·um+n).
(ii) If we apply (i) to M = M1 ∪ · · · ∪Mi and N =Mi+1 we see that the factor
(−1)(n1+···+ni)ni+1 appears. Hence, by induction, we have
(f1 ∪ · · · ∪ fr)(α1 ⊗ · · · ⊗ αn) = (−1)S
r⊗
i=1
fi(αn1+···+ni−1+1 ⊗ · · · ⊗ αn1+···+ni),
where S =
∑r−1
i=1 (n1 + · · · + ni)ni+1 =
∑
1≤i<j≤r ninj . But for i < j the product
ninj is odd iff both i, j belong to the set {i | 1 ≤ i ≤ r, ni is odd}, of cardinal
l. There are
(
l
2
)
= l(l−1)2 such pairs (i, j). So the sum S has
l(l−1)
2 odd terms so
S ≡ l(l−1)2 (mod 2), which concludes the proof. ✷
We denote by ZnI (G,M) = ker(C
n
I (G,M)
dn−→ Cn+1I (G,M)), BnI (G,M) =
Im(Cn−1I (G,M)
dn−1−−−→ CnI (G,M)) and Hn(G,M) = ZnI (G,M)/BnI (G,M). The
isomorphism between CnI (G,M) and C
n(G,M) induces isomorphisms between Zn(G,M),
Bn(G,M) and Hn(G,M) and ZnI (G,M), B
n
I (G,M) and H
n
I (G,M), respectively.
Remark The I-cochains bear some similarities to the cochains resulting from the
Alternative Description of the Bar Resolution from [HS, chapter VI, 13(c)] they are
not related. For convenience, we denote by C¯n(G,M) the normalized homogeneous
cochains and by C¯nI (G,M) the cochains resulting from the alternative description
of the bar resolution, i.e. C¯nI (G,M) = HomG(ZG ⊗ T n(I),M) If a ∈ Cn(G,M)
and a¯, f and f¯ are its correspondents in C¯n(G,M), CnI (G,M) and C¯
n
I (G,M), then
a(u1, . . . , un) = a¯(1, u1, u1u2, . . . , u1 · · ·un) and a˜(u0, . . . , un) = f˜(u0 ⊗ (u1 − u0)⊗
· · · ⊗ (un − un−1)) ∀u0, . . . , un ∈ G. Hence for every u1, . . . , un ∈ G we have
f((u1 − 1)⊗ · · · ⊗ (un − 1)) = a(u0, . . . , un) = a˜(1, u1, u1u2, . . . , u1 · · ·un)
= f˜(1 ⊗ (u1 − 1)⊗ u1(u2 − 1)⊗ · · · ⊗ u1 · · ·un−1(un − 1)).
As one can see, the relation between f and f˜ is not as simple as f(η) = f˜(1 ⊗ η)
∀η ∈ T n(I). Instead, it is somewhat similar to the relation between a and a¯.
2. Main result
Let G ∼= Frp where p is a prime and r ≥ 1. Let s1, . . . , sr be a basis of G over
Fp. On G we use the multiplicative notation. Let V = G
∗ = HomFp(G,Fp) and let
x1, . . . , xr ∈ V be the dual basis for the basis s1, . . . , sr of G. We have xi(sj) = δi,j .
We consider the Fp-algebra (H
∗(G,Fp),+∪). We have the isomorphism of graded
Fp-algebras
H∗(G,Fp) ∼=
{
S(V ) p = 2
λ(V )⊗ S(V ) p > 2
.
We denote by τ the isomorphism S(V ) → H∗(G,F2), when p = 2, or Λ(V ) ⊗
S(V )→ H∗(G,Fp) when p > 2.
If p = 2 then V = Hom(G,F2) identifies as H
1(G,F2) and τ : S(V )→ H∗(G,F2)
is given by f1 · · · fn 7→ f1 ∪ · · · ∪ fn ∈ Hn(G,F2) ∀f1, . . . , fn ∈ V .
5If p > 2 then V = Hom(G,Fp) from Λ(V ) identifies withH
1(G,Fp), while V from
S(V ) identifies with the image of the Bockstein boundary map β : H1(G,Fp) →
H2(G,Fp), which is injective. So we may regard the isomorphism τ as being defined
as τ : Λ(V )⊗ S(β(V ))→ H∗(G,Fp), by f1 ∧ · · · ∧ fl ⊗ β(g1) · · ·β(gk) 7→ f1 ∪ · · · ∪
fl ∪ β(g1) ∪ · · · ∪ β(gk) ∈ H2k+l(G,Fp) ∀f1, . . . fl, g1, . . . , gk ∈ V . Note that the
homogeneous component of degree n of Λ(V )⊗ S(β(V )) is
(Λ(V )⊗ S(β(V )))n =
⊕
2k+l=n
Λl(V )⊗ Sk(β(V )).
Equivlalently, this writes as
H∗(G,Fp) ∼=
{
F2[x1, . . . , xr] p = 2
λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr] p > 2
,
where yi = β(xi). (See, e.g., Corollary II.4.3 and Theorem II.4.4 in [AM].)
If p = 2 then the isomorphism F2[x1, . . . , xr]→ H∗(G,F2) is given by xi1 · · ·xin 7→
xi1 ∪ · · · ∪ xin ∈ Hn(G,F2).
If p > 3 then the isomorphism Λ(x1, . . . , xr) ⊗ Fp[y1, . . . , yr] → H∗(G,Fp) is
given by xi1 ∧ · · · ∧ xil ⊗ yi1 · · · yik 7→ xi1 ∪ · · · ∪ xil ∪ yi1 ∪ · · · ∪ yik ∈ H2k+l(G,Fp).
In this paper we give explicit formulas for the reverse isomorphism, τ−1. The
elements of H∗(G,Fp) will be given in terms of normalized cochains, which allows
the use of the I-cochains defined in §1.
For 1 ≤ i ≤ r we denote by ti = si − 1.
Lemma 2.1. (i) tk11 · · · tkrr , with 0 ≤ ki ≤ p− 1, are a basis of Z[G].
(ii) tk11 · · · tkrr , with 0 ≤ ki ≤ p− 1 and (k1, . . . , kr) 6= (0, . . . , 0) are a basis of I.
Proof. (i) If k = (k1, . . . , kr) with ki ∈ Z≥0 then we denote by sk = sk11 · · · skrr
and by tk = tk11 · · · tkrr . Since s1, . . . , sr are a basis of G over Fp, we have G = {sk |
k ∈ S}, where S = {0, . . . , p− 1}r.
If k = (k1, . . . , kr) ∈ S then we define Σk = k1 + · · ·+ kr. We write the set S as
a sequence k1, . . . , kp
r
such that Σk1 ≥ · · · ≥ Σkpr . Hence if Σk < Σl then k = kα
and l = kβ for some α, β with α > β.
If k = (k1, . . . , kr) ∈ S then tk =
∏r
i=1 t
ki
i =
∏r
i=1(si − 1)ki = sk+ a linear
combination of sl with Σl < Σk. So if k = kα then tk
α
writes as sk
α
+ a linear
combination sl with Σl < Σkα, which implies that l ∈ {kα+1, . . . , kpr}.
We consider the column matices s = (sk
1
, . . . , sk
pr
)T and t = (tk
1
, . . . , tk
pr
)T .
Since for every α we have tk
α
= sk
α
+ a linear combination of sk
β
with β > α,
we have t = As for some A ∈ Mpr(Z) which is upper unitriangular, so invertible.
Then, since G = {sk | k ∈ S} = {sk1 , . . . , skp
r
} is a basis for Z[G], this implies
that {tk | k ∈ S} = {tk1 , . . . , tkp
r
} is a basis for Z[G].
(ii) From (i) we have that an element α ∈ Z[G] writes uniquely as α =∑k∈S cktk,
with ck ∈ Z. Since ti ∈ I we have tk ∈ I, so ε(tk) = 0, for every k ∈ S\{(0, . . . , 0)}.
If k = (0, . . . , 0) then ε(tk) = ε(1) = 1. Hence ε(α) = c0,...,0. It follows that
α ∈ I = ker ε iff c0,...,0 = 0, i.e. if α has the form α =
∑
k∈S\{(0,...,0)} ckt
k, with
ck ∈ Fp. Thus {tk | k ∈ S \ {(0, . . . , 0)}} is a basis for I. ✷
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Recall that the Bockstein map β : H1(G,Fp) → H2(G,Fp) is the connecting
morphism resulting from the exact sequence 0 → Fp p−→ Z/p2Z → Fp → 0. It
coincides with the reduction modulo p of the connecting morphism β˜ : H1(G,Fp)→
H2(G,Z) resulting from the exact sequence 0→ Z p−→ Z→ Fp → 0.
Lemma 2.2. If y˜i = β˜(xi) ∈ H2(G,Z), then y˜i = [z˜i], where z˜i ∈ Cn(G,Z) is
given by
z˜i(u, v) =
[
ki + li
p
]
=
{
1 ki + li ≥ p
0 ki + li < p
,
whenever u = sk11 · · · skrr and v = sl11 · · · slrr , with 0 ≤ k1, . . . , kr, l1, . . . , lr ≤ p− 1.
Also yi = β(xi) ∈ H2(G,Fp) is given by yi = [zi], where zi ∈ Cn(G,Fp) is the
reduction modulo p of z˜i ∈ Cn(G,Z).
Proof. If u = sk11 · · · skrr ∈ G, with 0 ≤ kh ≤ p− 1, then, since xi(sj) = δi,j , we
have xi(u) = ki ∈ Fp. In the preimage of xi with respect to the map C1(G,Z) →
C1(G,Fp) we have x˜i, given by x˜i(u) = ki ∈ {0, . . . , p− 1}.
If u = sk11 · · · skrr , v = sl11 · · · slrr ∈ G, with 0 ≤ uh, vh ≤ p − 1, then uv =
sk1+l11 · · · skr+lrr = sj11 · · · sjrr , where 0 ≤ jh ≤ p − 1, jh = kh + lh − p[kh+lhp ]. It
follows that d1x˜i(u, v) = xi(v)−xi(uv)+xi(u) = li−ji+ki = p[ki+lip ] = pz˜i(u, v), so
d1x˜i = pz˜i. Then z˜i is in the preimage of d1x˜i with respect to the map C
2(G,Z)
p−→
C2(G,Z). It follows that β˜(xi) = [z˜i], as claimed. ✷
Corollary 2.3. If p = 2 then β(x) = x ∪ x ∀x ∈ H1(G,F2).
Proof. If x = 0 the statement is trivial. Otherwise we change the basis x1, . . . , xr
of V , together with the dual basis s1, . . . , sr, such that x1 = x. So we must prove
that y1 = β(x1) = x1 ∪ x1. Let u = sk11 · · · skrr , v = sl11 · · · slrr with 0 ≤ ki, li ≤ 1.
Then x1∪x1 = [z′1] where z′1 ∈ C2(G,F2) is given by z′1(u, v) = −x1(u)x1(v) = k1l1.
(We are in characteristic 2 so the minus sign can be ignored.) On the other hand,
y1 = [z1], with z1(u, v) = [
k1+l1
2 ]. Since k1, l1 ∈ {0, 1}, we have z1(u, v) = 1 if
k1 = l1 = 1 and z1(u, v) = 0 otherwise. Hence z1(u, v) = k1l1 = z
′
1(u, v). It follows
that y1 = [z1] = [z
′
1] = x1 ∪ x1. ✷
Lemma 2.4. If f ∈ CnI (G,Fp) and α, β ∈ T n(I) such that α ≡ β (mod p), then
f(α) = f(β).
Proof. We have α− β = pγ for some γ ∈ T n(I) so f(α)− f(β) = pf(γ) = 0. ✷
Lemma 2.5. (i) If 1 ≤ i ≤ r and k ≥ 1, then tk =∑h≤k(−1)k−h(kh)(shi − 1).
(ii) In I we have tpi ≡ 0 (mod p) and tp−1i ≡
∑p−1
h=1(t
h − 1) (mod p).
Consequently, if f ∈ CnI (G,Fp) and α1, . . . , αn ∈ I such that αh = tki for some
1 ≤ h ≤ n, 1 ≤ i ≤ r and k ≥ p, then f(α1 ⊗ · · · ⊗ αn) = 0.
Proof. (i) We have tki = (si− 1)k = (si− 1)k− (1− 1)k =
∑
h≤k(−1)k−h
(
k
h
)
shi −∑
h≤k(−1)k−h
(
k
h
)
=
∑
h≤k(−1)k−h
(
k
h
)
(shi − 1).
7(ii) Since p | (ph) for 1 ≤ h ≤ p − 1 we have tpi = ∑ph=0(−1)p−h(ph)(shi − 1) ≡
(spi − 1) + (−1)p(1− 1) = 0 (mod p).
Over Fp we have
∑
h≤p−1(−1)p−1−h
(
p−1
h
)
Xh = (X − 1)p−1 = (X−1)pX−1 = X
p−1
X−1 =
Xp−1 + · · ·+ 1 so (−1)p−1−h(p−1h ) ≡ 1 (mod p) for 0 ≤ h ≤ p− 1. It follows that
tp−1i =
∑p−1
h=0(−1)p−1−h
(
p−1
h
)
(shi −1) ≡
∑p−1
h=0(s
h
i −1) (mod p). The term for h = 0
is zero so it can be ignored.
Since tpi ≡ 0 (mod p) we have tki ≡ 0 (mod p) for k ≥ p. Hence if αh = tki for
some h, then α1 ⊗ · · · ⊗ αn ≡ 0 (mod p) and, by Lemma 2.4, f(α1 ⊗ · · · ⊗ αn) = 0
for every f ∈ CnI (G,Fp). ✷
Lemma 2.6. For every 1 ≤ i ≤ r we denote by fi, g˜i and gi the correspondents
of xi ∈ H1(G,Fp), y˜i ∈ H1(G,Z) and yi ∈ H1(G,Fp) in H1I(G,Fp), H2I(G,Z) and
H2I(G,Fp).
Let α, β in the basis of I from Lemma 2.1(ii).
(i) fi(α) =
{
1 α = ti
0 otherwise
.
(ii) We have g˜i = [h˜i], where h˜i ∈ Z2I(G,Z) is given by
h˜i(α⊗ β) =
{∑k+l
h=p(−1)k+l−h
(
k+l
h
)
(α, β) = (tki , t
l
i), k + l ≥ p
0 otherwise
.
(iii) We have gi = [hi], where hi ∈ Z2I(G,Z) is given by
hi(α⊗ β) =
{
1 (α, β) = (tki , t
l
i), k + l = p
0 otherwise
.
P roof. (i) We have fi(u − 1) = xi(u) ∀u ∈ G. If j 6= i then for every u ∈ G we
have xi(sju) = xi(sj) + xi(u) = xi(u) and so fi(tju) = fi((sj − 1)u) = fi(sju −
1)− fi(u − 1) = xi(sju)− xi(u) = 0. Since Z[G] is spanned by G, by linearity, we
have fi(tjα) = 0 ∀α ∈ Z[G].
Let now α be an element in the basis of I from Lemma 2.1(ii). If α is not
a power of ti then α = tjα
′ for some j 6= i and α′ ∈ Z[G], which implies that
f(α) = 0. Assume now that α = tki for some 1 ≤ k ≤ p − 1. By Lemma 2.5(i),
α =
∑k
h=1(−1)k−h
(
k
h
)
(shi − 1) so
fi(α) =
k∑
h=1
(−1)k−h
(
k
h
)
fi(s
h
i − 1) =
k∑
h=1
(−1)k−h
(
k
h
)
xi(s
h
i ) =
k∑
h=1
(−1)k−h
(
k
h
)
h.
Thus fi(α) = P (1), where
P (X) =
k∑
h=1
(−1)k−h
(
k
h
)
hXh−1 =
(
k∑
h=0
(−1)k−h
(
k
h
)
Xh
)′
= ((X−1)k)′ = k(X−1)k−1.
We have P (1) = 1 if k = 1 and P (1) = 0 if k > 1. Hence fi(α) = 1 if α = ti and
fi(α) = 0 otherwise.
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(ii) We have g˜i = [h˜i], where h˜i ∈ C2I(G,Z) is the I-cochain correponding to
z˜i ∈ C2(G,Z) from Lemma 2.2. We have h˜i((u − 1)⊗ (v − 1)) = z˜i(u, v).
If u, v ∈ G, u = sk11 · · · skrr , v = sl11 · · · slrr then, by Lemma 2.2, z˜i(u, v) depends
only on ki and li. It follows that for every j 6= i we have z˜i(sju, v) = z˜i(u, sjv) =
z˜i(u, v) ∀u, v ∈ G.
If u, v ∈ G and j 6= i then tju = (sj − 1)u = (sju− 1)− (u− 1) so tju⊗ (v− 1) =
(sju− 1)⊗ (v− 1)− (u− 1)⊗ (v− 1). It follows that h˜i(tju⊗ (v− 1)) = h˜i((sju−
1)⊗ (v− 1))− h˜i((u− 1)⊗ (v− 1)) = z˜i(sju, v)− z˜i(u, v) = 0. Since u, with u ∈ G,
spans Z[G] and v − 1, with v ∈ G, spans I, we have by linearity h˜i(tjα ⊗ β) = 0
∀α ∈ Z[G], β ∈ I. Similarly h˜i(α⊗ tjβ) = 0 ∀α ∈ I, β ∈ Z[G].
Let now α, β be elements in the basis of I from Lemma 2.1(ii). If α is not a
power of ti then α = tjα
′ so h˜i(α⊗ β) = h˜i(tjα′ ⊗ β) = 0. Similarly when β is not
a power of ti.
Assume now that α = tki , β = t
l
i, with 1 ≤ k, l ≤ p− 1. We have
h˜i(t
k
i ⊗ tli) = h˜i
((∑
a≤k
(−1)k−a
(
k
a
)
(sai − 1)
)
⊗
(∑
b≤l
(−1)l−b
(
l
b
)
(sbi − 1)
))
=
∑
a≤k,b≤l
(−1)k+l−a−b
(
k
a
)(
l
b
)
h˜i((s
a
i − 1)⊗ (sbi − 1))
=
∑
a≤k,b≤l
(−1)k+l−a−b
(
k
a
)(
l
b
)
z˜i(s
a
i ⊗ sbi)
=
∑
a≤k,b≤l,a+b≥p
(−1)k+l−a−b
(
k
a
)(
l
b
)
.
(Here we used the formula z˜i(s
a
i ⊗ sbi) = [a+bp ] from Lemma 2.2.)
If k + l < p then the sum above is empty so h˜i(t
k
i ⊗ tli) = 0. If k + l ≥ p
then h := a+ b in the sum above takes values between p and k + l. If we use the
convention that
(
a
k
)
= 0 for every integer a outside the interval [0, k] and similarly
for
(
b
l
)
then
h˜i(t
k
i ⊗ tli) =
k+l∑
h=p
∑
a+b=h
(−1)k+l−h
(
k
a
)(
l
b
)
=
k+l∑
h=p
(−1)k+l−h
(
k + l
h
)
.
This concludes the proof of (ii).
(iii) We prove that hi is the reduction modulo p of h˜i. We only have to prove that
hi(α⊗ β) is the reduction modulo p of h˜i(α⊗ β) in the case when (α, β) = (tki , tli),
with k + l ≥ p. Since k, l ≤ p− 1 we have k + l = p+ c with 0 ≤ c ≤ p− 2. If we
make the substitution h→ h+ p, we get
h˜i(t
k
i ⊗ tli) =
p+c∑
h=p
(−1)p+c−h
(
p+ c
h
)
=
c∑
h=0
(−1)c−h
(
p+ c
p+ h
)
.
But, by Lucas’s theorem, since 0 ≤ h, c ≤ p − 1 we have (p+cp+h) ≡ (ch)(11) = (ch)
(mod p). Hence h˜i(t
k
i ⊗ tli) ≡
∑c
h=0(−1)c−h
(
c
h
)
(mod p), which is 1 if c = 0, i.e. if
k + l = p, and it is 0 otherwise. Hence the conclusion. ✷
9To solve our problem, we first state it in terms of I-cocycles. We denote by
τI the isomorphism with values in H∗I(G,Fp) induced by τ via the isomorphism
H∗(G,Fp) ∼= H∗I(G,Fp). Since the corresondents of xi, yi ∈ H∗(G,Fp) in H∗I(G,Fp)
are fi, gi, in the case p = 2, the isomorphism τI : F2[x1, . . . , xr] → H∗I(G,F2) is
given by xi1 · · ·xin 7→ fi1 ∪ · · · ∪ fin and, in the case p > 2, τI : Λ(x1, . . . , xr) ⊗
Fp[y1, . . . , yr]→ H∗I(G,Fp) is given by xi1 ∧ · · · ∧ xil ⊗ yj1 · · · yjk 7→ fi1 ∪ · · · ∪ fil ∪
gj1 ∪ · · · ∪ gjk . To find τ−1 we first determine τ−1I .
We now prove the main result in the case p = 2. Since we are in characteristic
2, the powers of −1 can be ignored.
Theorem 2.7. If p = 2 then τ−1I : H
∗
I(G,F2)→ F2[x1, . . . , xr] is given by
[f ] 7→
∑
1≤i1,...,in≤r
f(ti1 ⊗ · · · ⊗ tin)xi1 · · ·xin
for every f ∈ ZnI (G,F2).
Proof. First we define θ : Z∗I(G,F2) → F2[x1, · · · , xr], given for f ∈ ZnI (G,F2)
by f 7→∑1≤i1,...,in≤r f(ti1⊗· · ·⊗tin)xi1 · · ·xin and we prove that θ(B∗I(G,F2)) = 0.
Let g ∈ Cn−1I (G,F2). We use Remark 1.3 and ignore the powers of −1. Then
θ(dn−1g) =
∑
i1,...,in
dn−1g(ti1 ⊗ · · · ⊗ tin)xi1 · · ·xin
=
∑
i1,...,in
( n−1∑
h=1
g(ti1 ⊗ · · · ⊗ tihtih+1 ⊗ · · · ⊗ tin
)
xi1 · · ·xin .
Note that if ih = ih+1 then tihtih+1 = t
2
ih
so, by Lemma 2.5(ii), g(ti1 ⊗ · · · ⊗
tihtih+1 ⊗ · · · ⊗ tin) = 0. Therefore
θ(dn−1g) =
∑
i1,...,in
n−1∑
h=1
’g(ti1 ⊗ · · · ⊗ tihtih+1 ⊗ · · · ⊗ tin)xi1 · · ·xin ,
where
∑′n−1
h=1 is the sum restricted to indices h with ih 6= ih+1.
Note that the sum above contains terms where we have factors of the type
f(tj1 ,⊗ · · ·⊗tjl tjl+1⊗· · ·⊗tjn), with jl < jl+1. Each factor of this type has the form
appears in exactly two terms, corresponding to k = l and (i1, . . . , in) = (j1, . . . , jn)
or (j1, . . . , jl+1, jl, . . . , jn). But both these terms are equal to f(tj1 ,⊗ · · ·⊗tjltjl+1⊗
· · · ⊗ tjn)xj1 · · ·xjn so they cancel each other. Therefore θ(dn−1g) = 0 and we have
θ(BnI (G,F2)) = 0. More generally θ(B
∗
I(G,F2)) = 0. It follows that θ induces a
morphism θ¯ : H∗I(G,F2)→ F2[x1, . . . , xr], given by θ¯([f ]) = θ(f) ∀f ∈ ZnI (G,F2).
We now prove that θ¯τI is the identity on F2[x1, . . . , xr], so that τ−1I = θ¯. We
prove that θ¯τI(η) = η for every monomial η = xj1 · · ·xjn . By Lemma 1.4(ii), with
the power of −1 ignored, τI(η) = fj1 ∪ · · · ∪ fjn = [f ], where f ∈ CnI (G,F2),
f(α1,⊗ · · · ⊗ αn) = fj1(α1) · · · fjn(αn) ∀α1, . . . , αn ∈ I. Then θ¯τI(η) = θ¯([f ]) =∑
i1,...,in
f(ti1 ⊗ · · · ⊗ tin)xi1 · · ·xin . But f(ti1 ⊗ · · · ⊗ tin) = fj1(ti1 ) · · · fjn(tin),
which, by Lemma 2.6(i), is equal to 1 if ih = jh ∀h and it is equal to 0 otherwise.
Hence θ¯τ(η) = xj1 · · ·xjn = η. ✷
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Corollary 2.8. If p > 2 then τ−1 : H∗(G,F2)→ F2[x1, . . . , xn] is given by
[a] 7→
∑
1≤i1,...,in≤r
a(si1 , . . . , sin)xi1 · · ·xin
for every a ∈ Zn(G,F2).
Proof. We have τ−1([a]) = τ−1I ([f ]), where f ∈ CnI (G,F2) is the I-cocycle
corresponding to a ∈ Cn(G,F2). Then a(si1 , . . . , sin) = f((si1−1)⊗· · ·⊗(sin−1)) =
f(ti1 ⊗ · · · ⊗ tin) for every 1 ≤ i1, . . . , in ≤ r. So, by using the formula for τ−1I ([f ])
from Theorem 2.7, we get the desired result. ✷
The case p > 2 is more complicated we need some preliminaries.
For any x ∈ V and l ≥ 0 we denote by x∧l ∈ Λl(V ) the wedge product of l copies
of x. We have x∧0 = 1 ∈ Fp = Λ0(V ), x∧1 = x ∈ V = Λ1(V ) and for l ≥ 2 we have
x∧l = x ∧ · · · ∧ x = 0.
If x ∈ V and m ≥ 0 the we define x(m) ∈ (Λ(V ) ⊗ S(β(V )))m by x(m) =
x∧l ⊗ β(x)k ∈ Λl(V ) ⊗ Sk(β(V )), where m = 2k + l, with l ∈ {0, 1}, i.e. x(m) =
1 ⊗ β(x)k if m = 2k and x(m) = x ⊗ β(x)k if m = 2k + 1. It is easy to see that
x(m)x(m
′) = x(m+m
′) if mm′ is even, but x(m)x(m
′) = 0 if mm′ is odd.
In the particular case when x = xi we have β(xi) so
x
(m)
i =
{
1⊗ yki m = 2k
xi ⊗ yki m = 2k + 1
.
Note that a basis of Λ(V )⊗ S(β(V )) = Λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr] is made of
products η = xi1 ∧ · · · ∧ xil ⊗ yk11 · · · ykrr , with 0 ≤ l ≤ r, 1 ≤ i1 < · · · < il ≤ r and
ki ≥ 0 ∀i. Now the wedge product xi1 ∧ · · · ∧ xil writes as x∧l11 ∧ · · · ∧ x∧lrr , where
li = 1 if i ∈ {i1, . . . , il} and li = 0 otherwise. Then we have
η = x∧l11 ∧ · · · ∧ x∧lrr ⊗ yk11 · · · ykrr = (x∧l11 ⊗ yk11 ) · · · (x∧lrr ⊗ ykrr ) = x(n1)1 · · ·x(nr)r ,
where ni = 2ki + li. Moreover, since x
(ni)
i is homogeneous of degree ni, η is
homogeneous of degree n1 + · · ·+ nr. Hence we have:
Lemma 2.9. The set {x(n1)1 · · ·x(nr)r | n1 + · · ·+ nr = n} is a basis for
(Λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr])n.
Definition 2. For every 1 ≤ i ≤ r and every m ≥ 0 w define ti,m ∈ Tm(I) by
ti,m =
{
(tp−1i ⊗ ti)⊗k m = 2k
ti ⊗ (tp−1i ⊗ ti)⊗k m = 2k + 1
.
Lemma 2.10. If 1 ≤ i ≤ r and m ≥ 0 then the τI(x(m)i ) = [fi,m], with fi,m ∈
CmI (G,Fp) such that for every α1, . . . , αm in the basis of I from Lemma 2.1(ii) we
have
(i) fi,m(α1 ⊗ · · · ⊗ αm) = 1 if (α1, . . . , αm) = (tq1i , . . . , tqmi ), with 1 ≤ qj ≤ p− 1
∀j, such that either m is even and q1 + q2 = q3 + q4 = · · · = qm−1 + qm = p or m
is odd, q1 = 1 and q2 + q3 = q4 + q5 = · · · = qm−1 + qm = p.
In particular, fi,m(ti,m) = 1.
11
(ii) fi,m(α1 ⊗ · · · ⊗ αm) = 0 otherwise.
Proof. If m = 2k then τI(x
(m)
i ) = τI(1⊗ yki ) = gi ∪ · · · ∪ gi, while if m = 2k+1
then τI(x
(m)
i ) = τI(x ⊗ yki ) = fi ∪ gi ∪ · · · ∪ gi. Since fi = [fi] and gi = [hi], by
Lemma 1.4(ii), we have τI(x
(m)
i ) = [fi,m], with fi,m ∈ CmI (G,Fp) such that for
every α1, . . . , αm ∈ I we have
fi,m(α1⊗· · ·⊗αm) =
{
hi(α1 ⊗ α2)hi(α3 ⊗ α4) · · ·hi(αm−1 ⊗ αm) m is even
fi(α1)hi(α2 ⊗ α3)hi(α4 ⊗ α5) · · ·hi(αm−1 ⊗ αm) m is odd
.
(Note that the (−1) l(l−1)2 factor from Lemma 1.4(ii) is in both cases 1 since the cor-
responding n1, . . . , nr sequence is 2, . . . , 2 or 1, 2, . . . , 2, so l = 0 or 1, respectively.)
By Lemma 2.6, if α1, . . . , αm belong to the basis of I from Lemma 2.1(ii), then
all factors of fi,m(α1 ⊗ . . . ⊗ αm) are either 0 or 1 so fi,m(α1 ⊗ . . . ⊗ αm) = 0 or
1. More precisely, we have hi(αj ⊗ αj+1) = 1 iff (αj , αj+1) = (tqji , tqj+1i ), where
1 ≤ qj , qj+1 ≤ p− 1 and qj + qj+1 = p and we have fi(α1) = 1 iff α1 = ti. It follows
that fi,m(α1 ⊗ . . .⊗ αm) = 1 precisely in the cases described in (i) and it equals 0
otherwise.
Finally, note that ti,m = α1 ⊗ · · · ⊗ αm, with (α1, . . . , αm) = (tq1i , . . . , tqmi ),
where (q1, . . . , qm) = (p− 1, 1, p− 1, 1, . . . , p− 1, 1) if m is even and (q1, . . . , qm) =
(1, p−1, 1, p−1, 1, . . . , p−1, 1) if m is odd. Hence α1, . . . , αm satisfy the conditions
of (i) and we have fi,m(ti,m) = 1. ✷
We consider the action of the symmetric group Sn on C
n(G,Fp) given by
σa(u1, . . . , un) = sgn(σ)a(uσ−1(1), . . . , uσ−1(n)) ∀u1, . . . , un ∈ G.
If f ∈ CnI (G,Fp) is the I-cochain corresponding to a ∈ Cn(G,Fp) then for every
σ ∈ Sn the I-cochain corresponding to σa is σf , where
σf(α1 ⊗ · · · ⊗ αn) = sgn(σ)f(ασ−1(1) ⊗ · · · ⊗ ασ−1(n)) ∀α1, . . . , αn ∈ I.
Next, if n1 + · · · + nr = n then we denote by Sh(n1, . . . , nr) the set of all
(n1, . . . , nr)-shuffles, i.e.
Sh(n1, . . . , nr) = {σ ∈ Sn | σ(h) < σ(h+ 1)∀h, h 6= n1 + · · ·+ ni ∀1 ≤ i < r}.
Equivalently, the condition from the definition of Sh(n1, . . . , nr) can be written as
σ(n1 + · · ·+ ni−1 + 1) < · · · < σ(n1 + · · ·+ ni) ∀1 ≤ i ≤ r.
Theorem 2.11. If p > 2 then τ−1I : H
∗
I(G,Fp)→ Λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr] is
given by
[f ] 7→
∑
n1+···+nr=n
cn1,...,nrx
(n1)
1 · · ·x(nr)r ,
for every f ∈ ZnI (G,Fp), where
cn1,...,nr = (−1)
l(l−1)
2
∑
σ∈Sh(n1,...,nr)
σf(t1,n1 ⊗ · · · ⊗ tr,nr),
with l = |{i | 1 ≤ i ≤ r, ni is odd}|.
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Proof. Same as for Theorem 2.7, we first define the function θ : Z∗I(G,Fp) →
Λ(x1, . . . , xr) ⊗ Fp[y1, . . . , yr] by f 7→
∑
n1+···+nr=n cn1,...,nrx
(n1)
1 · · ·x(nr)r ∀f ∈
ZnI (G,Fp). We prove that θ(B
∗
I(G,Fp)) = 0, i.e. that θ(f) = 0 if f = dn−1g
for some g ∈ Cn−1I (G,Fp). We must prove that each coefficient cn1,...,nr is zero.
Let α1 ⊗ · · · ⊗ αn = t1,n1 ⊗ · · · ⊗ tr,nr . Since ti,ni ∈ T ni(I) ∀i, we have
αn1+···+ni−1+1 ⊗ · · · ⊗ αn1+···+ni = ti,ni .
Hence the sequence αn1+···+ni−1+1, . . . , αn1+···+ni is t
p−1
i , ti, . . . , t
p−1
i , ti or
ti, t
p−1
i , ti, . . . , t
p−1
i , ti, depending on the parity of ni. Then we have
cn1,...,nr = (−1)
l(l−1)
2
∑
σ∈Sh(n1,...,nr)
σf(α1 ⊗ · · · ⊗ αn)
= (−1) l(l−1)2
∑
σ∈Sh(n1,...,nr)
sgn(σ)f(ασ−1(1) ⊗ · · · ⊗ ασ−1(n)).
Since f = dn−1g, we have f(β1⊗· · ·⊗βn) =
∑n−1
h=1(−1)hg(β1⊗· · ·⊗βhβh+1⊗· · ·⊗βr)
for every β1, . . . , βn ∈ I. It follows that cn1,...,nr = (−1)
l(l−1)
2
∑n−1
h=1(−1)hΣh, where
Σh =
∑
σ∈Sh(n1,...,nr)
sgn(σ)g(ασ−1(1) ⊗ · · · ⊗ ασ−1(h)ασ−1(h+1) ⊗ · · · ⊗ ασ−1(r)).
We prove that Σh = 0 ∀h.
For convenience, for every σ ∈ Sn we denote by
ψ(σ) = sgn(σ)g(ασ−1(1) ⊗ · · · ⊗ ασ−1(h)ασ−1(h+1) ⊗ · · · ⊗ ασ−1(r)).
Then we have Σh =
∑
σ∈Sh(n1,...,nr) ψ(σ). We denote by A the set of all σ ∈
Sh(n1, . . . , nr) such that both σ
−1(h) and σ−1(h + 1) belong to the same interval
[n1 + · · · + ni−1 + 1, n1 + · · · + ni] for some 1 ≤ i ≤ r and we denote by B =
Sh(n1, . . . , nr) \ A. Then Σh = Σ′h + Σ′′h, where Σ′h =
∑
σ∈A ψ(σ) and Σ
′′
h =∑
σ∈B ψ(σ). We prove that Σ
′
h = Σ
′′
h = 0.
We denote by h′ = σ−1(h) and h′′ = σ−1(h+1), so that σ(h′) = h and σ(h′′) =
h+ 1.
If σ ∈ A then h′, h′′ ∈ [n1 + · · · + ni−1 + 1, n1 + · · · + ni] for some i. Since
σ(n1+ · · ·+ni−1+1) < · · · < σ(n1+ · · ·+ni) and σ(h′′) = σ(h′)+1, we must have
h′′ = h′+1. Since the sequence αn1+···+ni−1+1, . . . , αn1+···+ni is t
p−1
i , ti, . . . , t
p−1
i , ti
or ti, t
p−1
i , ti, . . . , t
p−1
i , ti, we have (αh′ , αh′′) = (αh′ , αh′+1) = (t
p−1
i , ti) or (ti, t
p−1
i ).
In both cases, ασ−1(h)ασ−1(h+1) = αh′αh′′ = t
p
i . By Lemma 2.5(ii), it follows that
g(ασ−1(1) ⊗ · · · ⊗ ασ−1(h)ασ−1(h+1) ⊗ · · · ⊗ ασ−1(r)) = 0. Hence ψ(σ) = 0 ∀σ ∈ A,
which implies Σ′h = 0.
If σ ∈ B then h′ ∈ [n1 + · · · + ni′−1 + 1, n1 + · · · + ni′ ] and h′′ ∈ [n1 + · · · +
ni′′−1 + 1, n1 + · · ·+ ni′′ ] for some i′ 6= i′′.
We claim that τhσ ∈ B, where τh ∈ Sn is the transposition (h, h+ 1). First we
prove that τhσ ∈ Sh(n1, . . . , nr). Since τh only permutates h and h + 1, we have
τhσ(j) = σ(j) for all j except j = σ
−1(h) = h′ and j = σ−1(h + 1) = h′′. We
have τhσ(h
′) = τh(h) = h + 1 = σ(h′) + 1, τhσ(h′′) = τh(h + 1) = h = σ(h′′) − 1
and τhσ(j) = σ(j) for j 6= h′, h′′. It follows that for i 6= i′, i′′ the inequalities
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σ(n1+ · · ·+ni−1+1) < · · · < σ(n1+ · · ·+ni) from the definition of Sh(n1, . . . , nr)
remain the same if we replace σ by τhσ. If i = i
′ or i′′ they change to
σ(n1 + · · ·+ ni′−1 + 1) < · · · < σ(h′) + 1 < · · · < σ(n1 + · · ·+ ni′),
σ(n1 + · · ·+ ni′′−1 + 1) < · · · < σ(h′′)− 1 < · · · < σ(n1 + · · ·+ ni′′ ).
The only inequalities that may fail to hold are σ(h′) + 1 < σ(h′ + 1) (if h′ <
n1 + · · ·+ ni′) and σ(h′′ − 1) < σ(h′′)− 1 (if n1 + · · ·+ ni′′−1 + 1 < h′′). We have
σ(h′) < σ(h′ + 1) so if σ(h′) + 1 < σ(h′ + 1) fails then σ(h′ + 1) = σ(h′) + 1 =
h+ 1 = σ(h′′) so h′′ = h′ + 1 ∈ [n1 + · · ·+ ni′−1 + 1, n1 + · · ·+ ni′ ]. Contradiction.
Similarly, σ(h′′ − 1) < σ(h′′) so if σ(h′′ − 1) < σ(h′′) − 1 fails then σ(h′′ − 1) =
σ(h′′) − 1 = h = σ(h′) so h′ = h′′ − 1 ∈ [n1 + · · · + ni′′−1 + 1, n1 + · · · + ni′′ ].
Again, contradiction. Thus τhσ ∈ Sh(n1, . . . , nr). We have τhσ(h′) = h + 1 and
τhσ(h
′′) = h so (τhσ)−1(h) = h′′ ∈ [n1 + · · · + ni′′−1 + 1, n1 + · · · + ni′′ ] and
(τhσ)
−1(h + 1) = h′ ∈ [n1 + · · · + ni′−1 + 1, n1 + · · · + ni′ ]. Since i′′ 6= i′ we have
τhσ ∈ B.
As a consequence, B writes as a disjoint union of right cosets 〈τh〉σ = {σ, τhσ},
B =
⊔
σ∈C{σ, τhσ}. Thus Σ′′h =
∑
σ∈C(ψ(σ) + ψ(τhσ)). For every σ ∈ C we have
(τhσ)
−1 = σ−1τh so (τhσ)−1(h) = σ−1(h + 1), (τhσ)−1(h + 1) = σ−1(h) and if
j 6= h, h + 1 then (τhσ−1)(j) = σ−1(j). We also have sgn(τhσ) = − sgn(σ). It
follows that
ψ(τhσ) = sgn(τhσ)g(α(τhσ)−1(1)⊗· · ·⊗α(τhσ)−1(h)α(τhσ)−1(h+1)⊗· · ·⊗α(τhσ)−1(r))
= − sgn(σ)g(ασ−1(1) ⊗ · · · ⊗ ασ−1(h+1)ασ−1(h) ⊗ · · · ⊗ ασ−1(r)) = −ψ(σ).
Thus Σ′′h =
∑
σ∈C(ψ(σ) + ψ(τhσ)) =
∑
h∈C 0 = 0.
Since θ(B∗I(G,Fp)) = 0, we a morphism θ¯ : H
∗
I(G,Fp) → Λ(x1, . . . , xr) ⊗
Fp[y1, . . . , yr], given by θ¯([f ]) = θ(f) ∀f ∈ ZnI (G,Fp). We prove that θ¯τI is the
identity of Λ(x1, . . . , xr)⊗Fp[y1, . . . , yr], so that τ−1I = θ¯. We prove that θ¯τI(η) = η
for the monomials η = x
(m1)
1 · · ·x(mr)r , which generate Λ(x1, . . . , xr)⊗Fp[y1, . . . , yr].
Let m1 + · · ·+mr = n. By Lemma 2.10, τI(x(mi)i ) = [fi,mi ] ∈ HmiI (G,Fp) and so
τI(η) = [f ], where f ∈ ZnI (G,Fp), f = f1,m1∪· · ·∪fr,mr . Since fi,mi ∈ ZmiI (G,Fp),
we have by Lemma 1.4(ii)
f(β1 ⊗ · · · ⊗ βn) = (−1)
l(l−1)
2
r∏
i=1
fi,mi(βm1+···+mi−1+1 ⊗ · · · ⊗ βm1+···+mi),
where l = |{i | 1 ≤ i ≤ r, mi is odd}|.
For every n1, . . . , nr with n1+ · · ·+nr = n we denote by cn1,...,nr the coefficient
of x
(n1)
1 · · ·x(nr)r in θ¯τI(η) = θ¯([f ]). Same as above, we consider α1, . . . , αn ∈ I
such that α1 ⊗ · · · ⊗ αn = t1,n1 ⊗ · · · ⊗ tr,nr . For every 1 ≤ i ≤ ni we have
that αn1+···+ni−1+1, . . . , αn1+···+ni are powers of ti such that αn1+···+ni−1+1⊗ · · ·⊗
αn1+···+ni = ti,ni . So the sequence α1, . . . , αn contains ni powers of ti for every i.
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Same happens for the sequnece ασ(1), . . . , ασ(n) for every σ ∈ Sn. We have
cn1,...,nr = (−1)
l′(l′−1)
2
∑
σ∈Sh(n1,...,nr)
σf(α1 ⊗ · · · ⊗ αn)
= (−1) l
′(l′−1)
2
∑
σ∈Sh(n1,...,nr)
sgn(σ)f(ασ−1(1) ⊗ · · · ⊗ ασ(n))
= (−1) l
′(l′−1)
2
∑
σ∈Sh(n1,...,nr)
sgn(σ)(−1) l(l−1)2 ·
·
r∏
i=1
fi,mi(ασ−1(m1+···+mi−1+1) ⊗ · · · ⊗ ασ−1(m1+···+mi)),
where l′ = |{i | 1 ≤ i ≤ r, ni is odd}|.
Recall that every αj has the form ti or t
p−1
i for some i, so it belongs to the basis of
I from Lemma 2.1(ii). By Lemma 2.10, it follows that fi,mi(ασ−1(m1+···+mi−1+1)⊗
· · ·⊗ασ−1(m1+···+mi)) = 0 unless ασ−1(m1+···+mi−1+1), . . . , ασ−1(m1+···+mi) are pow-
ers of ti. Hence if
∏r
i=1 fi,mi(ασ−1(m1+···+mi−1+1)⊗· · ·⊗ασ−1(m1+···+mi)) 6= 0 then
∀i the sequence ασ(1), . . . ασ(n) contains ni powers of ti, which implies that ni = mi
∀i. Consequently, cn1,...,nr = 0 if (n1, . . . , nr) 6= (m1, . . . ,mr).
If (n1, . . . , nr) = (m1, . . . ,mr) then l
′ = l so the factors (−1) l(l−1)2 and (−1) l
′(l′−1)
2
cancel each other. We get
cm1,...,mr =
∑
σ∈Sh(m1,...,mr)
sgn(σ)
r∏
i=1
fi,mi(ασ−1(m1+···+mi−1+1)⊗· · ·⊗ασ−1(m1+···+mi)).
As seen above, if the term corresponding to σ in the sum above is 6= 0 then for every
i we have that ασ−1(m1+···+mi−1+1), . . . , ασ−1(m1+···+mi) are powers of ti. But the
only powers of ti in the sequence α1, . . . , αn are αm1+···+mi−1+1, . . . , αm1+···+mi . It
follows that {σ−1(m1 + · · · +mi−1 + 1), . . . , σ−1(m1 + · · · +mi)} = {m1 + · · · +
mi−1 + 1, . . . ,m1 + · · · +mi} and so {m1 + · · · +mi−1 + 1, . . . ,m1 + · · ·+mi} =
{σ(m1 + · · · + mi−1 + 1), . . . , σ(m1 + · · · + mi)}. But σ ∈ Sh(m1, . . . ,mr) so
σ(m1 + · · · + mi−1 + 1) < · · · < σ(m1 + · · · + mi). It follows that σ(j) = j for
m1 + · · ·+mi−1 +1 ≤ j ≤ m1 + · · ·+mi and for every 1 ≤ i ≤ r. Hence σ = 1. So
the only non-zero term of cm1,...,mr corresponds to σ = 1 and, by Lemma 2.10(i),
we have
cm1,...,mr =
r∏
i=1
fi,mi(αm1+···+mi−1+1 ⊗ · · · ⊗ αm1+···+mi) =
r∏
i=1
fi,mi(ti,mi) = 1.
In coclusion, θ¯τI(η) =
∑
n1+···+nr=n cn1,...,nrx
(n1)
1 · · ·x(n1)1 = x(m1)1 · · ·x(m1)1 = η.
✷
Definition 3. If 1 ≤ i ≤ r, m ≥ 0, k = [m/2] and q1, . . . , qk are nonnegative
integers then we define si,m,q1,...,qk ∈ Gm by
si,m,q1,...,qk =
{
(sq1i , si, . . . s
qk
i , si) m = 2k
(si, s
q1
i , si, . . . s
qk
i , si) m = 2k + 1
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and ti,m,q1,...,qk ∈ Tm(I) by ti,m,q1,...,qk = (u1−1)⊗· · · (um−1), where (u1, . . . , um) =
si,m,q1,...,qk , i.e.
ti,m,q1,...,qk =
{
(sq1i − 1)⊗ (si − 1)⊗ · · · ⊗ (sqki − 1)⊗ (si − 1)) m = 2k
(si − 1)⊗ (sq1i − 1)⊗ (si − 1)⊗ · · · ⊗ (sqki − 1)⊗ (si − 1)) m = 2k + 1
.
Lemma 2.12. If m ≥ 0 is an integer and k = [m/2] then
ti,m ≡
∑
1≤q1,...,qk≤p−1
ti,m,q1,...,qk (mod p).
P roof.We have ti = si−1 and, by Lemma 2.5(ii), tp−1i ≡
∑p−1
q=1(s
q
i−1) (mod p).
So if m = 2k then
ti,m = ti ⊗ tp−1i ⊗ · · · ⊗ ti ⊗ tp−1i
≡ (si − 1)⊗
p−1∑
q1=1
(sq1i − 1)⊗ · · · ⊗ (si − 1)⊗
p−1∑
qk=1
(sqki − 1)
=
∑
1≤q1,...,qk≤p−1
(si − 1)⊗ (sq1i − 1)⊗ · · · ⊗ (si − 1)⊗ (sqki − 1)
=
∑
1≤q1,...,qk≤p−1
ti,m,q1,...,qk (mod p).
The case m = 2k + 1 follows from the case m = 2k by noting that ti,2k+1 =
ti ⊗ ti,2k = (si − 1)⊗ ti,2k and ti,2k+1,q1,...,qk = (si − 1)⊗ ti,2k,q1,...,qk . ✷
Corollary 2.13. If p > 2 then τ−1 : Λ(x1, . . . , xr)⊗ Fp[y1, . . . , yr]→ H∗(G,Fp) is
given by
[a] 7→
∑
n1+···+nr=n
cn1,...,nrx
(n1)
1 · · ·x(nr)r
for every a ∈ Zn(G,Fp), where
cn1,...,nr = (−1)
l(l−1)
2
∑
σ∈Sh(n1,...,nr)
∑
1≤qi,j≤p−1
σa(s1,n1,q1,1,...,q1,k1 , . . . , sr,nr,qr,1,...,qr,kr ),
with l = |{i | 1 ≤ i ≤ r, ni is odd}| and ki = [ni/2].
Here by the sum
∑
1≤qi,j≤p−1 we mean that every variable qi,j, with 1 ≤ i ≤ r
and 1 ≤ j ≤ ki, takes values between 1 and p− 1.
Also s1,n1,q1,1,...,q1,k1 , . . . , sr,nr,qr,1,...,qr,kr is the concatenation of the sequences
si,mi,qi,1,...,qi,ki for 1 ≤ i ≤ r, of lengths n1, . . . , nr.
Proof. Let f ∈ ZnI (G,Fp) be the I-cochain corresponding to a ∈ Zn(G,Fp).
Then for every σ ∈ Sn the I-cochain corresponding to σa is σf . Hence
σf((u1 − 1)⊗ · · · ⊗ (un − 1)) = σa(u1, . . . , un) ∀u1, . . . , un ∈ G.
We have τ−1([a]) = τ−1I ([f ]). To prove our statement, we write the terms of
τ−1I ([f ]) in terms of a.
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By Lemma 2.12, t1,n1 ⊗ · · · ⊗ tr,nr is congruent modulo p to( ∑
1≤q1,1,...,q1,k1≤p−1
t1,n1,q1,1,...,q1,k1
)
⊗ · · · ⊗
( ∑
1≤qr,1,...,qr,kr≤p−1
tr,nr ,qr,1,...,qr,kr
)
=
∑
1≤qi,j≤p−1
t1,n1,q1,1,...,q1,k1 ⊗ · · · ⊗ tr,nr ,qr,1,...,qr,kr
By Lemma 2.4, this implies that
σf(t1,n1 ⊗ · · · ⊗ tr,nr ) =
∑
1≤qi,j≤p−1
σf(t1,n1,q1,1,...,q1,k1 ⊗ · · · ⊗ tr,nr,qr,1,...,qr,kr ).
By definition, if si,m,q1,...,qk = (u1, . . . , um) then ti,m,q1,...,qk = (u1 − 1) ⊗ · · · ⊗
(um − 1). It follws that if (s1,n1,q1,1,...,q1,k1 , . . . , sr,nr,qr,1,...,qr,kr ) = (u1, . . . , un)
then t1,n1,q1,1,...,q1,k1 ⊗ · · · ⊗ tr,nr,qr,1,...,qr,kr = (u1 − 1) ⊗ · · · ⊗ (un − 1). This
implies that σa(s1,n1,q1,1,...,q1,k1 , . . . , sr,nr,qr,1,...,qr,kr ) = σf(t1,n1,q1,1,...,q1,k1 ⊗ · · · ⊗
tr,nr,qr,1,...,qr,kr ) ∀σ ∈ Sn. Therefore
σf(t1,n1 ⊗ · · · ⊗ tr,nr ) =
∑
1≤qi,j≤p−1
σa(s1,n1,q1,1,...,q1,k1 , . . . , sr,nr,qr,1,...,qr,kr )
so our result follows from Theorem 2.11. ✷
Remarks
1. In the case p = 2, the formulas for τ−1I ([f ]) and τ
−1([a]) from Theorem 2.7
and Corollary 2.8 can be written in terms of xn11 · · ·xnrr , with n1 + · · · + nr = n,
which are a basis of Fp[x1, . . . , xr]
n. As a consequence of Theorem 2.7, we have
τ−1I ([f ]) =
∑
n1+···+nr=n
cn1,...,nrx
n1
1 · · ·xnrr ,
with
cn1,...,nr =
∑
(i1,...,in)∈S(n1,...,nr)
f(ti1 ⊗ · · · ⊗ tin),
where S(n1, . . . , nr) = {(i1, . . . , in) | xi1 · · ·xin = xn11 · · ·xnrr }.
We now extend Definition 2 to the case p = 2. Since p − 1 = 1, we have
ti,m = t
⊗m
i ∈ Tm(I), regardless of the parity of m. We prove that cn1,...,nr is given
by the same formula from Theorem 2.11.
We have (i1, . . . , in) ∈ S(n1, . . . , nr) iff for every 1 ≤ i ≤ r the sequence i1, . . . , in
contains ni copies of i. Let ji,1 < · · · < ji,ni be the ni indices j such that ij = i.
Then we have a bijection ψ : S(n1, . . . , nr)→ Sh(n1, . . . , nr) given by (i1, . . . , in) 7→
σ, where σ is defined on each interval [n1 + · · ·+ ni−1 + 1, n1 + · · · ,+ni] by
σ(n1 + · · ·+ ni−1 + h) = ji,h ∀1 ≤ h ≤ ni.
We have t1,n1⊗· · ·⊗tr,nr = α1⊗· · ·⊗αn, where for each i we have αn1+···+ni−1+1 =
· · · = αn1+···+ni = ti so that αn1+···+ni−1+1 ⊗ · · · ⊗ αn1+···+ni = t⊗nii = ti,ni . Let
(i1, . . . , in) ∈ S(n1, . . . , nr) and let σ = ψ(i1, . . . , in), as above. Let 1 ≤ j ≤ n.
We have j = ji,h for some 1 ≤ i ≤ r and 1 ≤ h ≤ ni. Then ij = i and
σ(n1 + · · · + ni−1 + h) = ji,h = j so σ−1(j) = n1 + · · · + ni−1 + h ∈ [n1 +
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· · · + ni−1 + 1, n1 + · · · + ni], which implies that ασ−1(j) = ti = tij . It fol-
lows that f(ti1 ⊗ · · · ⊗ tin) = f(ασ−1(1) ⊗ · · · ⊗ ασ−1(n)) = σf(α1 ⊗ · · · ⊗ αn) =
σf(t1,n1 ⊗ · · · ⊗ tr,nr). (We are in characteristic 2 so the factor sgn(σ) from the
definition of σf can be ignored.) Since ψ : S(n1, . . . , nr) → Sh(n1, . . . , nr) is a
bijection, the formula for cn1,...,nr als writes as
cn1,...,nr =
∑
σ∈Sh(n1,...,nr)
σf(t1,n1 ⊗ · · · ⊗ tr,nr),
which coincides with the formula from the case p > 2.
For 1 ≤ i ≤ r and m ≥ 0 we denote by si,m ∈ Gm, si,m = (si, . . . , si). Recall
that ti,m ∈ Tm(I) is given by ti,m = ti ⊗ · · · ⊗ ti = (si − 1) ⊗ · · · ⊗ (si − 1).
Hence if (s1,n1 , . . . , sr,nr) = (u1, . . . , un) ∈ Gn then t1,n1 ⊗ · · · ⊗ tr,nr = (u1 −
1) ⊗ · · · ⊗ (un − 1) ∈ T n(I). Then if a ∈ Cn(G,F2) and f ∈ CnI (G,F2) is the
corresponding I-cochain, then for every σ ∈ S the I-cochain correponding to σa is
σf and so σf(t1,n1 ⊗ · · · ⊗ tr,nr) = σa(s1,n1 , . . . , sr,nr). Thus if a ∈ Zn(G,F2) then
the coefficients cn1,...,nr from τ
−1([a]) = τ−1I ([f ]) write as
cn1,...,nr =
∑
σ∈Sh(n1,...,nr)
σa(s1,n1 , . . . , sr,nr ).
This is the same formula from Corollary 2.13, since si,m coincides with si,m,1,...,1
of Definition 3 and the sum
∑
1≤qi,j≤p−1 from Corollary 2.13 in the case p = 2 has
only one term, with qi,j = 1 ∀i, j.
This is explained by the fact that the formula for τ(xm) in the case p = 2
coincides to the formula for τ(x(m)) in the case p > 2. Indeed, if denote by x∪m
the cup product of m copies of x, then if p = 2 we have τ(xm) = x∪m. When
p > 2 if m = 2k then τ(x(m)) = τ(1 ⊗ β(x)k) = β(x)∪k, while if m = 2k + 1 then
τ(x(m)) = τ(x ⊗ yk) = x ∪ β(x)∪k. But when p = 2, by Corollary 2.3, we have
β(x) = x∪x. So if m = 2k then β(x)∪k = (x∪x)∪k = x∪2k = x∪m = x∪m = τ(xm)
and if m = 2k+1 then x∪β(x)∪k = x∪(x∪x)∪k = x∪2k+1 = x∪m = x∪m = τ(xm).
2. We now determine the number Nn of terms aα1,...,αn involved in the formula
for τ−1([a]) from Corollary 2.13. For the term cn1,...,nr we have |Sh(n1, . . . , nr)| =(
n
n1,...,nr
)
and the number of choiches 1 ≤ qi,j ≤ p − 1 for 1 ≤ i ≤ r and 1 ≤
j ≤ ki = [ni/2] is (p − 1)[n1/2]+···+[nr/2]. So cn1,...,nr is the sum of
(
n
n1,...,nr
)
(p −
1)[n1/2]+···+[nr/2] terms. It follows that
Nn =
∑
n1+···+nr=n
(
n
n1, . . . , nr
)
(p− 1)[n1/2]+···+[nr/2].
Since 1n!
(
n
n1,...,nr
)
= 1n1!···nr! , the formal series F (X) =
∑
n≥0
Nn
n! X
n writes as
F (X) =
∑
n≥0
∑
n1+···+nr=n
1
n1! · · ·nr! (p− 1)
[n1/2]+···+[nr/2]Xn
=
∑
n1,...,nr
1
n1! · · ·nr! (p− 1)
[n1/2]+···+[nr/2]Xn1+···+nr = G(X)r,
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where G(X) =
∑
n≥0
1
n! (p− 1)[n/2]Xn.
We have (p − 1)[n/2]−n/2 = 1 if n is even and = 1√
p−1 if n is odd. So if Ap =
1
2 (1 +
1√
p−1 ) and Bp =
1
2 (1− 1√p−1 ), such that Ap +Bp = 1 and Ap −Bp = 1√p−1 ,
then (p−1)[n/2]−n/2 = Ap+(−1)nBp. Hence (p−1)[n/2] =
√
p− 1n(p−1)[n/2]−n/2 =
Ap
√
p− 1n +Bp(−
√
p− 1)n and so
G(X) =
∑
n≥0
1
n!
(Ap
√
p− 1n +Bp(−
√
p− 1)n) = Ape
√
p−1X +Bpe−
√
p−1X .
It follows that F (X) = G(X)r =
∑r
k=0
(
r
k
)
Ar−kp B
k
pe
(r−2k)√p−1X . By dentifying
the coefficient of Xn we get Nnn! =
∑r
k=0
(
r
k
)
Ar−kp B
k
p
((r−2k)√p−1)n
n! . Hence
Nn =
r∑
k=0
(
r
k
)
Ar−kp B
k
p ((r − 2k)
√
p− 1)n
If 0 ≤ k ≤ r then |(r − 2k)√p− 1| ≤ √p− 1, with equality when k = 0 or r. It
follows that, as n→∞,
Nn ∼= Arp(r
√
p− 1)n +Brp(−r
√
p− 1)n = (Arp + (−1)nBrp)(r
√
p− 1)n.
By comparisson, the total number of coefficients au1,...,un , with u1, . . . , un ∈ G\{0},
which determine a cochain a ∈ Cn(G,Fp), is (|G| − 1)n = (pr − 1)n.
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