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Abstract
The transfer matrix of the square-lattice eight-vertex model on a strip with L > 1
vertical lines and open boundary conditions is investigated. It is shown that for vertex
weights a, b, c, d that obey the relation (a2 + ab)(b2 + ab) = (c2 + ab)(d2 + ab) and
appropriately chosen K-matrices K± this transfer matrix possesses the remarkably
simple, non-degenerate eigenvalue ΛL = (a + b)2L tr(K+K−). For positive vertex
weights, ΛL is shown to be the largest transfer-matrix eigenvalue. The corresponding
eigenspace is equal to the space of the ground states of the Hamiltonian of a related
XYZ spin chain. An essential ingredient in the proofs is the supersymmetry of this
Hamiltonian.
1 Introduction
In this article, we continue our investigation of the eight-vertex model whose vertex weights
a, b, c, d are non-zero and obey the relation
(a2 + ab)(b2 + ab) = (c2 + ab)(d2 + ab). (1)
In 2001, Stroganov [1] studied this special case of the eight-vertex model with periodic
boundary conditions. He conjectured that, for each n > 0, its transfer matrix with an odd
number L = 2n + 1 of vertical lines possesses the remarkably simple doubly-degenerate
eigenvalue Θn = (a+ b)2n+1. Stroganov’s conjecture led several authors to investigate the
case (1), which has revealed interesting relations between the eight-vertex model and a variety
of mathematical structures and topics. Amongst these are enumerative combinatorics [2–4],
functional equations [5–7] and solutions to the Painleve´ VI equation [8–13]. Furthermore, a
relation to supersymmetry was established in [14–16]. Therefore, we refer to the case (1)
as the supersymmetric eight-vertex model. In [17], we used the supersymmetry to prove
Stroganov’s conjecture. Furthermore, we showed that Θn is the largest eigenvalue of the
transfer matrix for positive vertex weights. The present article aims to extend our work to
the eight-vertex model on a strip.
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As in our previous work on periodic boundary conditions, we exploit a well-known
relation between the eight-vertex model and the XYZ quantum spin chain. For a spin chain
with L > 1 sites and open boundary conditions, its Hamiltonian is given by
HXYZ = −12
L−1∑
j=1
(
J1σ
1
jσ
1
j+1 + J2σ2jσ2j+1 + J3σ3jσ3j+1
)
+ (h−B )1 + (h+B )L. (2a)
(By convention, for L = 1, the bulk interaction term is absent and the Hamiltonian is given
by the sum HXYZ = h+B + h−B .) Here, σ1, σ2, σ3 denote the Pauli matrices. The constants
J1, J2, J3 are the spin chain’s anisotropy parameters. We focus on the case where they are
given by
J1 = 1 + ζ, J2 = 1− ζ, J3 = 12(ζ
2 − 1), (2b)
with a real parameter ζ. The terms h±B describe the interactions of the first and last spins
with boundary magnetic fields. We consider the boundary terms
h+B = h−B =
3∑
α=1
λασ
α, (2c)
where
λ1 = − (1 + ζ) Re y1 + |y|2 , λ2 = −
(1− ζ) Im y
1 + |y|2 , λ3 =
(
ζ2 − 1
4
)(
1− |y|2
1 + |y|2
)
, (2d)
and y is a complex number.
Supersymmetry. We show that similarly to the case of periodic boundary conditions [16],
the Hamiltonian (2) is supersymmetric: Up to a constant shift and a rescaling, it can be
written as the anticommutator of a nilpotent operator, the supercharge, and its adjoint.
The supersymmetry implies that the Hamiltonian may have special eigenstates called
supersymmetry singlets. They are annihilated by both the supercharge and its adjoint. If
they exist, then they are the Hamiltonian’s ground states, and hence of physical interest [18].
Therefore, we wish to find the pairs (ζ, y) for which the Hamiltonian possesses super-
symmetry singlets. We shall see later that it is sufficient consider 0 6 ζ 6 1. In [19], we
showed that for ζ = 0, the space of the ground states of the Hamiltonian (2) is the space
of supersymmetry singlets if and only if y = 0. Furthermore, for ζ = 1, the Hamiltonian
greatly simplifies and it is trivial to find its ground states (whether they are supersymmetry
singlets or not). Hence, we focus on 0 < ζ < 1.
Theorem 1.1. For each L > 1 and 0 < ζ < 1, the space of the ground states of the
Hamiltonian is (2) equal to the space of supersymmetry singlets if and only if y is a solution
of the polynomial equation
ζ(1 + y4)− (3− ζ2)y2 = 0. (3)
This space is one-dimensional, and the corresponding ground-state eigenvalue is given by
E0 = − (L− 1)(3 + ζ
2)
4 −
(1 + ζ)2
2 . (4)
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The transfer-matrix eigenvalue. The transfer matrix of the supersymmetric eight-
vertex model on a strip with L vertical lines commutes with the Hamiltonian (2) if
ζ = cd
ab
, (5)
and if the boundary conditions of the strip, encoded in the so-called K-matrices, are chosen
in accordance with the boundary terms h±B [20]. These K-matrices are given by
K− = 1 + 2 Re y1 + |y|2
ab+ cd
ac+ bdσ
1 + 2 Im y1 + |y|2
ab− cd
ac− bdσ
2 + 1− |y|
2
1 + |y|2
b2 − d2
2ab+ b2 + d2σ
3,
K+ = 1 + 2 Re y1 + |y|2
ab+ cd
ad+ bcσ
1 + 2 Im y1 + |y|2
ab− cd
bc− adσ
2 + 1− |y|
2
1 + |y|2
b2 − c2
2ab+ b2 + c2σ
3.
(6)
If y is a solution of (3), then the space of supersymmetry singlets is necessarily an eigenspace
of the transfer matrix of the supersymmetric eight-vertex model on a strip with these
K-matrices.
Theorem 1.2. Let L > 1, 0 < ζ < 1 and y be a solution of (3), then the transfer matrix
of the supersymmetric eight-vertex model on a strip with L vertical lines and the K-matrices
(6) possesses the non-degenerate eigenvalue
ΛL = (a+ b)2L tr(K+K−). (7)
The corresponding eigenspace is the space of the supersymmetry singlets of the XYZ Hamil-
tonian (2) with ζ given by (5).
Finally, using the Perron-Frobenius theorem, we prove the following:
Theorem 1.3. Let L > 1, 0 < ζ < 1 and y be a solution of (3). If a, b, c, d > 0, then ΛL
is the largest eigenvalue of the transfer matrix of the supersymmetric eight-vertex model on
a strip with L vertical lines and the K-matrices (6).
We stress that supersymmetry is an essential ingredient of our proofs. Indeed, we do not
use traditional methods that allow one to analyse the spectrum of the transfer matrix of the
eight-vertex model on a strip. Two examples of these methods are the off-diagonal Bethe
ansatz [21] and the quantum separation of variables method [22]. To our best knowledge,
finding an explicit expression of the largest transfer-matrix eigenvalue for finite L with these
methods remains a challenge, even if the vertex weights obey (1).
The layout of this article is similar to [17]. In section 2, we study the Hamiltonian (2)
and its supersymmetry. In particular, we investigate the existence of supersymmetry singlets.
We compute the action of the transfer matrix of the supersymmetric eight-vertex model
with open boundary conditions on the space of supersymmetry singlets in section 3. To this
end, we recall the construction of the transfer matrix and its relation to the Hamiltonian of
the XYZ spin chain. Moreover, we establish a commutation relation between the transfer
matrix and the supercharge of the spin chain. This relation allows us to compute the
transfer-matrix eigenvalue ΛL. In section 4, we show that for positive vertex weights, it is
the largest eigenvalue of the transfer matrix. We present our conclusions in section 5 and
conjecture a generalisation of ΛL for the inhomogeneous eight-vertex model.
3
2 Supersymmetry
In this section, we investigate the supersymmetry of the XYZ Hamiltonian (2). We start
this investigation in section 2.1 with a short discussion on the transformations of the
Hamiltonian’s parameters. In section 2.2, we define a supercharge for the Hamiltonian.
In section 2.3, we introduce a basis of the spin Hilbert space in which the action of this
supercharge is simple. We use this basis in section 2.4 to compute the (co)homology of
the supercharge and its adjoint. In section 2.5, we discuss the absence or existence of
supersymmetry singlets of the Hamiltonian.
2.1 Parameter range
Notation. Let us recall basic notations and conventions (which are similar to [17, 19]).
We use the notation V = C2 for the Hilbert space of a spin 1/2. A basis of this Hilbert
space is
|↑〉 =
(
1
0
)
, |↓〉 =
(
0
1
)
. (8)
The Hilbert space of a spin chain with L > 1 sites is given by V L = V1 ⊗ V2 ⊗ · · · ⊗ VL
where Vj = V is a copy of the single-spin Hilbert space associated to the site j. A basis of
V L is given by the states
|s1s2 · · · sL〉 = |s1〉 ⊗ |s2〉 ⊗ · · · ⊗ |sL〉, (9)
where sj ∈ {↑, ↓} for each j = 1, . . . , L. Furthermore, we denote by 〈ψ|ψ′〉 the canonical
(complex) scalar product of any two states |ψ〉, |ψ′〉 ∈ V L, where 〈ψ| = |ψ〉†. Finally, we
denote by σ1j , σ2j , σ3j the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (10)
acting on the j-th factor of the basis states (9).
Transformation of the parameters. We analyse the transformation behaviour of the
Hamiltonian (2) under spin rotations. To this end, we introduce the operators
Rα(θ) = exp
(
iθ
2 (σ
α
1 + · · ·+ σαL)
)
, α = 1, 2, 3. (11)
We write HXYZ = HXYZ(ζ, y) to stress the dependence of the Hamiltonian on ζ and y. For
each L > 1, it transforms under rotations by the angle θ = pi/2 according to
R1(pi/2)HXYZ(ζ, y)R1(−pi/2) =
(
1 + ζ
2
)2
HXYZ
(
3− ζ
1 + ζ ,
y − i
1− iy
)
,
R2(pi/2)HXYZ(ζ, y)R2(−pi/2) =
(
1− ζ
2
)2
HXYZ
(
ζ + 3
ζ − 1 ,
1 + y
1− y
)
,
R3(pi/2)HXYZ(ζ, y)R3(−pi/2) = HXYZ (−ζ,−iy) .
(12)
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Two successive applications of (12) lead to the following transformations under rotations by
the angle θ = pi:
R1(pi)HXYZ(ζ, y)R1(−pi) = HXYZ
(
ζ, y−1
)
,
R2(pi)HXYZ(ζ, y)R2(−pi) = HXYZ
(
ζ,−y−1) ,
R3(pi)HXYZ(ζ, y)R3(−pi) = HXYZ(ζ,−y).
(13)
The transformations (12) and (13) are unitary. Therefore, they do not change the spectrum
of the Hamiltonian. Moreover, they allow us to transform a Hamiltonian with arbitrary
parameters ζ and y to a Hamiltonian whose parameters are restricted to a domain defined
by the inequalities
0 6 ζ 6 1, 0 6 |y| 6 1, Re y > 0. (14)
As stated in the introduction, we investigate for which pairs (ζ, y) the ground states
of the Hamiltonian are supersymmetry singlets. The case ζ = 0 was addressed in [19].
Furthermore, the case ζ = 1 is trivial. Indeed, in this case, the Hamiltonian is
HXYZ = −
L−1∑
j=1
σ1jσ
1
j+1 −
2Re y
1 + |y|2
(
σ11 + σ1L
)
. (15)
Its ground states are easily found. Therefore, we focus on 0 < ζ < 1. We often focus on the
case where (ζ, y) belongs to the domain
D = {(ζ, y) : 0 < ζ < 1, 0 6 |y| 6 1, Re y > 0}. (16)
2.2 The supersymmetry
Local supercharges and supercharges. The construction of the supersymmetry for
the XYZ spin chain is based on operators q : V → V ⊗ V that we call local supercharges.
We consider local supercharges with the property
(q⊗ 1− 1⊗ q)q|ψ〉 = |χ〉 ⊗ |ψ〉 − |ψ〉 ⊗ |χ〉, (17)
for all |ψ〉 ∈ V . Here |χ〉 ∈ V ⊗ V is a fixed state. If |χ〉 = 0 then (17) reduces to
(q⊗ 1− 1⊗ q)q = 0. (18)
We call a local supercharge with this property coassociative. Coassociative local supercharges
allow us to construct supercharges for open spin chains [19]. To see this, we consider the
local operators qj , j = 1, . . . , L, on V L that are given by
qj = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ q⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
L−j
. (19)
They map V L to V L+1. Using these operators, we define for each L > 1 the supercharge
Q : V L → V L+1 as the linear combination
Q =
L∑
j=1
(−1)jqj . (20)
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For each L > 2, the adjoint supercharge Q† : V L → V L−1 is defined by means of the
scalar product of the spin-chain Hilbert space: We set 〈ψ|Q†|φ〉 = (〈φ|Q|ψ〉)∗ for each
|φ〉 ∈ V L, |ψ〉 ∈ V L−1. The operators Q and Q† are nilpotent,
Q2 = 0, (Q†)2 = 0, (21)
if and only if the local supercharge q is coassociative. This means that the mappings
Q2 : V L → V L+2, L > 1, and (Q†)2 : V L → V L−2, L > 3, yield zero on every state of V L.
Hamiltonian. We use Q and Q† to define a Hamiltonian H. For L = 1, it is given by
H = Q†Q. For L > 2, it is the anticommutator
H = QQ† + Q†Q. (22)
It was shown in [19] that this Hamiltonian is given by a sum of terms that describe
interactions between nearest neighbours and boundary terms. Furthermore, the nilpotency
of Q and Q† implies the commutation relations
HQ = QH, on V L, L > 1, (23a)
and
HQ† = Q†H, on V L, L > 2. (23b)
Hence, the system described by the Hamiltonian H is supersymmetric [18]. We note,
however, that the Hamiltonians on the left- and right-hand side of these relations act on
the Hilbert spaces of spin chains whose lengths differ by one.
A local supercharge for the XYZ spin chain. We now construct a local supercharge
that allows us to investigate the Hamiltonian (2). To this end, we define three local
supercharges that satisfy (17). First, we introduce the operator qφ that acts on |ψ〉 ∈ V
according to
qφ|ψ〉 = |φ〉 ⊗ |ψ〉+ |ψ〉 ⊗ |φ〉. (24)
Here |φ〉 ∈ V is a fixed state. Indeed, qφ obeys (17) with |χ〉 = |φ〉 ⊗ |φ〉. Hence, if |φ〉 is
non-zero then the local supercharge qφ is not coassociative. Second, we define q↑ and q↓
through the following action on the basis vectors of V [16]:
q↑|↑〉 = 0, q↑|↓〉 = |↑↑〉 − ζ|↓↓〉, (25a)
q↓|↓〉 = 0, q↓|↑〉 = |↓↓〉 − ζ|↑↑〉. (25b)
One checks that both q↑ and q↓ obey (17) with the vectors |χ〉 = −ζ|↑↑〉 and |χ〉 = −ζ|↓↓〉,
respectively. Hence, these operators are not coassociative for non-zero ζ.
We use the three local supercharges q↑, q↓ and qφ to define the linear combination
q = (1− y2ζ)q↑ + y(y2 − ζ)q↓ + qφ, (26a)
where |φ〉 is given by
|φ〉 = y(y2ζ − 1)|↑〉+ (ζ − y2)|↓〉, (26b)
and y is a complex number. A straightforward calculation shows that q is coassociative for
all ζ and y.
In the next proposition, we prove that the Hamiltonian (2) of the XYZ spin chain is
supersymmetric, up to a rescaling and to adding a multiple of the identity matrix.
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Proposition 2.1. For each L > 1, the Hamiltonian (22) constructed from the local super-
charge (26) is
H = x
(
HXYZ +
(L− 1)(ζ2 + 3)
4 + 2λ0
)
. (27)
where HXYZ is defined in (2). We have
λ0 =
1 + 3ζ2
4 −
(ζ2 − 1)((3 + ζ2)|y|2 − 4ζ Re(y2))
2(1 + |y|4 + (ζ2 − 1)|y|2 − 2ζ Re(y2)) , (28)
and
x = (1 + |y|2)(1 + |y|4 + (ζ2 − 1)|y|2 − 2ζ Re(y2)). (29)
Proof. The proof is a straightforward calculation that follows [19].
2.3 Theta-function parameterisation
In this section, we introduce a parameterisation of the points (ζ, y) ∈ D in terms of Jacobi
theta functions. We employ this theta-function parameterisation to define a new basis of
the spin Hilbert space. The action of the local supercharge (26) on the basis states yields
simple results.
Parameterisation. We use the classical notations ϑj(u, p), 1 6 j 6 4 and definitions for
the Jacobi theta functions [23,24]. We only consider a real elliptic nome p with
0 < p < 1. (30)
Let us write p = e−s, s > 0. We define the rectangle Rp = {z ∈ C : 0 6 Re z 6 pi/2, −s/2 6
Im z 6 s/2}, and the domain
D¯ = {(p, t) : 0 < p < 1, t ∈ Rp}. (31)
The parameterisation of (ζ, y) ∈ D in terms of (p, t) ∈ D¯ is given by
ζ =
(
ϑ1(2pi/3, p2)
ϑ4(2pi/3, p2)
)2
, y = ϑ1(t, p
2)
ϑ4(t, p2)
. (32)
It has the following property:
Proposition 2.2. The parameterisation (32) defines a bijection between D¯ and D.
Proof. We only sketch the proof. First, we note that ζ is a monotone function of p. Second,
as a function of t, y is the Jacobi elliptic function sn, up to a rescaling of its argument and
a constant factor. The bijectivity can be established with the help of the monotonicity and
the conformal mapping properties of sn [25].
In the remainder of this section, we implicitly assume the parameterisation (32).
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Basis states. In addition to the parameterisation, we introduce the states and dual states
|v〉 = ϑ4(t+ pi/3, p2)|↑〉+ ϑ1(t+ pi/3, p2)|↓〉, (33)
〈w| = 
(−ϑ1(t− pi/3, p2)〈↑|+ ϑ4(t− pi/3, p2)〈↓|) , (34)
where  = ±. One checks that
〈w|v′〉 = ϑ1(pi/3, p)ϑ2(t, p)δ′ , (35)
for each , ′ = ±. In the next five lemmas, we establish several properties of these states.
Lemma 2.3. For all (p, t) ∈ D¯ with t 6= pi/2, the states |v+〉 and |v−〉 form a basis of V .
Proof. The matrix
M =
(
ϑ4(t+ pi/3, p2) ϑ4(t− pi/3, p2)
ϑ1(t+ pi/3, p2) ϑ1(t− pi/3, p2)
)
, (36)
whose columns are given by |v+〉 and |v−〉, has the determinant
detM = −ϑ1(pi/3, p)ϑ2(t, p). (37)
For t 6= pi/2, this determinant is non-vanishing. Hence the vectors are linearly independent.
Therefore, they form a basis of V .
If t = pi/2, then |v+〉 and |v−〉 are not linearly independent: We have |v−〉 = |v+〉. To
find a suitable basis of V , we define
|v˙+〉 = ddt |v+〉
∣∣∣∣
t=pi/2
. (38)
Lemma 2.4. For all (p, t) ∈ D¯ with t = pi/2, the states |v+〉 and |v˙+〉 form a basis of V .
Proof. The matrix whose columns are given by the states |v+〉, |v˙+〉 is
M˙ =
(
ϑ3(pi/3, p2) ϑ′3(pi/3, p2)
ϑ2(pi/3, p2) ϑ′2(pi/3, p2)
)
. (39)
Its determinant is given by det M˙ = − 12ϑ′1(0, p)ϑ1(pi/3, p), which is non-zero. Hence the
vectors are linearly independent. Therefore, they form a basis of V .
Lemma 2.5. For each  = ±, we have
q|v〉 = Λ|v〉 ⊗ |v〉, (40)
where
Λ =
2ϑ1(pi/3, p2)ϑ4(0, p2)2
ϑ4(pi/3, p2)ϑ2(0, p)
ϑ2(t+ pi/3, p)
ϑ4(t, p2)3
. (41)
Proof. The proof follows from a number of identities for Jacobi theta functions.
Lemma 2.6. Let t = pi/2, then
q|v˙+〉 = Λ˙+|v+〉 ⊗ |v+〉+ Λ+(|v˙+〉 ⊗ |v+〉+ |v+〉 ⊗ |v˙+〉), (42)
where
Λ˙+ =
d
dtΛ+
∣∣∣∣
t=pi/2
. (43)
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Proof. We differentiate (40) at t = pi/2. We eliminate the terms that involve the derivative
of q with respect to t by observing that for t = pi/2,
d
dtΛ−
∣∣∣∣
t=pi/2
= −Λ˙+ and ddt |v−〉
∣∣∣∣
t=pi/2
= −|v˙+〉. (44)
This leads to the action of q on |v˙+〉.
Lemma 2.7. For each , ′ = ±, we have
(〈w| ⊗ 〈w′ |) q = ϑ1(pi/3, p)ϑ2(t, p)Λδ′〈w|. (45)
Proof. The proof is a straightforward calculation using standard identities for the Jacobi
theta functions.
2.4 Supersymmetry singlets: (co)homology
It follows from (22) that the spectrum of a supersymmetric Hamiltonian H is non-negative.
If it contains the eigenvalue E = 0, then the corresponding eigenstates are the solutions of
the equations
Q|Ψ〉 = 0, for L > 1, (46a)
and
Q†|Ψ〉 = 0, for L > 2. (46b)
These eigenstates are called supersymmetry singlets or zero-energy states. The aim of this
and the following section is to investigate the absence or existence of supersymmetry singlets
for the Hamiltonian H of proposition 2.1 as a function of (p, t) ∈ D¯. To this end, we exploit
the relation between supersymmetry and (co)homology [18].
(Co)homology. Let Q denote a generic supercharge and Q† its adjoint. For L = 1, we
define H1 = ker{Q : V → V 2} and H1 = V/im{Q† : V 2 → V }. For each L > 2, we define
the quotient spaces
HL = ker{Q : V
L → V L+1}
im{Q : V L−1 → V L} and HL =
ker{Q† : V L → V L−1}
im{Q† : V L+1 → V L} . (47)
The direct sums
H• =
∞⊕
L=1
HL and H• =
∞⊕
L=1
HL (48)
are often referred to as the cohomology of the supercharge Q and the homology of the
adjoint supercharge Q†, respectively [26]. The space of the supersymmetry singlets of H is
isomorphic to both HL and HL for each L > 1. Hence, the computation of the (co)homology
allows us to investigate the absence or existence of supersymmetry singlets.
Let us briefly recall some terminology and notation [17,19]. For L > 2, the elements of
HL are equivalence classes of states that are annihilated by the supercharge Q. These states
are called representatives. We write [|φ〉] ∈ HL for the equivalence class of a representative
|φ〉 ∈ ker{Q : V L → V L+1}. For L > 1, the elements of HL are equivalence classes, too.
If L = 1, then they are represented by states |φ′〉 ∈ V ; if L > 2, they are represented by
states |φ′〉 ∈ ker{Q† : V L → V L−1}. As before, we denote the equivalence class of such a
representative by [|φ′〉].
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Auxiliary results. To compute the (co)homology for the supercharge of the XYZ Hamil-
tonian, we establish three auxiliary results.
Lemma 2.8. Let |u+〉, |u−〉 be a basis of V and q a local supercharge defined by
q|u+〉 = |u+〉 ⊗ |u+〉, q|u−〉 = |u−〉 ⊗ |u−〉, (49)
then HL = 0 for each L > 1.
Proof. For L = 1 the statement H1 = 0 is immediate since |u+〉 and |u−〉 form a basis of V .
For L > 2, let |ψ〉 ∈ ker{Q : V L → V L+1}. We write |ψ〉 = |u+〉 ⊗ |ψ+〉+ |u−〉 ⊗ |ψ−〉
with unique states |ψ+〉, |ψ−〉 ∈ V L−1. It follows from Q|ψ〉 = 0 that
|u+〉 ⊗ (|u+〉 ⊗ |ψ+〉+ Q|ψ+〉) + |u−〉 ⊗ (|u−〉 ⊗ |ψ−〉+ Q|ψ−〉) = 0. (50)
Since |u+〉 and |u−〉 form a basis of V , we find |u±〉 ⊗ |ψ±〉 = −Q|ψ±〉. Therefore, we have
|ψ〉 = −Q(|ψ+〉+ |ψ−〉) ∈ im{Q : V L−1 → V L}. (51)
This implies that HL = 0.
Lemma 2.9. Let |u+〉, |u−〉 be a basis of V and q a local supercharge defined by
q|u+〉 = |u+〉 ⊗ |u+〉, q|u−〉 = |u+〉 ⊗ |u−〉+ |u−〉 ⊗ |u+〉, (52)
then HL = 0 for each L > 1.
Proof. For L = 1, H1 = 0 follows immediately from the fact that |u+〉, |u−〉 is a basis of V .
For L > 2, let |ψ〉 ∈ ker{Q : V L → V L+1}. Again, we write |ψ〉 = |u+〉 ⊗ |ψ+〉+ |u−〉 ⊗
|ψ−〉 with unique states |ψ+〉, |ψ−〉 ∈ V L−1. The condition Q|ψ〉 = 0 yields
|u+〉 ⊗ (|ψ〉+ Q|ψ+〉) + |u−〉 ⊗ (|u−〉 ⊗ |ψ−〉+ Q|ψ−〉) = 0. (53)
Since |u+〉 and |u−〉 span V , we obtain
|ψ〉 = −Q|ψ+〉 ∈ im{Q : V L−1 → V L}. (54)
Hence, HL = 0.
Lemma 2.10. Let |u+〉, |u−〉 be a basis of V and q a local supercharge defined by
q|u+〉 = 0, q|u−〉 = |u−〉 ⊗ |u−〉, (55)
then HL = C[|u+〉⊗L] for each L > 1.
Proof. For each L > 1, we define a mapping S : V L → V L+1 by
S|ψ〉 = |u+〉 ⊗ |ψ〉. (56)
It satisfies the commutation relation SQ = −QS on V L. Hence, the mapping S] : HL →
HL+1, given by
S][|ψ〉] = [|u+〉 ⊗ |ψ〉], (57)
is well defined [26]. We prove that S] is a bijection.
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First, we show that S] is injective. This is straightforward for L = 1. For L > 2, we
show that the kernel of S] is zero in the cohomology. This is equivalent to the statement
that any state |ψ〉 ∈ ker{Q : V L → V L+1} with
S|ψ〉 = Q|φ〉, (58)
for some |φ〉 ∈ V L, belongs to im {Q : V L−1 → V L}. To see this, we write |φ〉 =
|u+〉 ⊗ |φ+〉+ |u−〉 ⊗ |φ−〉 with unique states |φ+〉, |φ−〉 ∈ V L−1. It follows that
|u+〉 ⊗ |ψ〉 = −|u+〉 ⊗Q|φ+〉 − |u−〉 ⊗ (|u−〉 ⊗ |φ−〉+ Q|φ−〉) . (59)
Since |u+〉, |u−〉 form a basis of V , we infer |ψ〉 = −Q|φ+〉, which proves the injectivity.
Second, we show that S] is surjective. To this end, we fix L > 2 and consider a
representative |ψ〉 ∈ V L of an element of HL. As before, we write |ψ〉 = |u+〉 ⊗ |ψ+〉 +
|u−〉 ⊗ |ψ−〉 with unique states |ψ+〉, |ψ−〉 ∈ V L−1. The equation Q|ψ〉 = 0 implies
Q|ψ+〉 = 0, Q|ψ−〉 = −|u−〉 ⊗ |ψ−〉, (60)
and therefore
|ψ〉 = |u+〉 ⊗ |ψ+〉 −Q|ψ−〉. (61)
Hence, [|ψ〉] = [|u+〉 ⊗ |ψ+〉] = S][|ψ+〉] with |ψ+〉 ∈ ker{Q : V L−1 → V L}. This proves the
surjectivity.
Since S] is a bijection, it follows that HL = (S])L−1(H1) for each L > 2. One checks
that H1 = C[|u+〉]. Hence, HL = C[|u+〉⊗L].
Results for the XYZ supercharge. In the remainder of this section, Q denotes the
supercharge constructed from the local supercharge (26) for the XYZ Hamiltonian. We
apply the auxiliary results to this case.
Proposition 2.11. Let L > 1, and (p, t) ∈ D¯. We have
HL =
{
0, if t 6= pi/6,
C[|v+〉⊗L], if t = pi/6.
(62)
Proof. We distinguish three cases.
First, we consider t 6= pi/2, pi/6. In this case, it follows from lemma 2.3 that |v+〉 and
|v−〉 form a basis of V . Furthermore, the constants Λ±, defined in (41), are non-vanishing.
Hence, the states
|u+〉 = Λ+|v+〉, |u−〉 = Λ−|v−〉 (63)
form a basis of V . We find from lemma 2.5 that q|u+〉 = |u+〉 ⊗ |u+〉, q|u−〉 = |u−〉 ⊗ |u−〉.
Hence, we apply lemma 2.8 and conclude that HL = 0 for each L > 1.
Second, we suppose that t = pi/2. It follows from lemma 2.4 that the states |v+〉 and
|v˙+〉, defined in (38), form a basis of V . We define the states
|u+〉 = Λ+|v+〉, |u−〉 = Λ˙+|v+〉+ Λ+|v˙+〉. (64)
These states form a basis of V because Λ+, Λ˙+ 6= 0 for t = pi/2. Moreover, we have
q|u+〉 = |u+〉 ⊗ |u+〉, q|u−〉 = |u+〉 ⊗ |u−〉+ |u−〉 ⊗ |u+〉, thanks to lemma 2.6. Therefore,
it follows from lemma 2.9 that HL = 0 for each L > 1.
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Third, we analyse the case where t = pi/6. In this case, we have Λ+ = 0 and Λ− 6= 0.
The states
|u+〉 = |v+〉, |u−〉 = Λ−|v−〉 (65)
constitute a basis of V . They obey the relations q|u+〉 = 0 and q|u−〉 = |u−〉 ⊗ |u−〉.
According to lemma 2.10, we have
HL = C[|u+〉⊗L] = C[|v+〉⊗L], (66)
for each L > 1.
Proposition 2.12. Let L > 1 and (p, t) ∈ D. We have
HL =
{
0, if t 6= pi/6,
C[|w+〉⊗L], if t = pi/6.
(67)
Proof. First, we consider t 6= pi/6. In this case, HL = 0 for each L > 1 follows immediately
from proposition 2.11 and the fact that HL and HL are isomorphic.
Second, we consider t = pi/6 and compute HL. To this end, we note that lemma 2.7
implies
Q† (|w〉 ⊗ |w′〉) = −ϑ1(pi/3, p)2Λδ′ |w〉, (68)
for each , ′ = ±. Furthermore, we have Λ+ = 0 and Λ− 6= 0. For L = 1, we find
H1 = V/im{Q† : V 2 → V } = V/C|w−〉 = C[|w+〉]. (69)
For L > 2, proposition 2.11 implies that HL is one-dimensional. Hence, HL = C[|ω〉] for
some |ω〉 ∈ V L that is in the kernel of Q†, but not in its image. We claim that |ω〉 = |w+〉⊗L
is a valid choice. Indeed, on the one hand (68) implies Q†|ω〉 = 0. On the other hand, we
use (35) to compute the scalar product
〈ω| (|v+〉⊗L) = 〈w+|v+〉L = ϑ1(pi/3, p)2L, (70)
which is non-zero. If |ω〉 = Q†|φ〉 for some |φ〉 ∈ V L+1 then 〈ω| (|v+〉⊗L) = 〈φ|Q (|v+〉⊗L) =
0. This is a contradiction and therefore proves the claim.
2.5 Supersymmetry singlets: spin-chain ground states
(Co)homology decompositions. Let Q be a generic supercharge and Q† its adjoint.
We recall the relations between their (co)homology and the supersymmetry singlets of the
corresponding Hamiltonian H [18].
For L = 1, any |Ψ〉 ∈ H1 trivially is a singlet. For L > 2, let |φ〉 represent a non-zero
element of HL, then there is a state |γ〉 ∈ V L−1 such that
|Ψ〉 = |φ〉+ Q|γ〉 (71)
is a supersymmetry singlet. Conversely, any supersymmetry singlet can be written as a sum
of a representative of a non-zero element of HL and a state in the image of the supercharge.
Likewise, Let L > 1 and |φ′〉 represent a non-zero element of HL then there is a state
|γ′〉 ∈ V L+1 such that
|Ψ〉 = |φ′〉+ Q†|γ′〉 (72)
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is a supersymmetry singlet. Conversely, any supersymmetry singlet can be written as a
sum of a representative of a non-zero element of HL and a state in the image of the adjoint
supercharge.
In the following, we refer to (71) and (72) as a cohomology and homology decomposition
of a supersymmetry singlet |Ψ〉, respectively. For the XYZ supercharge and t = pi/6, we use
these decompositions to characterise the space of ground states of the Hamiltonian H.
Theorem 2.13. Let L > 1 and (p, t) ∈ D¯. If t 6= pi/6, then the Hamiltonian H does not
possess supersymmetry singlets. Conversely, if t = pi/6 then the space of supersymmetry
singlets of H is one-dimensional, and spanned by
|ΨL〉 =
{
|v+〉, L = 1,
|v+〉⊗L + Q|γL〉, L > 2,
(73)
where |γL〉 ∈ V L−1.
Proof. First, we consider t 6= pi/6. In this case, it follows from proposition 2.11 that HL = 0.
Hence, H does not possess supersymmetry singlets.
Second, for t = pi/6 the proposition 2.11 states that HL = C[|v+〉⊗L]. Hence, the space
of the supersymmetry singlets of H is one-dimensional. In fact, the decomposition for L > 2
follows from (71).
Proposition 2.14. For each L > 1, the state (73) can be written as
|ΨL〉 = µL|w+〉⊗L + Q†|γ′L〉, (74)
with |γ′L〉 ∈ V L+1. The constant µL is non-zero and given by
µL =
(〈v+|⊗L) |ΨL〉
ϑ1(pi/3, p)2L
. (75)
Proof. The decomposition (74) follows from HL = C[|w+〉⊗L] for t = pi/6, found in proposi-
tion 2.12. To find the coefficient µL, it is sufficient to compute the scalar product of both
sides of (74) with |v+〉⊗L. It has to be non-zero, because otherwise |ΨL〉 would be in the
image of Q†. This would imply |ΨL〉 = 0 [19] and thus contradict proposition 2.12.
Alternative decompositions. The (co)homology decompositions (71) and (72) of a
supersymmetry singlet |ψ〉 are not unique. The reason is that the representatives of |φ〉 and
|φ′〉 are only defined up to a state in the image of Q or Q†, respectively. We exploit the
non-uniqueness to compute two alternative decompositions for the supersymmetry singlet
|ΨL〉. To this end, we define
|χ〉 = |v+〉 ⊗ |v+〉 − κ2|v−〉 ⊗ |v−〉,
|α〉 = |w+〉 ⊗ |w+〉+ κ−1|w−〉 ⊗ |w+〉,
(76)
where κ = ϑ3(pi/3, p)/ϑ3(0, p).
Proposition 2.15. For each L > 2 the supersymmetry singlet |ΨL〉 can be written as
|ΨL〉 = |χ〉 ⊗ |v+〉⊗(L−2) + Q|δL〉, (77)
for some state |δL〉 ∈ V L−1, and as
|ΨL〉 = µL|α〉 ⊗ |w+〉⊗(L−2) + Q†|δ′L〉, (78)
for some state |δ′L〉 ∈ V L+1. Here, µL is the constant defined in (75).
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Proof. The proof consists of two simple calculations. We focus on (77). Using q|v+〉 =
0, q|v−〉 = Λ−|v−〉 ⊗ |v−〉 with Λ− 6= 0 for t = pi/6, we obtain
|v+〉⊗L = |χ〉 ⊗ |v+〉⊗(L−2) −Q
(
κ2Λ−1− |v−〉 ⊗ |v+〉⊗(L−2)
)
. (79)
We use this in (73) and obtain (77) with
|δL〉 = |γL〉 − κ2Λ−1− |v−〉 ⊗ |v+〉⊗(L−2). (80)
The proof of (78) is similar.
Finally, we point out that for t = pi/6, the basis states |v±〉 and their duals |w±〉, as
well as |χ〉 and |α〉, can up to factor be written in terms of polynomials in ζ and y. This
property can be shown with the help of identities between Jacobi theta functions.
Lemma 2.16. We have |v±〉 = C±|v¯±〉 and |w±〉 = C∓|w¯±〉, where
|v¯+〉 = y(1− ζy2)|↑〉+ (ζ − y2)|↓〉, |v¯−〉 = |↑〉 − y|↓〉, (81)
|w¯+〉 = y|↑〉+ |↓〉, |w¯−〉 = (ζ − y2)|↑〉 − y(1− ζy2)|↓〉, (82)
and C+ = (1− ζ2)−2/3y−1ϑ3(pi/3, p2), C− = ϑ3(pi/3, p2).
Lemma 2.17. We have |χ〉 = D+|χ¯〉 and |α〉 = D−|α¯〉 with
|χ¯〉 = y2(ζ − 2 + ζy2)|↑↑〉+ y(y2 − 1)(|↑↓〉+ |↓↑〉)− (ζ + (ζ − 2)y2)|↓↓〉, (83)
|α¯〉 = y (|↑↑〉 − |↓↓〉) + |↑↓〉 − y2|↓↑〉, (84)
where D+ = ζ(y2 − 1)C2+ and D− = ζ(y2 − 1)y−1(ζ − 1)−1C2−.
The XYZ ground states. We now return to the XYZ Hamiltonian defined in (2) and
prove theorem 1.1. To this end, we introduce the polynomial
P (ζ, y) = ζ(1 + y4)− (3− ζ2)y2. (85)
It is straightforward to see that, given 0 < ζ < 1, the biquadratic equation P (ζ, y) = 0
for y possesses four real solutions. They have particularly simple expressions in the
parameterisation by Jacobi theta functions.
Lemma 2.18. Let 0 < ζ < 1 and y be parametrised according to (32) with 0 < p < 1, then
the solutions of P (ζ, y) = 0 are given by
y0 =
ϑ1(pi/6, p2)
ϑ4(pi/6, p2)
, y1 =
ϑ4(pi/6, p2)
ϑ1(pi/6, p2)
, y2 = −ϑ4(pi/6, p
2)
ϑ1(pi/6, p2)
, y3 = −ϑ1(pi/6, p
2)
ϑ4(pi/6, p2)
. (86)
In particular, P (ζ, y) = 0 for (ζ, y) ∈ D if and only if y = y0.
Proof. First, we substitute the parameterisation (32) into the polynomial P (ζ, y) and find
P (ζ, y) = Cϑ1(pi/6− t, p)ϑ1(pi/6 + t, p)
ϑ4(t, p2)4
, (87)
where C = (ϑ1(pi/3, p)ϑ4(0, p2)/ϑ4(pi/3, p2))2. The right-hand side vanishes if and only if
t = ±pi/6, t = ±pi/6 + is mod pi, 2is, (88)
where s > 0 is defined through p = e−s. The evaluations of y at these values of t lead to
the four roots given in (86).
Second, we conclude from (86) that (ζ, y0) ∈ D but (ζ, yα) /∈ D for α = 1, 2, 3.
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In terms of the parameterisation (32), this lemma implies that P (ζ, y) vanishes for
(p, t) ∈ D¯ if and only if t = pi/6. We exploit this property in the following proof.
Proof of theorem 1.1. First, we prove the theorem for (ζ, y) ∈ D. To this end, we recall the
relation (27) that expresses the Hamiltonian H in terms of HXYZ for L > 1 sites:
H = x
(
HXYZ +
(L− 1)(3 + ζ2)
4 + 2λ0
)
. (89)
The factor x in this relation is positive for all (ζ, y) ∈ D. Hence, the spaces of the
ground states of H and HXYZ are equal. We use the parameterisation of (ζ, y) ∈ D by
(p, t) ∈ D¯. According to theorem 2.13, the space of the ground states of H is spanned by the
supersymmetry singlet |ΨL〉 if and only if t = pi/6. We use lemma 2.18 to conclude that the
space of the ground states of HXYZ consists of supersymmetry singlets if and only if y = y0.
According to (27) the corresponding ground-state eigenvalue of this Hamiltonian is
E0 = − (L− 1)(ζ
2 + 3)
4 − 2λ0
∣∣∣∣
y=y0
= − (L− 1)(ζ
2 + 3)
4 −
(1 + ζ)2
2 . (90)
Second, we consider 0 < ζ < 1 and (ζ, y) /∈ D. In this case, it follows from (13) that
there is an integer 1 6 α 6 3 such that
HXYZ(ζ, y) = Rα(−pi)HXYZ(ζ, y¯)Rα(pi) (91)
with (ζ, y¯) ∈ D. Since Rα(pi) is a unitary operator, the two Hamiltonians in this equality
have the same spectrum. Furthermore, writing Q = Q(ζ, y) to indicate the dependence of
the supercharge on ζ and y, we have
Q(ζ, yα) = Rα(−pi)Q(ζ, y0)Rα(pi). (92)
The state |ΨαL〉 = Rα(−pi)|ΨL〉 is a supersymmetry singlet with respect to the supercharge
Q(ζ, yα). We conclude from these two observations that the space of the ground states of
HXYZ(ζ, y) is a space of supersymmetry singlets if and only if y¯ = y0, and hence y = yα.
This space is one-dimensional and spanned by the supersymmetry singlet |ΨαL〉.
3 The transfer-matrix eigenvalue
The purpose of this section is to prove theorem 1.2. To this end, we recall a few elementary
properties of the transfer matrix and its relation to the XYZ Hamiltonian in section 3.1.
In section 3.2, we establish a commutation relation between the transfer matrix and the
supercharge of the XYZ spin chain. We use this commutation relation in section 3.3 to
evaluate the action of the transfer matrix on the supersymmetry singlet |ΨL〉. It allows us
to establish the explicit formula for the eigenvalue ΛL and prove the theorem.
3.1 The transfer matrix
Transfer matrix. The transfer matrices of the eight-vertex model on the square lattice
can be constructed from its R-matrix. This R-matrix is an operator R : V ⊗ V → V ⊗ V .
In the canonical basis |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉 of V ⊗ V it reads
R =

a 0 0 d
0 b c 0
0 c b 0
d 0 0 a
 , (93)
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where a, b, c, d are the vertex weights. Let us consider the space V0⊗V L = V0⊗V1⊗· · ·⊗VL,
where V0 = V is the so-called auxiliary space. We denote by Rij , 0 6 i < j 6 L, the
R-matrix acting non-trivially only on the factors Vi and Vj of the tensor product V0 ⊗ V L.
For convenience, we introduce the abbreviations
U0,[i,j] = R0jR0j−1 · · ·R0i, U¯0,[i,j] = R0iR0i+1 · · ·R0j , (94)
for 1 6 i 6 j 6 L. We also define U0,[j+1,j] = U¯0,[j+1,j] = 1 for j = 0, . . . , L.
The transfer matrix of the eight-vertex model for a strip with L vertical lines and open
boundary conditions is an operator T : V L → V L defined as
T = tr0
(
K+0 U0,[1,L]K
−
0 U¯0,[1,L]
)
. (95)
The trace is taken with respect to the auxiliary space V0. Moreover, K±0 are operators
K± : V → V acting on the auxiliary space. They are called K-matrices and encode the
boundary conditions.
To investigate the properties of the transfer matrix, it is often convenient to use a
parameterisation of the vertex weights in terms of Jacobi theta functions [27]. We use
a(u) = ρ ϑ4(2η, p2)ϑ4(u, p2)ϑ1(u+ 2η, p2),
b(u) = ρ ϑ4(2η, p2)ϑ1(u, p2)ϑ4(u+ 2η, p2),
c(u) = ρ ϑ1(2η, p2)ϑ4(u, p2)ϑ4(u+ 2η, p2),
d(u) = ρ ϑ1(2η, p2)ϑ1(u, p2)ϑ1(u+ 2η, p2).
(96)
Here, ρ is a constant, u the spectral parameter and η the crossing parameter. With this
parameterisation, the R-matrix of the eight-vertex model R = R(u) obeys the Yang-Baxter
equation: For all u, v, we have
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v). (97)
Furthermore, we choose
K− = K(u), K+ = K(u+ 2η), (98)
where the operator K = K(u) is a solution of the reflection equation: For all u and v it
obeys
R12(u− v)K1(u)R12(u+ v)K2(v) = K2(v)R12(u+ v)K1(u)R12(u− v), (99)
where Ki(u) denotes the operator K(u) acting on Vi.
Let us write T = T (u) to stress the dependence of the transfer matrix on the spectral
parameter. The choice (98) implies that transfer matrices with different spectral parameters
commute: We have
T (u)T (v) = T (v)T (u), (100)
for all u and v. The proof of this commutation relation is based on the Yang-Baxter equation
(97) and the reflection equation (99).
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Transfer matrix and Hamiltonian. We now recall the relation between the transfer
matrix and the Hamiltonian of the XYZ spin chain [20]. To this end, we use the K-matrix
K(u) = 1 +
3∑
α=1
ϑ1(u, p)
ϑ5−α(u, p)
µασ
α. (101)
Here µ1, µ2, µ3 are arbitrary complex numbers. Up to an overall factor, this K-matrix is
the most general solution to the reflection equation (99) of the eight-vertex model [28,29].
Proposition 3.1. We have the logarithmic derivative
T (0)−1T ′(0) = L
(
a′(0) + c′(0)
a(0)
)
− 2b
′(0)
a(0) HXYZ. (102)
Here, HXYZ is the Hamiltonian (2a) of the open XYZ spin chain with the anisotropy
parameters
J1 = 1 +
d′(0)
b′(0) , J2 = 1−
d′(0)
b′(0) , J3 =
a′(0)− c′(0)
b′(0) , (103)
and the boundary terms
h±B = −
ϑ1(2η, p)
2
3∑
α=1
Jαµα
ϑ5−α(2η, p)
σα. (104)
Proof. We have R(0) = a(0)P , where P is the permutation operator on V ⊗ V , trK(u) =
2, trK ′(u) = 0 and K(u = 0) = 1. After a standard calculation, we obtain the logarithmic
derivative
T (0)−1T ′(0) = 2
a(0)
L−1∑
j=1
Rˇ′jj+1(0) +K ′1(0) +
1
a(0)tr0
(
K0(2η)Rˇ′0L(0)
)
, (105)
where Rˇ(u) = PR(u). The Rˇ-matrix has the property
Rˇ′(0) = a
′(0) + c′(0)
2 +
b′(0)
2
3∑
α=1
Jασ
α ⊗ σα, (106)
where the anisotropy parameters J1, J2, J3 are given by (103). The insertion of this expression
into (105) leads to (102) with the boundary terms
(h−B )1 = −
a(0)
2b′(0)K
′
1(0), (h+B )L = −
1
4tr0
(
K0(2η)
3∑
α=1
Jασ
α
0 ⊗ σαL
)
. (107)
The evaluation of the partial trace for h+B is straightforward and leads to the expression
given in (104). To see that h−B is given by the same expression, we first note that (96) and
(103) lead to
Jα = J
ϑ5−α(2η, p)
ϑ5−α(0, p)
for α = 1, 2, 3, (108)
where J = (ϑ4(0, p2)/ϑ4(2η, p2))2. Hence, we obtain
h−B = −
a(0)ϑ′1(0, p)
2b′(0)
3∑
α=1
µα
ϑ5−α(0, p)
σα = −a(0)ϑ
′
1(0, p)
2Jb′(0)
3∑
α=1
Jαµα
ϑ5−α(2η, p)
σα. (109)
It remains to be shown that a(0)ϑ′1(0, p)/(Jb′(0)) = ϑ1(2η, p), which can be accomplished
with the help of identities for Jacobi theta functions [23].
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An immediate consequence of (100), (102) and T (0) = 2a(0)2L is:
Corollary 3.2. We have [HXYZ, T (u)] = 0 where the XYZ Hamiltonian has the anisotropy
parameters (103) and boundary terms (104).
Supersymmetric eight-vertex model. We now consider the crossing parameter
η = pi3 , (110)
real ρ, u, and 0 < p < 1. For this choice, the vertex weights a, b, c, d are real and obey the
relation (1) that defines the supersymmetric eight-vertex model. The spin chain’s anisotropy
parameters (103) coincide with the expressions given in (2), where 0 < ζ < 1 is defined by
(5).
It follows from corollary 3.2 that the transfer matrix of the eight-vertex model commutes
with the Hamiltonian (2) provided that the parameters of the K-matrix are given by
µ1 =
ϑ4(η, p)
ϑ1(η, p)
2 Re y
1 + |y|2 , µ2 =
ϑ3(η, p)
ϑ1(η, p)
2 Im y
1 + |y|2 , µ3 =
ϑ2(η, p)
ϑ1(η, p)
1− |y|2
1 + |y|2 . (111)
It is possible to express the corresponding K-matrices K± in terms of the vertex weights
and the parameter y, by means of identities for Jacobi theta functions. We anticipated their
expressions in the introduction:
Proposition 3.3. For the choice (111) the K-matrices K± are given by (6).
In the next proposition, we consider the transfer matrix of the supersymmetric eight-
vertex model with these K-matrices and with y being a solution of (3). For this case, we
show that if ΛL, defined (7), is a transfer-matrix eigenvalue, then its eigenspace is contained
in the space of the supersymmetry singlet of the XYZ Hamiltonian.
Proposition 3.4. Let L > 1, 0 < ζ < 1 and y be a solution of (3). If |ψ〉 ∈ V L obeys
T |ψ〉 = ΛL|ψ〉, (112)
where ΛL is given in (7), then |ψ〉 is a supersymmetry singlet of the XY Z Hamiltonian (2)
with ζ given by (5).
Proof. We use the theta-function parameterisation of the eight-vertex model. It follows
from (102) that |ψ〉 is an eigenstate of the XYZ Hamiltonian (2) for the eigenvalue
E = −L
(
a′(0)− c′(0)
2b′(0) + 1
)
− a(0)4b′(0)tr (K
′(0)K(2η)) . (113)
In the first term on the right-hand side of this equality, we recognise the expression (103)
for the anisotropy parameter J3 = 12 (ζ2 − 1). To compute the second term, we use the
parameterisation (101) of the K-matrix in terms of the parameters µ1, µ2, µ3 given by (111),
as well as the expression (108) for the anisotropy parameters. We have
a(0)
4b′(0)tr (K
′(0)K(2η)) = 12
3∑
α=1
Jα
ϑ21(2η, p)
ϑ25−α(2η, p)
µ2α = 2
3∑
α=1
λ2α
Jα
. (114)
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The constants λ1, λ2, λ3 are given in (2). We use their explicit expression and the relation
(3) between ζ and y to compute
∑3
α=1 λ
2
α/Jα = (ζ2 + 4ζ − 1)/8. This yields the eigenvalue
E = −L(3 + ζ
2)
4 −
ζ2 + 4ζ − 1
4 . (115)
We conclude that E is the ground-state eigenvalue E0, defined in (4). It follows from
theorem 1.1 that |ψ〉 is a supersymmetry singlet.
Transformations of the transfer matrix. The transfer matrix of the supersymmetric
eight-vertex model with the K-matrices (6) has a simple transformation behaviour under
certain spin rotations. Let us write T = T (a, b, c, d; y), to stress the dependence of the
transfer matrix on the vertex weights a, b, c, d and the parameter y. We have
R1(pi)T (a, b, c, d; y)R1(−pi) = T (a, b, c, d; y−1),
R2(pi)T (a, b, c, d; y)R2(−pi) = T (a, b, c, d;−y−1),
R3(pi)T (a, b, c, d; y)R3(−pi) = T (a, b, c, d;−y),
(116)
which is similar to (13). (It is possible to work out the transformation behaviour under
rotations by the angle θ = pi/2, but we will not use it.) We note that since these transfor-
mations are unitary, the transfer matrices on the right-hand side of these equalities have
the same spectrum as T (a, b, c, d; y).
3.2 The transfer matrix and the supercharges
In this section, we establish a commutation relation between the transfer matrix of the
supersymmetric eight-vertex model with open boundary conditions and the supercharge of
the supersymmetric open XYZ spin chain. To this end, we first establish local relations
between the R-matrix of the eight-vertex model, the K-matrices, the local supercharge of
the XYZ Hamiltonian, and certain auxiliary operators. Second, we combine these local
relations with the definition of the transfer matrix to obtain the commutation relation.
Local relations. We define two operators A↑, A↓ : V → V ⊗V . Their action on the basis
states |↑〉 and |↓〉 is given by
A↑|↑〉 = d
(
− c
a
|↑↓〉+ |↓↑〉
)
, A↑|↓〉 = c
(
|↑↑〉 − d
b
|↓↓〉
)
,
A↓|↑〉 = c
(
|↓↓〉 − d
b
|↑↑〉
)
, A↓|↓〉 = d
(
− c
a
|↓↑〉+ |↑↓〉
)
.
(117)
We also define an operator Aφ : V → V ⊗V through the following action on the basis states:
Aφ|↑〉 = (2a+ b)φ↑|↑↑〉+ (a+ 2b)φ↓|↑↓〉+ cφ↓|↓↑〉+ dφ↓|↓↓〉,
Aφ|↓〉 = (2a+ b)φ↓|↓↓〉+ (a+ 2b)φ↑|↓↑〉+ cφ↑|↑↓〉+ dφ↑|↑↑〉.
(118)
Here, φ↑ = y(y2ζ − 1) and φ↓ = ζ − y2 are the components of the state |φ〉 defined in (26).
We use the operators A↑, A↓, and Aφ to define the linear combination
A = (1− y2ζ)A↑ + y(y2 − ζ)A↓ +Aφ. (119)
19
We also need an action of A,A↑, A↓ and Aφ on the space V0 ⊗ V L. To this end, we
introduce the following notation: For each operator B : V → V ⊗V we define Bj0 : V0⊗V L →
V0 ⊗ V L+1, j = 1, . . . , L+ 1 by
B10 = B ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
L
(120)
and, recursively,
Bj+10 = Pjj+1B
j
0, (121)
for each j = 1, . . . , L. Here, Pjj+1, j = 1, . . . , L denotes the permutation operator acting on
the factors Vj and Vj+1 of the tensor product V0 ⊗ V L+1.
In the next two lemmas, we establish several relations between the R-matrix of the
supersymmetric eight-vertex model, the K-matrices K± defined in (6), the local supercharge
q and the operator A.
Lemma 3.5. For each i = 1, . . . , L we have
R0jR0j+1(1⊗ qj) + (a+ b)(1⊗ qj)R0j = R0jAj+10 +Aj0R0j , (122a)
R0j+1R0j(1⊗ qj) + (a+ b)(1⊗ qj)R0j = R0j+1Aj0 +Aj+10 R0j , (122b)
if and only if (1) holds.
Proof. The multiplication of (122a) from the left by Pjj+1 yields (122b) by virtue of
Pjj+1qj = qj . Hence, it is sufficient to prove (122a).
The key observation is that each of the relations
R01R02(1⊗ (q↑)1) + (a+ b)(1⊗ (q↑)1)R01 = R01(A↑)20 + (A↑)10R01,
R01R02(1⊗ (q↓)1) + (a+ b)(1⊗ (q↓)1)R01 = R01(A↓)20 + (A↓)10R01,
R01R02(1⊗ (qφ)1) + (a+ b)(1⊗ (qφ)1)R01 = R01(Aφ)20 + (Aφ)10R01,
(123)
holds if (and only if) the vertex weights obey (1), as follows from a straightforward calculation.
Using the definition (119), we obtain (122a) for j = 1. Its generalisation to j = 2, . . . , L
is readily obtained through the conjugation with appropriate products of permutation
operators.
Lemma 3.6. The K-matrices (6) obey
(a+ b)A10K−0 = R01K−0 A10, (124)
(a+ b)(A10)t0(K+0 )t0 = (R01)t0(K+0 )t0(A10)t0 , (125)
if and only (1) holds. Here, the superscript t0 denotes the transposition with respect to the
auxiliary space.
Proof. The proof is a straightforward calculation.
The commutation relation. We now use the lemmas 3.5 and 3.6 to compute a com-
mutation relation between the transfer matrix and the supercharge. This generalises a
relation established by Weston and Yang [30] for the six-vertex model, corresponding to
d = 0, y = 0.
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Proposition 3.7. If (1) holds and the K-matrices K± are given by (6) then
T Q = (a+ b)2QT . (126)
Proof. First, we evaluate a commutator between the transfer matrix and the local super-
charge qj . To this end, we use
R0k(1⊗ qj) = (1⊗ qj)R0k, if 1 6 k < j 6 L, (127)
R0k(1⊗ qj) = (1⊗ qj)R0k−1, if 1 6 j < k − 1 6 L− 1. (128)
We apply them together with lemma 3.5 to obtain
T qj − (a+ b)2qjT = tr0
(
K+0 U0,[1,L+1]K
−
0 U¯0,[1,j−1]
(
R0jA
j+1
0 +A
j
0R0j
)
U¯0,[j+1,L]
)
−(a+ b)tr0
(
K+0 U0,[j+2,L+1]
(
R0j+1A
j
0 +A
j+1
0 R0j
)
U0,[1,j−1]K
−
0 U¯0,[1,L]
)
,
for j = 1, . . . , L.
Second, we take an alternating sum of these equalities and find
T Q− (a+ b)2QT = tr0
(
K+0 U0,[2,L+1]
(
(a+ b)A10K−0 −R01K−0 A10
)
U¯0,[1,L]
)
+ (−1)L (tr0 (K+0 R0L+1UAL+10 )− (a+ b)tr0 (K+0 AL+10 U)) , (129)
where we used the shorthand notation U = U0,[1,L]K−0 U¯0,[1,L]. The relation (124) implies
that the first term on the right-hand side of (129) vanishes. To evaluate the second term,
we compute
tr0
(
K+0 R0L+1UAL+10
)
= tr0
(U t0(R0L+1)t0(K+0 )t0(AL+10 )t0)
= (a+ b)tr0
(U t0(AL+10 )t0(K+0 )t0) = (a+ b)tr0 (K+0 AL+10 U) . (130)
To establish this equality, we used the invariance of the trace under matrix transposition
and applied the identity (R0L+1)t0(K+0 )t0(AL+10 )t0 = (a+ b)(AL+10 )t0(K+0 )t0 , which follows
from (125) after an appropriate multiplication with permutation operators. Hence, we
conclude that the second term on the right-hand side of (129) vanishes, too.
3.3 The eigenvalue
In this section, we prove theorem 1.2. We prepare its proof by establishing a few auxiliary
results. Below, we denote by T the transfer matrix of the supersymmetric eight-vertex
model on a strip with L > 1 vertical lines, the K-matrices K± defined in (6) and t = pi/6.
We compute the action of this transfer matrix on the supersymmetry singlet |ΨL〉 defined
in (73). This singlet is an eigenstate of H, and thus of HXYZ. Therefore, it is an eigenstate
of T . The eigenvalue ΛL can be obtained as
ΛL =
〈ΨL|T |ΨL〉
〈ΨL|ΨL〉 . (131)
We evaluate this quotient by using the following proposition, whose proof is identical to the
one of proposition 3.4 in [17].
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Proposition 3.8. Let L > 1 and |ψ〉 ∈ V L be a supersymmetry singlet with the decompo-
sitions |ψ〉 = |φ〉 + Q|γ〉 (or |ψ〉 = |φ〉 for L = 1) and |ψ〉 = |φ′〉 + Q†|γ′〉. Let A be an
operator defined on V L for each L > 1 that obeys the commutation relation
AQ = λQA, (132)
with non-zero λ. Then we have
〈ψ|A|ψ〉 = 〈φ′|A|φ〉. (133)
It follows from proposition 3.7 that if a + b 6= 0 then we may apply proposition 3.8
with A = T and λ = (a+ b)2 to evaluate the matrix element 〈ΨL|T |ΨL〉. Furthermore, we
compute the square norm 〈ΨL|ΨL〉 with the help of this proposition for A = 1 and λ = 1.
The resulting expressions depend on the choice of the decompositions of |ΨL〉. First, using
(73) and (74), we have
ΛL =
(〈w+|⊗L) T (|v+〉⊗L)
〈w+|v+〉L , (134)
for each L > 1. Second, using the alternative representations (77) and (78), we find
ΛL =
(〈α| ⊗ 〈w+|⊗(L−2)) T (|χ〉 ⊗ |v+〉⊗(L−2))
〈α|χ〉〈w+|v+〉L−2 , (135)
for each L > 2. These two relations still hold if a + b = 0. Indeed, the eigenvalues of a
matrix are continuous functions of its entries [31]. Hence, ΛL is a continuous function of
a, b, c, d.
We exploit (134) and (135) to establish a recurrence relation for the eigenvalue ΛL. To
this end, we need the following two lemmas:
Lemma 3.9. For t = pi/6, the K-matrices (6) obey
〈w+|tr0
(
K+0 R01K
−
0 R01
) |v+〉
〈w+|v+〉 = (a+ b)
2tr(K+K−). (136)
Proof. By virtue of lemma 2.16, it is sufficient to show that
I = 〈w¯+|tr0
(
K+0 R01K
−
0 R01
) |v¯+〉 − 〈w¯+|v¯+〉(a+ b)2tr(K+K−) (137)
vanishes. This difference is a rational expression of the vertex weights a, b, c, d, ζ and the
parameter y. Using the relations (1), (3) and (5), we find after some algebra, that is indeed
zero.
Lemma 3.10. For t = pi/6, the matrix K−, defined in (6), obeys
(1⊗ 〈α|)R02R01K−0 R01R02(1⊗ |χ〉)
〈α|χ〉 = (a+ b)
4K−0 . (138)
Proof. By virtue of lemma 2.17, the equality holds if the 2× 2 matrix
I¯ = (1⊗ 〈α¯|)R02R01K−0 R01R02(1⊗ |χ¯〉)− (a+ b)4〈α¯|χ¯〉K−0 (139)
vanishes. Its entries are rational expressions of the vertex weights a, b, c, d, ζ and the
parameter y. As above, we use (1), (3) and (5) to show that its entries are indeed zero.
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Proof of theorem 1.2. According to proposition 3.4, if L > 1, 0 < ζ < 1, and if y is a
solution of (3), then any solution |ψ〉 of T |ψ〉 = ΛL|ψ〉 is a supersymmetry singlet. This
observation does, however, not guarantee that ΛL is an eigenvalue of the transfer matrix
because a solution of the eigenvalue problem might not exist. To see that it is an eigenvalue,
we thus evaluate the action transfer matrix on |ΨL〉. To this end, we use (131).
First, we consider t = pi/6 and hence y = y0, where y0 is the unique real solution of (3)
with 0 < y < 1. We suppose L > 3, and use the definition of the transfer matrix to rewrite
(135) as
ΛL =
(〈α| ⊗ 〈w+|⊗(L−2)) tr0 (K+0 U0,[3,L]R02R01K−0 R01R02U¯0,[3,L]) (|χ〉 ⊗ |v+〉⊗(L−2))
〈α|χ〉〈w+|v+〉L−2 .
We apply lemma 3.10 on the right-hand side of this equality and obtain, after a redefinition
of labels, the expression
ΛL = (a+ b)4
〈w+|⊗(L−2)tr0
(
K+0 U0,[1,L−2]K
−
0 U¯0,[1,L−2]
) |v+〉⊗(L−2)
〈w+|v+〉L−2 . (140)
Now, we use (134) to recognise on the right-hand side of this equality ΛL−2. Therefore, we
have the recurrence relation
ΛL = (a+ b)4ΛL−2. (141)
To solve this recurrence, we compute the eigenvalues ΛL for L = 1, 2. They immediately
follow from lemmas 3.9 and 3.10. We find
Λ1 =
〈w+|tr0
(
K+0 R01K
−
0 R01
) |v+〉
〈w+|v+〉 = (a+ b)
2tr(K+K−),
Λ2 =
〈α|tr0
(
K+0 R02R01K
−
0 R01R02
) |χ〉
〈α|χ〉 = (a+ b)
4tr(K+K−).
(142)
The solution of the recurrence relation with these initial conditions leads to the eigenvalue
ΛL = (a + b)2Ltr(K+K−), for each L > 1. The eigenspace of ΛL is by construction the
space spanned by the supersymmetry singlet |ΨL〉. It is one-dimensional. Therefore ΛL is
non-degenerate.
Second, we consider the other real solutions y = yα, α = 1, 2, 3, of (3). It follows from
(116) that the corresponding transfer matrix has the property
T (a, b, c, d; yα) = Rα(−pi)T (a, b, c, d; y0)Rα(pi). (143)
The two transfer matrices in this equality are related by a unitary transformation. Therefore,
they have the same eigenvalues with the same degeneracies. Hence, the transfer matrix
possesses the eigenvalue ΛL in this case, too. Its eigenspace is the span of the supersymmetry
singlet |ΨαL〉, defined in the proof of theorem 1.1.
4 The largest eigenvalue
The relation (1) admits positive solutions. Indeed, using the parameterisation (96), we have
a, b, c, d > 0 if ρ > 0, η = pi/3, 0 < u < pi/3, and 0 < p < 1. We now prove that in this case,
ΛL is the largest eigenvalue of the transfer matrix T of the supersymmetric eight-vertex
model with the K-matrices (6) and y a solution of (3).
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The proof is based on the Perron-Frobenius theorem for positive matrices and its variant
for non-negative matrices. We use certain concepts from Perron theory and refer to the
book [31] for details. We only recall that |ψ〉 ∈ V L is called a Perron vector if all its
components are positive and its norm is one.
Proposition 4.1. For each L > 1, there is a constant CL such that |Ψ′L〉 = CL|ΨL〉 is a
Perron vector.
Proof. First, we note that for all (p, t) ∈ D¯ with t = pi/6, the off-diagonal matrix elements
of the Hamiltonian HXYZ are zero or negative Hence, there is a real number λ such that the
matrix λ−HXYZ has a positive diagonal and non-negative off-diagonal entries.
Second, we note that the action of λ−HXYZ on any basis state |s1 · · · sL〉 of V L leads to
a linear combination of basis states that are obtained from |s1 · · · sL〉 by (i) flipping pairs
adjacent aligned spins, (ii) exchanging pairs of adjacent anti-aligned spins, (iii) flipping the
spin on the first or last site or (iv) leaving the basis state unchanged. The coefficients of this
linear combination are positive. The repeated application of the operations (i)-(iv) allows
one to generate any basis state from |s1 · · · sL〉. We conclude that there is an integer m > 0
such that (λ−HXYZ)m has positive entries. Hence, λ−HXYZ is a non-negative irreducible
matrix.
Third, we apply the Perron-Frobenius theorem to the matrix λ−HXYZ. It implies that
its largest eigenvalue is non-degenerate and that the corresponding eigenspace is spanned by
a Perron vector |Ψ′L〉. By theorem 1.1 this largest eigenvalue is λ− E0, and the eigenspace
spanned by |ΨL〉. Hence, there must be a constant CL such that |Ψ′L〉 = CL|ΨL〉.
Proposition 4.2. For each L > 1, positive vertex weights a, b, c, d, 0 < ζ < 1 and real
0 < y < 1, the transfer matrix of the supersymmetric eight-vertex model on a strip of length
L with the K-matrices K± defined in (6) is a positive matrix.
Proof. Let V0, V0¯ = V be two copies of the single-spin Hilbert space. For each s, s¯ ∈ {↑, ↓},
we define an operator Css¯ : V0 ⊗ V0¯ → V0 ⊗ V0¯ by
Css¯ = (1⊗ 1⊗ 〈s¯|)R01(R0¯1)t0¯ (1⊗ 1⊗ |s〉) . (144)
Its entries are non-negative. A direct calculation shows that for all s, s¯ ∈ {↑, ↓} and each
|p〉 ∈ {|↑↑〉, |↑↓〉} there is a |p¯〉 ∈ {|↑↑〉, |↑↓〉} such that 〈p¯|Css¯|p〉 > 0. Moreover, we define
two states |k±〉 ∈ V0 ⊗ V0¯ through their components, given by
〈ss¯|k±〉 = 〈s¯|K±|s〉, (145)
for all s, s¯ ∈ {↑, ↓}. These components are positive.
For each pair of basis states |s1 · · · sL〉, |s¯1 · · · s¯L〉, we write the matrix elements of the
transfer matrix in terms of these operators and states:
〈s¯1 · · · s¯L|T |s1 · · · sL〉 = 〈k+|CsLs¯L · · ·Cs1s¯1 |k−〉. (146)
By the properties of the operators Css¯, there is a sequence of states |p2〉, . . . , |pL〉 ∈
{|↑↑〉, |↑↓〉} such that 〈pi+1|Csis¯i |pi〉 > 0 for each i = 2, . . . , L− 1, and 〈k+|CsLs¯L |pL〉 > 0,
〈p2|Cs1s¯1 |k−〉 > 0. We have the inequality
〈s¯1 . . . s¯L|T |s1 . . . sL〉 > 〈k+|CsLs¯L |pL〉
L−1∏
j=2
(〈pj+1|Csj s¯j |pj〉) 〈p2|Cs1s¯1 |k−〉. (147)
Each factor on the right-hand side of this equality is positive. Hence, the matrix element is
positive.
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Proof of theorem 1.3. First, let y = y0 be the unique solution of the equation (3) with 0 <
y < 1. We denote by Λ′L be the largest eigenvalue of the transfer matrix T = T (a, b, c, d; y0)
of the supersymmetric eight-vertex model with the K-matrices (6) and positive vertex
weights a, b, c, d > 0. By proposition 4.2, T is a positive matrix. The Perron-Frobenius
theorem states that the eigenspace of Λ′L is one-dimensional and spanned by a Perron vector,
and that no other eigenspace contains a Perron vector. We have T |Ψ′L〉 = ΛL|Ψ′L〉, where
|Ψ′L〉 is the Perron vector of proposition 4.1. Hence, Λ′L = ΛL.
Second, let y = yα, α = 1, 2, 3, be another solution of (3). We follow the reasoning of
the proof of theorem 1.2. The transfer matrix has the property
T (a, b, c, d; yα) = Rα(−pi)T (a, b, c, d; y0)Rα(pi). (148)
The two transfer matrices in this equality are related by a unitary transformation. Therefore,
they have the same spectrum and, hence, the same largest eigenvalue ΛL.
The free energy. Up to an irrelevant factor, the free energy per pairs of horizontal lines
of the eight-vertex model on a strip is given by the logarithm of the largest eigenvalue of its
transfer matrix. For large L, it is expected to take the form
− ln ΛL = 2Lf + fB +O(L−1), (149)
where f is the bulk free energy per site, and fB the boundary free energy. The bulk free
energy per site is known from Baxter’s work [27]. As for fB, however, we are not aware of
an explicit formula for general vertex weights and boundary conditions in the literature.
In the case studied in this article, it is trivial to compute the expansion (149), because
we explicitly know ΛL for each L > 1. We obtain
f = − ln(a+ b), fB = − ln tr(K+K−). (150)
The finite-size corrections O(L−1) are absent. We note that f = − ln(a+b) matches Baxter’s
results [27].
5 Conclusion
In this article, we studied the Hamiltonian of an open XYZ spin chain with a lattice
supersymmetry and the corresponding transfer matrix of the eight-vertex model on a strip.
We showed that if the parameters of the Hamiltonian are carefully adjusted then its ground
states are supersymmetry singlets. The space of supersymmetry singlets is an eigenspace
of the transfer matrix. We computed the corresponding eigenvalue with the help of a
commutation relation between the supercharge and the transfer matrix. For positive vertex
weights, we showed that it is the largest eigenvalue. The techniques that we used to prove
these results rely on supersymmetry, (co)homology, integrability and the Perron-Frobenius
theorem.
We conclude this article with a conjecture that generalises the transfer-matrix eigenvalue
to the inhomogeneous eight-vertex model on the strip with L > 1 vertical lines. Its transfer
matrix is
T (u|u1, . . . , uL) = tr0
(
K+0 (u)U0,[1,L](u|u1, . . . , uL)K−0 (u)U¯0,[1,L](u|u1, . . . , uL)
)
, (151)
25
where K−(u) = K(u) and K+(u) = K(u+ 2η), and
U0,[1,L](u|u1, . . . , uL) = R0L(u+ uL) · · ·R01(u+ u1),
U¯0,[1,L](u|u1, . . . , uL) = R01(u− u1) · · ·R0L(u− uL).
(152)
Here, u1, . . . , uL are the so-called inhomogeneity parameters.
Conjecture 5.1. Let η = pi/3, K(u) be the K-matrix (101) with the coefficients (111),
evaluated at t = pi/6, then the transfer matrix (151) possesses the eigenvalue
ΛL = tr(K+(u)K−(u))
L∏
j=1
(a(u+ uj) + b(u+ uj)) (a(u− uj) + b(u− uj)) . (153)
We checked this conjecture numerically for small L in the trigonometric limit p → 0.
Furthermore, we checked that it is compatible with functional equations, obeyed by the
transfer matrix, and simplifications that occur for certain specialisations of the spectral
parameter u.
We note that a similar conjecture exists for the transfer matrix of the inhomogeneous
eight-vertex model with η = pi/3 and periodic boundary conditions [2, 4]. Both these
conjectures remain to be proven. Their proof is of interest since the inhomogeneous models
allow one to investigate the properties of the corresponding eigenvectors rigorously. For
periodic boundary conditions, Zinn-Justin initiated this rigorous investigation in [4].
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