Abstract: The capacity of binary input additive white Gaussian noise (BI-AWGN) channel has no closed-form solution due to the complicated numerical integrations involved. In this letter, a simple upper bound to evaluate the capacity of BI-AWGN channel is presented. In addition, through the moment generating function (MGF) of fading channel gain, the upper bounds of fading channels are derived by averaging the proposed bound with respect to the probability density function (pdf ) of fading gain. Keywords: BI-AWGN, channel capacity, MGF Classification: Fundamental Theories for Communications
Introduction
BI-AWGN channel is often used as a practical model in many digital communication schemes, and particularly, it plays a crucial role in the research of channel coding. In fact, it is the starting point for many theoretical studies due to its simple form. Although the capacity of BI-AWGN channel had been studied intensively in [1, 2, 3] , there are no closed-form solution but complicated series expansions and approximations. The significance of a simple and efficient formula for the capacity is not just only to evaluate the value of the capacity but also to provide a better approach and simple solution to some complex problems such as the transmit power allocation for OFDM and MIMO systems [4] .
Several methods including Monte Carlo simulations [5] and Gauss-Hermite Qudrature integrals [6] had been proposed to calculate the capacity because they give high accuracy, yet they require multiple numerical integrals, and thus are not simple enough. The authors of [7] employed the use of Jensen's inequality to estimate the channel capacity of AWGN and fading channels through upper and lower bounds. These bounds are quite useful as they simplified the expression of the channel capacity into a closed-form solution, however, they are somewhat loose for AWGN channel. In this work, we propose a novel upper bound for the capacity of BI-AWGN channel. This new bound is much tighter than that obtained by Baccarelli and Fasano [7] . In addition, the upper bounds of fading channels are derived through the moment generating function (MGF) of fading channel gain.
System model
Let X 2 fAE1g be the transmitted signals with elements are independent identically distributed (i.i.d) zero-mean binary symbols with equal probabilities. The received signal Y is
where Z is the zero-mean AWGN with variance 1, i.e. Z $ Nð0; 1Þ. Γ is the channel power gain independent of X and Z.
With CSI known at the receiver, the average capacity can be obtained [7] as
where f À ðÞ is the probability density function (pdf ) of Γ, " ¼ E½ is the average SNR, and
in nats per symbol, is the instantaneous capacity when the channel gain is fixed to
The upper bound of CðÞ obtained by Baccarelli and Fasano [7] using Jensen's inequality is denoted by
Next, we will present a new upper bound which is 3 dB tigher than C UB 1 ðÞ [7] .
New upper bound for the capacity of BI-AWGN channel
The upper bounds for the capacity of BI-AWGN channel can be written as
Proof: Let
Is is easy to see that gð0Þ ¼ gðþ1Þ ¼ 0 and the derivative of gðÞ can be written as
It is known that the derivative of CðÞ with respect to γ is equal to half the minimum mean-square error (MMSE) which is achievable by optimal estimation of the input given the output [8] . That's to say, C 0 ðÞ ¼ 
It can be verified that mmseð0Þ ¼ 1 and mmseð1Þ ¼ 0, further, g 0 ð0Þ ¼ g 0 ðþ1Þ ¼ 0 and g 0 ðÞ has only one zero 0 when 2 ð0; þ1Þ. gðÞ is monotonically increasing when 2 ð0; 0 Þ, and decreasing when 2 ð 0 ; þ1Þ, hence gðÞ ! 0.
■ 4 Upper bounds for fading channels
By using the Taylor series expansion
(5) can be further expressed as
Putting (10) back into (2), the upper bounds for fading channels can be expressed as MGFs of Nakagami-m and Rician fading channels are given in (12) and (13), respectively.
where m is the fading parameter of Nakagami-m distribution and K is the Rician factor. Putting the result of (12) and (13) back into (11), the result obtain is
Note that m ¼ 1 in (14) or K ¼ 0 in (15) represent the upper bound for Rayleigh fading channel.
Numerical results
It is easy to see that (5) is 3 dB tighter than (4) obtained in [7] by using Jensen's inequlity. The result of (4) and (5) (in bits/symbol) for AWGN channel are shown in Fig. 1 , also with the curves employed by Monte Carlo integration for comparison. We observe from the figure that the proposed upper bound (5) is asymptotically exact both for low and high SNR's. Fig. 2 shows the upper bounds (in bits/symbol) both for Nakagami-m fading with m ¼ 2 and Rician fading with K ¼ 10. The bounds obtained by using Taylor series and MGF are quite close to the real capacity of (2) estimated by using Monte Carlo integration over all SNR ranges. 
Conclusion
In this letter, we develop a simple tight upper bounds for the capacity of BI-AWGN channel. The proposed bound is 3 dB tighter compared to the bound obtained by Baccarelli and et al. Further, the upper bounds for the capacity of fading channels can be obtained by averaging the capacity of AWGN channel with respect to the pdf of fading gain.
