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I. INTRODUCTION
T HE particle swarm optimization (PSO) method for function optimization has been introduced by Kennedy and Eberhart in [1] and is inspired by the emergent motion of a flock of birds searching for food. Like in other optimization metaheuristics ([2]), as simulated annealing ( [3] , [4] ), evolutionary algorithms ([5] - [8] ), or ant colony optimization (ACO) ( [9] - [11] ), the search for an optimum is an iterative process that is based on random decisions. Another similarity of PSO to evolutionary algorithms and the population based version of ACO ( [12] ) is that a population of solutions or agents is used, which cooperate in finding better solutions. Evolutionary algorithms use principles of natural evolution like mutation, crossover and selection to obtain better solutions from the actual population of solutions. ACO is inspired by the foraging behavior of ants, which find short paths to food sources by marking their paths with pheromones. In ACO, a new solution is created by a simple agent, called ant, that uses a constructive solution generation method. The decisions of the ant are guided by artificial pheromone information that stems from former ants that have found good solutions. A PSO algorithm iteratively explores a multidimensional search space with a swarm of individuals, that are referred to as particles, looking for the global minimum (or maximum). Each particle "flies" through the search space according to its velocity vector. In every iteration, the velocity vector is adjusted so that prior personal successful positions (cognitive aspect) and the best position found by particles within a specific neighborhood (social aspect) act as attractors. In this paper we concentrate on PSO for continuous search spaces but it should be mentioned that PSO has also been applied to discrete optimization problems (e.g., [13] ).
In the original PSO algorithm, the neighborhood of a particle consists of all particles, so that the global best position, i.e., the best solution found so far, directly influences its behavior. Several authors have investigated the use of restricted neighborhoods. In [14] , several fixed neighborhoods including random neighborhoods have been studied. Dynamic neighborhoods in which the neighborhood of a particle was defined as the closest individuals in every iteration have been investigated in [15] . The use of such a dynamic neighborhood is computationally intensive because the neighborhood has to be determined anew at every iteration. In [16] , the particles have been clustered in every iteration and the centroid of the cluster was used as an attractor instead of using the position of a single individual.
In this paper, we propose a hierarchical version of PSO (H-PSO). In H-PSO, a particle is influenced by its own so far best position and by the best position of the particle that is directly above it in the hierarchy. In H-PSO, all particles are arranged in a tree that forms the hierarchy so that each node of the tree contains exactly one particle. In order to give the best particles in the swarm a high influence, particles move up and down the hierarchy. If a particle at a child node has found a solution that is better than the best so far solution of the particle at the parent node, the two particles are exchanged. We also introduce variants of H-PSO in which the structure of the hierarchy is dynamically changed in order to further improve the search success. Moreover, variants of H-PSO are described in which the behavior of a particle is determined by its position in the hierarchy.
The paper is organized as follows. The PSO method is explained in Section II. The hierarchical PSO algorithm and its variants are described in Section III. In Section IV, the setup for the experiments is described and in Section V, the results are presented and discussed. A conclusion is given in Section VI.
II. PSO
In this section, we describe the PSO method for function optimization (see also [1] ). PSO is an iterative method that is based on the search behavior of a swarm of particles in a multidimensional search space. In each iteration the velocities and positions of all the particles are updated. For each particle , its velocity vector is updated according to (1) . The inertia weight controls the influence of the previous velocity vector. The current position of the particle is denoted by . Parameter controls the impact of the personal best position , i.e., the position where the particle found the smallest function value so far-assuming that the objective function has to be minimized. Parameter determines the impact of the best position that has been found so far by any of the particles in the neighborhood of particle . Usually and are set to the same value. Random values and are drawn with uniform probability from [0,1] for each particle at every iteration.
After all the particles' velocities have been updated, the particles move with their new velocity to their new positions (2). Then, for each particle the objective function is evaluated at its new position. If the personal best position is updated accordingly, i.e., is set to
Several variations of this basic PSO scheme have been proposed in the literature. Commonly used variations are to restrict the velocity of a particle by a maximal value or to linearly decrease over time [17] . This is done to adjust the swarm's behavior from exploration of the entire search space to exploitation of promising regions.
Various mechanisms have been designed to increase the diversity among the particles of a swarm. In [18] a spatial extension is assigned to the particles and different collision strategies are used to avoid crowding of the swarm. A charged swarm (CPSO) is proposed in [19] , where some or all the particles hold a certain charge and a repulsion force is applied if two particles get too close to each other. The ARPSO algorithm [20] switches between phases of attraction and repulsion. If the swarm becomes too tight, i.e., the diversity diminishes, the repulsion phase is initiated and the swarm is scattered. In [21] , a predator particle is introduced that pursues the global best particle and thereby chases other particles away.
A. Neighborhood Topologies
Different neighborhood topologies have been investigated for PSO. In the original PSO algorithm-here called the gbest model-the swarm is guided by the current global best particle, i.e., in (1) is the best solution found so far by the swarm. The gbest model corresponds to a fully connected neighborhood. In [22] , other neighborhood topologies, varying the degree of interconnections between the particles, have been introduced.
In this paper, we also consider the lbest model, that uses the local neighborhood best position to update a particle's velocity. The local neighborhood is defined by a ring topology through the particle's index, so that particle is neighbored to particles and , where is the total number of particles. It has been shown [22] that the relative performance of gbest and lbest depends on the type of the optimization function. In general, gbest performs better on unimodal functions, as Sphere and Rosenbrock, whereas lbest is better suited for multimodal functions, in which the optimization success relies on the diversity of the algorithm to not being trapped in a local minimum.
In [15] , a neighborhood scheme has been explored that is defined by a particle's actual position in the search space. A certain number of close particles are considered to be neighbors. This method is computationally intensive, since in every iteration the distances between all pairs of particles have to be calculated.
A fitness-distance-ratio PSO (FDR-PSO) has been proposed in [23] , in which each particle is not only influenced by the personal and global best position but also by a close and good neighbor. This neighbor is selected as the particle that maximizes the quotient of fitness improvement over the respective distance. Thus, any nearby improving neighbor of a particle can be preferred to the global best particle, provided it is close enough.
In [14] and [24] , several neighborhood topologies or "sociometries" have been examined for the PSO algorithm. In [24] these topologies have also been applied to the fully informed PSO, in which each particle is influenced by all of its neighbors and not only its best neighbor. The information flow within the swarm is controlled by the two parameters and , where gives the number of neighbors of a specific node in the neighborhood graph and is used to measure the clustering among the nodes in the neighborhood graph, i.e., to what extent the respective neighborhoods differ. The previously introduced neighborhoods gbest and lbest, the star-one central node is connected to all the other nodes-and other regular neighborhood graphs have been compared to randomly created neighborhood graphs with different values for and . The von Neumann neighborhood on a two-dimensional (2-D) lattice performed very good and also a three-dimensional (3-D) pyramid did perform reasonably well. The common gbest, lbest and star topologies all have been rated worse.
III. HIERARCHICAL PSO
The hierarchical version of PSO (H-PSO) is introduced in this section. In H-PSO, all particles are arranged in a hierarchy that defines the neighborhood structure. Each particle is neighbored to itself and its parent in the hierarchy. In this paper, we study regular tree like hierarchies, i.e., the underlying topology is a (nearly) regular tree. The hierarchy is defined by the height , the branching degree , i.e., the maximum number of children of the inner nodes, and the total number of nodes of the corresponding tree (for an example, see Fig. 1 ). In this paper we use only hierarchies in which all inner nodes have the same number of children, only the inner nodes on the deepest level might have a smaller number of children so that the maximum difference between the number of children of inner nodes on the deepest level is at most one.
In order to give the best individuals in the swarm a high influence, particles move up and down the hierarchy. In every iteration, after the evaluations of the objective function at the particles actual positions, but before the update of the velocities and the determination of the new positions in the search space, the new positions of the particles within the hierarchy are determined as follows. For every particle in a node of the tree, its own best solution is compared to the best solution found by the particles in the child nodes. If the best of these particles, say particle , is better (i.e., ) then particles and swap their places within the hierarchy. These comparisons are performed starting from the top of the hierarchy and then proceed in a breadth-first manner down the tree. Observe that the top-down approach implies that in one iteration an individual can move down several levels in the hierarchy but it can move up at most one level. The current global best particle will move up one level of the hierarchy at every iteration. Hence, it will be on top of the hierarchy after at most iterations-unless, a better solution was found meanwhile.
For the update of the velocities in H-PSO, a particle is influenced by its own so far best position and by the best position of the individual that is directly above in the hierarchy. This means that for particle the value of in (1) equals where is the particle in the parent node of particle . Only when particle is in the root of the tree, H-PSO uses . Similar as in PSO, after the particles' velocities are updated and after the particles have moved in H-PSO, the objective function is evaluated at the new position. If the function value at this position is better than the function value at the personal best position, the new position is stored in .
A. Neighborhood
We propose a new neighborhood scheme for PSO that uses the particle's so far best found function value to define the neighborhood relations. This approach is similar to the lbest model in the fact that only a certain fraction of the swarm is considered for the velocity update of a particle. But in our algorithm the neighborhoods are constantly changing, according to the fitness development of the individuals.
The changing arrangement of the particles can help preserving diversity in the search. In the described hierarchy the arrangement of the particles leads to a different influence for the particles at different positions. The particle with the currently best found solution can (indirectly) influence all the other particles after it has reached the top of the hierarchy. This characteristic of H-PSO is similar to the gbest model.
B. Adapting the Hierarchy
It is to be expected that the structure of the hierarchy, i.e., the branching degree , has a significant influence on the optimization behavior of H-PSO. For example, H-PSO with a high branching degree might perform better in the beginning of the optimization process because all particles are close to the top particle in the hierarchy. Moreover, this tree topology has a small diameter similar to the gbest neighborhood, that, in general, optimizes faster than the PSO algorithm using the lbest neighborhood. On the other hand, the quality increase of the best solutions found by H-PSO with a smaller might be slower in the beginning of the optimization process but it might improve the objective function value further in the end of the optimization process (see Section V-A).
These expectations have inspired the idea to dynamically change the branching degree of the hierarchy during a run. A related idea has been used in [15] where the neighborhood of the particles was gradually increased from lbest to gbest. Surprisingly, the opposite direction, which might be more effective, has not been tested. In the Adaptive H-PSO (AH-PSO) algorithm that is proposed here, the branching degree is gradually decreased during a run of the algorithm. In order to decrease the branching degree from to , the hierarchy is traversed starting at the root node. This is done so that always one of the direct subtrees below the considered node is removed, if the number of children exceeds the new required branching degree (see Fig. 2 and the next paragraph for an example). The decision about which subtree to remove is based on the quality of the particles in the topmost nodes of all subtrees of the considered nodes, i.e., all children of the considered node. This procedure is repeated for the entire tree. After this first phase of the branching degree reduction procedure the remaining tree is of branching degree but has fewer nodes than before. The removed nodes are then evenly inserted at the bottom of the hierarchy. Starting with the node on the second to last level which has the least number of successors. The removed nodes are appended one by one so that the number of children of all nodes on the second last level differ by at most one. If all of these nodes have children, a new level is added to the hierarchy and the procedure is continued until all removed nodes are reinserted.
As an example, consider Fig. 2 , where a hierarchy of 20 nodes and branching degree is shown before and after the branching degree has been reduced to . The grey nodes are those that have first been removed and then appended at the bottom level. Note, that none of the leaves of the right subtree have been removed since their parent node already has branching degree 3.
In the test runs that have been done for this paper, the branching degree reduction operation is performed every -th iteration of AH-PSO. Parameter is called the decrease frequency. At every branching degree reduction operation the branching degree is decreased by . This parameter is called decrease step size. For the reduction procedure is applied consecutively (i.e., the branching degree is always reduced in steps of 1) until the hierarchy has the required branching degree. This is done until a certain minimum branching degree is reached. In order to decrease the branching degree of a node, it has to be decided which of its direct subtrees has to be removed. In preliminary experiments, we tested two strategies: removing the subtree with the worst root node or the one with the best root node. Since removing the best successor always provided better results in these preliminary tests, we use only this strategy for the experiments that are described in this paper. A possible explanation why it is worse to remove the subtree with the worst root could be that in this case the removed particles that are appended to the bottom of the hierarchy have only small chances to ascend in the hierarchy. Therefore, it is likely that they are not immediately useful for the further optimization process. The particles in the subtree with the best root node on the other hand are holding good personal best positions already and can thus immediately contribute to the collective search process.
C. Specialization
A common feature of self-organizing swarm behavior in nature is the specialization of certain individuals to certain tasks. In such systems, the selection of which task an individual is working on is usually modeled to be triggered by an external stimulus. The stimulus is typically filtered by a threshold value that depends on the current state of the individual. In [25] , a Division-of-Labor-PSO algorithm has been presented that identifies two different tasks for the individuals: the regular exploration task and a so called local search task. In the latter task, a particle is placed on the current global best position with a new random velocity vector. The general idea is that if a particle has not improved its fitness at an iteration, the threshold for engaging in the local search task gradually decreases.
The H-PSO tree topology facilitates the assignment of different tasks to the individuals. The particles are roughly ordered by fitness into the different levels of the hierarchy. This does reflect a current, relative state of the individuals and can thus be used as a distinction for assigning different behaviors to the particles. Thus, instead of using a threshold based division of labor approach, we associate various tasks to the particles in different levels of the hierarchy.
It is a common modification of the basic PSO algorithm to linearly decrease the value of parameter over time [17] . This   TABLE I  TEST FUNCTIONS is done to adjust the behavior of the swarm from exploration of the entire search space to exploitation of promising regions. We identify different search tasks by different inertia weights . Each level of the hierarchy is assigned a certain weight and all particles in that level behave accordingly. The values are determined using either (3) or (4), with level (the root is on level 0) and the resulting . The algorithm using (3) has the values decreasing, from bottom to top of the hierarchy, with the root particle using . This algorithm is denoted . The algorithm using (4) inverts this assignment with the root particle using and it is denoted (3) (4) Different behaviors, controlled by different values of the inertia weight for each particle, have also been used by other authors before. In [26] , the PSO algorithm has been combined with the concept of self-organized criticality. Each particle holds a current critical value that increases when the neighboring particles get closer. If enough criticality is accumulated, this criticality is dispersed, thereby maybe exceeding the criticality limit of other particles, and a relocation scheme is initiated. Possible TABLE II  PARAMETERS FOR TEST FUNCTIONS relocation schemes include resetting the personal best positions or pushing the particle forward in its current direction of movement. Another approach varied the inertia weight according to the current criticality level of a particle.
IV. EXPERIMENTS
In this section, the experiments that have been done to compare the different variants of PSO for continuous function optimization are described. Since, in this paper, we are interested in understanding whether the proposed modifications of the standard PSO algorithm can improve its performance, we focus our experimental evaluation on the comparison with other PSO algorithms. It should be noted however that PSO is known to be a competitive method which often produces results that are comparable or even better than those produced by other metaheuristics (e.g., see [27] ). In all our experiments, the PSO algorithms use the parameter values and as recommended in [28] , unless stated otherwise. Each run has been repeated 100 times and average results are presented. The particles have been initialized with a random position and a random velocity where in both cases the values in every dimension have been randomly chosen according to a uniform distribution over the initial range [ ; ] . The values and depend on the objective function. During a run of an algorithm, the position and velocity of a particle have not been restricted to the initialization intervals, but a maximum velocity has been used for every component of velocity vector .
The set of test functions (see Table I ) contains functions that are commonly used in the field of continuous function optimization. Table II shows the values that have been used for the dimension of these functions, the range of the corresponding initial position and velocities of the particles, and the goals that have to be achieved by the algorithms. The first two functions (Sphere and Rosenbrock) are unimodal functions (i.e., they have a single local optimum that is also the global optimum) and the remaining four functions are multimodal (i.e., they have several local optima). All test runs have been run over 10 000 iterations. When comparing different hierarchies for H-PSO, the swarm size has been kept constant for all different values of . The resulting hierarchies can then become irregular.
As was described before, we appended the additional (with respect to the largest regular arrangement) nodes evenly below the last level. For example, the regular H-PSO topology with , has a resulting size of . For a swarm of size the remaining 19 nodes are appended to the 16 nodes at the bottom level. Hence, each node receives one successor and three nodes receive a second successor.
The H-PSO and AH-PSO algorithms have been compared to the PSO algorithm using the gbest (PSO-g) and the lbest (PSO-l) neighborhoods. The swarm size that has been used in the experiments is . For H-PSO, the parameter values and have been used. The branching degree of AH-PSO started with and has been decreased until . For the multimodal test functions, has been set to the respective optimum branching degree for each test function that was determined by comparing different values of . The branching degree is decreased every iterations by steps. Several combinations of values for these parameters have been tested, but only the results for the combination with the best values are reported for each function. The tested values were all combinations of decrease step size and decrease frequency . In another experiment the number of iterations required to reach a certain goal for each test function has been determined comparing PSO-g, PSO-l, H-PSO, and . The parameters values that have been used in this experiment are , , and . A swarm size of has been used in order to obtain a regular hierarchy for the H-PSO variants and to stay close to the common swarm size of that has been used, for example, in [28] . For , the values of in the hierarchy varies from to . Vice versa for the parameter values vary from to . 1 For PSO-g, PSO-l and H-PSO 2 parameter sets have been used. All algorithms have been tested with two different parameter sets that were taken from the literature.
One parameter set is and as suggested in [28] for a faster convergence rate. The other parameter set has the common parameter values and . Algorithms that use the first (second) set of parameter values are denoted by appending " a" (respectively " b") to the name, e.g. PSO-g-a denotes PSO-g with the first parameter set.
A. Significance
In the experiments, the number of iterations required to reach a specified goal for each function was recorded for each algorithm. If the goal was not reached within the maximum number of 10 000 iterations, the run was considered unsuccessful. The success rate denotes the percentage of successful runs. For the successful runs, the average, median, maximum, and minimum number of iterations required to achieve the goal value was calculated. The expected number of iterations has been determined as (average/success rate). We also evaluated the significance of observed differences between the algorithms. . We performed the tests at a significance level of . In the results section the significance comparison among a set of algorithms is displayed using a matrix , in which an entry "X" at position denotes that algorithm is significantly better, i.e., it provides smaller values than algorithm (where and are the position in the corresponding result table). For example, the leftmost X in the first row of Table III indicates that algorithm PSO-g-a is significantly better than algorithm PSO-l-a. An entry "-" at position indicates that algorithm is not significantly better than algorithm . The entries on the main diagonal are left empty. We call the corresponding matrix a significance matrix (s-matrix).
B. Diversity
The hierarchy of H-PSO divides the swarm into several subswarms of particles that are located in different subtrees. This division is not persistent, as the particles can move between these subswarms. We study in this paper whether the different subtrees in a H-PSO hierarchy can still specialize to different regions of the search space as intended by the design of H-PSO. Therefore, the diversity of the particles in the subtrees has been measured. The corresponding test runs were done with parameter values , , and . The resulting topology consists of five subtrees below the root node, each subtree containing six nodes. The diversity has been measured for each of these five subtrees. Since the size of a particle set influences the diversity values, we can not directly compare the diversity of the particles within a subtree with the diversity of the whole swarm. Therefore, the diversity within a subtree is also compared to the diversity of a subset of six particles that have been selected randomly with uniform probability from the whole swarm.
Determining the diversity within the swarm is based on the "distance-to-average-point" measure given by (5), where is a subset of the swarm and the size of . The problem dimension is denoted by and is the -th component of . The average point of the particles in at iteration is given as (5) The "distance-to-average-point" measure returns an unbounded, absolute value that depends on the considered test function and the current diameter of the swarm. For comparison we want to use a measure that is independent of the test function and the state of the optimization process. Therefore, is scaled by the diameter of the swarm. The diameter is determined as the maximum distance between any two particles in the entire swarm (not just particles from subset )-see (6) As diversity measure of a subset of the swarm at iteration measure is used. Scaling by preserves the relations between different subsets, since all measures are scaled by the same value.
V. RESULTS

A. Branch Degree
The results of the experiment in which the influence of the branch degree of the H-PSO hierarchy on the optimization behavior has been investigated are shown in Fig. 3 (for the unimodal test functions) and in Fig. 4 (for the multimodal test functions). The branch degree varies over all values . For every test function the solution qualities that were achieved by the algorithms using the different parameter settings have been ranked at each iteration and for each value of the average rank (over the unimodal respectively multimodal test functions) is shown. In the figures the ranks for the different branch degrees are displayed for iterations . The results for the two unimodal test functions show that higher branch degrees lead to a better optimization behavior over the entire duration of the test runs. Only for branching degrees higher than , the average ranks do not differ much because for the hierarchies become very similar. For the multimodal test functions, the results show a clearly different behavior. In the beginning of the optimization process again the H-PSO algorithms with higher branching degrees achieved better ranks, but this tendency is inverted for later iterations in which the smaller degrees are better. This shows that a flexible topology in which the branch degree changes during the optimization process might lead to better results for multimodal test functions.
B. Topology
In this subsection, the H-PSO and AH-PSO algorithm (with parameter values , ) are compared to PSO using the two neighborhood topologies gbest (PSO-g) and lbest (PSO-l). The swarm size that has been used is . As shown in the last subsection, the optimization success of a neighborhood topology (gbest, lbest) highly depends on the kind of function to be optimized (unimodal or multimodal). For Sphere (Fig. 5 ) and Rosenbrock (Fig. 6 ) PSO-g performes better than PSO-l. On the other hand, PSO-l achieves better results than PSO-g for Rastrigin (Fig. 7) , Griewank (Fig. 8), Schaffer (Fig. 9) and Ackley (Fig. 10) . The results show that the optimization behavior of H-PSO does not depend so much on the specific function type. H-PSO produces competitive results for all the considered functions, regardless of whether they are unimodal or multimodal. For all test functions, H-PSO performs clearly better than the worst one of PSO-l and PSO-g. On some test functions (Rastrigin and Schaffer), it performs even better than both PSO versions. It should be noted that these results have been obtained with the same fixed branch degree . Hence, the value can be used as a recommendation for parameter choice. Nevertheless, it can be expected that the results of H-PSO for a specific test function can in general be improved by adapting the value of .
Using the adaptive H-PSO (AH-PSO) algorithm the results of H-PSO could be improved. For every test function the minimum branch degree of AH-PSO is set to the optimal branch degree of the respective function (determined by the experiments in Section V-A). The AH-PSO parameters are displayed as AH-PSO( , , ) for the minimum branch degree , the decrease frequency and the decrease step size . For the unimodal test functions-Rosenbrock and Sphere-the AH-PSO algorithm that decreased the branch degree only every 1000 iterations by 1 performs best. The branch degree is only reduced to until the end of the algorithm. AH-PSO(2,1000,1) performs better than the best performing H-PSO for the Rosenbrock function and very similar to the best H-PSO for the Sphere function. For all multimodal test problems, the best performing AH-PSO algorithms reduce the branch degree to the optimum degree very fast. In case the Rastrigin function AH-PSO (4, 5, 4) reaches the optimum degree after 20 iterations and it performs better than the best H-PSO . Also, for the other multimodal test functions, AH-PSO performs better than H-PSO with the optimum branch degree. It can be concluded that a fast adaption of the hierarchy during the initial phase of a run seems to be advantageous for multimodal functions, whereas optimization of unimodal functions can benefit from a slow decrease of over the entire running time.
C. Specialization
In this section, H-PSO and its weighted variants are compared with PSO-l and PSO-g. The comparison is based on the number of iterations required to reach a certain goal for each of the test functions. The algorithms all used swarm size . In Table III , the average, median, maximum and minimum iterations required to achieve the goal value are shown. Also, the success rate and the expected number of iterations (average/success rate) to reach the goal are given.
is always among the fastest algorithms to achieve the desired goal. Only for the Rastrigin function, PSO-g-a does require an average of 104.0 iterations, where takes 184.4. For all other test functions, obtains the lowest average and expected number of iterations required to reach the goal.
The success rate of and is in general very high. An exception is the Ackley function for which and (with ) achieve success rates of only 0.01 and 0.13, respectively. Also, PSO-g has a very low success rate for this function in contrast to PSO-l which has a high success rate. Therefore, and have also been tested for a small branching degree of (these values are included in the table). For the small branching degree has a very high success rate and finds a solution of the required quality on average in less iterations than the PSO-l algorithms.
The significance comparison shows that only for the Rastrigin function PSO-g-a is significantly better than . performs better for the Sphere, Rosenbrock and Griewank function and also for the Ackley function, considering that PSO-g-a only reached the goal once in all 100 test runs.
The results show that can reach a required goal significantly faster than PSO and H-PSO. This demonstrates that H-PSO is a very promising algorithm. The results also indicate that a heterogenous swarm of particles with different values for seems advantageous. In order to explain the different optimization behavior of and , recall that the parameter values of are ranging from 0.4 to 0.729. Since the majority of the swarm is located in lower levels of the hierarchy, most of the individuals of use . The average for , with , and , is 0.692, compared to 0.437 for . This smaller impact of the previous velocity compared to the personal best and neighborhood best attractors in could explain why converges faster than . Another possible explanation can be based on the investigations of the convergence behavior of a deterministic version of PSO. In [29] it was shown for the deterministic PSO that the update equation is stable only if . Thus, for and , the particle trajectory would diverge (respectively converge). Hence, must be sufficiently large for a given value of and or the trajectory is not stable. Assuming that the results of the deterministic PSO can be transferred, the particle on top of would not have a smooth trajectory but would jump around more randomly compared to the top particle of . But care has to be taken with such an explanation since the stochastic PSO variants use and with an expected value of , for and , randomly chosen from [ 0;1 ]. For the deterministic PSO would converge. Our observations have shown that for the test functions a more likely explanation is that the top particle in tends to converge too early to the actual point of attraction and is then replaced by a better individual (this might also explain the higher number of swaps for ). During a run of H-PSO, the individuals at different levels of the hierarchy are swapped according to their current fitness. In , the root particle uses and is thus slowed down. In , on the other hand, the individuals on the upper levels move faster. In order to investigate the consequences, the number of swaps that occur during a run have been measured. In most of the swaps take place at the top of the hierarchy. In the test runs the ratio of swaps that occur between levels 0 and 1 to swaps that occur between levels 1 and 2 is approximately 0.8 to 1, depending on the objective function. The same ratio for is much lower and only approximately 0.2 to 0.4. The ratio of swaps between level 0 and 1 to swaps between 1 and 2 is displayed in Fig. 11 for and .
D. Diversity
The results about the diversity within the different subswarms of H-PSO are presented in this subsection. The diversity measure introduced in Section IV-B is taken for H-PSO with parameter values , and . The diversity that was measured for the different test functions within the five subtrees of the H-PSO and within a randomly selected subset is displayed in Fig. 12 and Fig. 13 .
For the unimodal test functions (Fig. 12) , the diversity within the randomly selected subset is almost identical to the diversity within the subtrees. The diversity values are especially similar for the Rosenbrock function. Since there is only one local optimum for these functions, the subswarms of H-PSO algorithm do not concentrate on different regions of the search space. This is clearly different for the multimodal functions in which the diversity among the particles in each subtree is distinctly smaller than for particles in a random subswarm of the same size. This demonstrates that the particles of different subtrees concentrate their search effort to different areas of the search space-in multimodal environments-as intended by the design of H-PSO.
The number of swaps that occurred anywhere in the hierarchy over the entire run of 10 000 iterations has also been measured. This number is significantly larger for the unimodal test functions ( 8000) and the total number of swaps up to a certain iteration increases almost linearly with the number of iterations. For the multimodal functions, the observed total number of swaps is less than 2200. Except for the Rastrigin function, the main fraction of all swaps is done very early during a run [99% of all swaps are been done until iteration 1680 (Griewank), 2470 (Schaffer), and 2240 (Ackley)]. Roughly speaking, at these iterations the behavior of the diversity curves change (see Fig. 13 ). For the Griewank and Ackley function, this behavior looks very similar, the diversity distance between subtrees and random subset increases, because the subtrees concentrate on different parts of the search space after an initial phase. Only very few particles move between subtrees then. For the Rastrigin and Schaffer function, the subtrees concentrate the search on different regions of the search space nearly right from the start.
VI. CONCLUSION
In this paper we have introduced a hierarchical version of PSO, called H-PSO, in which the particles are arranged in a dynamic hierarchy. This hierarchy gives the particles different influence on the rest of the swarm with respect to their current fitness. Hierarchies with different tree topologies have been studied for a standard set of test functions (Sphere, Rosenbrock, Rastrigin, Griewank, Schaffer's f6, Ackley), and have been compared to several variants of PSO. The H-PSO algorithm performed good on all of the considered test functions regardless of their type (unimodal or multimodal).
Moreover, a variant of H-PSO (AH-PSO) with a dynamically changing branching degree of the tree topology has been introduced which could improve the performance of H-PSO. Another extension of H-PSO is to use different values for the inertia weight of the particles according to their level in the hierarchy. It has been shown that this algorithm is able to reach a specified goal for every test function (except the Rastrigin function) faster than all other variants of PSO.
In order to better understand the observed optimization behavior of H-PSO, the diversity of different subswarms of H-PSO and the number of swaps that occur within the hierarchy have been examined. These observations indicate that, in spite of the dynamic nature of the hierarchy, the subtrees are able to specialize to certain regions of the search space in case of multimodal functions.
One interesting topic for future research is to identify conditions that could trigger the decrease of the branching degree for AH-PSO so that it could autonomously adapt to the state of the optimization process.
