For good groundwater flow and solute transport numerical modeling, it is important to characterize the formation properties. In this paper, we analyze the performance and important implementation details of a new approach for stochastic inverse modeling called inverse sequential simulation (iSS). This approach is capable of characterizing conductivity fields with heterogeneity patterns difficult to capture by standard multiGaussian-based inverse approaches. The method is based on the multivariate sequential simulation principle, but the covariances and cross-covariances used to compute the local conditional probability distributions are computed by simple co-kriging are derived from an ensemble of conductivity and piezometric head fields, in a similar manner as the experimental covariances are computed in ensemble Kalman filtering.
Introduction 1
In groundwater flow and mass transport the characterization of the formation properties is important if 2 we wish predict the state of the aquifer, i.e., the spatiotemporal distributions of piezometric heads and solute 3 concentrations. This characterization is generally made on the basis of a few direct (hard) measurements of 4 2. Visit the random path sequentially.
(a) At each node, collect the conditioning data for all variables (in our case, we will have two variables: 67 conductivity and piezometric heads) within a user-defined search neighborhood centered at the 68 point to simulate (the size and orientation of the search neighborhood, and the number of data 69 of each variable to keep within it are parameters that must be specified by the user). and variance given by the simple co-kriging estimate and the simple co-kriging variance.
73
(c) Draw, randomly, a value from the local conditional distribution function. Our proposal is to use this algorithm to generate conductivity fields conditioned to piezometric heads.
77
For this purpose we need the auto-covariances of both conductivity and head, and their cross-covariance.
78
These covariances, particularly the ones involving the piezometric heads, but also the conductivity auto- At any time t, we could derive all necessary covariances experimentally as follows: 3. The cross-covariance between conductivity K at location j and piezometric head H at location l is 92 given by
where the overbar indicates ensemble average, i.e.,
The auto-covariances for heads and conductivities are computed similarly.
95
In addition, since we are planning to work with multiGaussian sequential simulation, it is more convenient 96 to work with the normal-score transform [47] of the variable of interest, in our case conductivity. Therefore,
97
the sequential simulation algorithm is performed on a new variable K which is obtained by the normal-score 98 transform of K according to the following expression:
where F j (K i (j)) is the local cumulative distribution at node j computed (numerically) from the N e conduc-100 tivity values of all realizations at node j, and G(·) is the standard Gaussian cumulative distribution function.
101
Auto-covariances and cross-covariances are computed, as described above, for the normal-score transformed 102 conductivities, not for the untransformed ones as in the description. These covariances will be different from 103 the ones corresponding to the untransformed conductivity.
104
Once the normal-scores are generated, they are transformed back to conductivity space for the solution
105
of the groundwater flow equation using the inverse expression:
reproduce the conditioning piezometric heads. In order for the conductivity fields to be truly conditional 114 to the piezometric heads, in the sense that the solution of the groundwater flow equation matches them,
115
we must proceed iteratively and use piezometric head measurements at multiple time steps. This is an 116 iterative approach akin the iterative approximation of the minimum of a non-linear function by successive 117 linearizations.
118
Under these considerations, the iSS algorithm consists of the following steps: 119 1. Define the parameters controlling the sequential simulation: search neighborhood, maximum number 120 of conditioning points to retain within the search neighborhood, and number of realizations to generate. 3. Generate an initial ensemble of conductivity fields conditioned to measured conductivity data, if any.
124
This ensemble contains N e realizations discretized into N nodes. 
159
We use as reference a synthetic confined aquifer composed of sand and shale. The aquifer occupies an extends over a much larger area than the aquifer.)
164
The synthetic aquifer is built in two steps. In the first step a binary sand/shale realization is generated 165 using the training image in Figure 1 and eight conditioning points distributed as shown in Figure 2 . The 166 code used in this first step is SNESIM [22] . In the second step, the facies are populated with log-conductivity 167 values generated, independently and unconditionally, by sequential Gaussian simulation. The code used in 168 this second step is GCOSIM3D [45] . The parameters used for the generation within each facies are listed 169 in Table 1 . The resulting field is shown in Figure 3 , where the channelized structure is clearly seen. The
170
histogram of log-conductivities in the reference aquifer is shown in Figure 4 , it displays two modes at 3.5 171 ln(m/d) and -2.5 ln(m/d), its global mean is -0.9 ln(m/d) and its global standard deviation is 2.9 ln(m/d).
172
Groundwater flow is solved in the aquifer assuming no flow boundary conditions, an initial head set at 8 
185
We have designed six scenarios to make a sensitivity analysis to several parameters. These scenarios 186 are described in Table 2 . The scenarios differ between them in the number of conditioning facies data, in number of piezometers at which piezometric head is observed.
190
The procedure to generate the initial set of realizations for all six scenarios is the same one used to 
197
It is debatable whether we should use the same random function model for the generation of the initial
198
realizations that we used to generate the reference field (in this case the same training image for the facies and 
Analysis

212
We have generated six sets of conductivity realizations according to the parameters in perform in reproducing information that has not been used in the conditioning process.
218
And finally, we will perform a post-audit analysis to check how these sets of realizations will perform 219 under completely different conditions, more precisely, how these realizations will reproduce solute transport 220 as observed in the reference field. (S3). Using the results for scenario S1 as benchmark we can also conclude that reducing the number of 234 conditioning nodes to be retained within the search neighborhood during the sequential simulation step also reduces the quality of the conditioning to head observations. Finally, we can comment that the apparent 236 improvement noticeable for the case with the smaller ensemble is at the cost of a large bias with respect to 237 the reference field, as we will discuss later.
238
As it has already been mentioned, the set of realizations improves as time passes and new piezometric 239 head data are collected. This can be appreciated in Figure 9 where the piezometric heads predicted at 240 piezometers #6 and #7 with the ensembles of realizations generated at time zero, those generated after 10 241 time steps and those generated after 50 time steps are shown. 
Reproduction of conductivities 243
From the previous section it is apparent that the final realizations are coherent, from a groundwater The ensemble means and variances for scenarios S2 and S5 yield the same conclusions, after 50 time 276 steps, the smaller number of conditioning data than in S1 (whether facies or piezometers) produces sets of 277 realizations that start to delineate loosely the channels but that still display a lot of uncertainty.
278
Finally, for implementation purposes, it is very important to retain a sufficiently large number of condi- everywhere.
282 Figure 12 shows the evolution of the ensemble mean and ensemble variance maps for S1 for the initial 283 realizations, for those obtained after 10 time steps, and for those obtained after 50 time steps. We can 284 appreciate how the channels become better delineated as times passes, and how the ensemble variance 285 reduces in the areas in which the mean map coincides with the reference.
286
The normal-score transform that is applied to transform the conductivities into Gaussian variates before have already seen that perform best.
293
The normal-score transform is, particularly in this case, a non-linear transformation which not only 294 changes explicitly the marginal histograms of the variables involved, but in this case, it also affects, indirectly, 295 the connectivity, as it can be seen in Figure 14 . It is quite astonishing to compare the two columns of this 296 figure; the mean of the normal-score transforms hardly displays any hint of channeling, and its variance is also quite distant in relative values and patterns from the variance map of the transformed log-conductivities.
298
This can be explained because the local cumulative distribution functions are different from point to point,
299
and because of the conditioning effect of the piezometric heads.
300
We can quantify the goodness of the final sets of realizations by computing a single scalar measuring the 301 accuracy with which the ensemble average matches the reference field and its precision as measured by the 302 ensemble standard deviation. For this purpose, we define two metrics, the root mean square error (RMSE) 303 and the average ensemble spread (ES) as:
where N is the number of model elements; ln(K) ref (j) is the value of logconductivity in the reference field 306 at node j, ln(K(j)) is the logconductivity ensemble mean at node j; σ i is the ensemble variance at node i.
307 Figure 15 shows the evolution with time step of both the RMSE and the ES. Regarding the RMSE we 308 can notice that, at the 50th time step, the best scenario is S3, as it was appreciated previously, and the 309 worst scenario is S4, pinpointing the importance of a good choice of the parameters controlling the sequential 310 simulation step. As the number of facies conditioning data reduces, the RMSE increases (see the progression 311 from S3 to S1 to S2). The second worst scenario is the one with the reduced number of piezometers used 
Postaudit
320
We have seen how the iSS is capable of generating ensembles of realizations which are conditioned to both 321 conductivity data and piezometric head data. As a final check on the performance of the algorithm we carry particles, which are uniformly distributed along the segment and whose movement is tracked in the aquifer 328 using the random-walk particle-tracking code RW3D by Fernàndez-Garcia et al. [57] . The solute is assumed 329 to be inert, and the porosity of the aquifer is assumed to be uniform and equal to 0.3. 
341
At control plane 1, the one closest to the release segment, scenarios S1, S2, S3 and S4 behave similarly. results for S6 show the overconfident prediction already observed for conductivities (see Figure 11 ) and the 346 bias associated to the highest departure from the reference field as measured by the RMSE.
347
At control plane 2 we can see that scenarios S1 and S2 behave similarly and with a good reproduction 348 of the reference BTC. It is somehow surprising that scenario S3, which has been the best so far, produces
349
BTCs that depart from the reference with a clear arrival in two bursts, a first one, which is faster than the times for S5) and display a larger spread. Finally, scenario S6 shows again its overconfidence and bias.
353 Figure 18 shows the evolution of the BTCs for scenario S1 in the initial realizations, in those generated after 10 time steps, and in those generated after 50 time steps. always the need to generate a sufficiently large ensemble of realizations.
373
The standard sequential simulation algorithm has three key aspects that must be decided by the user, number is necessary for a good reproduction of the conductivity patters. 
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Mathematical Geology 1998;30(6):589-615. For reference, the injection (#1, #2) and pumping wells (#3, #4 and #5) are also shown. The piezometric head evolution at piezometers #6, #7 is used in the analysis. Figure 9: Evolution of piezometric head at piezometers #6 (top row) and #7 (bottom row) on the sets of realizations generated by iSS for scenario S1 at three different times: initial, after 10 time steps, and after 50 time steps. Meaning of lines is the same as previous figure. Figure 12: Ensemble mean (top row) and ensemble variance (bottom row) of logconductivity for the sets of realizations generated by iSS for scenario S1 at three different times: initial, after 10 time steps, and after 50 time steps. Figure 16: Solute breakthrough curves (BTC) at control planes 1 (top row) and 2 (bottom row) on the initial sets of realizations used in the different scenarios. The red line is the BTC in the reference, the green line is the median (computed timewise) of the BTCs from the different realizations, and the two black lines mark the 90% confidence interval bounded by the 5% and 95% percentiles. Figure 18: Solute breakthrough curves (BTC) at control planes 1 (top row) and 2 (bottom row) for scenario S1 on the initial set of realizations, those generated after 10 time steps, and those generated after 50 time steps. Meaning of lines is the same as in previous figure.
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