implemented such as neuro-fuzzy based classification technique [5] , recursive partitioning of the majority class (REPMAC) algorithm [6] , fuzzy probabilistic neural network [7] .
In this paper, we aim to review five types of neural networks for binary classification problems. These are Back Propagation Neural Network (BPNN) [8] , Radial Basis Function Neural Network (RBFNN) [9] , General Regression Neural Network (GRNN) [10] , Probabilistic Neural Network (PNN) [11] , and Complementary Neural Network (CMTNN) [12] . The performances of these neural networks based on a range of data sets will be compared.
Each of the networks is selected for different reasons. BPNN is the most commonly used neural network in classification. Therefore, it is chosen as the basis for comparison. RBFNN is chosen for this study because it has several special characteristics. For example, it has a simple architecture, and it performs faster than BPNN. Similar to RBFNN, GRNN and PNN are selected because of their features. While GRNN can reduce the computation complexity, PNN can integrate the characteristics of statistical pattern recognition and BPNN. Furthermore, PNN has the ability to find boundaries between categories of patterns. CMTNN is also chosen because of its particular characteristics. It can integrate the truth and false membership values to deal with the uncertainty of classification while other techniques use only truth membership values.
For the comparison, three binary classification data sets from the UCI machine learning repository [13] are used. These include Pima Indians diabetes, BUPA liver disorders, and Johns Hopkins Ionosphere data set. These data sets are selected because they are benchmark data sets which have been commonly used in the literature. After the accuracies for each network type are evaluated and compared, the performance of each network and directions for further research will be discussed.
II. NEURAL NETWORK TECHNIQUES
Artificial neural network (ANN) is a technique based on the neural structure of the brain that mimics the learning capability from experiences. It means that if a neural network is trained from past data, it will be able to generate outputs based on the knowledge extracted form the data [14] . Many research projects have been shown that ANN is a powerful technique for classification [1] . There are several advantages of using ANN for classification. Firstly, ANN can adapt itself to the data without making prior assumption of the functions. Secondly, ANN is a universal function approximator. Therefore, ANN is able to approximate any function with arbitrary accuracy. Finally, ANN is a nonlinear model that can be implemented for most complex real world applications [1] . Furthermore, there are many successful real world applications using ANN such as industry, business and science [15] . Example of applications that have implemented using ANN are bankruptcy prediction [16] , handwriting recognition [17] , fault detection [18] , and medical diagnosis [19] .
A. Back propagation neural network (BPNN)
BPNN is a simple and effective model of ANN. It contains three layers which are input, hidden and output layers as shown in Fig. 1 [20] . This network is also known as feedforward back-propagation neural networks. Fig. 2 shows the learning process of a neural network. In the training phase, the training data is fed into the input layer. It is propagated to both the hidden layer and the output layer. This process is called the forward pass. In this stage, each node in the input layer, hidden layer and output layer calculates and adjusts the appropriate weight between nodes and generate output value of the resulting sum. The actual output values will be compared with the target output values. The error between these outputs will be calculated and propagated back to hidden layer in order to update the weight of each node again. This is called backward pass or learning. The network will iterate over many cycles until the error is acceptable. After the training phase is done, the trained network is ready to use for any new input data. During the testing phase, there is no learning or modifying of the weight matrices. The testing input is fed into the input layer, and the feed forward network will generate results based on its knowledge from trained network. [8] BPNN is one of the popular ANN that has been used for many ANN applications [21] . BPNN is a robust neural network that can be applied easily in various problem domains [22] . However, there are also limitations in BPNN. This network requires a lot of input and target pairs for training the network. Furthermore, the internal mapping procedures work as a black box that may not be easily understood, and there is no indication that the system can generate all acceptable solutions [20] . 
B. Radial basis function neural network (RBFNN)
Radial basis function neural network (RBFNN) is a type of multilayer network. It is different from BPNN in its training algorithm. The basic RBFNN structure consists of three layers. These are an input layer, a kernel (hidden) layer, and an output layer. It can be regarded as a special Multi-Layer Perceptrons (MLP) because it combines the parametric statistical distribution model and non-parametric linear perceptron algorithm in serial sequence. In the kernel layer, it consists of a set of kernel basis functions called radial basis functions. The output of the RBFNN is a linear combination (weighted sum) of the radial basis function calculated by the kernel units.
RBFNN can overcome some of the limitations of BPNN because it can use a single hidden layer for modeling any nonlinear function. Therefore, it is able to train data faster than BPNN. While RBFNN has simpler architecture, it still maintains its powerful mapping capability. Due to the benefits of these characteristics, RBFNN is an interesting alternative technique for classification problem. [3, 9, 24] 
C. General Regression Neural Network (GRNN)
GRNN is a feed-forward neural network for supervised data. It uses nonlinear regression functions for approximation. Similarly to BPNN, GRNN consists of three layers: an input layer, a hidden layer, and an output layer. GRNN uses direct mapping to link the input layer to the hidden layer. While BPNN use the learning rate and momentum for the transfer function, GRNN employs the smoothing factor as a parameter in learning phase. The single smoothing factor is selected to optimize the transfer function for all nodes. To reduce computational time, GRNN performs one pass training through the network. [21, 25] Due to this process, GRNN can reduce the computational complexity and improve the learning process [26] . GRNN is similar to the probabilistic neural network (PNN) because both of them use non-parametric estimators of probability density functions. While GRNN is suitable to estimate continuous values, PNN is suitable to find boundaries between categories of patterns [10] .
D. Probabilistic neural network (PNN)
Probabilistic neural network is a type of radial basis networks [27] . It is related to Bayesian decision rule and Parzen (probability density function estimators), namely the Bayes-Parzen classification.
PNN includes both characteristics of statistical pattern recognition and BPNN. It is applied to several areas including pattern recognition, nonlinear mapping and classification. PNN is a supervised feed-forward neural network. It also consists of three layers with one-pass training algorithm [28] . PNN has the ability to train on sparse data sets. Moreover, it is able to classify data into specific output categories [21] . There are a number of advantages of using PNN for classification. For example, the computational time of PNN is faster than BPNN, and it is robust to noise. Furthermore, the training manner of PNN is simple and instantaneous [11] .
E. Complementary Neural Network (CMTNN)
CMTNN is a technique using a pair of opposite feedforward backpropagation neural networks (Truth neural network and Falsity neural network) for classification problem as shown in Fig 3 [2] . [2] This technique has successfully been implemented for both binary and multiclass classification problems. For binary classification, a pair of neural networks is implemented in order to predict degrees of truth and false membership values. Furthermore, the bagging technique is applied to an ensemble of pairs of neural networks in order to improve performances of a single pair of neural networks. The difference between the truth and false membership values can be used to represent uncertainty in the classification [12] .
III. DATA SETS
In order to compare the performance of several types of neural network classifiers for binary classification problems, three data sets from benchmarking UCI data sets [13] are employed. These benchmark data sets include PIMA Indians diabetes, BUPA liver disorders, and Johns Hopkins Ionosphere.
The purpose of PIMA Indians diabetes data set is to predict whether a patient shows signs of diabetes. The purpose of BUPA liver disorders data set is to predict whether a male patient shows signs of liver disorders. The purpose of Johns Hopkins Ionosphere data set is to predict "Good" or "Bad" radar return from the ionosphere.
The characteristics of these three data sets are shown in Table I . 
IV. EXPERIMENTAL METHODOLOGY AND RESULTS
In order to compare the performance of neural network techniques, firstly, each data set is split into 80% training set and 20% testing set as shown in Table II . In order to obtain reliable results by using a cross validation method, each data set will be randomly split ten times to form different training and testing data before they are classified by each neural network technique. In the experiment, MATLAB software is used to design and test each neural network type. After the test data is classified by each neural network, the average of the ten results of the classification accuracy will be used for comparing the performance of these neural networks.
Table III-V shows the performance results obtained by five neural networks for each data set.
In table III, the classification accuracies obtained by five neural network techniques are compared for Pima Indians diabetes data set. The results show that the average accuracies obtained by each neural network technique are quite compatible. The highest average accuracy is given by RBFNN (76.56%), following by the results of CMTNN (76.49%) and BPNN (76.17%). The results of GRNN and PNN provide the lowest performance with the same accuracies at 75.26%. In In terms of performance comparison based on the classification accuracy as shown in Figure 4 , we found that generally the results achieved by CMTNN are higher than other techniques. In additional, BPNN gives the good performance results in every test case. Furthermore, we notice that GRNN performs well in Ionosphere data set, which includes a large number of input attributes, 34 attributes. This is because GRNN can work well in noisy environment if it is trained with enough data [25] . In addition, RBFNN show the best performance in Pima Indians diabetes data set, which composes of a large number of training data. GRNN and PNN are consistently providing lower accuracy in the two data sets, Pima Indians diabetes data and BUPA disorders data, where they compose of small number of input attributes, eight and six attributes respectively. Moreover, all neural network types perform well with compatible results in the large training data set, Pima Indians diabetes data.
As can be seen from the results, it can be concluded that CMTNN is suitable for the binary classification problems. The results of the experiment show that CMTNN can provide good results in most cases. This is because of their unique features of using the true and false networks. CMTNN can deal with the uncertainty better than other techniques by using a pair of complementing neural network.
In future studies, the relationships of the number of attributes, the size of training set and the type of neural network can be studied intensively. The computational time of each neural network type can be evaluated and compared as well.
