In this paper we contribute with one main result to the interesting problem initiated by Hong (1998, J. Symb. Comput. 25, 643-663) on the behaviour of Gröbner bases under composition of polynomials. Polynomial composition is the operation of replacing the variables of a polynomial with other polynomials. The main question of this paper is: When does composition commute with reduced Gröbner bases computation under the same term ordering? We give a complete answer for this question: let Θ be a polynomial map, then for every reduced Gröbner basis G, G • Θ is a reduced Gröbner basis if and only if the composition by Θ is compatible with the term ordering and Θ is a list of permuted univariate and monic polynomials. Besides, we also include other minor results concerned with this problem; in particular, we provide a sufficient condition to determine when composition commutes with reduced Gröbner bases computation (possibly) under different term ordering.
Introduction
In two recent papers Hoon Hong addressed the problem of the behaviour of Gröbner bases under composition of polynomials (see Hong (1996 Hong ( , 1998 ). This problem can be stated as follows:
Let G be a Gröbner basis-under some term ordering-of the ideal generated by F , where F is a finite set of polynomials in the variables x 1 , . . . , x n ; let Θ be a polynomial map, that is, Θ = (θ 1 , . . . , θ n ) is a list of n polynomials in the variables x 1 , . . . , x n . Now, we consider two new polynomial sets: F * and G * , obtained from F and G, respectively, by replacing x i with θ i . A natural question that arises is:Is G * a Gröbner basis of the ideal generated by F * under the same term ordering? This is not always true, one can easily find a counter-example (for instance, try to permute variables with the lexicographic order). Then, the next question is: Under which circumstances G * is a Gröbner basis of F * ? In other words, when does Gröbner bases computation commute with composition under the same term ordering? Hong (1998) gave a complete answer: this happens if and only if the composition is "compatible" with the term ordering and the indivisibility (see Section 2).
The main question of this paper is: When does reduced Gröbner bases computation commute with composition under the same term ordering?
In this paper, we give a complete answer. We show that reduced Gröbner bases computation commutes with composition under the same ordering if and only if the composition by Θ is "compatible" with the term ordering and Θ is a list of permuted univariate and monic polynomials. This question appears in Hong (1998) as an open problem, the author makes the following comment about this: 'An answer to this question will shed a new light on the notion of 'reduced'. At this point, we must comment that this question (see Theorem 3.1) is inherently different to the first one (see Theorem 2.2).
Another related and, in a sense, more general problem is: When does Gröbner bases computation commute with composition under some term ordering (possibly different term ordering)? Hong (1996) gave a sufficient condition for this last question: this happens if the leading terms of the composition polynomials form a "permuted powering", see Theorem 5.1. We also provide a sufficient condition to determine when composition commutes with reduced Gröbner bases computation (possibly) under different term ordering.
Finally, we would like to remark that polynomial composition is an important and interesting operation with a large number of applications in physics and mathematics. In fact, we often work with a list of polynomials where the variables are defined in terms of other variables. The paper has two natural applications. One of them is in the computation of reduced Gröbner bases of the ideal generated by composed polynomials: so, in order to compute a reduced Gröbner basis of F * , we first compute a reduced Gröbner basis G of F and carry out the composition on G, obtaining a reduced Gröbner basis of F * . This seems more efficient than computing a reduced Gröbner basis of F * directly. On the other hand, the opposite application is decomposing the input polynomial and then applying the method described above. Efficient methods for univariate polynomial decomposition can be seen in Barton and Zippel (1985) , Kozen and Landau (1989) , Gutierrez et al. (1989) and Binder (1996) . The algorithm in Gutierrez et al. (1989) requires, in the dense representation of a polynomial f (x) of degree n, a total of O(n 2 ) arithmetic operations in the ground field. Algorithms to decompose multivariate polynomials can be seen in Gutierrez et al. (1991) and von zur Gathen (1990). Gathen's method can be performed with O(mn(n + 1) m Logn) operations, where m is the number of variables and n is the total degree of the multivariate polynomial f (x 1 , . . . , x m ).
The paper is divided into six sections. In Section 2, we briefly review the terminology of reduced Gröbner bases theory and some results about the behaviour of Gröbner bases under polynomial composition. These results will be used throughout the subsequent sections. In Section 3, we give a precise statement of the main theorem of this paper. Then, Section 4 shows a proof of the main theorem. We also provide in this section a necessary and sufficient condition to determine when composition commutes with minimal Gröbner bases. In Section 5, we provide a sufficient condition for the reduced Gröbner bases commutation under composition of polynomials with respect different term ordering. Finally, in Section 6, we illustrate the use of our results with several examples of compatible compositions.
Gröbner Bases and Composition of Polynomials

review of Gröbner bases theory
In this subsection, we introduce some basic terminology and results of Gröbner bases theory for later use. The details (and proofs) can be found in the original papers (Buchberger (1965 (Buchberger ( , 1985 ) or the textbooks (Cox et al. (1992) and Becker and Weispfenning (1993) 
the least common multiple of p and q. 
GB(G)
the predicate stating that G is a Gröbner basis, that is,
The following theorem describes the fundamental characterization of the Gröbner bases.
Theorem 2.1. (Buchberger, 1965) The following are equivalent:
Gröbner bases under polynomial composition
We will use the following notation:
Definition 2.4. (Composition) The composition of h by Θ, written as h • Θ, is the polynomial obtained from h by replacing each x i in it with
The following proposition states some basic properties about composition and leading monomials/terms. These will be used throughout the paper.
Proof. Immediate from their definitions.
The following definitions and results appear in Hong (1998). For more details, the reader can glance through the original paper.
Definition 2.5. (Commutativity with composition) We say that the composition by Θ commutes with Gröbner bases computation iff the following formula is true for Θ:
In a similar way, we also define the commutativity of minimal and reduced Gröbner bases with composition. On the other hand, it is very easy to check that the composition by Θ commutes with Gröbner bases computation iff the following formula is true for Θ:
Definition 2.6. (Compatibility with term ordering) We say that the composition by Θ is compatible with a term ordering > iff for all terms p and q, we have
The following lemma, which appears in Hong (1996 Hong ( , 1998 papers, states that a composition operation commutes with a leading term extraction if it is compatible with the term ordering. This result will be used throughout the paper. 
Proof. The proofs of (a) and (b) can be found in Hong (1998). And (c) is immediate from (a) and (b).
Definition 2.7. (Compatibility with indivisibility) We say that the composition by Θ is compatible with indivisibility iff for all terms p and q, we have
We will also use the next result about the indivisibility of term orderings. The reader who is not familiar with this theorem is encouraged to glance through Hong's work in order to become so.
Main Result
This short section is devoted to elaborating on the main result described in the introduction.
Definition 3.1. We say that Θ is a list of permuted univariate and monic polynomials if and only if Θ = (f 1 (x π1 ), . . . , f n (x πn )) where lm(f i )=x λi πi with π j = π(j) for j ∈ {1, . . . , n}, π a permutation of (1, . . . , n), and λ 1 , . . . , λ n > 0. Now, the main result reads as follows: We will suppose that the number of variables is greater than one, that is, n ≥ 2. The statement for the case n = 1 is a triviality.
Proof
This section is mainly dedicated to showing a proof of the theorem stated in the previous one. The proof will be divided into several results which are interesting on their own. At the end of the section, we also provide a necessary and sufficient condition to determine when composition commutes with minimal Gröbner bases computation.
reduced sets under composition
Here, we study the behaviour of reduced sets under composition of polynomials. We define the commutativity with composition of reduced sets as follows:
Definition 4.1. We say that the composition by Θ commutes with reduced sets computation iff the following formula is true for Θ:
Lemma 4.1. If the composition by Θ commutes with reduced sets, then Θ is compatible with the indivisibility.
Proof. Let p and q be two terms such that p q. We distinguish two possibilities: (a) If q does not divide p, then F = {p, q} is a reduced set. By hypothesis, we have F • Θ is a reduced set, therefore p • lt(Θ) q • lt(Θ).
(b) If q divides p, then p = rq for some term r = 1. By Proposition 2.1, we have
Suppose r • Θ = 1, then we can choose a term s such that {r, s} is a reduced set. By hypothesis, we have {r • Θ, s • Θ} = {1, s • Θ} is a reduced set. Contradiction.
Thus
The next result is one of the key tools for the proof of the main theorem: Let j ∈ {1, . . . , n} such that j = π i . There exists j such that π j = j. We consider the set F = {x j , x
Finally, F = {x i } is always a reduced set. Then, F • Θ = {θ i } is also a reduced set, which implies that lc(θ i ) = 1.
(B) =⇒ (A):
Reciprocally, suppose Θ is a list of permuted univariate and monic polynomials. Let F be a reduced set. For f ∈ F , let p be a term of f and let g ∈ F − {f }. We claim that lt(g • Θ) lt(p • Θ):
As F is a reduced set, we have lt(g) p. On the other hand, the composition by Θ is compatible with the indivisibility so lt(g
Next, we are going to analyse p•Θ. We write lt(g
, any term of p • Θ has the following form:
We have just proved that lt(g • Θ) does not divide any term of p • Θ, and p is an arbitrary term of f . Therefore, lt(g • Θ) does not divide any term of f • Θ and by Lemma 2.1, lc(g • Θ) = 1. So, F • Θ is a reduced set.
proof of sufficiency
We prove the sufficiency of the compatibility condition for commutativity: Let G be a reduced Gröbner basis, we have to prove that G • Θ is also a reduced Gröbner basis.
On one hand, we have that G is a Gröbner basis and Θ and > satisfy the condition (B) of the Theorem 2.2. Thus, G • Θ is a Gröbner basis.
On the other hand, G is a reduced set, then by Proposition 4.1, G • Θ is also a reduced set. That is, G • Θ is a reduced Gröbner basis.
proof of necessity
In this subsection, we prove the necessity of the compatibility condition for commutativity, that is, we prove that (A) implies (B) . By Proposition 4.1, we have proved one half of the necessity condition. Now, let us work on the other half: the commutativity with reduced Gröbner bases computation implies the compatibility with the term ordering.
Lemma 4.2. If the composition by Θ commutes with reduced Gröbner bases computation then Θ is compatible with the term ordering.
Proof. We will prove this result for two different cases.
(a) In the first case, we take two terms p and q, such that p > q and q|p. Therefore, there exists a term s = 1 such that p = sq. From Lemma 4.1 and Proposition 2.2, lt(
(b) For the second case, we take two terms p and q, such that p > q and q p. We also have that p q, because > is an admissible term ordering.
We can write, 
We claim that G is a reduced Gröbner basis:
GB(G):
In order to prove it, we will see that S(p + q, r) G = 0 (see Theorem 2.1). lcm(lt(p + q), lt(r)) = lcm(p, r) = y αy z 2βz−αz due to in I, β i < α i and in J,
On one hand, we have that q p, then there exists j 0 ∈ J such that β j0 > α j0 . So γ j0 = 2β j0 − α j0 > β j0 > α j0 . This implies that r q and r p.
On the other hand, p q, then there exists i 0 ∈ I such that α i0 > β i0 . So γ i0 = β i0 < α i0 . This implies that p r.
We have just proved that G is a reduced Gröbner basis, and by hypothesis we have that G • Θ is a reduced Gröbner basis.
Finally, we will prove that lt((p + q)
Thus, we have that
minimal Gröbner basis under composition
Finally, it is important to point out that Theorems 3.1 and 2.2 are intrinsically different. However, for minimal Gröbner bases we can easily obtain (using Hong's result) that the minimal Gröbner bases computation commutes with composition if and only if the composition is compatible with the term ordering and the indivisibility (exactly as in Theorem 2.2) and lc(Θ) = (1, . . . , 1): 
Proof. (A) =⇒ (B):
Let G = {g 1 , . . . , g m } be a minimal Gröbner basis. As G is a Gröbner basis, G • Θ is a Gröbner basis. Thus, we only have to prove that lt(
We know that G is a minimal Gröbner basis, therefore for any i, j ∈ {1, . . . , m} such that i = j, lt(g i ) lt(g j ). By Theorem 2.2, we have that the composition by Θ is compatible with the indivisibility. Hence, lt(
Now, we have that lc(g i )=1 and lc(Θ)=(1, . . . , 1). Again, by Lemma 2.1, lc(g i • Θ)=1.
(B) =⇒ (A):
Let G be a Gröbner basis. Removing elements of G, we can find G such that GB(G , G)
Reduced Gröbner Bases under Different Term Ordering
This section is devoted to the behaviour of reduced Gröbner bases under composition of polynomials (possibly) under different term orderings.
We start with the notations we will use in this section. As in Hong (1996), we define: 
We will need to refer to >•Θ numerous times. So we will use > instead of >•Θ.
Note that the relation > is not necessarily an admissible term ordering. See Lemma 5.1 under which conditions it is. We will use the next lemma, which states when the above relation > is an admissible term ordering. 
Then (A) ⇐⇒ (B).
The following Theorem, which is the main result in Hong (1996) , gives a sufficient condition for the behaviour of Gröbner basis (not necessarily a reduced one) under composition with respect different term ordering.
Theorem 5.1. (Hong, 1996) If the list lt(Θ) is a permuted powering then we have that
Note that when Θ is compatible with the term ordering >, the binary relation > is exactly >. Thus, this theorem is a generalization of one of the implications in Theorem 2.2.
First, we note that there is no additional condition on the compatibility of the composition with minimal Gröbner basis possibly under different term ordering. 
Proof. Let F and G = {g 1 , . . . , g m } be such that GB > (G, F ) M . In particular, G is a Gröbner basis of Ideal(F ). By hypothesis and Theorem 5.1, we have that GB(G•Θ, F •Θ).
On one hand, G is a minimal Gröbner basis under > , therefore for any element
On the other hand, for any i, j ∈ {1, . . . , m} such that i = j, lt > (g i ) lt > (g j ). As lt(Θ) is a permuted powering, we have that the composition by Θ is compatible with the indivisibility:
Now, we have enough tools to prove the main result of this section. We will also use some strategies that have been shown in the previous proofs. 
Proof. Let F and G be such that GB > (G, F ) R . Thus, we have that GB > (G, F ) M . And Θ satisfies the hypothesis of Remark 5.1, so we obtain that GB(
Let p be a term of f and g ∈ G − {f }. As G is a reduced Gröbner basis under > , we have lt > (g) p. Moreover, Θ is compatible with the indivisibility, so lt(g • Θ) lt(p • Θ) (see Lemma 5.1).
Next, we analyse p • Θ:
, there exists i ∈ {1, . . . , n} such that 
Examples of Compatible Compositions
In this section we show some examples of composition with Θ which satisfy the condition of the main results of this paper.  a 1 α 1 + · · · + a n α n > a 1 β 1 + · · · + a n β n , or a 1 α 1 + · · · + a n α n = a 1 β 1 + · · · + a n β n andp > q. If Θ is compatible with the term ordering >, then every composition of the form Θ = (f 1 (x 1 ), . . . , f n (x n )) where lm(f i ) = x Finally, we give one more example illustrating the use of the main results. In this case, it involves a non-trivial permutation of variables. 
