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Despite arising in childhood, attention deficit hyperactivity disorder (ADHD) can persist
into adulthood, compromising the individual’s social skills. ADHD diagnosis is a real chal-
lenge due to its dependence on the clinical observation of the patient, the information
provided by parents and teachers, and the clinicians’ expertise. Therefore, there is great
interest in studying objective biomarkers extracted from electroencephalographic (EEG)
signals supporting accurate diagnoses. However, the non-stationarity and non-linearity
characteristics of the EEG hinders the development of such tools. This document presents
a methodology for supporting the ADHD diagnosis by extracting features from the Dis-
crete Wavelet transform of EEG signals. Due to the failed inhibitory control symptom, was
consider EEG signals recorded under the Reward Stop Signal Task paradigm. Then, the
logistic regressor classifier learns the linear boundary discriminating between ADHD and
healthy control subjects. As a benefit, the weighting vector supporting the classification
also provides a straightforward interpretation of features in spatial locations and decom-
position levels. The cross-validated classification results prove that the approach reaches
an F1 score of 96% on a dataset of 64 children. Besides, the interpretability results support
the hypothesis that the motivational effect leads the poor impulse control in ADHD.
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List of Symbols and Abbreviations
1.1 Symbols
Symbol Definition Symbol Definition
t Scalar and real variable 〈x(t),y(t)〉 Dot product between x and y functions
f (t) Function with variable t a j,k Approximations coefficients at j scale
δ[k] Discrete Dirac delta function a j,k Detail coefficients at j scale
φ(t) Scaling function Span{ fn(t)} Space spanned by fn(t) set
ψ(t) Wavelet function X Matrix
L2 Square-integrable functions space x Vector
0 Zero function x> Transpose vector
1.2 Abbrevations
Abb Definition Abb Definition
FFT Fast Fourier Transform SSRT Stop-signal response time
DFT Discrete Fourier Transform DC Decreasing Condition
STFT Short Time Fourier Transform IC Increasing Condition
DWT Discrete Wavelet Transform DB4 Daubechie 4 Wavelet





Attention deficit hyperactivity disorder (ADHD) is the most common chronic disease in
childhood with a high probability of persistence throughout the lifespan. ADHD can lead
to learning difficulties, low self-esteem, substance abuse, and delinquent activities in ado-
lescents. Currently, ADHD is diagnosed by collecting information from children, parents
and teachers, identifying clinical symptom criteria described in the Diagnostic and Sta-
tistical Manual of Mental Disorders (DSM-5). However, this analysis incurs high rates of
overdiagnosis due to the overlap of attentional and behavioral symptoms with other dis-
orders.1 Therefore, strategies have been proposed that, in conjunction with the regular
clinical evaluation of ADHD, can help the specialist in a specific and sensitive diagnosis of
the pathology.2
There is great motivation to identify low-cost and easily accessible biomarkers associated
with ADHD. Thus, electroencephalography (EEG) recordings are ideal because they allow
to better understand neuropathologies through physiological brain responses.3 A typical
approach is to decompose the EEG signals into frequency bands such as the theta-beta
power ratio (TBR) that contrasts slow waves (4-7 Hz) and fast waves (13-30 Hz), under
the assumption of more powerful slow waves in ADHD than in resting-state controls. Also,
other studies have found a significant decrease in alpha band energy in the ADHD group
compared to controls, especially in those electrodes located in the left frontal region, along
with changes in the theta band that may differentiate ADHD patients in terms of gender.4,5
Therefore, changes in the energy level of EEG bands, within the performance of a cognitive
task, allow identifying characteristics associated with the disorder.
Although several studies focus on EEG signals frequency analysis as the Fourier transform,
there are difficulties due to non-stationarity and non-linearity of the signal features.6–8
These drawbacks can be solved through the short-time Fourier transform (STFT) but the
window length can lead to poor resolutions. In addition, these signals have several fre-
quency components including noise, so is necessary to use analysis methodologies in the
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time and frequency domain.9,10 This limitation is overcome by introducing the discrete
wavelet transform (DWT), which decomposes the signal into other signals of different
scales with different time and frequency resolutions.11 Besides, DWT can be adapted to
the frequency content of the examined patterns, thus leading to an optimal time-frequency
resolution across wide frequency ranges allowing a better understanding of electrophysio-
logical changes.12,13
In this context, this document presents a tool to support ADHD diagnosis using features
extracted from the DWT decomposition of the EEG signals. The methodology was eval-
uated using EEG recordings under the influence of the Reward Stop Signal Task (RSST),
which takes into account the executive inhibition modulation through motivation, as be-
havioral and electrophysiological landmarks associated with the disorder. For classification
purposes, was applied a linear model known as logistic regression classifier that facilitates
the interpretability of the results from the weights obtained for each feature, which allows
predicting the class from its conditional probability.14
Thus, a multiresolution analysis of the EEG signals through the use of logistic regression
classifier makes it possible to identify relevant characteristics associated with ADHD, which
in future studies will facilitate a sensitive detection to the pathology, avoiding the degrada-
tion of patients. In this way, the following research question is established: What are the
multiresolution characteristics of brain electrical activity that are associated with ADHD
after feed a logistic regression classifier?
2.2 Justification
ADHD is a childhood neurodevelopmental disorder characterized by persistent patterns
of generalized inattention, impulsivity, and/or hyperactivity that frequently interfere with
normal child development.15 The diagnosis of this pathology is made more easily during
the school stage, when the symptoms may become more noticeable due to the repercus-
sions on the child’s academic activities. Symptoms can persist into adulthood and can
significantly alter the individual’s work and social life. Likewise, the disorder can be asso-
ciated with learning difficulties, low self-esteem, substance abuse in adolescent patients,
the propensity to accidents, social integration problems, and even delinquent behaviors,
among other comorbidities.16 Consequently, ADHD has a high social impact, is closely as-
sociated with impulsivity, and has a high prevalence in Colombia, particularly in Antioquia
and the Eje Cafetero (15% to 17%). It is also important to note that of the three subtypes
of ADHD (predominantly impulsive-hyperactive, inattentive, or combined) in the Colom-
bian population, the combined and impulsive-hyperactive subtypes predominate, unlike in
industrialized countries where the impulsive-hyperactive type is the least common.17,18
On the other hand, in the Ten-Year Public Health Plan 2012-2021, as a priority dimension,
within the objective “Zero tolerance with an avoidable disability”, mental health with a
component of prevention and comprehensive care for mental problems and disorders is
6
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proposed. Within this component, the aim is to strengthen institutional and community
management to guarantee comprehensive care for mental problems and disorders and as-
sociated events.19 Given our social characteristics and prevalence of mental illnesses, it is
essential to develop diagnostic support tools and evaluation of improvement for patholo-
gies associated with poor impulse control about ADHD.20 In this way, understanding the
neurophysiological mechanisms of impulsivity is of vital importance for a better under-
standing and management of ADHD.21
Additionally, the development of early detection tools based on neurophysiological biomark-
ers would allow for more efficient therapeutic actions in the prevention of ADHD chroni-
fication, thus improving the quality of life of patients from the initial phases of their life
course.22 In this sense, several attempts have been made to characterize ADHD using
elements that provide an objective diagnosis and whose extraction is low cost. Among
the experimental methods to try to answer this question are electrophysiological studies,
mainly those based on EEG.23 Despite the challenges presented by this type of signal given
its high noise components, it has been used successfully in diagnostic tasks.15 However,
the success of the diagnosis is highly dependent on the quality of the data, so there is a
need to characterize and identify key components of the EEG signals to identify a certain
pathology.24
Thus, the literature shows that the most recurrent analyzes to address the EEG are the time-
frequencies since there is a significant relationship between the EEG signals spectrum and
human behavior, cognitive status, or mental illnesses.25,26 Therefore, spectral analysis is a
useful tool to analyze EEG.27 Based on this, the development of a methodology for charac-
terizing ADHD from EEG recordings by analyzing multiple time-frequency characteristics of
brain electrical activity constitutes a promising approach to address this challenge. Conse-
quently, diagnostic support alternatives are generated from the generation of added value
from the characteristics of the signal and research from both a clinical and technological
point of view.
2.3 State of the art
In practice, many paradigms can be used to validate EEG recordings28 and implement the
response inhibition that is a cognitive control function and typical studied with a stop-signal
task paradigm. Stop-signal response time (SSRT) analyses how rapidly an already-initiated
response can be canceled for example.29 This documented implement reward stop-signal
task (RSST)was implemented for EEG recording to use response inhibition signals.
To extract relevant features of a sampled signal the state of art proposes the following
tools; The FFT allows extract the frequency components of a sampled signal using a very
efficient algorithm to perform the DFT signal.30 This tool has the disadvantage that lost
time information i.e., cannot associate a frequency component with time when it occurred.
To get time-frequency information are needed techniques that operate on short segments
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of the signal to localize the frequencies in time, where when increase the time resolution
causes a decrease in the frequency resolution and vice versa.31 To extract time-frequency
information from a time signal is possible to apply FFT in a time-limited window assuming
that the signal is stationary on the window interval, this is called STFT.32 Thus, to window
width keep constant, exists a fixed time-frequency resolution. Also, this tool is used to
extract features from neural disorders like autism beside to FFT, getting a score of 82.4%.33
On the other hand, DWT is widely using in biomedical engineering areas and provides
more flexible windows that change time-frequency resolution to get information about a
signal by an efficient algorithm, being able to obtain a 100% accuracy for EEG signal classi-
fication tasks.34 Thus, DWT is a signal analysis tool that allows extracting relevant features
on the time-frequency domain.35 Different works show that wavelet transform provides
a successful score rate, being the Daubechies sets useful to perform time-frequency de-
composition, getting spectrum features, and demonstrating a clinical application.36 Thus,
DWT is useful tool for medicine. Authors like37 show that statistical features derived from
DWT can classifier EEG signals with 100% of accuracy to identification of epileptic seizure.
Works like38 propose features like energy, entropy, and standard deviation extracted from
the EEG signals using DWT being the energy a very important feature to reach an accuracy
of about 91.2%. Other papers39 explored how the multiresolution decomposition allows
decomposing a signal into frequency bands to analyze spectral components of interest and
implement a filtering process. As shown40 to analyze ADHD, Daubechies wavelets are use-
ful to eliminate noise and extract important information of EEG signals using 3 levels of
decompositions to get 3 sets of details coefficients and 1 of approximation coefficients. In
this form was possible to get 94.74% of accuracy in the classification task using k-nearest
neighbor classifiers and 90.04% with Decision Tree classifier.
To perform the classification task about EEG signals can be using random forest classifier,41
SVM or BPNN obtaining a classification accuracy of 90%,42 or Logistic Regressor classifier
that can reach an average accuracy of 95.88%.43 The latter has the advantage to provide an
easy interpretation. Authors like44,45 show how a binomial logistic regression classifier can
be used to analyze ADHD and obtain an interpretable result about inhibition tasks. Another
advantage to using logistic regression classifier is that allows to know the probability that




Develop a methodology to characterize EEG signals using multiresolution analysis tools





• Implement a methodology for the EEG signals from the selection of decomposition
levels of interest through the discrete wavelet transform.
• Develop a methodology for feature selection of the EEG signals from the discrete
wavelet transform.
• Implement a methodology to tuning a logistic regression classifier to improve and val-





3.1 DWT to feature extraction
A DWT system considers two types of real and real-valued functions to decompose a single-
channel signal, namely, a scaling function and a wavelet function to extract information
from the identification of coherent structure. The scaling function is an energy function that
has a zero frequency component and unit norm, denoted by ϕ(t) ∈ L2, where L2 represents
the space of square-integrable functions. The scaling functions can be translated by integer
steps k to create a set of orthonormal basis denoting as following:
{ϕk(t)}= {ϕk(t) = ϕ(t− k); k ∈ Z, 〈ϕk1(t),ϕk2(t)〉= δ[k1− k2]} (3.1)
Being δ the discrete Dirac delta function. This set can span a subspace Span{ϕk(t)} ⊂ L2. To
increase the size of the subspace spanned, each element can be scaled in a j factor keeping
unit norm, giving the following set:
{ϕ j,k(t)}= {ϕ j,k(t) = 2 j/2ϕ(2 jt− k); j,k ∈ Z2, 〈ϕ j,k1(t),ϕ j,k2(t)〉= δ[k1− k2]} (3.2)
Notice that if the j value increases, the set of scaling function translations on this scale
become more contracted, giving more resolution in the space spanned, i.e. the size of this
space Span j{ϕ j,k(t)} grows, thus:
lim
j→∞
{ϕ j,k(t)}= L2 (3.3)
lim
j→−∞
{ϕ j,k(t)}= {0} (3.4)
Therefore, any function f (t) ∈ L2 can be approximated at j0 scale as a linear combination
of elements of the set {ϕ j0,k(t)}. This approximation is the projection of the function f (t)








a j0,k ·ϕ j0,k(t) (3.5)
Where a j0,k represent the approximation coefficients at j0 scale and they depict the ampli-
tude of the function ϕ j0,k(t) contained in f j0(t).These coefficients can be calculated by the
inner product between ϕ j0,k(t) and f (t):








f j0(t) = f (t) (3.7)
Hence, the scaling function set approaches the function f (t) but is needed another set of
functions to describe better the important features or coherent structures of f (t).
The wavelet function is an energy function that no has a zero frequency component and
unit norm, denoted by ψ(t) ∈ L2. As the scaling functions, space Span j{ψ j,k(t)} can be
spanned with the orthonormal basis functions defined as:
{ψ j,k(t)}={ψ j,k(t) = 2 j/2ψ(2 jt− k); j,k ∈ Z2, (3.8)
〈ψ j1,k1(t),ψ j2,k2(t)〉= δ[ j1− j2] ·δ[k1− k2]}








d j,k ·ψ j,k(t) (3.9)
Where d j,k represent the detail coefficients, they depict the amplitude of the function ψ j,k(t)
contained in f (t) and represent better its features. These coefficients can be calculated by
the inner product between ψ j,k(t) and f (t):




f (t) ·ψ j,k(t)dt (3.10)
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d j,k ·ψ j,k(t) (3.13)
Equation (3.12) establishes that any function in L2 can be decomposed in an approximation
function at j0 scale and details functions g j(t). Replacing f (t) by f j0+1 in this equation:





= f j0 +g j0(t)
(3.14)
The above equation shows that the projection of a function in an upper scale space Span j0+1
{ϕ j0+1,k(t)} can be represented with the sum of its projection in lower scale spaces Span j0
{ϕ j0,k(t)} and Span j0{ψ j0,k(t)}. In general:
Span j0+1{ϕ j0+1,k(t)}= Span j0{ϕ j0,k(t)}⊕Span j0{ψ j0,k(t)} (3.15)
Thus, the wavelet set {ψ j0,k(t)} is the complement of the scaling set {ϕ j0,k(t)} to reach
{ϕ j0+1,k(t)}. Also, as the wavelet and scaling functions at chosen scale reside in the imme-
diately upper scaling space (the space with more resolution), the following equations can
be established:
ϕ j−1,k(t) = ∑
τ
h0(τ)ϕ j,k(t− τ) (3.16)
ψ j−1,k(t) = ∑
τ
h1(τ)ϕ j,k(t− τ) (3.17)
So, the representation coefficients at any level of decomposition or detail are calculated











Figure 3.1. DWT decomposition of signal at different levels.
Thus, a single channel in an EEG trial fc (t) ∈ L2 can be written as a linear combination of












d j,kψ j,k(t) (3.20)
Where j0 is the level of detail or decomposition of fc (t).
Due to the EEG signals were sampled, their scales and translations steps take finite values,
being the samples the maximum resolution possible to reach, called the level of decompo-
sition 0. Therefore, applying the DWT decomposition channel-wise in an EEG trial results
in a set of coefficients representing the signal in the wavelet domain: F i → {ai jk,di jk :
j ∈ [−J,0],k ∈ [0,dT ·Mn · 2 je]}, being J the number of considered decomposition levels,
i ∈ [1,Mn], and Mn the number of trials in the subject n.
Since Mn varies subject-wise, we extract a set of statistical features to build a fixed-length
representing vector with physical interpretability. At each trial signal of the subject, is
applicated DWT, return J + 1 arrays correspond to J levels of detail coefficients and 1 of
approximation coefficients.
3.2 Feature selection
At each decomposition level, including the last approximation, we compute five features:
average coefficient, standard deviation, average peak location, the standard deviation of
the peak location, and the maximum absolute coefficient. Let be c the coefficients array




















To find the location of the peaks is needed finds all local maxima by a simple comparison
of neighboring values as the following equation:
peakindex(c) = index{c[n]} i f c[n−1]≤ c[n]≥ c[n+1] and c[n]> 0 (3.23)
• Average peak location
mean(peakindex(c)) (3.24)
• Standard deviation of the peak location
std(peakindex(c)) (3.25)
• Maximum absolute coefficient
maxabs(c) = max{|c|} (3.26)
As a result, is obtained a feature matrix X ∈ RN×P, being N the number of subjects and
P=5D(J+1) the total number of features.
3.3 Interpretable logistic regression classifier
The logistic regression classifier is a linear model of a binary classifier. This model uses a
sigmoid function as an activation function. The sigmoid function denoted by σ(z) is shown
in Figure 3.2. This function σ(z) : R→ (0,1) give the probability that a subject belongs to
















Figure 3.2. Sigmoid function
Let the matrix X , where its rows xn ∈ RP correspond to the features from the n-th sample,
being labeled as yn ∈ {0,1} (0: Control and 1: ADHD). The logistic regression classifier
classifies a sample vector according to the posterior probability for the target class y = 1
parameterized by a weighting vector w ∈ RP given by:








In this case z = w> · x and p means the probability to x belong to the class y = 1 given the
weighs w. Figure 3.3 show how the logistic regression model gets an imput to give a class
label.
Figure 3.3. Logistic regression classifier model
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To tune the weighting vector, the following optimization problem is stated that minimizes







yn log p(1 | xn;w)+(1− yn) log(1− p(1 | xn;w))
subject to ‖w‖1 ≤C (3.29)
Being C ∈ R+ the inverse regularization parameter. The resulting weights select and rank
the fewest number of features optimizing the classification task. Consequently, the selected
wavelet-based features can be straightforwardly interpreted as the spatial locations and




4.1 Dataset and preprocessing
For evaluating the proposed methodology, was considered an EEG dataset obtained recorded
during the execution of the Reward Stop-Signal Task (RSST). The RSST paradigm com-
mands the participant to press a key when confronted with a frequent stimulus, labeled as
Go, unless an infrequent stimulus appears after the Stop signal. The dataset holds 64 chil-
dren diagnosed as either Healthy Control (HC) or ADHD. Each child executed four blocks
of four minutes length, receiving a reward when succeeding in inhibiting the motor re-
sponse after being presented with the Stop signal. The paradigm included a Smiley sticker
reward, followed by a Low amount of candies and a High amount of candies. If the reward
decreases from block to block the subject belongs to the decreasing condition (DC) group.
On the contrary, when the reward increases from block to block the subject belongs to the
increasing condition (IC) group. Only trials in which children pressed a key despite the
Stop stimulus (failed inhibitions) constitutes the database to identify the pathological er-
ror monitoring associated with neuropsychiatric conditions.47,48 Table 4.1 summarizes the
number of children per diagnosis, along with the average number of failed inhibitions on
each reward.
Table 4.1. Number of subjects and average number of failed inhibitions in the dataset.
Condition Class N Smiley Low High
Decreasing
Control 14 09.0±02 8.45±04 7.03±04
ADHD 15 12.9±04 13.0±05 14.0±06
Increasing
Control 17 10.0±07 9.05±05 8.01±05
ADHD 17 14.6±06 14.0±04 13.3±05
Regarding the time series details, EEG signals were recorded at 250 Hz and 32 channels dis-
tributed over the scalp, registering activity over the medial frontal,49 left frontal,48 ventro-
medial orbitofrontal, and prefrontal cortices known to evoke event-related negative (ERN)
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waves,50 as show Figure 4.1. Each trial is trimmed 200 ms before and 800 ms after the Go
stimulus, producing time series F ∈RD×T lasting T=250 time instants over D=32 channels.
Figure 4.1. 10-20 EEG montage of RSST dataset.
4.2 DWT set selection
The proposed methodology uses a Daubechies 4 wavelet set in DWT as it has been widely
used in the state of the art to highlight or detect relevant features in electrophysiological
signals. Figure 4.2 shows a graph in time of scaling and wavelet functions of the set
Daubechies 4 and their spectral density magnitude. Observe that the scaling function is a
low pass filter and the wavelet function has a zero DC frequency component and is a pass
band filter. Note that in the frequency domain there is spectral leakage because the signals
in time present a compact support equal to 3.





























Figure 4.2. Daubechies 4 set in time and frequency
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To identify the best signal decomposition level to highlight discriminative features between
ADHD subjects and controls were compared the classification results of the first five de-
composition levels with coefficients of details and the last level of approximation. These
features feed the logistic regression classifier using statistical moments and spike descrip-
tors in a 5-fold cross-validated grid search within C ∈ [10−4,102]. Table 4.2 shows the aver-
age f1-score achieved over the test set along with C for each of the reward and conditions,
highlighting that for the proposed approach, the best performances were obtained with the
level 3 decomposition in IC condition, exhibiting the highest scores and lowest standard
deviations for the three rewards than DC condition. Contrary, in the DC condition, the best
score is not in the same level of decomposition for the three rewards. Although in both
conditions the best performance is Low reward.
Table 4.2. Classification results of the F1 score average for each decomposition level and reward.
Conditions Rewards Decomposition levels
1 2 3 4 5
Smiley 88±10 86±12 94±07 91±11 85±08
IC Low 91±11 91±11 96±08 96±08 93±09
High 86±08 85±08 88±07 85±08 88±10
Smiley 71±14 73±21 71±18 75±18 72±15
DC Low 82±11 76±22 78±14 79±03 78±03
High 75±07 77±21 74±16 75±18 76±17
4.3 Parameter tuning
Starting from the best level of decomposition shown in Table 4.2 and to find the set of
parameters that will improve the classification. We fitted the inverse of the regularization
parameter C in a grid search as shown in Figure 4.3. It is worth noting that, for values
of C > 10−1, the f1-score increases for all rewards and conditions because are needed a
certain amount of non-zero weights to reach the best value. Also, the best score is always
obtained in the IC condition as was mentioned before. Therefore, the best performances
are obtained with low regularization values (the inverse value of C).Note that Low reward
obtained the best performance in two conditions.
19
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Figure 4.3. C tuning curve. Five test folds are averaged for each reward and condition
4.4 Feature extraction and performance
Figure 4.4 shows the magnitude of the weights of channel features of each condition and
reward associated with the level of decomposition that reaches the best f1-score value.
Notice that features 3 and 4 (mean of peak indexes and standard deviation of peak indexes
respectively) have near-zero values which suggest that few relevant to the classification
task in all cases. Beside, IC smiley and DC high present the most numbers of weighs
different to zero, which is associated with a high value of C or low value of regularization.
This means that are needed many features to reach the best score. On the other hand, DC
low has a strong regularization, for this reason, it presents only two non-zero weights and
the magnitude of its weight in channel 20 (FT9) has a high magnitude. In this case, only
are needed two feature to get the best classification score.
20
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Figure 4.4. Magnitude of the weights associated with the level of decomposition that reaches the best
f1-score value
Table 4.3 summarizes the average f1-score, precision, recall, and AUC with standard devi-
ation obtained with the logistic regression classifier best parameters for the corresponding
decomposition levels for all conditions and reward. Results show that the best performance
is almost on IC condition with the best performance on Low reward with the shortest devi-
ations obtaining a more reliable classification performance. This latter is characterized by
not presenting false positives, that is, control patients such as ADHD. On DC condition the
best scores are on Low and High reward being Smiley reward ever the worst and present
a very low AUC performance. The other rewards have high-performance measures on pre-
cision and AUC, which means that they present few false positives being High reward the
best, but Low reward improves F1 and recall on this condition.
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Table 4.3. Performance measures for all rewards and conditions in best decomposition level and C
parameter.
Conditions Rewards Performance measures
F1 Precision Recall AUC
Smiley 94±07 95±10 95±10 98±03
IC Low 96±08 100±0 93±13 100±0
High 88±07 86±12 93±13 93±06
Smiley 75±18 85±20 73±25 66±27
DC Low 82±11 88±15 80±16 89±17
High 77±21 90±20 73±25 91±13
4.5 Interpretation analysis
Figures 4.5 to 4.7 shows the weights associated with each feature in correspondence with
the channel and coefficient from which they were extracted for all conditions and rewards
over the head scalp according to their best decomposition level. Red and blue regions
indicate leading contributions to the discrimination, either by a positive or negative weight,
respectively. In turn, green areas denote close-to-zero weights and a lack of effect on the
classifier prediction. Note that the peak features are less relevant for the classification task.
In DC condition the High reward presents the most relevant weight, being zero or near
to zero in the other cases except for a few small areas. Also, in this reward exist a high
activity in the frontal lobule on detail coefficients on level 1 of decomposition and mean
feature. These coefficients are associated with high frequencies (more than 62.5 Hz) and
are needed for the classification task. On the other hand, on IC condition is shown fewer
intensities weighs being High reward again wich presents the most insensitive values.
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Figure 4.5. Spatial interpretation of the weights obtained from the logistic regression classifier for each
feature and best decomposition level at all reward and condition for smiley reward
D1























Figure 4.6. Spatial interpretation of the weights obtained from the logistic regression classifier for each
feature and best decomposition level at all reward and condition for low reward
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Figure 4.7. Spatial interpretation of the weights obtained from the logistic regression classifier for each




This work proposes an ADHD-supported diagnosis methodology through EEG recording
decomposition using the Daubechies 4 wavelet set to perform DWT. According to the RSST
paradigm, the proposed methodology extracts characteristics of mean, standard deviation,
and maximum magnitude of the signal, and mean and standard deviation of the index
of peaks for each decomposition level of signal and type of condition and reward, during
failed inhibition trials. Then, these characteristics feed a logistic regression classifier with
l1 regularization facilitating the interpretability of the classification results needed in this
type of clinical task.
To identify the optimal decomposition for each of the three rewards, we inspected up to five
levels. Each tested number of decomposition levels included all detail coefficients and the
last ones for approximation. Performance metrics in Table 4.2 show that the best number
of decomposition levels is J = 3. Considering that the frequencies captured at the third
decomposition level range from 15.6Hz to 31.2Hz, the methodology highlights the role of
the Beta brain rhythm as an ADHD biomarker, agreeing with the clinical literature.51,52
Besides, including higher decomposition levels introduces noisy features, so hampering the
classification performance.
In the parameter tuning, we searched the optimal box constraint C for each reward. From
Figure 4.3, it is worth noting that the F1 score considerably increases when C > 0.1 for
the three reward levels, implying a low regularization requirement for the classification
problem. Nonetheless, the High reward, which underperforms Smiley and Low, results in
the most constrained feature set (the shortest C value), indicating the lowest discrimination
capability of such a reward. In the case of Smiley, the best scores emerge at very high C
values, so that regularizing hampers the supported diagnosis. Consequently, the Smiley
reward can not highlight discriminative features in scale or space. In turn, Low reaches
the highest scores with a balanced C, becoming the reward level evoking the widest gap
between both diagnoses while selecting a subset of relevant interpretable features for the
task.
Thanks to information provided by the logistic regressor and to obtain information on
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the characteristics used, we visualized the weight of the five features at the best level of
decomposition in two conditions, the Figure 4.4 shows that the features of mean and devi-
ation of the peaks do not contribute to the classification. This suggests that discrimination
between classes is not associated with a temporal factor, but is related to the energy distri-
bution of the signal being the most relevant statistical descriptors in the classification task
in both conditions. Besides, from the results shown in Figures 4.5 to 4.7 we identified that
Low reward in IC only highlights specific areas that are relevant to classification being the
most important the associated with D3 coefficients, so the coefficients associated with a
signal representation without high-frequency components improve feature discrimination
because, in level 3 of decomposition, a bandwidth of 15.625 to 31.25Hz of frequency in-
formation of the signal is found, which is related to a Beta band of EEG signals. So the
methodology highlights the role of the Beta brain rhythm as an ADHD biomarker, agreeing
with the clinical literature.51,52 Besides, including higher decomposition levels introduces
noisy features, so hampering the classification performance.
From the RSST paradigm, our findings support the hypothesis that the motivational effect
influences the inhibitory control of children with ADHD, as reflected in Table 4.3 for both
conditions. ADHD children engage differently than controls in the inhibitory task when
receiving a Smiley or a Low reward. The decay on the performance under High suggests
that powerful rewards either smoothen the anomalous error monitoring response of ADHD
children or saturates the motivational effect for both HC and ADHD.
For future work, we devise three research directions: Firstly, we will extend the methodol-
ogy to other feature sets, e.g. connectivity measures, to gain knowledge about the disorder.
Secondly, we will analyze other cognitive tasks targeting clinical ADHD symptoms on the
space, time, and frequency domains, aiming at optimizing the paradigm, EEG recording
montage, and feature set for supported diagnosis of ADHD. Thirdly, we will introduce a
subject-wise interpretable machine learning strategy, such as the Shapley additive explana-
tions, so that the model not only suggests a diagnosis but also describes the EEG features
and values leading it.
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Bautista, J. Collazos, and C. Gómez–Restrepo, “Problemas mentales, trastornos
del afecto y de ansiedad en la población desplazada por la violencia en
Colombia, resultados de la Encuesta Nacional de Salud Mental 2015,” Revista
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