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Abstract
We state and prove general comparison principles for ordinary differential equations, discuss the
scope of these principles, and present examples.
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0. Introduction
Differential inequalities, comparison theorems, and monotonicity arguments have long
been essential in the study of ordinary and partial differential equations; see Walter [23,24],
Lakshmikantham and Leela [12], McNabb [14], Smith [18], Smith and Waltman [19],
and Smoller [20]. For ordinary differential equations, comparison theorems may provide
boundedness or persistence results, and moreover such inequalities may be used to obtain
estimates for nonautonomous or parameter-dependent equations. In this paper we exhibit a
general principle regarding upper and lower estimates for solution components of a dif-
ferential equation by solution components of another differential equation, and give a
unified presentation of a class of comparison systems for ordinary differential equations
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McNabb’s comparison theorem [14].
We will only consider inequalities and comparison theorems involving two differential
equations x˙ = f (t, x) and v˙ = g(t, v), and the focus will be on componentwise upper or
lower estimates for the solutions of the former equation by solutions of the latter. We will
call g a comparison system for f if such inequalities hold. In this setting, comparison
theorems are a direct consequence of an invariance principle. Quasimonotonicity is not a
necessary ingredient, but it plays a distinguished role. (As usual, we call f quasimonotone
increasing in its ith entry if fi is increasing in every variable xj—the other variables held
fixed—with j = i . We will also deal with mixed quasimonotone systems where each fi
is either increasing or decreasing in xj (j = i).) Recent results on mixed quasimonotone
reaction–diffusion systems (Kirkilionis [8]) are of interest even in the context of ordinary
differential equations. Finally, this class of comparison principles has a computational ad-
vantage, since the candidates for “comparison equations” are accessible to a constructive
approach.
In the first section of the paper we will state the most general comparison principle for
the given setting, and then derive some known comparison theorems, including Kamke’s
principle. In the second section we discuss examples and applications.
1. Comparison systems
The comparison results to be discussed in this section are based on a positive invariance
criterion for ordinary differential equations. Let I ⊆ R be an open interval, V ⊆ Rn an
open, nonempty and connected set, and q : I × V → Rn a continuous map that is locally
Lipschitz in x . We call a subset Y of V positively invariant for the differential equation x˙ =
q(t, x) if for every point y ∈ Y and every t0 ∈ I the solution z(t) of the initial value problem
x˙ = q(t, x), x(t0) = y , satisfies z(t) ∈ Y for all t  t0 in the maximal existence interval.
(For autonomous equations this is the standard definition.) The proof of the following result
is a simple modification of familiar arguments; see, for instance, Smith and Waltman [19,
Appendix B, Proposition B.7].
Lemma 1.1. Let x˙ = q(t, x) be given, and let µ1, . . . ,µr be linear forms on Rn such that
W := {x ∈ Rn: µ1(x) > 0, . . . ,µr(x) > 0}∩ V
is nonempty. Then W (as well as its closure W) is positively invariant for x˙ = q(t, x) if and
only if the following holds: for all (t∗, x∗) ∈ I ×V such that x∗ ∈ W¯ , and all j ∈ {1, . . . , r}
such that µj (x∗) = 0, the inequality µj(q(t∗, x∗)) 0 is satisfied.
Let us introduce some objects and fix notation for the rest of this section. As above,
we assume that I is an open and nonempty interval in R. Moreover let U ⊆ Rn be open,
nonempty and connected, and f : I ×U → Rn a continuous map which is locally Lipschitz
in x . We will consider the ordinary differential equation
x˙ = f (t, x). (∗)
M. Kirkilionis, S. Walcher / J. Math. Anal. Appl. 299 (2004) 157–173 159The objective is to obtain a comparison system for (∗), by which we understand an equation
v˙ = g(t, v) on I ×U∗ ⊆ I ×Rm (with right-hand sides satisfying analogous continuity and
Lipschitz conditions), with the property that a set of initial inequalities (at any t0 ∈ I ) be-
tween a fixed collection of solution components of (∗) and of v˙ = g(t, v) will be preserved
for all t > t0.
For each i ∈ {1, . . . , n} let K+i and K−i be (possibly empty) subsets of {1, . . . ,m}, and
at least some K+i or K
−
i is assumed to be nonempty. The indices in K
+
i are designated to
provide upper estimates for the ith entry of a solution of (∗), and the indices in K−i are
designated to provide lower estimates for this entry. We do not require each element of
{1, . . . ,m} to occur in some K±i (whence some components of a solution of v˙ = g(t, v)
may be irrelevant for estimates); on the other hand, some components of a solution of
v˙ = g(t, v) may occur more than once in estimates. (There seems to be no reason for more
restrictive assumptions a priori, although properties of Eq. (∗) itself will generally exclude
some combinations of designated indices. In most of the following applications we will
require that K+i ∩ K+ = K−i ∩ K− = ∅ for all (i, ) with i = , and K+i ∩ K− = ∅ for all
(i, ), thus each component of a solution of v˙ = g(t, v) occurs at most once in estimates.
For each i ∈ {1, . . . , n}, set µij (x, v) := vj − xi whenever j ∈ K+i , and µij (x, v) :=
xi − vj whenever j ∈ K−i . Finally, for given U we require that
W∗ := {(x, v) ∈ U × U∗: all µij (x, v) > 0} = ∅.
This is a natural requirement in view of the designation of indices.
It is now a simple observation that comparison principles (in this given setting) can be
restated as positive invariance conditions for a suitable product system.
Theorem 1.2. Let (∗) and the differential equation v˙ = g(t, v) be given, and let assump-
tions and notation be as above. Then the following are equivalent:
(i) Given any solution y(t) of (∗) and any solution w(t) of v˙ = g(t, v), if the inequalities
µij (y(t0),w(t0)) 0 hold for all (i, j) with i ∈ {1, . . . , n} and j ∈ K+i ∪K−i at some
t0 ∈ I then the inequalities µij (y(t),w(t))  0 hold for all (i, j) with i ∈ {1, . . . , n}
and j ∈ K+i ∪ K−i , at all t ∈ I with t  t0.
(ii) Given any solution y(t) of (∗) and any solution w(t) of v˙ = g(t, v), if the inequalities
µij (y(t0),w(t0)) > 0 hold for all (i, j) with i ∈ {1, . . . , n} and j ∈ K+i ∪K−i at some
t0 ∈ I then the inequalities µij (y(t),w(t)) > 0 hold for all (i, j) with i ∈ {1, . . . , n}
and j ∈ K+i ∪ K−i , at all t ∈ I with t  t0.
(iii) The set W∗ (as well as its closure) is positively invariant for the product system
x˙ = f (t, x), v˙ = g(t, v)
on U × U∗.
(iv) For every i ∈ {1, . . . , n} and all t ∈ I the following is true: For each j ∈ K+i one has
gj (t, v) − fi(t, x) 0 whenever (x, v) ∈ W∗ and vj − xi = 0, and for each j ∈ K−i
one has fi(t, x) − gj (t, v) 0 whenever (x, v) ∈ W∗ and xi − vj = 0.
Proof. The equivalence of (ii) and (iii) is obvious, and the remaining assertions follow
then from (1.1). 
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given a more explicit form. For instance, in the setting of McNabb’s comparison theorem
(see [14], in particular Eqs. (3.1) and (3.2)) one has U∗ = U × U , v = (x¯, x) ∈ Rn × Rn,
and the linear forms in question are (with suitable relabeling) νi(x¯ − x) = x¯i − xi and
νi(x − x) = xi − xi (1 i  n). Letting g = (g¯, g), condition (iv) translates into
g¯i (t, x¯, x) sup
{
fi(t, x): x¯i = xi  xi, x¯j  xj  xj , all j = i
}=: f+i (t, x¯, x),
g i(t, x¯, x) inf
{
fi(t, x): x¯i  xi = xi, x¯j  xj  x j , all j = i
}=: f −i (t, x¯, x)
for all i , using McNabb’s notation. Thus, we have recovered McNabb’s result, and also
verified that it is the best possible in the chosen setting.
In view of applications it turns out that certain restrictive comparison principles are
of interest, since a compromise has to be found between generality and applicability in
concrete situations. Thus, all the following comparison results are easy consequences of
Theorem 1.2, but useful in their own right.
We fix some notation. For x ∈ U and i, j ∈ {1, . . . , n} we define νi(x) := xi (the ith
coordinate map), and
αij (x) := inf
{
νj (y): y ∈ U and νi(y) = νi(x)
}
,
ωij (x) := sup
{
νj (y): y ∈ U and νi(y) = νi(x)
}
.
Thus αij (x) is the infimum of all j th coordinates of points in U having the same ith
coordinate as x (this exists in R ∪ {−∞}), and ωij (x) is the corresponding supremum
(in R ∪ {∞}). Inequalities of vectors and vector-valued functions are always understood
componentwise.
The first comparison result we state can be found in Smoller [20].
Proposition 1.4. Let (∗) and the differential equation x˙ = g(t, x) be given on I ×U . Then
the following two conditions are equivalent:
(i) For each pair (t0, y), (t0, y¯) with t0 ∈ I and y, y¯ ∈ U , the inequality y  y¯ implies
z(t) z¯(t) for all t  t0, where z˙ = f (t, z), z(t0) = y , and ˙¯z = g(t, z¯), z¯(t0) = y¯ .
(ii) For all i ∈ {1, . . . , n} the inequality
gi(t, x¯1, . . . , x¯i−1, xi, x¯i+1, . . . , x¯n) fi(t, x1, . . . , xi−1, xi, xi+1, . . . , xn) (†)
holds whenever x¯j  xj for all j = i .
Proof. Use Theorem 1.2 with the linear forms




fi(t, ξ1, . . . , ξi−1, xi, ξi+1, . . . , ξn): αij (x) < ξj < xj for j = i
}=: f +i (t, x),
inf
{
gi(t, ξ1, . . . , ξi−1, xi, ξi+1, . . . , ξn): xj < ξj < ωij (x) for j = i
}=: g−(t, x)i
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g−i take values in R ∪ {±∞}. Then the inequalities (†) are obviously equivalent to
f +i (t, x) gi(t, x)
and to
fi(t, x) g−i (t, x)
for all t and x . These conditions are not only sufficient but also necessary. Of course this
does not imply that the estimates thus obtained are always useful or satisfactory.
A direct consequence of (1.5) is the following version of Kamke’s [7] classical compar-
ison theorem.
Corollary 1.6. For all pairs (i, j) with i = j suppose that fi or gi is an increasing function
of the j th coordinate (with t and the other xk , k = j , being fixed). If f (t, x) g(t, x) for
all points then the conditions of (1.4) are fulfilled.
Thus, cooperativity of f or g is a sufficient but not a necessary condition for such a com-
parison theorem to hold between two differential equations. But cooperativity is necessary
in the important special case f = g. Moreover, for given f the first set of inequalities in
Remark 1.5 must be satisfied for vector fields that yield upper estimates, and each func-
tion f+i is increasing in every xj with j = i . Therefore the corresponding vector field is
cooperative provided that it is continuous. In this sense, cooperativity does play a crucial
role in comparison principles. Concerning special qualitative properties of cooperative and
competitive systems see the classical paper by Hirsch [3], Smith’s monograph [18], and
the recent mini-review [4] by Hirsch and Smith.
There is a variant of Kamke’s comparison theorem for certain mixed quasimonotone
systems (which also follows from Smoller [20]); see Lakshmikantham and Leela [12].
The crucial difference lies in the choice of the order cone as a coordinate orthant other
than Rn+; see also Smith [18, Chapter 3, §5], and an application to population dynamics in
Smith [17]. Smoller [20, Chapter 14, §C], actually proves a version of (1.4) for reaction–
diffusion equations with an arbitrary coordinate orthant as order cone.
Vector fields for upper estimates do not necessarily exist, since the supremum defining
f +i (t, x) may be +∞. Also, f+i may not be continuous even if it has values in R. (It is easy
to find examples on a nonconvex set U .) On the other hand, Smoller [20] shows Lipschitz
continuity of the f +i provided that the fi are Lipschitz continuous, and the system can
be restricted to a positively invariant set which is contained in a compact n-dimensional
interval.
Next we discuss a special comparison principle concerned with simultaneous upper and
lower estimates. This is motivated by work on reaction–diffusion systems with mixed-
quasimonotone reaction terms; see Kirkilionis [8]. More notation is necessary here.
Call a linear map π : Rn → Rn a coordinate projection if its matrix is of the form
diag(θ1, . . . , θn), with each θi ∈ {0,1}. In other words, π(x) is a vector whose ith en-
try equals either 0 or xi , for all i . The special coordinate projection sending x to
(0, . . . ,0, xi,0, . . . ,0) will be denoted by πi .
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each k ∈ {1, . . . , n} let π+k and π−k be coordinate projections such that
π+k + π−k + πk = id.
Then the following are equivalent:
(i) For each t0 ∈ I and each triple (y, y, y¯) of points in U the inequalities y  y  y¯
imply that
z(t) z(t) z¯(t) for all t  t0,
where z˙ = f (t, z), z(t0) = y , and (z(t), z¯(t)) solves the system
˙¯xi = gi
(
t, π+i (x¯) + π−i (x) + πi(x¯)
)
(1 i  n),
x˙i = hi
(
t, π+i (x¯) + π−i (x) + πi(x)
)
(1 i  n)
with initial value (y¯, y).
(ii) For all i ∈ {1, . . . , n}, t ∈ I , and x, x¯, x ∈ U the inequalities
gi
(





t, π+i (x¯) + π−i (x) + πi(x)
) (††)
hold whenever π+i (x¯) π
+





Proof. Use Theorem 1.2 with the linear forms
µ1(x¯, x, x) = x¯1 − x1, . . . ,µn(x¯, x, x) = x¯n − xn,
µn+1(x¯, x, x) = x1 − x1, . . . ,µ2n(x¯, x, x) = xn − xn. 
Comparing this to McNabb’s [14] result, one sees that Proposition 1.7 is more restric-
tive since gi cannot depend on both x¯j and xj . But this restrictiveness frequently yields
comparison systems that are easier to work with.
As in Remark 1.5 we give equivalent versions of the conditions (††) above. Clearly these
conditions depend on the coordinate projections. First observe that for each pair (i, j) of
different indices one has
either π+i πj (x) = πj (x) or π−i πj (x) = πj (x).
(This follows directly from π+i + π−i + πi = id.) Now set
Lij (x) :=
{ ]αij (x), xj [ if π+i πj (x) = πj (x),




fi(t, ξ1, . . . , ξi−1, xi, ξi+1, . . . , ξn): ξj ∈ Lij (x) for j = i
}=: f+i (t, x),
inf
{
fi(t, ξ1, . . . , ξi−1, xi, ξi+1, . . . , ξn): ξj ∈ Lij (x) for j = i
}=: f−(t, x).i
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equivalent to the set of inequalities
f +i (t, x) gi(t, x) and f
−
i (t, x) hi(t, x)
for all (t, x) ∈ I × U , and all i .
Remark 1.9. Mixed quasimonotone systems play a special role in the comparison prin-
ciple from Proposition 1.7, since all f+i and f
−
i are mixed quasimonotone. Indeed, if
π+i πj = πj then f +i is increasing in xj and f−i is decreasing in xj , and monotonicity
properties are reversed in case π−i πj = πj . However, Proposition 1.7 is definitely weaker
than Proposition 1.4 since it does not lead to monotonicity properties of systems with arbi-
trary mixed quasimonotone right-hand side. Obviously the class of mixed quasimonotone
systems is quite large. It includes, for example, all autonomous linear differential equa-
tions and all autonomous Volterra–Lotka equations (see Hofbauer and Sigmund [5]). Thus
one cannot expect qualitative properties that are similar in strength to the properties of
cooperative systems.
Example 1.10. Consider autonomous comparison systems for a parameter-dependent fam-
ily of differential equations
x˙ = f (t, λ, x)
defined on I ×Λ×U , with U ⊆ R2, Λ ⊆ Rm, f continuous in (t, x) and locally Lipschitz
in x .
Out of four possible choices, let the coordinate projections be defined by π+1 (x) =












Let gi , hi be functions of x such that
g1(x1, x2) sup
{










f2(t, λ, ξ, x2): λ ∈ Λ, ξ  x1},
h2(x1, x2) inf
{




˙¯x1 = g1(x¯1, x2), ˙¯x2 = g2(x¯1, x¯2),
x˙1 = h1(x1, x2), x˙2 = h2(x¯1, x2),
is a comparison system in the sense of Proposition 1.7 for each equation in the given family.
(Again, the conditions are optimal in the sense of Remark 1.5.)
Note that there is a two-dimensional subsystem for x¯1 and x2, which is a comparison
system in the sense of Proposition 1.4 with the order cone given by x1  0 and x2  0. An
analogous observation also holds for the other combinations of coordinate projections in
dimension two.
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tion 1.4 with consideration of all possible orthants as order cones. First, Proposition 1.7
yields both upper and lower estimates for all coordinates, and second there are n · 2n−1
possible combinations of coordinate projections, compared to 2n orthants, in dimension n.
We now turn to a yet more general comparison theorem in the setting of entry-wise
estimates by solutions of another differential equation. This will include Propositions 1.4
and 1.7 as special cases. (A separate statement of these seemed appropriate in view of their
relevance.) This comparison principle will involve upper or lower estimates for some, but
not necessarily all, entries of a solution of Eq. (∗).
We keep the notion of coordinate projections as introduced above, and also the special
coordinate projection πk .
Fix subsets N+,N− of {1, . . . , n} such that N := N+ ∪ N− is nonempty, with N =
{i1, . . . , i}. The comparison system will be constructed to provide upper estimates for the
entries with indices in N+, and lower estimates for the entries with indices in N−. (Note
that N+ or N− may be empty. In the situation of Proposition 1.4 we have N+ = {1, . . . , n}
and N− = ∅, while N+ = N− = {1, . . . , n} in the scenario of Proposition 1.7.) We also
introduce the map






induced by N , and analogously defined maps τ+, induced by N+, respectively, τ−, in-
duced by N−, provided that the corresponding set is not empty.
The choice of coordinate projections is subject to certain restrictions in the given set-
ting, since some indices in N may be available only for upper (respectively, only for lower)
estimates, depending on the choice of N+ and N−. Taking this into account we call coor-
dinate projections π+i and π−i (i ∈ N ), with π+i + π−i + πi = id, admissible with respect
to (N+,N−) if the following conditions hold:
πjπ
+
i = πj if j ∈ N+ \ N−,
πjπ
−
i = πj if j ∈ N− \ N+.
Again, the following result is an easy consequence of Theorem 1.2, and again it should be
emphasized that the inequalities it provides are both necessary and sufficient for a compar-
ison principle to hold.
Proposition 1.12. Let (∗) be given, and N+, N−, N , and τ as above. For every k ∈ N let
π+k and π
−
k be admissible coordinate projections such that
π+k + π−k + πk = id.
For each i ∈ N+ let a function gi : I × τ (U) → R be given, and for each j ∈ N− let a
function hj : I × τ (U) → R be given. Then the following are equivalent:
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i ∈ N+) and yj  yj (all j ∈ N−) imply that for all t  t0,
z¯i (t) zi(t) (all i ∈ N+), zj (t) zj (t) (all j ∈ N−),












π+j (x¯) + π−j (x) + πj (x)
))
(j ∈ N−)
on I × τ+(U) × τ−(U) with initial values y¯i and yj .





π+i (x¯) + π−i (x) + πi(x)
))
 fi(t, x)
holds; and for all j ∈ N−, t ∈ I , and x, x¯, x ∈ U the inequality




π+j (x¯) + π−j (x) + πj (x)
))
holds, whenever x¯k  xk for all k ∈ N+ and xp  xp for all p ∈ N−.
Example 1.13. To illustrate Proposition 1.12, consider the case n  3, N+ := {1,2} and
N− := {2,3}, hence τ (x) = (x1, x2, x3). Thus the first entry is available only for upper
estimates, and the third only for lower estimates. Therefore the matrices of admissible
coordinate projections are necessarily of the form
diag(1,∗, . . . ,∗) for π+i , i ∈ {2,3},
diag(∗,∗,1,∗, . . . ,∗) for π−i , i ∈ {1,2}.
(Incidentally one sees that the entries with indices > 3 in these matrices are not rel-
evant for the comparison principle.) In particular, π+2 necessarily has a matrix of type
diag(1,0,0, . . .), and π−2 necessarily has a matrix of type diag(0,0,1, . . .). Also, the ma-
trix of π−1 is necessarily of the form diag(0,∗,1, . . .).
Essentially there are four possible choices; one of them is
π+1 with matrix diag(0,0,0,∗, . . . ,∗),
π−1 with matrix diag(0,1,1,∗, . . . ,∗),
π+3 with matrix diag(1,1,0,∗, . . . ,∗),
π−3 with matrix diag(0,0,0,∗, . . . ,∗).
This yields a comparison system
˙¯x1 = g1(t, x¯1, x2, x3), ˙¯x2 = g2(t, x¯1, x¯2, x3),
x˙2 = h2(t, x¯1, x2, x3), x˙3 = h3(t, x¯1, x¯2, x3),
provided that the inequalities given in Proposition 1.12 hold; e.g.,
g2(t, x¯1, x2, x3) f2(t, x)
whenever x¯1  x1 and x3  x3; and three similar conditions.







f2(t, ξ1, x2, ξ3, . . . , ξn): ξ1  x1, ξ3  x3,
ξj arbitrary for i > 3
}
,





whenever j /∈ N .
One reason for introducing Proposition 1.12 is to get comparison principles even if some
of the f+i or f
−
i in Propositions 1.4 or 1.7 do not have values in R. (In the illustrative
example above, the chosen strategy may work even if the functions f−1 and f
+
3 defined
by Remark 1.8 are unbounded.) In applications the procedure will usually start with an
investigation of estimates, and then possible comparison systems will be considered.
Remark 1.14. The quality of the estimates (and possibly the existence of comparison sys-
tems) clearly depends on the αij (x) and ωij (x). (Note that Smoller’s result [20] relies on
strong assumptions in this respect.) A priori information about certain positively invariant
subsets, if available, may improve the estimates, and this may open the way to an iterative
procedure.
Finally, let us note that a generalization to comparison theorems involving arbitrary
order cones (not just orthants) is possible. See Kunze and Siegel [9–11], and Walcher [22]
for a discussion of equations that are cooperative with respect to an arbitrary order cone,
and some relevant examples. A general discussion will not be given in the present paper,
however.
2. Some examples and applications
In this section we introduce and discuss some relevant examples, to illustrate both the
scope and the limitations of comparison principles.
2.1. Linear compartmental systems in dimension two
Compartmental systems (and in particular linear compartmental systems) occur fre-
quently in connection with models in biology and ecology; see, for instance, Anderson [1]
and Jacquez and Simon [6]. By definition, a two-dimensional linear compartmental system
is of the form
x˙1 = −(r1 + d21)x1 + d12x2 + b1,
x˙2 = d21x1 − (r2 + d12)x2 + b2
with nonnegative coefficients ri , dij , bi that may depend on time and parameters. Only the
positive orthant of R2 will be of interest here. Autonomous linear compartmental systems
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dependence (which is likely to occur in practical applications) makes the analysis definitely
harder. We will make use of Example 1.10, starting from the following basic assumptions:
There are nonnegative constants ri, dij , bi and r¯i , d¯ij , b¯i such that
ri  ri  r¯i , dij  dij  d¯ij , bi  bi  b¯i
for all indices, and all time and parameter values. Moreover we assume
r1 > 0, d12 > 0.
(In applications, this may represent a system where the various inflow, transport and
degradation rates vary, or are only known to lie, within certain bounds. The additional
assumption ensures the exclusion of some pathological cases.)
Let us first note that a direct application of Proposition 1.4 may be of little use here: In
the notation of Remark 1.5,
f +1 (x) = −(r1 + d21)x1 + d¯12 + b¯1,
f +2 (x) = d¯21x1 − (d12 + r2)x2 + b¯2.
The autonomous upper comparison system with gi = f+i (which is the best possible, ac-
cording to Proposition 1.4) will in general have unbounded solutions, due to a positive
eigenvalue of the corresponding matrix, even though the original system has only bounded
solutions.
A direct application of Proposition 1.7 is also problematic, since only the choice π−1 =
π−2 = 0 yields a comparison system, with the same upper estimate as above. Here an initial
upper estimate is needed, and one can be found as follows.
There are constants α, θ with 0 < α < 1 and θ > 0 such that
d
dt
(αx1 + x2)−θ(αx1 + x2) + (αb¯1 + b¯2) (∗)
and therefore the subset of the positive orthant defined by
αx1 + x2 K := (αb¯1 + b¯2)/θ
is positively invariant for the equation. To verify this assertion, note
d
dt
(αx1 + x2) =
(−αr1 + (1 − α)d21)x1 + ((α − 1)d12 − r2)x2 + (αb1 + b2).
Hence the coefficients of both x1 and x2 are negative provided that 0 < α < 1 and
α




which can be satisfied.
In the following we will restrict attention to the positively invariant set given by
αx1 + x2  K . One sees that using Proposition 1.4, as well as Proposition 1.7 for π−1 =
π−2 = 0, gi = f +i still yields the same equation. Let us look at the case π−1 = π+2 = 0. The
comparison system with f+ or f − (as applicable) isi i
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˙¯x2 = −(r2 + d12 + d21/α)x¯2 + d¯21K/α + b¯2,
x˙1 = −(r¯1 + d¯21)x1 + b1,
x˙2 = d21x1 − (r¯2 + d¯12)x2 + b2.
In this system the componentwise upper estimates are bounded, and will in general
improve the estimates
x1 K/α, x2 K
obtained directly from (∗) and nonnegativity. There are yet other coordinate projections,
and combination and iteration of comparison systems will generally improve estimates.
A related (but different) approach for general linear compartmental systems is given in
Lasser and Walcher [13].
2.2. A resource–consumer system
There are various types of resource–consumer systems, for instance the chemostat (see
Smith and Waltman [19]) or predator–prey systems (see, e.g., Murray [16], Hofbauer and
Sigmund [5], and references therein). We will discuss a rather general system with one
resource and two consumers, and illustrate how comparison systems may provide bound-
edness and persistence results. The system (on the positive octant of R3) is as follows:
x˙0 = γ (x0) − ρ1(x0, x1) − ρ2(x0, x2),
x˙1 = σ1(x0, x1) − τ1(x1),
x˙2 = σ2(x0, x2) − τ2(x2).
We make the following assumptions (in addition to Lipschitz continuity):
• γ (x0) > 0 for all x0 near 0, and γ (x0) < 0 for all sufficiently large x0.
• The ρi and σi are nonnegative, have value 0 whenever one of the arguments equals 0,
and are increasing in both arguments. Moreover there exist positive constants βi such
that the inequalities
σi(x0, xi) βi · xi
hold. (This amounts to a limitation of the growth rate even if the resource is abundant.)
• The τi are nonnegative with τi(0) = 0 and
τi(xi)/xi → ∞ as xi → ∞.
(This may be interpreted as including additional competition beyond the exploitative
competition for the resource. The standard chemostat model does not satisfy this, but
many resource–consumer systems do.)
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f +0 (x) = γ (x0),
f +1 (x) = σ1(x0, x1) − τ1(x1),
f +2 (x) = σ2(x0, x2) − τ2(x2),
and the comparison system
˙¯x0 = γ (x¯0),
˙¯x1 = σ1(x¯0, x¯1) − τ1(x¯1),
˙¯x2 = σ2(x¯0, x¯2) − τ2(x¯2)
for upper estimates. Boundedness follows easily; e.g., one has
σi(x0, xi) − τi(xi) βi · xi − τi(xi) < 0
for sufficiently large xi .


















to obtain persistence results. From Proposition 1.7 and Remark 1.8 one gets
f +0 (x) = γ (x0),
f −0 (x) = γ (x0) − ρ1(x0, x1) − ρ2(x0, x2),
f −1 (x) = σ1(x0, x1) − τ1(x1),
f −2 (x) = σ2(x0, x2) − τ2(x2),
and moreover one can choose
g1(x) = β1 · x1 − τ1(x1) f +1 (x),
g2(x) = β2 · x2 − τ2(x2) f +2 (x)
to arrive at the comparison system
˙¯x0 = γ (x¯0),
˙¯x1 = β1 · x¯1 − τ1(x¯1),
˙¯x2 = β2 · x¯2 − τ2(x¯2),
x˙0 = γ (x0) − ρ1(x0, x¯1) − ρ2(x0, x¯2),
x˙1 = σ1(x0, x1) − τ1(x1),
x˙2 = σ2(x0, x2) − τ2(x2).
This system can be solved successively from the top down. Using results on asymptoti-
cally autonomous equations (see Thieme [21]) one obtains persistence when this system
has a stationary point in the open positive orthant. The conditions for the existence of
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Monod terms. Of course, one will not obtain necessary and sufficient conditions for per-
sistence in this way, but the point is that one gets sufficient conditions in a straightforward
manner. Obviously the monotonicity requirements on the ρi and σi can be replaced by
weaker conditions. From the viewpoint of population models one sees that the competitive
exclusion principle, which is known to hold for the chemostat (see [19]) is not always sat-
isfied, and depends critically on the nature of the competition. In the case of the chemostat,
the exclusion principle rests on the linearity of the uptake functions in x1 and x2.
2.3. Mixed quasimonotone systems
For a mixed quasimonotone system x˙ = f (t, x) it is possible to obtain a more complete
picture with regard to comparison systems.
For i ∈ {1, . . . , n} let (πi,π+i , π−i ) be a system of coordinate projections such that πi +
π+i + π−i = id. We say that an index j = i matches this system if
either π+i πj = πj and fi is increasing in xj ,
or π−i πj = πj and fi is decreasing in xj .
Define coordinate projections πi , π˜+i , π˜−i by the property that
π˜+i πj = πj if and only if j matches the given system.
(There is some ambiguity when fi does not depend on xj , but this is irrelevant for the
following considerations.) With these notations we get
f +i (t, x) = sup
{
fi(t, ξ1, . . . , ξi−1, xi, ξi+1, . . . , ξn): ξj ∈ Lij
}
= sup{fi(t, πi(x)+ π˜+i (x)+ π˜−i (ξ)): all ξj ∈ ]αij (x),ωij (x)[}
and furthermore




t, πi(x) + π˜−i (x) + π˜+i (ξ)
)





(This implies that f+i and f −i will generally depend on fewer variables: the matching
variables for f+i and the non-matching variables for f
−
i .) To verify this characterization
of f+i and f
−
i , one just has to note, for instance,
fi
(




t, πi(x)+ π˜+i (x)+ π˜−i (ξ)
)
whenever all ξj ∈ Lij (x).
If every index j = i matches the system (πi,π+i , π−i ) then f+i = fi ; on the other hand
f −i = fi if no index matches the system (πi,π+i , π−i ). But in general one will not ob-
tain a comparison system analogous to Proposition 1.4 for some orthant as an order cone.
This will occur only if the system is in fact cooperative with respect to such a cone; see
Smith [18]. Yet one will obtain such comparison systems by choosing, for instance, π−i = 0
for all i . We note that any comparison system provided by Proposition 1.12, depending on
N+ and N−, is also easy to determine.
Let us consider one illustrative example in dimension three. For sake of simplicity, as-
sume that there is a positively invariant set contained in an interval αi < xi < ωi . Assuming
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, π+3 = 0.
According to Proposition 1.7 one has the comparison system
˙¯x1 = f1(x¯1, x¯2, x¯3),
˙¯x2 = f2(x1, x¯2, x¯3),
˙¯x3 = f3(x1, x2, x¯3),
x˙1 = f1(x1, α2, α3),
x˙2 = f2(ω1, x2, α3),
x˙3 = f3(ω1,ω2, x3).
A comparison system in the sense of Proposition 1.4 is obtained by setting all π−i = 0,
and one gets
˙¯x1 = f1(x¯1, x¯2, x¯3),
˙¯x2 = f2(α1, x¯2, x¯3),
˙¯x3 = f3(α1, α2, x¯3).
Specifically, consider the following Volterra–Lotka system which may be viewed as
modelling a food chain (with additional food sources for each species):
x˙1 = x1(−γ11x1 + γ12x2 + γ13x3 + β1),
x˙2 = x2(−γ21x1 − γ22x2 + γ23x3 + β2),
x˙3 = x3(−γ31x1 − γ32x2 − γ33x3 + β3).
Here γij and βi are assumed to be positive constants. The octant R3+ is positively invariant
for this system, so we may take all αi = 0 and ωi = ∞. The comparison system for upper
estimates is
˙¯x1 = x¯1(−γ11x¯1 + γ12x¯2 + γ13x¯3 + β1),
˙¯x2 = x¯2(−γ22x¯2 + γ23x¯3 + β2),
˙¯x3 = x¯3(−γ33x¯3 + β3).
This system shows boundedness of all solutions (again, the easiest way is to invoke
Thieme [21]), and one actually gets the existence of a finite positively invariant interval
0  xi  ω∗i , i ∈ {1,2,3}. Considering those coordinate projections with no matching in-
dex, one obtains the comparison system
˙¯x1 = x¯1
(−γ11x¯1 + γ12ω∗2 + γ13ω∗3 + β1),
˙¯x2 = x¯2
(−γ22x¯2 + γ23ω∗3 + β2),
˙¯x3 = x¯3(−γ33x¯3 + β3),
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x˙2 = x2(−γ21x1 − γ22x2 + γ23x¯3 + β2),
x˙3 = x3(−γ31x1 − γ32x2 − γ33x3 + β3).
Under suitable circumstances (and again using Thieme [21]) this will provide persistence
results, and clearly both boundedness and persistence arguments can be carried over to the
nonautonomous or parameter-dependent situation. (Other coordinate projections may also
be useful to deal with these questions.) Let us compare this with the system derived from
McNabb’s [14] theorem. Here one gets
˙¯x1 = x¯1(−γ11x¯1 + γ12x¯2 + γ13x¯3 + β1),
˙¯x2 = x¯2(−γ21x1 − γ22x¯2 + γ23x¯3 + β2),
˙¯x3 = x¯3(−γ31x1 − γ32x2 − γ33x¯3 + β3),
x˙1 = x1(−γ11x1 + γ12x2 + γ13x3 + β1),
x˙2 = x2(−γ21x¯1 − γ22x2 + γ23x3 + β2),
x˙3 = x3(−γ31x¯1 − γ32x¯2 − γ33x3 + β3).
This example supports a general statement made earlier: McNabb’s comparison system
will yield sharper estimates, but in general is more complicated.
Of course, any approach via comparison systems does not automatically provide bound-
edness or persistence for general Volterra–Lotka systems. As emphasized above, there are
limitations. But the examples show that certain comparison systems are relatively easy to
handle in practical applications, and the method is capable of yielding nontrivial informa-
tion about complicated systems of differential equations.
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