A ber optic ring network, such as Fiber Distributed Data Interface (FDDI), can be operated over multiple wavelengths on its existing ber plant consisting of point-to-point ber links. Using wavelength division multiplexing (WDM) technology, FDDI nodes can be partitioned to operate over multiple subnetworks, with each subnetwork operating independently on a di erent wavelength, and inter-subnetwork tra c forwarding performed by a bridge. For this multi-wavelength version of FDDI, which we refer to as Wavelength Distributed Data Interface (WDDI), we examine the necessary upgrades to the architecture of a FDDI node, including its possibility to serve as a bridge. The main motivation behind this study is that, as network tra c scales beyond (the single-wavelength) FDDI's information-carrying capacity, its multi-wavelength version, WDDI, can gracefully accommodate such tra c growth. A number of design choices exist in constructing a good WDDI network. Speci cally, we investigate algorithms using which, based on prevailing tra c conditions, partitioning of nodes into subnetworks can be performed in an optimized fashion. Our algorithms partition the nodes into subrings, such that the total tra c ow in the network and/or the network-wide average packet delay is minimized.
Introduction
Consider a ber optic ring network, such as Fiber Distributed Data Interface (FDDI) 1]. FDDI nodes are connected via point-to-point ber links to form a ring. Each link is operated at a single wavelength of 1300 nm, at a data rate of 100 Mbps (actually, the link rate is 125 Mbps; however, by employing 4B/5B coding, the e ective data rate is 100 Mbps). FDDI's dual counter-rotating rings provide reliability, recon gurability, and real-time fault detection.
Emerging applications such as multimedia communications, medical imaging, and a proliferation of high-performance color-graphics workstations indicate that these services will soon overwhelm FDDI's information-carrying capacity. Therefore, an extremely desirable characteristic in FDDI (and in any other network) would be its ability to be upgraded and expanded on demand.
Fortunately, developments in lightwave technology, particularly in the area of wavelength-division multiplexing (WDM), serve as a strong basis for providing growth capability in an existing FDDI network (as well as in most other ber-based networks). The objective is to preserve as much of the FDDI standard (hardware and software) as possible, while o ering enhanced capability through low-cost WDM devices 1 . Speci cally, this is done by segmenting the huge bandwidth capability of a single strand of ber in its low loss window (nearly 30 THz) into a number of non-overlapping wavelength channels (say W), each operating at whatever rate one desires 2, 3, 4, 5, 6, 7] , e.g., at FDDI rate in order to preserve as much compatibility with the FDDI standard as possible. Although, theoretically, W can be very high, practical considerations such as channel spacing for reduced crosstalk, availability of suitable optical sources, cost, etc. limit W to a few tens. Now, by employing WDM, two neighboring FDDI nodes, which are attached via a physical point-to-point ber link, can essentially consider themselves to be connected via W logical channels. Systemwide, therefore, each of the two counter-rotating rings of FDDI can be represented via W logical subrings. We refer to this multiple-wavelength version of FDDI as Wavelength Distributed Data Interface (WDDI) 8]. In the sequel, we consider only one of the physical rings since the other ring direction in FDDI is activated only during recon guration.
Out of the W channels now passing through a node's interface, a node can be made to logically exist on a subset m (1 m W) of these channels (subrings). For example, if we have a 7-node ring network with W = 2, then we can have nodes 1, 3, 5, and 7 logically connected to channel 1, while nodes 2, 4, 6, and 7 are connected to channel 2. This implies that we have two subrings with nodes 1, 3, 5, and 7 on subring 1 (and operated on wavelength 1 ), and nodes 2, 4, 6, and 7 on subring 2 (and operated on wavelength 2 ), as shown in Fig. 1 . Bridging between subrings, as shown in Fig. 1 , is accommodated by having node 7, the \bridge" node, attach itself logically to both subrings; hardware cost for the bridge, of course, will be higher. In general, if some of the subrings need to be operated independently, they need not be bridged to the other subrings.
The advantage of using such a WDDI network should be clear. Due to tra c growth, if the total load o ered by the seven nodes in Fig. 1 exceeded 100 Mbps, then the FDDI network would not be able to function. However, partitioning the nodes into multiple subrings would allow multiple parallel transmissions to occur (one transmission per subring, each at 100 Mbps), so that the aggregate network capacity can well exceed 100 Mbps.
How to optimally partition the FDDI nodes into multiple subrings, given a tra c matrix, is the problem that is addressed in this paper. By optimality, one might mean keeping the cross-tra c, viz. the tra c at the bridge, at a minimum, so that not much queueing and/or processing occurs at the bridge. Another reason for keeping the cross-tra c at a minimum is to utilize the available bandwidth more e ectively, since packets that pass through the bridge traverse two rings, and therefore, use up twice as much resources as the intra-ring packets. Alternately, one might wish to equalize the ows on the subrings as much as possible in order to perform load balancing because the larger the ow is on a subring, the higher will be the packet delay for that subring. As another alternative, optimization might mean minimizing the network-wide mean packet delay by operating the ring in multiple partitions. In all of the above cases, 1 Our objective is to develop a network which is incrementally upgradable through WDM. By incremental, we mean that some subset of the nodes can be upgraded, while allowing other nodes to remain operational in their original form. Standard FDDI nodes utilize broadband (about 50 nm linewidth) LEDs operating in the 1300 nm band. Due to the wide spectral width of the LEDs, it is unlikely that additional wavelengths can be allocated in the 1300 nm band. Thus, additional wavelengths could be added in either the 850 nm band, or the 1550 nm band, or both.
we would like to demonstrate that operating the ring in multiple subrings, rather than in one large ring, would reduce the link ows and/or delays signi cantly, thereby allowing future growth capability.
In Section 2, we discuss the system architecture and state our assumptions. A few examples to further motivate the partitioning problem are illustrated in Section 3. In Section 4, we elaborate on various possible optimization criteria that may be employed for partitioning the nodes into subrings. Approaches based on tra c ow optimizations are examined in Section 5. A delay-based optimization approach is developed in Section 6, with simulated annealing used to perform the optimization. In Section 7, we compare the performance of di erent partitioning algorithms under various network conditions. Section 8 concludes the paper with a discussion of open problems.
2 System Architecture And Assumptions (Model)
We make the following assumptions about the system architecture.
1. N+1 nodes are connected via point-to-point bers to form a physical ring. The nodes are numbered 1, 2, ... , N+1. The (N+1)-th node serves as a bridge. 2. Each point-to-point ber connects two adjacent nodes, and it consists of W parallel (and unidirectional) WDM channels, numbered 1, 2, ... , W. and one tunable lter, while the (N+1)-th node (which will serve as the bridge node) is equipped with W xed-tuned transmitters and W xed-tuned receivers, one for each channel 4 . Also, if the tra c ows between nodes are well-de ned, and their intensities are not expected to change much, then the lasers and lters at the nodes could be pre-xed to operate on particular wavelengths, based on the optimization studies conducted in this work. The system cost will now be lower, but it will lack the exibility to recon gure itself as the tra c demands change. 4 . Node interface at a non-bridge node (see Fig. 2 ): Information on the incoming ber is rst demultiplexed into the W wavelengths. If this node has both its transmitter and receiver tuned to the same wavelength k, then it will let all of the other wavelengths pass through its interface untouched. For wavelength k, this node will act like an add-drop multiplexer 9], as in any ring protocol. Such an interface could be implemented in several ways, with one possibility being to employ a channeldropping lter. We assume that nodes perform source removal as in the FDDI ring and IEEE 802.5 token ring, i.e., after a node transmits a packet on the ring, it is responsible for removing that packet from the ring after the packet has travelled around the ring once. Local information as well as information on the untouched wavelengths are then multiplexed back on to the outgoing ber link. Note that a node does not perform any wavelength conversion 5 . 5. Node interface at a bridge node (see Fig. 2 ): After demultiplexing the information from di erent wavelengths on the incoming ber, each wavelength is treated with an add-drop multiplexer, and all wavelengths are then multiplexed back on to the outgoing ber. (A similar strategy has been 2 Note that if W equals N, we can have one node per subring, and the system equivalently becomes a star architecture. However, to operate like a star, the bridge node must be able to process packets N times faster than a non-bridge node. 3 Standard FDDI nodes have wideband (50 nm linewidth) LEDs operating in the 1300 nm band, so upgraded FDDI nodes could be equipped with tunable lasers operating in the 800 nm or 1550 nm bands since not much spacing would be available in the 1300 nm band. Also, not all FDDI nodes need to be upgraded, although our model here assumes this to be the case. 4 Alternatively, instead of overloading the bridge (as might happen above for W > 2) we can have multiple bridge nodes, with each bridge bridging anywhere from 2 to W channels. Unfortunately, this also leads to a large search space for optimization, and we dont consider it any further. 5 A node performs wavelength conversion when it receives on one wavelength and transmits on another wavelength. adopted for creating SONET self-healing ring networks 9] .) The bridge should also be equipped with memory to bu er any packets that need to be forwarded by it from one subring to the others. We assume that the bridge maintains a separate queue for each subring, to prevent head-of-the-line blocking. 6. Who runs the partitioning algorithm: Our present approach is a \static" one which requires that, when the tra c matrix changes, the new partitioning should be determined. Since the bridge node has access to all of the tra c on all subrings, it can perform the re-partitioning operation whenever required. The formulation of a dynamic recon guration approach in which all nodes participate in a distributed algorithm to perform re-partitioning is an open problem. 7. Role of the bridge node: The bridge node handles tra c from di erent subrings. Essentially, the network can be thought of a W W packet switch, interconnecting W subrings, where W is the number of wavelengths, with the bridge node acting as the packet switch. The bridge node is assumed to have an independent physical-protocol interface to each subring. For the rest of this work, we assume that the bridge node is passive, i.e., it does not generate tra c. Therefore, for purposes of models and algorithms discussed here, the network e ectively consists of N nodes.
8. Tra c model: The tra c arrival at any node i is assumed to be Poisson with rate i . We denote by l i;j , the probability that a packet at node i is destined to node j, where i, j = 1, 2, ... , N, and l i;i = 0 for all i. Thus, tra c ow from node i to node j is also Poisson with rate a ij = i l ij .
9. Additional architectural issues: Although not considered in our approach here, one should be mindful of the following characteristics (advantages) o ered by a WDM-based ring network. Some of the nodes may be operated on an independent ring, without connection to any bridge, e.g., to provide security. Similarly, one may create multiple subnetworks operating with their own partitions and bridges, but otherwise isolated from one another. In general, the rates on di erent WDM rings may be di erent. 10. Previous work on WDM ring networks: In 9], a new architecture is proposed for implementing unidirectional and bi-directional 6 self-healing ring networks 7 using WDM technology. The architecture of this network, which is a WDM-based upgrade of a conventional uni-directional self-healing ring utilizing SONET add-drop multiplexers 10], consists of N nodes generating tra c ows, and these tra c ows are directed to a single hub node (which is essentially like our bridge node). Each of the N non-bridge nodes is assigned a unique wavelength for transmission to, and reception from the hub node. In our work, the network architecture is a WDM-based upgrade of the conventional FDDI network, with the number of wavelengths independent of the number of nodes. Additional work related to that in 9] on uni-directional ring network architectures using WDM technology can be found in 11, 12, 13] . However, none of these papers address the problem of optimized partitioning, which is the main contribution of this paper.
Illustrative Examples
Before we outline our partitioning algorithms, we clarify the problem via some illustrations. Consider W = 2 and the tra c matrix, fa ij g, below. (We assume that the bridge node, node 7, does not generate tra c, and therefore, is not included in the tra c matrix.) 6 A uni-directional ring requires one ber to carry a duplex channel, while a bi-directional ring network requires two bers to carry a duplex channel. 7 A self-healing ring is a network architecture that connects a set of nodes in a physical ring topology with fault-tolerance capability to counter network component failures. 1 1 1 0 6 6 5 1 1 1 6 0 6 6 1 1 1 6 6 0 An optimal ( ow-based) partitioning will be to put nodes 1, 2 and 3 on one subring, and nodes 4, 5, and 6 on the second subring. Then, the tra c ow through each of the two subrings will be 54. And the amount of tra c forwarded through the bridge is 18. If we put all the nodes on one big ring, the total tra c ow through the ring would have been 90. So, we note that partitioning has reduced the maximum ring ow. In fact, if the capacity of each WDM channel (as well as that of the large FDDI network) was anywhere between 54 and 90, the single ring would not be able to support the loading, but the two-partition mode above will. In other words, if the ring network was FDDI, then each unit of tra c ow in this example could scale upto a maximum value of 100Mbps/90 = 1.11 Mbps for the single-ring case, while this value would be 100Mbps/54 = 1.85 Mbps for the two-partition case (for a total capacity of 166.5 Mbps). Note that the total capacity is not 200 Mbps even though that much is allocated in the ber (two rings, each at 100 Mbps). This is because the cross-tra c packets traverse both rings. Now, consider the balanced tra c matrix below. 0 3 3 3 3 3  2  3 0 3 3 3 3  3  3 3 0 3 3 3  4 3 3 3 0 3 3 5 3 3 3 3 0 3 6 3 3 3 3 3 0 The same partitioning as above, viz. nodes 1, 2, and 3 on one ring, and nodes 4, 5, and 6 on the other will yield ows of 72 on each subring, and the amount of tra c forwarded through the bridge is 54. A full ring will have the same earlier ow of 90.
As expected, skewed tra c leads to more performance improvement with partitioning { (1) it causes lower ow on the subrings and (2) it reduces the amount of processing at the bridge. These could serve as our optimization criteria for ow-based algorithms.
Optimization Criteria
The criteria we consider for partitioning the nodes into subrings fall under two categories: (a) tra c-owbased and (b) delay-based. Tra c-ow based criteria depend only the tra c ows (i.e., the tra c matrix) and do not take into account other parameters of the network, such as ber lengths, bridge processing times, etc. The latter parameters are accommodated by the delay-based criteria. We examine two tra cow-based criteria, and analyze a delay-based model for the network. We elaborate on these criteria below.
MIN-CROSS
In a WDDI network, the bridge can become a tra c bottleneck. Since the subrings connected to the bridge operate at high speeds, the bridge needs to be able to switch the packets from one ring to another very fast.
There is an opto-electronic conversion at the bridge, followed by electronic routing and a conversion back from electronic to optical domain. This imposes a delay penalty for packets that are routed via the bridge. So, the objective of the MIN-CROSS algorithm is to minimize the cross-tra c that ows the bridge.
Let S i be the set of nodes in Subring i. MIN-CROSS seeks to minimize the cross-tra c given by X i;j X x2S i ;y2S j ;i6 =j a xy where we reiterate that the tra c matrix is fa xy g; 1 x; y N.
MIN-DIFF
When we partition nodes into subrings, it might happen that some subring has a much higher tra c owing on it than other subrings. As a result, packets on the heavily-loaded subring tend to have higher delays than packets on the other subrings. To avoid this situation, we can partition the nodes such that 
Flow-Based Algorithms
In this section, we consider the complexity of, and algorithms for, the MIN-CROSS and the MIN-DIFF criteria for partitioning nodes of the WDDI network.
MIN-CROSS Algorithms
In this section, we examine the complexity and algorithms for partitioning a WDDI network into W subrings, with the optimization criterion being minimization of the tra c ow across the bridge. To reiterate, MIN-CROSS seeks to minimize the cross-tra c given by This problem can be reduced to the min-k-cut problem in graph theory, and it can be solved exactly. We model the problem as follows. An undirected weighted graph G=(V,E) represents the network, where V is the set of vertices (nodes), E is the set of edges (links), and the number of vertices jV j = N: Assume that there is an edge between each pair of vertices, i.e., the network is \fully connected". (This network is not the same as our WDDI network.) We assign weights to edges of this graph as follows. The weight on the edge between node u and node v is the sum of tra c from node u to node v and tra c from node v to node u. It is noteworthy that, if nodes u and v are on di erent subrings, then the tra c across the bridge due to nodes u and v is the sum of u-to-v tra c and v-to-u tra c, while if the nodes u and v are on the same subring, then they do not contribute to the bridge tra c at all. A W-cut of G is a set of edges R in G, such that removing those edges from G splits G into W components. The weight of a W-cut is the sum of the weights on the edges comprising the set R. We deduce that the bridge tra c is minimized when the partition forms a minimum weight W-cut of the graph G.
Lemma: The tra c forwarded by the bridge, for a W-partition of the nodes, is minimized, if the partition is the min-W-cut of the graph G. Proof: Any partition into W groups of nodes in G determines a W-cut of G. The tra c across the bridge is the weight of the W-cut and therefore the Lemma follows. The problem of nding a minimum-weight W-cut, given arbitrary W, is NP- Complete 14] .
From the above observation, therefore, we examine algorithms for nding the minimum weight W-cut of a (tra c) weighted graph G. To partition the nodes into two groups using the MIN-CROSS criterion, we can use standard maximum-ow-nding algorithms to locate the minimum 2-cut 15]. When the number of partitions W is greater than two, we can still perform the partitioning in polynomial time using a O(N W 2 ) algorithm 14]. However, this algorithm is exponential in W, and is described below 14]. The partitioning produced by the exact algorithms described above have an undesirable characteristic in that, the number of nodes in any partition is unrestricted. This may lead to partitions where some subring may have too many nodes, while others may have too few. This is illustrated in the following example. Consider a nine-node network, with the following tra c matrix, where the tra c from node i to node j, a ij , is a random value between 0 and 7. (Note that in this example, the bridge node, node 9, does not generate any tra c, and therefore, is not included in the tra c matrix.) 8 S is a subset of f1,2,...,Ng and S has m elements. f1g, Subring 2 has seven nodes f2,3,4,5,6,7,8g, and the minimized cross-tra c has value 47. The fact that one of the subrings has only one node may not be desirable, even though this partitioning minimizes the cross-tra c.
So, additionally, we may like to constrain the number of nodes in any partition. This problem, of minimizing the weight of the W-cut, while at the same time restricting the number of nodes in any partition, has been extensively researched for the two-partition case 18, 19] , and has been shown to be NP-Complete. The Kernighan-Lin algorithm 19] is a classic heuristic algorithm to solve this problem. There have been several modi cations and improvements to this algorithm. Here, we use a variant of the Kernighan-Lin heuristic adapted from 20].
Kernighan-Lin Algorithm for W=2
We are given a set of costs for each edge of the network. The problem is to partition the graph of N nodes, not including the bridge, into two sets, S 1 and S 2 , so as to minimize the total cost of the partition. The additional restriction is that the size of Subring i is upper bounded by n i for i = 1,2, such that N n 1 +n 2 .
The Kernighan-Lin heuristic uses swap as a basic operation. The swap operation exchanges nodes in di erent subrings, thereby giving rise to a new partition. The central idea behind the algorithm is to replace the search for one favorable swap by search for a favorable sequence of swaps, using the cut-cost to guide the search. Thus, a favorable sequence of k swaps is not found by examining a neighborhood containing all the sequences (of k swaps), but it is obtained sequentially as follows.
1. Add n 1 + n 2 ? N dummy vertices to the graph, with no edges incident on them. 2. Divide the vertices arbitrarily into sets S 1 and S 2 of sizes n 1 and n 2 , respectively.
3. Repeatedly perform improvement passes over this initial partitioning as described below until a pass makes no improvement to the total weight W(S 1 ; S 2 ) of the partition. In each pass, do the following. pairs which were generated, nd the pair with the minimum cost W(S 1 ; S 2 ), and reset S 1 and S 2 to that point. This ends the pass, and all vertices are marked unlocked.
4. Remove all dummy vertices from S 1 and S 2 .
Kernighan and Lin 19] report that, for equal-sized partitions where n 1 = n 2 = N=2, locally-optimal solutions for 0-1 matrices are globally optimal about 10 percent of the time, and they are within 1 or 2 percent of the globally-optimal solution about 70 percent of the time. The running time of the algorithm has been reported empirically to be O(N 2:4 ).
Extensions for W > 2
The algorithm for multiway partitioning, i.e., for a given value of W where W > 2, is based on the two-partitioning algorithm and has been adapted from 20]. It uses move as a basic operation. The move operation moves a node from one subring to another. The algorithm examines a sequence of move operations for searching the neighborhood of its current con guration, and is described below.
1. Find an initial W-partition which can be arbitrary. 
MIN-DIFF Algorithm
In this section, we examine the complexity of the MIN-DIFF partitioning problem, and study MIN-DIFFbased partitioning algorithms. First, we reduce the MIN-DIFF partitioning problem for two partitions to a well-known partitioning problem and consequently show that it is NP-Complete. We then use the reduction to provide a pseudo-polynomial exact algorithm 
A pseudo-polynomial algorithm has a running time that is polynomial in its input size, but the running time also depends on the value of some parameter to the problem. Though the PARTITION problem is NP-Complete, there exists a pseudo-polynomial time algorithm to solve the problem. We shall use the pseudo-polynomial algorithm to solve the MIN-DIFF problem. The MIN-DIFF instance is mapped to an instance of the PARTITION problem, and a well-known psuedopolynomial algorithm described in 21] is used to solve this problem.
Given the tra c matrix we assign a weight a i to element i. Let the total tra c be B. The algorithm maintains a table t(i,j), 1 i N, 0 j 2B, such that t(i,j) is 1 if and only if there is a subset of a 1 , a 2 ,..., a N for which the sum of the element sizes is exactly j. The t array can be lled with a simple procedure, e.g., row by row. For i = 1, t(1,j) = 1 if and only if either j = 0 or j = s(a). Each subsequent row is lled using the entries in the previous row. For 1 < i N, 0 j 2B, the entry t(i,j) = 1 if and only if either t(i-1,j) = 1 or s(a i ) j and t(i ? 1; j ? s(a i )) = 1. We solve the instance of MIN-DIFF by nding k such that t(N,k) = 1 and there is no j, B ? k < j < B + k, such that t(N,j) = 1.
The running time of the algorithm is O(NB) and depends on the total tra c ow in the network. We can scale the tra c ows to values to lie in a small range and make the algorithm run faster. A fast and simple O(N 2 ) heuristic algorithm for the two-partitioning problem is described below.
1. Find the pair of nodes (i,j) such that a ij + a ji is minimum and place them in di erent subrings.
2. Repeat the following until all nodes are not put in either subring.
(a) Choose node i (which has not yet been placed in any subring) and Subring k (k = 1 or 2), such that the di erence of the tra c in the subrings is minimized by the greatest amount. (b) Place node i in Subring k.
MIN-DIFF for W > 2
We use the two-partition algorithm as a subroutine in the multiway MIN-DIFF partitioning algorithm. A description of the multiway MIN-DIFF partitioning algorithm, for a given W, follows. 6 Delay-Based Algorithms
In the algorithms presented in the previous section, the tra c ows in the subrings led to the optimization criteria. In this section, we study partitioning algorithms that try to minimize the network-wide average delay. Furthermore, the algorithm will be general enough to create an arbitrary number of partitions. This enables us to study the e ect of the number of rings on the delay-throughput characteristics of the network, for arbitrary tra c matrices.
Performance Analysis
We adopt the analysis for a system of interconnected ring networks from 16] . The network has N nodes, each of which has an in nite input packet bu er. The nodes are numbered 1, 2,..., N. The packet arrival at any node s is assumed to be Poisson with rate s . The packet transmission times are arbitrarily distributed with mean b and second moment b (2) . When the ring is operating in the W-partition mode, the subrings are assumed to be numbered 1, 2,..., W in order, and Subring i is assumed to have Q i nodes. The time required for a packet to reach the bridge from node j is r j . Each packet encounters an extra processing delay of P at the bridge. The probability that a packet originating at source node s with destination d is l sd , where s,d = 1, 2,..., N. S j is the set of all nodes in Subring j. The probability q (j) s that a packet originating at node s will be destined to a node on Subring j is q 
Throughput Analysis
The maximum througput that can be supported by the multiple-partition ring network is obtained from stability considerations of each ring in the network. The network is stable if every subring on the network, as well as the bridge node is stable. A subring is stable if every non-bridge node on the subring is stable. A node on a subring is stable if it receives at most one new packet arrival between two visits of the free token, on the average. From the above reasoning 16], we nd that Subring j is stable if the following conditions hold: If the packet is destined for a node on Subring j, j 6 = i, it will encounter a delay due to bridging, whose value is the averaged sum of the expected waiting time at the bridge, transmission time at bridge, and the propagation time on Subring j, and is given by:
Thus, the average delay for packets originating from Subring i is given by:
The overall packet delay for the network is then given by:
Partitioning Algorithm
The simulated annealing algorithm 17] was used to perform the partitioning of nodes into the rings with minimum overall network packet delay as the optimization criterion. The inputs to the algorithm were the number of partitions needed and the tra c matrix. The objective function was the average delay in the network, as calculated by Equation (8) . The simulated annealing algorithm starts o from a random initial con guration, where a con guration refers to a partitioning of nodes. At each step of the algorithm, a random neighboring con guration is considered for further search (optimization), where a neighboring con guration is the one obtained from the current con guration by swapping two nodes belonging to di erent partitions. If the neighbor reduces the objective function (optimality criterion), then the neighbor is chosen. Otherwise, if the neighbor does not reduce the objective function, then also it may be chosen with a certain probability. The latter property provides \backtracking" which may enable the solution to escape from \local minima" in the optimization search space. The simulated annealing algorithm \freezes" when no improvement takes place over several consecutive iterations, i.e., if from a particular con guration X, a number n of consecutive iterations do not lead to a better con guration, then X is the nal solution.
A description of the simulated annealing algorithm follows.
1. Set current con guration to be a random initial con guration. 2. Repeat the following steps while con guration is not frozen.
(a) Set new con guration to be a neighbor of current con guration.
(b) Set to the di erence between the objective function value corresponding to the new con guration and the objective function value of the current con guration.
(c) If > 0, set current con guration to be the new con guration, otherwise set current con guration to be the new con guration with probability exp ? = , where is a control parameter.
The control parameter is chosen to be 0.9 in our numerical examples. This number has been found in the literature to perform satisfactorily.
Properties
In this section, we compare the performance of di erent partitioning algorithms under various network conditions.
Network Description
We make the following assumptions about the network's characteristics.
Tra c characteristics:
We examine typical tra c patterns that are observed on operational networks. The tra c types considered are the following.
{ Clustered tra c: In clustered tra c, the nodes are divided into c clusters. The packet arrival probability between nodes on the same cluster is k times the probability of packet arrival between nodes in di erent clusters. For the numerical examples presented below, we choose c = 2 and k = 5.
{ Server tra c: In server-type tra c, we designate certain nodes in the network to be servers. The packet arrival probability for packets generated by a non-server node and destined to a server is s times the packet arrival arrival probability between non-server nodes. For our numerical examples, we employ s = 5.
{ Pseudo-random tra c: In pseudo-random tra c, tra c between any pair of nodes is a uniformly distributed random variable. The bridge does not generate any tra c. Network parameters: The parameters for the network are normalized with respect to the average packet transmission time, i.e., b = 1 time unit. The second moment of packet transmission time b (2) is assumed to be 1 (i.e., all packets are of xed length of duration 1 time unit), and time r j , taken to pass a packet between a node j and the bridge is assumed to be a constant = 0.01 time units. Bridge processing: In order to study the e ect of bridge processing time on network performance, we consider this parameter, denoted by P, to take on a range of values between 0.1 (low) and 10.1 (high) time units.
Algorithms: We use the Kernighan-Lin (KL) algorithm (for W = 2) with di erent parameters for maximum partition sizes. By KL1, KL2, and KL3, we denote the KL algorithm with maximum partition sizes N=2, 3N=4 and N ? 1, respectively. Heuristic algorithms for multiway partitioning were used for MIN-DIFF and MIN-CROSS. Simulated annealing was used for MIN-DELAY. For a given tra c matrix, a given ow-based algorithm from Section 5 provides a partitioning of the nodes. Then, the delay analysis of Section 6.1 is employed to obtain the corresponding average network-wide packet delay. Statistics were collected over 10 runs, each with a di erent tra c matrix of the same tra c type. Results are reported by averaging over the ten runs.
Delay vs. N Characteristics (Two Partitions)
First, we study the e ect of various network parameters by considering the two-partition network. For each tra c type, we examine the impact of arrival rate and bridge processing times on the average packet delay for di erent partitioning algorithms. In order to examine the interplay of di erent network parameters, we study the network under light load (0.1 packets per unit time aggregated over all nodes) and heavy load (0.8 packets per unit time over all nodes). Fig. 3 shows average packet delay plotted against number of nodes, for partitions produced by di erent partitioning algorithms for server-type tra c. We note that algorithm KL3 has the best delay characteristics and MIN-DIFF usually the worst (independent of arrival rates and bridge processing times). We note, however, that at heavy load and low bridge processing time (Fig. 3(b) ), the di erence in delays between di erent algorithms is minimal. This may be due to the fact that, under these conditions, the queueing delay at nodes dominates the delay, and that the partitioning of nodes into clusters has little e ect.
For clustered tra c shown in Fig. 4 , algorithm KL1 generally does the best. It is interesting to observe that the di erence in delay characteristics of di erent algorithms is small. The may be because all of the algorithms tend to identify clusters in the tra c matrix well. Delay vs. N characteristics for pseudo-random tra c shown in Fig. 5 are similar to those for server-type tra c.
For all tra c types, Figs. 3(a), 4(a) and 5(a) demonstrate that, at low load and for low bridge processing time, the delay characteristic decreases initially with increasing N and then shows a slow rising trend. This may be because when the number of nodes is small, the dominant delay component is the queueing delay component at a node, whereas, as we increase the number of nodes, the dominant delay component is the time spent waiting for a token. When the arrival rate is high or the bridge processing is large, the delay decreases intially and then is almost insensitive to the number of nodes.
Delay vs. Throughput Characteristics (Two Partitions)
In Fig. 6 , we plot the delay-throughput characteristics for di erent partitioning algorithms for a 17-node network for low (P=0.1) and high (P=10.1) bridge processing times.
We note that, for two-server tra c and low bridge processing ( Fig. 6(a) ), algorithms KL3 and MIN-DELAY perform comparably, and have the best delay under low loads. However, algorithms KL3 and MIN-DELAY become unstable at an o ered load of approximately 0.85. MIN-DIFF partitioning on the other hand, performs worse than the KL algorithms at low loads, but supports higher network loads of up to 1.2. Similar characteristics are observed for pseudo-Random tra c.
For clustered tra c, algorithms MIN-DELAY and MIN-DIFF perform comparably, and have the best delay characteristics under low as well as heavy loads, when bridge processing time is low. When bridge processing time is high, MIN-DELAY has the best delay characteristics for low as well as heavy loads.
When bridge processing time is large (P = 10.1), Figs. 6(b),(d),(f) indicate that algorithms KL3 and MIN-DELAY perform the best under all tra c conditions and for low loads.
Two or Greater Partitions
In this section, we study a multiple-partition network. In particular, we would like to examine the performance of MIN-DIFF-based and MIN-CROSS-based partitioning algorithms (producing two or more partitions) for a 17-node network under di erent tra c conditions and low and high values of bridge processing time. Fig. 7(a) shows delay characteristics for the heuristic multiway MIN-DIFF partitioning algorithm, for partition sizes ranging between 2 and 8, server-type tra c, and low bridge processing time. We note that the maximum throughput supported by the network increases with the number of partitions. A similar characteristic is observed when bridge processing time is high as shown in Fig. 7(b) . Similar delay vs. throughput characteristics are also observed for clustered and pseudo-random tra c. Fig. 8 plots delay vs. the number of partitions for di erent values of arrival rates and bridge processing times. We observe that, when the bridge processing time is high, the delay initially increases with the number of partitions and then tends to remain almost constant beyond a certain number of partitions. Under high bridge processing times, a small number of partitions seems to be advantageous at low to moderate loads.
MIN-DIFF Algorithm
When bridge processing time is low, network delay tends to behave di erently for di erent loads. For a lightly-loaded network, the delay increases initially with the number of partitions and then becomes almost insensitive to the number of partitions. For a moderate to heavily-loaded network, the delay decreases initially with the number of partitions and then remains almost constant. Fig. 9(a) shows delay characteristics for the heuristic multiway MIN-CROSS partitioning algorithm, for partition sizes ranging between 2 and 8, server-type tra c, and low bridge processing time. We note that the maximum throughput supported by the network does not increase signi cantly with the number of partitions. A similar characteristic is observed when bridge processing time is high as shown in Fig. 9(b) . Similar delay vs. throughput characteristics are also observed for clustered and pseudo-random tra c. Fig. 10 plots delay vs. the number of partitions for di erent values of arrival rates and bridge processing times. We observe that, when the bridge processing time is high, the delay increases almost linearly with the number of partitions. Under high bridge processing times, a small number of partitions seems to be advantageous at low to moderate loads. When bridge processing time is low, the delay tends to increase very gently with the number of partitions.
MIN-CROSS Algorithm

Conclusion
We examined how a ber optic ring network, such as FDDI, can be operated over multiple wavelengths on its existing ber plant consisting of point-to-point ber links. Under our new approach, called Wavelength Distributed Data Interface, FDDI nodes, by using WDM, can be partitioned to operate over multiple subnetworks, with each subnetwork operating independently on a di erent wavelength, and inter-subnetwork tra c forwarding performed by a bridge. We examined the architecture of WDDI nodes and bridges. We investigated how, based on prevailing tra c conditions, partitioning of nodes into subnetworks can be performed in an optimized fashion. In particular, we developed and examined the performance of two ow-based algorithms and a delay-based method. The MIN-CROSS algorithms partition the nodes into subrings such that the total tra c ow in the subrings is minimized. The MIN-DIFF algorithms tend to balance the tra c ows in all subrings. Similated annealing was used to minimize the network-wide average packet delay.
We found that MIN-CROSS-based algorithms performed well under low network loads, whereas MIN-DIFF-based algorithms supported a higher maximum network throughput. MIN-DIFF-based algorithms showed better delay characteristics for clustered tra c conditions, while MIN-CROSS-based algorithms performed better, delay-wise, for server and random tra c. The maximum throughput supported by the network increased with multiple partitions (as might be expected), while the average packet delay did not necessarily decrease by increasing the number of partitions. The bridge processing time is a signi cant factor in determining the optimal number of partitions that might be employed under di erent tra c conditions.
A number of open problems still need to be addressed. While this work assumes only one bridge, it would be interesting to model networks with multiple subnetworks and multiple bridges. In addition, we have assumed that the tra c matrix is static. But tra c intensities can change (perhaps over longer periods of time). Approaches that can detect such changes and perform dynamic recon guration will need to be examined. 
