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1Kapitel 1
Einleitung
1.1 Motivation
Ubiquitous Communication ist das Ziel der aktuellen und zukünftigen Entwicklung von
Kommunikationssystemen [NA06]. Die allgegenwärtige Vernetzung unterschiedlicher
Geräte, die unterschiedliche Dienste bei unterschiedlichen Datenraten und unterschied-
lichen Qualitäten anbieten, soll in Zukunft Realität werden. Die Anforderungen der
Dienste an die Qualität der Übertragung sind im Allgemeinen sehr unterschiedlich. Ne-
ben Diensten, die nur eine geringe Datenrate erfordern, wie zum Beispiel das Signalisie-
ren, ob das Mindesthaltbarkeitsdatum bei Lebensmitteln im überwachten Kühlschrank
abgelaufen ist, existieren auch Dienste, die sehr hohe Datenraten erfordern, wie zum
Beispiel das Übertragen von hochauflösendem Videomaterial (engl. High Definition
Television, HDTV). Der soziologische Nutzen dieser Dienste wird von einigen Leuten
infrage gestellt. Jedoch zeigt der Anstieg der Anzahl der mobilen Teilnehmer seit In-
betriebnahme des D-Netzes in Deutschland im Jahre 1992, dass zunächst soziologisch
fragwürdige Entwicklungen im Bereich der Mobilkommunikation letztendlich auf große
Akzeptanz bei der Mehrheit der Menschen in Deutschland stoßen können. Dies ist nur
einer der Gründe, warum die Entwicklung im Bereich der Mobilkommunikation nicht
stagnieren wird. Für Weiterentwicklungen ist es notwendig, theoretische und experi-
mentelle Untersuchungen vorzunehmen, um zu klären, wie die steigende Anzahl von
Teilnehmern bei gleichzeitig erhöhten Anforderungen an die Qualität der Übertragung
und erhöhten Anforderungen an die Datenrate versorgt werden kann.
Zur Nachrichtenübertragung werden elektromagnetische Wellen genutzt [BHKL01].
Diese Ressource ist theoretisch unbegrenzt vorhanden, da der Frequenz der elektromag-
netischen Wellen keine obere bekannte Grenze gesetzt ist. Aufgrund der Tatsache, dass
elektromagnetische Wellen bei sehr hohen Frequenzen, wie zum Beispiel γ-Strahlung
ionisierend wirken und dadurch organisches Gewebe zerstören können, ist die Res-
source der elektromagnetischen Wellen jedoch begrenzt. Insbesondere ist es aufgrund
der Ausbreitungseigenschaften elektromagnetischer Wellen technisch sehr aufwendig,
elektromagnetische Wellen mit sehr hohen Frequenzen zur Nachrichtenübertragung zu
nutzen. Beispielsweise ist sichtbares Licht, welches zur Klasse der nicht ionisierenden
Strahlung gehört, wegen der starken Interferenzen infolge der Sonnenstrahlung unge-
eignet, um in der Mobilkommunikation als Ressource für die Nachrichtenübertragung
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eingesetzt zu werden [ZB95]. Weiterhin würde es beim Einsatz von sichtbarem Licht
nur zu einer geringen Beugung und geringen Streuung kommen, sodass praktisch eine
direkte Sichtverbindung für die Übertragung existieren muss. Deshalb ist der nutzbare
Bereich der Funkwellen eine Ressource, mit der sparsam und effektiv zugleich umge-
gangen werden muss. Die Bundesnetzagentur für Elektrizität, Gas, Telekommunikati-
on und Eisenbahnen stellt für Deutschland einen verbindlichen Frequenznutzungsplan
[Bun08] zur Verfügung, der regelmäßig aktualisiert wird. Dieser Plan regelt die Nut-
zung für den Frequenzbereich von 9 kHz bis 275GHz. Alle Anwender und Anbieter in-
nerhalb Deutschlands müssen sich an diesen Frequenznutzungsplan halten. Weiterhin
können nur Frequenzbereiche genutzt werden, die entweder ohne Lizenzen verwendet
werden dürfen, oder für die entsprechende Lizenzen erworben wurden. Laut § 54 Tele-
kommunikationsgesetz besteht neben dem Ziel der Regulierung der Frequenznutzung
für den deutschen Markt ebenfalls das Ziel der europäischen Harmonisierung. Deshalb
ist die Bundesnetzagentur Mitglied bei der europäischen Organisation CEPT (franz.
Conférence Européenne des Administrations des Postes et des Télécommunications),
deren langfristiges Ziel es ist, die verschiedenen nationalen Regelungen zur Frequenz-
nutzung auf europäischer Ebene anzugleichen. Weiterhin spricht die internationale Or-
ganisation ITU (engl. International Telecommunication Union) Empfehlungen zur Fre-
quenznutzung aus, die anschließend zum Beispiel von der Bundesnetzagentur als Nor-
men definiert werden.
Aufgrund der Tatsache, dass die Ressource der elektromagnetischen Wellen zur Nach-
richtenübertragung begrenzt und teuer ist, besteht das Ziel darin, die vorhandene Res-
source effizient zu nutzen. Systeme mit mehreren Antennen auf der Sendeseite und mit
mehreren Antennen auf der Empfangsseite, sogenannte MIMO-Systeme (engl. Multiple-
Input Multiple-Output), stellen eine Möglichkeit dar, um die Ressource der elektromag-
netischen Wellen effizient zu nutzen. Somit können die bessere Qualität der Übertra-
gung und die erhöhte Datenrate realisiert werden. Um eine hohe Performanz in MIMO-
Systemen zu erreichen, ist die empfängerseitige und die senderseitige Kanalkenntnis von
großer Bedeutung. Klassischerweise lässt sich die empfängerseitige Kanalkenntnis durch
Kanalschätzen basierend auf der Übertragung von a priori bekannten Trainingssigna-
len erlangen [WMZ05a]. Die senderseitige Kanalkenntnis kann klassischerweise durch
Rücksignalisieren erlangt werden [TBS05]. Ein Problem beim Rücksignalisieren besteht
jedoch darin, dass die Anzahl der genutzten Kanäle quadratisch mit der Anzahl der am
Sender und Empfänger eingesetzten Antennen ansteigt, und somit sehr viele Informa-
tionen rücksignalisiert werden müssen. Weiterhin muss berücksichtigt werden, dass bei
aktuellen und zukünftigen Kommunikationssystemen eine hohe Mobilität unterstützt
werden soll. Das bedeutet, dass die mobilen Teilnehmer auch bei hohen Geschwindigkei-
ten zuverlässig versorgt werden müssen. Bei den eingesetzten hohen Frequenzen führt
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eine hohe Geschwindigkeit des mobilen Teilnehmers zu einer hohen Zeitvarianz des
Kanals [Pät99, Lin05]. Aus diesem Grund müsste das Rücksignalisieren der Kanalzu-
standsinformationen vom Empfänger zum Sender sehr oft erfolgen, wodurch die effektiv
nutzbare Datenraten weiter sinken würde. Weiterhin führt eine hohe Zeitvarianz dazu,
dass die rücksignalisierten Kanalzustandsinformationen wahrscheinlich veraltet sind,
in dem Moment, in dem dieses Informationen im Sender benötigt werden. Das Ver-
wenden dieser veralteten Informationen kann zu einer signifikanten Verschlechterung
der Performanz der eingesetzten Übertragungsverfahren führen. Moderne Funkkom-
munikationssysteme sind oftmals für eine Duplexübertragung ausgelegt. Daher ist es
naheliegend, die benötigten senderseitigen Kanalzustandsinformationen aus den emp-
fängerseitig geschätzten Kanaleigenschaften der entgegengesetzten Übertragungsrich-
tung zu prädizieren. In Zeitduplexsystemen ist dies eine zeitliche Prädiktion während
in Frequenzduplexsystemen eine Prädiktion in Frequenzrichtung erforderlich ist. Daher
besteht das Ziel der vorliegenden Arbeit darin, praktikable Verfahren zur Prädiktion
der vollständigen Kanalzustandsinformationen in MIMO-Systemen zu finden.
1.2 Einordnung der Arbeit in das wissenschaftliche
Umfeld
Senderseitige Kanalkenntnis ist vorteilhaft, um eine hohe Performanz in Funkkommuni-
kationssystemen zu erreichen. Übertragungsverfahren, die senderseitige Kanalkenntnis
benötigen sind zum Beispiel der Tomlinson-Harashima Vorcodierer [Tom71, HM72],
der Zero-Forcing Vorcodierer [Wei11, Höh11], eine Vorcodierung basierend auf der Sin-
gulärwertzerlegung [PAL06, Küh06], Powerloadingverfahren [MD04, ASPW09, Pal09],
Bitloadingverfahren [HH89, FH96] und adaptive Modulationsverfahren [TH96, Jai02,
Cha03]. Das Problem besteht darin, dass es zunächst lediglich möglich ist, basierend
auf der Übermittlung von Trainingssignalen die empfängerseitige Kanalkenntnis durch
Kanalschätzung zu erlangen [VT01, BLM03, Kam04, WMZ05a]. Die benötigte sen-
derseitige Kanalkenntnis lässt sich klassischerweise durch Rücksignalisieren erlangen
[TBS05, MH06, TU07]. Aufgrund der bestehenden Probleme beim Rücksignalisieren
die in Abschnitt 1.1 aufgezählt wurden ist es naheliegend, die benötigte senderseiti-
ge Kanalkenntnis aus der geschätzten empfängerseitigen Kanalkenntnis der entgegen-
gesetzten Übertragungsrichtung zu prädizieren, sodass kein Rücksignalisierungskanal
erforderlich ist. Somit ist es in einem Mobilfunksystem möglich, die Kenntnis der Auf-
wärtsstrecke (engl. Uplink, UL) des Mobilfunkkanals und die Kenntnis der Abwärts-
strecke (engl. Downlink, DL) des Mobilfunkkanals, sowohl in der Basisstation (BS)
als auch in der Mobilstation (MS) zu erlangen. Neben dem Erlangen der senderseitigen
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Kanalkenntnis ist es ebenfalls möglich, eine Verbesserung der empfängerseitigen Kanal-
schätzung durch Prädiktionstechniken zu erzielen. Durch Prädiktion erhält man aus der
Kanalschätzung zu früheren Zeitpunkten zusätzliche Informationen über den aktuell zu
schätzenden Kanal. Durch unterraumbasierte Verfahren ist es beispielsweise möglich,
die Dimension des Kanalunterraums basierend auf vergangenen Kanalschätzungen zu
reduzieren, was zu einer Verbesserung der aktuellen Kanalschätzung genutzt werden
kann [WABD06, WMZ05a, WMZ05b, WM05]. Die Verbesserung der empfängerseiti-
gen Kanalschätzung basierend auf vergangenen Kanalschätzungen und der Prädiktion
des aktuellen Kanalzustands kann auch mithilfe des Kalman-Filters realisiert werden
[Kal60].
Der Mobilfunkkanal ist sowohl zeitselektiv als auch frequenzselektiv, weshalb sich
die Eigenschaften des Kanals mit der Zeit und mit der Frequenz ändern. Aus die-
sem Grund werden Verfahren untersucht, um die senderseitigen Kanalzustandsin-
formationen aus den bereits geschätzten empfängerseitigen Kanalzustandsinforma-
tionen der entgegengesetzten Übertragungsrichtung sowohl in Frequenzrichtung als
auch in Zeitrichtung zu prädizieren. Zum Prädizieren der Kanalzustandsinforma-
tionen wird die Kanalübertragungsfunktion als eine mögliche Systemfunktion zum
Beschreiben des Kanalzustands zugrunde gelegt. Natürlich ist es auch möglich, ei-
ne andere Systemfunktion, wie zum Beispiel die Kanalimpulsantwort zum Beschrei-
ben des Kanals zu verwenden. Die zugrunde liegende Systemfunktion besitzt je-
doch prinzipiell keinen Einfluss auf die Performanz der Prädiktionsverfahren. Es wur-
den bereits verschiedene Verfahren zur Kanalprädiktion in der Literatur untersucht
[EDHH97, EDHH98, AJJF99, DHHH00, CEV07]. Dabei wurden zunächst Systeme,
die auf beiden Seiten der Übertragungsstrecke lediglich eine Antenne einsetzen, soge-
nannte SISO-Systeme (engl. Single-Input Single-Output) vorausgesetzt. Unterschieden
wurde zwischen Zeitduplex (engl. Time Division Duplex, TDD) Systemen und Fre-
quenzduplex (engl. Frequency Division Duplex, FDD) Systemen. Bei TDD Systemen
ist eine Prädiktion in Zeitrichtung relevant und bei FDD Systemen ist eine Prädiktion
in Frequenzrichtung relevant. Da sich der Kanal im Allgemeinen mit der Zeit ändert,
kann auch in FDD Systemen zusätzlich eine Prädiktion in Zeitrichtung relevant sein.
Dabei ist es möglich, sowohl unabhängig voneinander in Zeitrichtung und in Frequenz-
richtung zu prädizieren als auch gemeinsam zu prädizieren.
Im Folgenden wird zunächst auf die zeitliche Prädiktion der Kanalübertragungsfunk-
tion in TDD Systemen eingegangen. Im einfachsten Fall wird eine lediglich zeitvarian-
te, aber nicht frequenzselektive Kanalübertragungsfunktion prädiziert. Es kann natür-
lich auch eine frequenzselektive Kanalübertragungsfunktion zeitlich prädiziert werden,
jedoch wird in der Literatur oftmals nur die nicht frequenzselektive Kanalübertra-
gungsfunktion zeitlich prädiziert [HHDH99, HW98, SK03b, Cha03, SM05, OM09]. In
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Abbildung 1.1. Beispiel einer zeitvarianten Kanalübertragungsfunktion mit bekanntem
und unbekanntem Abschnitt
[SM05, OM09] wird speziell auf die Prädiktion in OFDM-Systemen (engl. Orthogonal
Frequency Division Multiplex) eingegangen. In [Sem03, SK03a] wird auch auf die Prä-
diktion frequenzselektiver Kanalübertragungsfunktionen eingegangen. In Abbildung 1.1
ist exemplarisch eine zeitvariante, nicht frequenzselektive Kanalübertragungsfunktion
dargestellt, wobei der als bekannt vorausgesetzte Abschnitt und der zu prädizieren-
de Abschnitt markiert sind. Ziel ist es, basierend auf dem bekannten, zum Beispiel
während der Übertragung in der Aufwärtsstrecke geschätzten Abschnitt, den unbe-
kannten, beispielsweise für die Abwärtsstreckenübertragung relevanten Abschnitt zu
bestimmen. Der einfachste Ansatz zur Prädiktion besteht darin, überhaupt keine Prä-
diktion des Kanals vorzunehmen und damit eine Zeitinvarianz des Kanals anzunehmen
und auszunutzen. Das bedeutet, dass der Sender den letzten zuvor geschätzten Ka-
nal in der Aufwärtsstrecke als Kanalkenntnis für die Abwärtsstrecke verwendet. Im
Allgemeinen ist dieser Ansatz suboptimal, da sich die Kanalübertragungsfunktionen
mit der Zeit signifikant ändern. Ein zweiter einfacher Ansatz besteht darin, eine li-
neare oder quadratische Extrapolation der Kanalübertragungsfunktion durchzuführen
[BNN+08, BOON06, NTOO05]. Dazu werden lediglich zwei beziehungsweise drei ver-
gangene Abtastwerte der Kanalübertragungsfunktion benötigt.
Ein weiterer Ansatz zum Prädizieren basiert auf den physikalischen Parametern der
elektromagnetischen Wellen [HW98, AJJF99, SK01, SK02, SK03a, SK03b, SK03c,
CEV07]. Bei diesem Ansatz wird der Kanal zwischen dem Sender (Tx) und dem Emp-
fänger (Rx) deterministisch als Überlagerung einer endlichen Anzahl von diskreten
Ausbreitungspfaden, also elektromagnetischen Wellen beschrieben. Dieses Kanalmodell
wird als direktionales Kanalmodell bezeichnet [Pap00, Jöt04]. In der Realität existieren
Cluster von Ausbreitungspfaden. Diese Cluster werden bei dieser Art der Modellierung
als diskrete Pfade approximiert. Ein exemplarisches Szenario mit zwei Ausbreitungs-
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Abbildung 1.2. Direktionales SISO-Kanalmodell
pfaden ist in Abbildung 1.2 dargestellt. Es wird vorausgesetzt, dass sich ebene Wellen
am Empfänger überlagern. Diese Voraussetzung ist sinnvoll, solange sich alle Streuer
außerhalb des Nahfeldes der eingesetzten Antennen befinden. Jeder Ausbreitungspfad
wird durch die physikalischen Parameter
• frequenzunabhängiger, komplexer Übertragungsfaktor α(d) und
• Dopplerfrequenz f (d)d
beschrieben. Diese Parameter sind bei einer geradlinigen Bewegung der MS viel länger
konstant als die Korrelationsdauer des Kanals ist. Das bedeutet, dass mit Kenntnis
dieser Parameter für alle Ausbreitungspfade die Kanalübertragungsfunktion determi-
nistisch rekonstruiert beziehungsweise für jeden gewünschten Zeitpunkt prädiziert wer-
den kann, solange sich die Pfade nicht signifikant ändern. Zum Schätzen dieser Para-
meter existiert eine Vielzahl von Algorithmen, wie zum Beispiel der ESPRIT Algo-
rithmus (engl. Estimation of Signal Parameters via Rotational Invariance Techniques)
[PRK85, RK89, HN95], der MUSIC Algorithmus (engl. Multiple Signal Classification)
[Sch86] und der SAGE Algorithmus (engl. Space Alternating Generalized Expectation
Maximization) [FH94, FDHT96, FJS02].
Weiterhin kann die zukünftige Kanalübertragungsfunktion auch als Filterung der
vergangenen Kanalübertragungsfunktion modelliert werden [HW98, SK03a, SK03b,
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SK03c, CEV07, Mak75, EDHH98, HHDH99, HDHH99, DHHH00]. Mit Kenntnis der
Filterkoeffizienten und einiger vergangener Abtastwerte der Kanalübertragungsfunk-
tion ist es möglich, die Kanalübertragungsfunktion zu prädizieren. Zum Schätzen
der Filterkoeffizienten sind verschiedene Verfahren in der Literatur [Hay02] bekannt.
Diese basieren beispielsweise darauf, dass versucht wird bereits bekannte Abtastwer-
te der Kanalübertragungsfunktion zu prädizieren. Ein weiteres Verfahren zum Ein-
stellen der Filterkoeffizienten ist die Prädiktion basierend auf dem Wiener-Filter
[Kay93, Kro96, Hay02] oder basierend auf dem Kalman-Filter [Kal60].
Die Prädiktion der Kanalübertragungsfunktion in FDD Systemen ist mathematisch
äquivalent zur Prädiktion der Kanalübertragungsfunktion in TDD Systemen. In FDD
Systemen muss die frequenzselektive Kanalübertragungsfunktion zu einem bestimmten
Zeitpunkt prädiziert werden. Der einfachste Ansatz zur Prädiktion besteht wiederum
darin, überhaupt keine Prädiktion des Kanals vorzunehmen. Diese Vorgehensweise ist
jedoch aufgrund der starken Frequenzselektivität von Mobilfunkkanälen nicht sinnvoll
anwendbar. Der Performanzverlust infolge der nicht korrekt vorhandenen Informatio-
nen über die Abwärtsstrecke in der BS beziehungsweise über die Aufwärtsstrecke in
der MS ist zu groß. Ein weiterer Ansatz zum Prädizieren in Frequenzrichtung basiert,
wie auch beim Prädizieren in Zeitrichtung, auf der linearen oder quadratischen Extra-
polation der Kanalübertragungsfunktion. Eine Prädiktion basierend auf den physika-
lischen Parametern der elektromagnetischen Wellen [HW98, SK01, SK02] ist ebenfalls
möglich. Bei diesem Ansatz wird der Kanal wieder deterministisch als Überlagerung
einer endlichen Anzahl von Ausbreitungspfaden beschrieben, wobei anstelle der Dopp-
lerfrequenzen die Laufzeiten der elektromagnetischen Wellen als Parameter benötigt
werden. Mit Kenntnis dieser Parameter für alle Ausbreitungspfade kann die Kanal-
übertragungsfunktion deterministisch rekonstruiert beziehungsweise prädiziert werden.
Die Parameterschätzung kann auch hier beispielsweise mit dem ESPRIT Algorithmus,
dem MUSIC Algorithmus oder dem SAGE Algorithmus erfolgen.
Es ist ebenfalls möglich, den bereits für TDD Systeme eingeführten Ansatz basierend
auf der Filterung der bekannten Kanalübertragungsfunktion zu verwenden [HW98].
Hierbei werden anstelle von Abtastwerten zu unterschiedlichen Zeiten Abtastwerte zu
unterschiedlichen Frequenzen gefiltert, um die Prädiktion durchzuführen.
In MIMO-Systemen ist senderseitige Kanalkenntnis von besonders großer Bedeutung,
wobei im Rahmen dieser Arbeit lediglich MIMO-Systeme betrachtet werden, bei de-
nen der Abstand zwischen den Antennen auf beiden Seiten der Übertragungsstrecke
jeweils im Bereich von einigen wenigen Wellenlängen liegt. Ein in der Vergangenheit
vielfach angewandtes Konzept zum Gewinnen der senderseitigen Kanalkenntnis mit
Rücksignalisierungskanal basiert auf der Zerlegung der Kanalinformationen in einen
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langsam zeitvarianten die räumlichen Eigenschaften des Funkkanals beschreibenden
Anteil und einen typischerweise eher geringen schnell zeitvarianten Anteil, der die Über-
lagerung der Pfade beschreibt. Dies erlaubt es, die Übertragungsraten auf dem Rück-
signalisierungskanal entsprechend anzupassen [JBMW02]. Der langsam zeitvariante,
von den räumlichen Kanaleigenschaften abhängende Anteil ist in der Kovarianzma-
trix des Kanals und deren Eigenvektoren enthalten. Das bekannte Eigenbeamforming
[HLB00, Kam04, BUN01, UB01] basiert somit letztendlich ebenfalls auf einer Zerle-
gung der Kanalinformation in langsam und schnell zeitvariante Anteile. Neben dem
Rücksignalisieren der Kovarianzmatrix kann auch die empfängerseitige Kovarianzma-
trix transformiert werden, um die senderseitige Kovarianzmatrix zu erhalten, ohne dass
diese rücksignalisiert werden muss [CHC03, CHC04].
Codebook basierte MIMO-Precodingverfahren sind ebenfalls geeignet, um eine hohe
Performanz zu erzielen [LH05, AB07, LJP10]. Hierbei werden Indizes eines Codebooks
vom Empfänger zum Sender rücksignalisiert. Im Grundprinzip ermittelt der Empfän-
ger einen Index, der auf einen Vorcodierer zeigt, wobei dieser Vorcodierer am besten
zum Kanal passt. Der durch eine grobe Quantisierung erkaufte Vorteil besteht darin,
dass nur relativ wenige Daten rücksignalisiert werden müssen. Die Herausforderung
besteht nun darin, optimale Codebooks, das heißt optimale Quantisierungsschemata,
zu entwerfen. Codebook basierte MIMO-Precodingverfahren wurden zum Beispiel in
der aktuellen 3GPP (engl. 3rd Generation Partnership Project) LTE (engl. Long-Term
Evolution) Ausgabe 10 vorgeschlagen [TS310].
Ein weiterer Ansatz in MIMO-Systemen besteht darin, dass in hoch mobilen Umge-
bungen durch den Einsatz eines Antennenarrays ein quasi zeitinvarianter Kanal er-
zeugt werden kann [KK07, KK08]. Dabei wird der Kanal nicht in Zeitrichtung oder
Frequenzrichtung prädiziert, sondern in Raumrichtung. Mithilfe eines Wiener-Filters
werden die Empfangssignale so verarbeitet, dass sich eine virtuelle, sich nicht bewegen-
de Empfangsantenne ergibt.
1.3 Ziele der Arbeit
Die aktuellen Prädiktionstechniken wurden für SISO-Systeme entwickelt. Da jedoch be-
reits aktuell und in Zukunft verstärkt MIMO-Systeme eingesetzt werden, um den An-
forderungen an zukünftige mobile Kommunikationssysteme gerecht zu werden, widmet
sich die vorliegende Arbeit der Prädiktion der Kanalzustandsinformationen in MIMO-
Systemen. Die Verfahren zur Kanalprädiktion sollen unabhängig von einer konkreten
Realisierung eines Mobilfunksystems entwickelt werden. Dadurch kann sichergestellt
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werden, dass die Ergebnisse der vorliegenden Arbeit allgemein für viele mögliche Mobil-
funksysteme angewandt werden können. Somit besteht das Hauptziel der vorliegenden
Arbeit darin, praktikable Verfahren zur Prädiktion der Kanalzustandsinformationen in
MIMO-Systemen zu erarbeiten. Um dieses Ziel zu erreichen, werden die bereits bekann-
ten Verfahren für SISO-Systeme hinsichtlich ihrer Erweiterbarkeit auf MIMO-Systeme
untersucht.
Eine einfache Vorgehensweise bei der Prädiktion der Kanalinformationen in MIMO-
Systemen besteht darin, die für SISO-Systeme entwickelten Verfahren direkt einzu-
setzen. Das bedeutet, dass der MIMO-Kanal in die SISO-Subkanäle zerlegt wird und
anschließend werden die Kanalzustandsinformationen jedes einzelnen SISO-Subkanals
prädiziert. Der Nachteil bei dieser Vorgehensweise ist jedoch, dass die Abhängigkei-
ten der SISO-Subkanäle nicht ausgenutzt werden und somit das Performanzpotenzial
nicht vollständig ausgeschöpft wird. Aus diesem Grund ist es sinnvoll, bereits bekannte
Verfahren zur Prädiktion in SISO-Systemen dahin gehend zu untersuchen, wie diese
Verfahren auf MIMO-Systeme erweitert werden können, um die Abhängigkeiten der
SISO-Subkanäle auszunutzen. Es werden sowohl die auf einer Schätzung der physikali-
schen Pfadparameter beruhenden Prädiktionsverfahren als auch filterbasierte Prädik-
tionsverfahren untersucht.
Bei den Verfahren, die auf den physikalischen Parametern der elektromagnetischen
Wellen basieren, existieren in MIMO-Systemen zusätzlich zu den bereits eingeführ-
ten Pfadparametern, wie die komplexen Übertragungsfaktoren, Dopplerfrequenzen und
Laufzeiten noch die Einfallswinkel (engl. Direction of Arrival, DoA) und Ausfallswinkel
(engl. Direction of Departure, DoA). Sowohl die Einfallswinkel als auch die Ausfallswin-
kel werden jeweils durch Azimutwinkel und Zenitwinkel eindeutig im 3-dimensionalen
Raum beschrieben. Das bedeutet, dass in MIMO-Systemen zusätzlich vier weitere
Parameter geschätzt werden müssen. Eine Erhöhung der Anzahl an zu schätzenden
Parametern kann die Performanz der Prädiktion in MIMO-Systemen möglicherweise
verschlechtern. Jedoch wird durch die erhöhte Anzahl an zur Verfügung stehenden
und voneinander abhängigen SISO-Subkanälen erwartet, dass die Performanz der Prä-
diktionsverfahren in MIMO-Systemen verbessert werden kann. Ebenso wird erwartet,
dass die Performanz der filterbasierten Prädiktionsverfahren in MIMO-Systemen ver-
bessert werden kann. Zum einen ist die Anzahl an Gleichungen zum Schätzen der
Filterkoeffizienten größer und zum anderen können die Korrelationen zwischen den
SISO-Subkanälen, insbesondere beim Wiener-Filter, ausgenutzt werden.
Zum Vergleich der Leistungsfähigkeit der verschiedenen Prädiktionsverfahren werden
zunächst synthetisch generierte Kanäle genutzt. Unter der Voraussetzung, dass die Me-
thode zum Erzeugen der synthetischen Kanäle an die Prädiktionsverfahren angepasst
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ist, werden alle Prädiktionsverfahren im rauschfreien Fall perfekt den Kanal prädizie-
ren. Aus diesem Grund werden die synthetisch generierten Kanäle additiv mit Rauschen
überlagert und anschließend wird die Leistungsfähigkeit der Verfahren in Abhängigkeit
vom Signal-zu-Rausch-Verhältnis untersucht. Dies ist die übliche Vorgehensweise bei
der Beurteilung der Qualität der Prädiktionsverfahren, so wie es in der bereits zitierten
Literatur für SISO-Systeme vorgenommen wurde. Da jedoch die synthetisch generierten
Kanäle die realen Kanäle nicht perfekt widerspiegeln, werden im Rahmen der vorliegen-
den Arbeit zusätzlich Untersuchungen zur Leistungsfähigkeit und zur Verifikation der
Prädiktionsverfahren an real gemessenen Funkkanälen vorgenommen. Auf diese Weise
kann die Leistungsfähigkeit der Prädiktionsverfahren besser für reale Systeme bewer-
tet werden. Dementsprechend muss ein System zum Messen von Funkkanälen realisiert
werden.
Allen Prädiktionsverfahren ist gemein, dass sie die aktuellen Kanalzustandsinforma-
tionen benötigen, um eine Prädiktion in Frequenzrichtung oder in Zeitrichtung vor-
zunehmen. Aus diesem Grund werden im Rahmen der vorliegenden Arbeit zunächst
verschiedene bekannte Verfahren zum Gewinnen der aktuellen Kanalzustandsinforma-
tionen rekapituliert. Anschließend wird untersucht, wie die notwendigen Parameter für
die einzelnen Prädiktionsverfahren geschätzt werden können.
Die konkreten Ziele der vorliegenden Arbeit sind somit:
• Ein Konzept zum Messen des aktuellen Kanalzustands entwickeln und Messungen
des Kanalzustands durchführen.
• Methoden zum Schätzen des aktuellen Kanalzustands in Mobilfunksystemen re-
kapitulieren.
• Analyse und Vergleich der Leistungsfähigkeit der untersuchten Methoden zum
Schätzen des aktuellen Kanalzustands.
• Literaturrecherche durchführen, um aktuelle Prädiktionsverfahren für SISO-
Systeme zusammenzufassen. Die Ergebnisse der Recherche sind bereits in der
Einleitung aufgeführt worden.
• Analyse der Kanalmodelle, auf denen die Prädiktionsverfahren für SISO-Systeme
beruhen. Untersuchen, ob die verwendeten Kanalmodelle auf MIMO-Systeme er-
weitert werden können.
• Geeignete Kanalmodelle für die Prädiktion der Kanalzustandsinformationen in
MIMO-Systemen erarbeiten. Diskussion der Anwendbarkeit dieser Kanalmodelle
für eine Prädiktion.
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• Verfahren zum Schätzen der Parameter der Kanalmodelle erarbeiten.
• Vergleich der erarbeiteten Kanalmodelle.
• Untersuchen, ob die Prädiktionsverfahren für SISO-Systeme auch auf MIMO-
Systeme angewandt werden können. Prädiktionsverfahren für MIMO-Systeme
entwickeln.
• Definition geeigneter Gütekriterien zur Analyse der Leistungsfähigkeit der Prä-
diktionsverfahren.
• Analyse und Vergleich der Leistungsfähigkeit der neu erarbeiteten Prädiktions-
verfahren.
1.4 Inhaltsübersicht
Basierend auf den in Abschnitt 1.3 dargestellten Zielen gliedert sich die Arbeit wie
folgt.
In Kapitel 2 werden ausgehend von den Ausbreitungsmechanismen der elektromagne-
tischen Wellen Verfahren untersucht, um die Informationen über den aktuellen Kanal-
zustand zu erhalten. Dabei wird zunächst in Abschnitt 2.2 ein Konzept zum Messen
des aktuellen Kanalzustands vorgestellt und anschließend werden in Abschnitt 2.3 be-
kannte trainingssignalbasierte Verfahren zum Schätzen des aktuellen Kanalzustands
rekapituliert. Basierend auf den Ausbreitungsmechanismen der elektromagnetischen
Wellen wird in Kapitel 3 das physikalisch motivierte, direktionale Kanalmodell ein-
geführt. Weiterhin werden in Kapitel 3 Verfahren zum Schätzen der physikalischen
Pfadparameter vorgestellt, da die physikalischen Pfadparameter für die Prädiktion be-
nötigt werden. Das nicht physikalisch motivierte, filterbasierte Kanalmodell wird in
Kapitel 4 eingeführt. Es wird gezeigt, wie die Filterkoeffizienten des filterbasierten Ka-
nalmodells geschätzt werden können, da die Filterkoeffizienten ebenfalls für die Prä-
diktion benötigt werden. Weiterhin wird gezeigt, dass das direktionale Kanalmodell in
das filterbasierte Kanalmodell überführt werden kann. Die Beschreibung des physika-
lisch motivierten, direktionalen Kanalmodells als filterbasiertes Kanalmodell stellt eine
wesentliche Neuerung bei der Kanalmodellierung dar.
In Kapitel 5 wird auf die Prädiktion der Kanalübertragungsfunktionen eingegangen.
In Abschnitt 5.2 wird die Prädiktion basierend auf dem direktionalen Kanalmodell
untersucht und in Abschnitt 5.3 wird die Prädiktion basierend auf dem filterbasier-
ten Kanalmodell untersucht. In Kapitel 6 wird die Leistungsfähigkeit der untersuchten
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Prädiktionstechniken an einem synthetisch generierten Funkkanal und an gemessenen
Funkkanälen untersucht. Weiterhin wird die Leistungsfähigkeit der untersuchten Prä-
diktionstechniken miteinander verglichen.
Eine Zusammenfassung des Inhalts und der Ergebnisse der Arbeit in deutscher und
englischer Sprache ist in Kapitel 7 zu finden. Im Anhang A werden die Korrelationsma-
trix des Rauschens und die MIMO-Kanalkorrelationsmatrix hergeleitet. Im Anhang B
werden die verwendeten Messszenarien beschrieben und im Anhang C ist eine Liste
verwendeter Formelzeichen zu finden.
Die mathematischen Darstellungen in dieser Arbeit erfolgen bevorzugt im diskreten
äquivalenten Tiefpassbereich. Vektoren werden durch fett gesetzte Kleinbuchstaben
und Matrizen werden durch fett gesetzte Großbuchstaben dargestellt. Die Elemente
eines Vektors und einer Matrix werden durch kursiv gesetzte Buchstaben gekennzeich-
net. Komplexe Größen werden unterstrichen. Die Transposition wird durch (·)T ge-
kennzeichnet und das Bilden der konjugiert komplexen Elemente eines Vektors oder
einer Matrix wird durch (·)∗ gekennzeichnet.
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Kapitel 2
Gewinnen der aktuellen
Kanalzustandsinformationen
2.1 Ausbreitung elektromagnetischer Wellen
Zum Übertragen von Informationen über die Luftschnittstelle werden elektromagne-
tische Wellen eingesetzt. Die elektromagnetischen Wellen werden im Sender moduliert,
sodass mit ihnen Informationen übermittelt werden können [Kam04]. Mithilfe von An-
tennen werden die leitungsgebundenen elektromagnetischen Wellen in Freiraumwellen
umgewandelt [ZB95, DS03], sodass die Informationen über den Funkkanal zum Emp-
fänger übertragen werden können. Auf der Empfängerseite werden wiederum Anten-
nen eingesetzt, um die Freiraumwellen in leitungsgebundene Wellen umzuwandeln. Die
Maxwellschen Gleichungen bilden die theoretische Grundlage für elektromagnetische
Wellen [Kum86, MG92]. Im Rahmen der vorliegenden Arbeit wird jedoch nicht näher
auf die Maxwellsche Theorie eingegangen. Die elektromagnetischen Wellen können sich
zum einen möglicherweise auf direktem Weg vom Sender zum Empfänger ausbreiten,
zum anderen können sich die elektromagnetischen Wellen vom Sender über Umwege
zum Empfänger ausbreiten. Der direkte Weg wird auch als direkte Sichtverbindung
(engl. Line of Sight) bezeichnet. Das Phänomen, dass sich die elektromagnetischen
Wellen über Umwege ausbreiten, wird Mehrwegeausbreitung (engl. Multipath Propa-
gation) genannt [FL96]. Wird von einem isotropen Kugelstrahler als Sendeantenne aus-
gegangen, so breiten sich die elektromagnetischen Wellen zunächst in alle Richtungen
gleichmäßig aus, da ein isotroper Kugelstrahler eine omnidirektionale Richtcharakte-
ristik aufweist. Es existieren keine realisierbaren isotropen Kugelstrahler, jede Antenne
besitzt eine mehr oder weniger ausgeprägte Vorzugsrichtung. Da jedoch insbesondere
bei MSen die Ausrichtung der Antennen keinen signifikanten Einfluss auf die Qualität
der Übertragung besitzen soll, werden Antennen eingesetzt, die möglichst gleichmäßig
in alle Richtungen empfangen und senden können. An vorhandenen Streuern können
die elektromagnetischen Wellen gestreut und reflektiert werden. Eine Beugung an Hin-
dernissen und eine Transmission der elektromagnetischen Wellen durch Hindernisse
hindurch sind ebenfalls möglich. Durch Reflexion, Streuung und Beugung können auch
elektromagnetische Wellen vom Sender zum Empfänger gelangen, die nicht in Richtung
des Empfängers abgestrahlt wurden. In Abbildung 2.1 ist ein Szenario mit Mehrwe-
geausbreitung zwischen einem sich nicht bewegenden Sender (Tx) und einem sich mit
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~v
Tx Rx
Streuer 1
Streuer 2
direkter Pfad
indirekter Pfad 1
indirekter Pfad 2
Abbildung 2.1. Mehrwegeausbreitung zwischen einem Sender (Tx) und einem Empfän-
ger (Rx)
der Geschwindigkeit ~v bewegenden Empfänger (Rx) exemplarisch dargestellt. Natür-
lich ist es ebenfalls möglich, dass sich nur der Sender bewegt oder der Sender und der
Empfänger sich bewegen oder sich weder der Sender noch der Empfänger bewegt. Es
ist der direkte Pfad dargestellt und es sind zwei weitere indirekte Pfade dargestellt.
Aufgrund der Tatsache, dass sich die elektromagnetischen Wellen über mehrere Pfade
vom Sender zum Empfänger ausbreiten, kommt es am Empfänger zu einer Superpo-
sition von mehreren Kopien des Sendesignals mit unterschiedlichen Laufzeiten, unter-
schiedlichen Dämpfungen und unterschiedlichen Phasen. Hierbei kann es sowohl zu
konstruktiven als auch zu destruktiven Überlagerungen kommen. Zusätzlich wird dem
Empfangssignal Rauschen additiv überlagert, jedoch ist dies in Abbildung 2.1 nicht
dargestellt und es wird an dieser Stelle auch nicht näher auf das additive Rauschen
eingegangen. Bedingt durch die unterschiedlichen Laufzeiten der elektromagnetischen
Wellen ist der Mobilfunkkanal zeitdispersiv und wirkt dementsprechend frequenzselek-
tiv. Das bedeutet, dass innerhalb der verwendeten Bandbreite lineare Verzerrungen
auftreten und somit Signalanteile bei unterschiedlichen Frequenzen unterschiedlich be-
wertet werden [Lin05]. Zusätzlich bewegt sich der Empfänger mit der Geschwindigkeit
~v. Dadurch erfahren die elektromagnetischen Wellen eine Frequenzverschiebung. Das
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bedeutet, dass zusätzlich zu den unterschiedlichen Dämpfungen, Laufzeiten und Phasen
auch unterschiedliche Dopplerfrequenzen auftreten. Demzufolge ist der Mobilfunkkanal
frequenzdispersiv und wirkt zeitselektiv. Somit werden Signalanteile bei unterschiedli-
chen Zeiten unterschiedlich bewertet [Pät99]. Selbst in dem Fall, bei dem sich weder
der Sender noch der Empfänger bewegt, wirkt der Kanal im Allgemeinen zeitselek-
tiv, da sich die Umgebungsbedingungen mit der Zeit ändern können. Generell lässt
sich der Mobilfunkkanal als lineares zeitvariantes System darstellen. Wie die aktuellen
Informationen über den Kanalzustand gewonnen werden können, ist Thema der nach-
folgenden Abschnitte. Dabei wird als Kanal der Einfluss der Luftschnittstelle und der
eingesetzten Antennen definiert. Weitere Komponenten der Übertragungsstrecke, wie
zum Beispiel Sendefilter und Empfangsfilter werden nicht zum Kanal gehörig definiert.
2.2 Konzept eines Systems zum Messen des aktuellen
Kanalzustands
2.2.1 Aufbau des Messsystems
Eine Möglichkeit Kenntnis über den aktuellen Kanalzustand zu gewinnen besteht dar-
in, den aktuellen Kanalzustand zu messen. Dies ist notwendig, um die Leistungsfähig-
keit der zu untersuchenden Prädiktionsverfahren zu beurteilen, so wie es in Kapitel 1
bereits beschrieben wurde. Das Ziel des Messsystems besteht darin, einen frequenzse-
lektiven und zeitvarianten MIMO-Kanal zu vermessen. Es existieren verschiedene Tech-
niken, um den aktuellen Kanalzustand messtechnisch zu erfassen, wie zum Beispiel die
Puls-Messtechnik, die Korrelations-Messtechnik und die Swept-Frequency-Messtechnik
[PDT91, Par92]. Diese Verfahren unterscheiden sich in den verwendeten Testsignalen.
Bei der Puls-Messtechnik wird der Eingang des Kanals mit einem kurzen Impuls an-
geregt und der Ausgang des Kanals entspricht der Kanalimpulsantwort gefaltet mit
dem Eingangsimpuls. Theoretisch wird der Kanal mit einem Dirac-Impuls angeregt,
jedoch sind Dirac-Impulse technisch nicht realisierbar. Aus diesem Grund werden ty-
pischerweise kurze Rechteckimpulse verwendet. Bei der Korrelations-Messtechnik wird
der Kanal mit einem Signal angeregt, welches die statistischen Eigenschaften von ei-
nem weißen Rauschprozess aufweist und im Empfänger wird das Empfangssignal mit
dem Eingangssignal korreliert. Das Ergebnis der Korrelation entspricht der gewichteten
Kanalimpulsantwort, da die Autokorrelationsfunktion des Eingangssignals idealerweise
einem gewichteten Dirac-Impuls entspricht. Bei der Swept-Frequency-Messtechnik wird
der Kanal zeitlich nacheinander mit sehr schmalbandigen Signalen, wie zum Beispiel
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Abbildung 2.2. Aufbau des eingesetzten Messsystems
Sinussignalen angeregt, wobei von einem Zeitpunkt zum nächsten Zeitpunkt die Fre-
quenz des Sinussignals variiert wird. Aus dem Vergleich des Empfangssignals und dem
Sendesignal kann der Übertragungskoeffizient des Kanals für jede einzelne Frequenz
bestimmt werden, sodass nach einem kompletten Sweep die Übertragungsfunktion des
Kanals gemessen wurde.
Im Rahmen der vorliegenden Arbeit wird ein Konzept zum Messen des Kanalzustands
basierend auf der Swept-Frequency-Messtechnik kurz erläutert, da dieses Messsystem
tatsächlich eingesetzt wurde. In Abbildung 2.2 ist der Aufbau des eingesetzten Mess-
systems dargestellt. Das verwendete Messsystem basiert auf einem vektoriellen Netz-
werkanalysator (engl. Vector Network Analyzer, VNA) ZVL3 von Rohde & Schwarz
mit zwei Ports, der über eine General Purpose Interface Bus (GPIB) Verbindung mit
dem steuernden Notebook verbunden ist. Mithilfe des VNAs lassen sich die Streupa-
rameter eines Zweitores messen. Der Mobilfunkkanal kann im Allgemeinen als rezi-
prokes Zweitor aufgefasst werden, wobei die beiden identischen Transmissionsfaktoren
S21 und S12 der Kanalübertragungsfunktion H (f) entsprechen. Bevor eine Kanalüber-
tragungsfunktion gemessen wird, müssen zunächst die Parameter am VNA eingestellt
werden. Die wichtigsten Parameter sind der Frequenzbereich, die Anzahl W der diskre-
ten Messpunkte innerhalb des Frequenzbereichs, die Sendeleistung und die Resolution
Bandwidth (RBW). Die RBW besitzt Einfluss auf den Dynamikbereich des VNAs. Je
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kleiner die RBW ist, desto größer ist der Dynamikbereich und desto geringer ist die
Leistung des Rauschens, welches der Messung additiv überlagert ist. Die benötigte Zeit
zum Messen einer Kanalübertragungsfunktion beträgt ungefähr
tmess ≈
W
RBW
. (2.1)
Bei W = 401 Punkten und einer RBW von 100Hz benötigt der VNA zum Messen
einer Kanalübertragungsfunktion ungefähr 4 Sekunden. Das bedeutet, dass sich die
Eigenschaften des Kanals innerhalb dieser Zeit nicht ändern dürfen. Der Vorteil einer
so langen Messdauer besteht darin, dass das additive Rauschen, welches der Messung
überlagert ist, sehr gering ist.
Neben dem VNA werden auch bis zu zwei Drehtische eingesetzt, um virtuelle An-
tennenarrays erzeugen zu können und somit die Kanalübertragungsfunktionen eines
MIMO-Kanals messen zu können. In Abbildung 2.2 sind beide Drehtische mit darge-
stellt. Weiterhin kann ein x-y-Tisch eingesetzt werden. Der x-y-Tisch wird genutzt, um
ortsvariante Kanalübertragungsfunktionen messen zu können. Mit der Definition einer
konstanten Geschwindigkeit, mit der sich die Antenne auf dem x-y-Tisch bewegt, kann
die ortsvariante Kanalübertragungsfunktion als zeitvariante Kanalübertragungsfunkti-
on in einer statischen Umgebung aufgefasst werden. Der x-y-Tisch ist in Abbildung 2.2
nicht mit dargestellt. Auf den Drehtischen und dem x-y-Tisch ist jeweils eine Staban-
tenne montiert. Die Drehtische und der x-y-Tisch werden mittels einer Steuereinheit
kontrolliert. Die Steuereinheit ist über eine serielle Schnittstelle mit dem Notebook
verbunden und die Drehtische und der x-y-Tisch sind über Steuerleitungen mit der
Steuereinheit verbunden.
2.2.2 Ablauf einer Messung
Beim Ablauf einer Messung muss beachtet werden, dass sich die Eigenschaften des
Kanals während der Messung nicht ändern dürfen. Dies kann realisiert werden, indem
die Messungen der Kanalübertragungsfunktionen in einem Raum durchgeführt wer-
den, in dem sich während der Messungen keine Personen aufhalten. Damit der Kanal
zeitinvariant ist, werden die Messungen mittels eines PCs fern gesteuert und das Mes-
sen kann nachts stattfinden, wenn sich keine Personen in dem Haus aufhalten, in dem
die Messungen durchgeführt werden. Dieser Ablauf einer Messung ist in realen Syste-
men natürlich nicht möglich, da der Kanal mit einer ausreichenden Geschwindigkeit
geschätzt werden muss und sich natürlich auch Menschen und andere sich bewegende
Streuer in der Umgebung der Antennen befinden. Dementsprechend ist diese Vorge-
hensweise in realen Mobilfunksystemen praktisch nicht relevant, jedoch zum Messen
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des Kanals, um anschließend die Prädiktionsverfahren verifizieren zu können, ist dieser
Ablauf geeignet. Aufgrund der langen Messdauer, wie in Gleichung (2.1) angegeben, die
nur möglich ist, da der Kanal als zeitinvariant angenommen werden kann, ergibt sich
ein hoher Dynamikbereich. Somit können Rauscheinflüsse auf die Messung reduziert
werden.
Bevor die Messung gestartet wird, werden alle notwendigen Einstellungen am VNA
vorgenommen. Anschließend wird eine Kalibrationsmessung durchgeführt, um den sys-
tematischen Einfluss der nicht zum Mobilfunkkanal gehörenden Komponenten elimi-
nieren zu können. Bei der Kalibrationsmessung werden die Antennen entfernt und die
Messkabel, an denen zuvor die beiden Antennen angeschlossen waren, werden direkt
miteinander verbunden. Anschließend wird die Übertragungsfunktion gemessen. Diese
gemessene Übertragungsfunktion beschreibt den Einfluss aller nicht zum Kanal gehö-
renden Komponenten, wie zum Beispiel den Einfluss der Messkabel und den Einfluss
der Sendefilter und der Empfangsfilter. Anschließend werden die Antennen wieder an
die Messkabel angebracht und es kann die Übertragungsfunktion gemessen werden. Mit
Kenntnis der bei der Kalibrationsmessung gemessenen Übertragungsfunktion kann die
Kanalübertragungsfunktion aus den Messwerten berechnet werden [Hie06].
Nachdem alle notwendigen Vorbereitungen abgeschlossen sind, wird die Messung mit-
tels eines PCs ferngesteuert. Zunächst wird bei der Ausgangsposition der Drehtische
eine Kanalübertragungsfunktion gemessen. Anschließend wird die Antenne auf dem
ersten Drehtisch um einen festen Winkel gedreht und es wird wieder eine Kanalüber-
tragungsfunktion gemessen. Dieser Vorgang wird solange wiederholt, bis alle Kanal-
übertragungsfunktionen zwischen allen Positionen auf dem ersten Drehtisch und der
ersten Position auf dem zweiten Drehtisch gemessen wurden. Anschließend wird die
Antenne auf dem ersten Drehtisch wieder in die Ausgangsposition gedreht, die Anten-
ne auf dem zweiten Drehtisch wird um einen festen Winkel gedreht und es wird wieder
eine Kanalübertragungsfunktion gemessen. Dieser Vorgang wird solange wiederholt,
bis alle Kanalübertragungsfunktionen des virtuellen MIMO-Kanals gemessen wurden.
Beim Einsatz des x-y-Tisches wird entsprechend die Antenne um einen festgelegten
Abstand bewegt. Damit ergibt sich der folgende Ablauf
1. Parameter am VNA einstellen,
2. Kalibrationsmessung durchführen,
3. Antennen auf den Drehtischen beziehungsweise auf dem x-y-Tisch in die Aus-
gangspositionen bringen,
4. Kanalübertragungsfunktion messen,
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5. gemessene Kanalübertragungsfunktion zum PC übertragen,
6. die Antennen auf die nächsten Positionen bringen,
7. Punkte 4, 5 und 6 solange wiederholen, bis alle Kanalübertragungsfunktionen
zum PC übertragen wurden und
8. alle Kanalübertragungsfunktionen abspeichern.
2.2.3 Übersicht über die Messkampagnen
Im Anhang B werden die durchgeführten Messkampagnen im Detail beschrieben. In
diesem Abschnitt wird eine kurze Übersicht über die durchgeführten Messkampagnen
gegeben. Es wurden die drei Messkampagnen
• Korridor,
• Labor 1 und
• Labor 2
durchgeführt. Bei den Kampagnen Korridor und Labor 1 wurde ein zeitinvarianter
36 × 36 MIMO-Kanal vermessen, wobei auf beiden Seiten der Übertragungsstrecke
jeweils ein Drehtisch zum Einsatz kam. Bei der Messkampagne Labor 2 wurde ein orts-
varianter 36×1MISO-Kanal (engl. Multiple-Input Single-Output) beziehungsweise ein
1 × 36 SIMO-Kanal (engl. Single-Input Multiple-Output) an 36 verschiedenen Stellen
vermessen. Dabei kam auf einer Seite der Übertragungsstrecke ein Drehtisch zum Ein-
satz und auf der anderen Seite der Übertragungsstrecke kam ein x-y-Tisch zum Einsatz.
Ob es sich um einen MISO-Kanal oder einen SIMO-Kanal handelt, hängt lediglich von
der Interpretation ab. Im Folgenden wird der ortsvariante Kanal als zeitvarianter Kanal
interpretiert. Dazu wird eine Geschwindigkeit definiert, mit der sich die Sendeantenne
oder die Empfangsantenne bewegt hat. Somit kann der ortsvariante Kanal, der an 36
verschiedenen Punkten im Raum gemessen wurde, als zeitvarianter Kanal interpretiert
werden, wobei zu 36 verschiedenen Zeitpunkten der Kanal gemessen wurde.
Es wurde kein ortsvarianter beziehungsweise zeitvarianter MIMO-Kanal vermessen, da
eine Messung eines ortsvarianten MIMO-Kanals zu viel Zeit in Anspruch genommen
hätte. Somit hätte die Bedingung, dass sich die Eigenschaften des Kanals während der
Messung nicht ändern dürfen, nicht realisiert werden können.
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Sämtliche Kanalübertragungsfunktionen wurden bei der Mittenfrequenz
f0 = 2, 45GHz (2.2)
mit einer Bandbreite von
B = 200MHz (2.3)
an
W = 401 (2.4)
äquidistant verteilten Messpunkten innerhalb der Bandbreite gemessen. Die Mittenfre-
quenz von 2, 45GHz wurde gewählt, da diese im ISM-Band (engl. Industrial, Scientific
and Medical) für den 2, 4GHz WLAN-Bereich liegt. Es wurde eine Bandbreite von
200MHz gewählt, um eine möglichst gute zeitliche Auflösung von
∆τ =
1
B
(2.5)
zu erzielen, wobei gleichzeitig berücksichtigt werden musste, dass das Richtdiagramm
und die Fußpunktimpedanz der eingesetzten Antennen innerhalb der Bandbreite annä-
hernd konstant sind. Weiterhin ist es notwendig eine so große Bandbreite von 200MHz
einzustellen, damit ein Abschnitt innerhalb dieser Bandbreite zum Schätzen der Ka-
nalmodellparameter verwendet werden kann und der andere Abschnitt innerhalb dieser
Bandbreite zur Verifikation, beziehungsweise zum Beurteilen der Leistungsfähigkeit der
Prädiktionsverfahren für die Prädiktion in Frequenzrichtung verwendet werden kann.
Aufgrund der 401 Messpunkte ergibt sich, dass Pfade mit einer maximalen Laufzeit
von
τmax =
W
B
(2.6)
erfasst werden können. In diesem Fall entspricht dies ungefähr einer maximalen Laufzeit
von 2µs. Es wird erwartet, dass die maximale Laufzeit der Pfade signifikant kleiner
ist als 2µs. Daraus folgt, dass die Übertragungsfunktionen überabgetastet ist. Somit
kann auch der Einfluss einer Überabtastung auf die Prädiktionsverfahren untersucht
werden. Weiterhin kann die Überabtastung auch zum Verbessern des Signal-zu-Rausch-
Verhältnisses genutzt werden.
Bei den beiden Kampagnen Korridor und Labor 1 wurden auf beiden Seiten der Über-
tragungsstrecke jeweils 36 virtuelle Antennen eingesetzt, wobei der Abstand zwischen
zwei benachbarten Antennen ungefähr einem Drittel der Wellenlänge entspricht. Somit
ist sichergestellt, dass der Kanal nicht räumlich unterabgetastet ist, denn der Abstand
zwischen zwei Antennen darf maximal der halben Wellenlänge entsprechen, um das
räumliche Abtasttheorem einzuhalten [vT02]. Der Radius der Drehtische betrug jeweils
25 cm. Es wurden so große räumliche Dimensionen bei den Drehtischen gewählt, da
die räumliche Ausdehnung des Antennenarrays die Auflösung im Einfallswinkelbereich
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und im Ausfallswinkelbereich bestimmt [vT02]. Je größer die räumliche Ausdehnung
ist, desto besser ist das Auflösungsvermögen. Jedoch ist die räumliche Ausdehnung der
Antennenarrays nach oben beschränkt, wie es in Abschnitt 3.1 beschrieben wird.
Bei der Kampagne Labor 2 wurde der MISO-Kanal beziehungsweise der SIMO-Kanal
zu 36 verschiedenen Zeitpunkten gemessen. Dies ist notwendig, um eine ausreichend
große Anzahl an verschiedenen Zeitpunkten zum Schätzen der Kanalmodellparameter
zu haben und um weitere Zeitpunkte zum Verifizieren und zum Beurteilen der Leis-
tungsfähigkeit der Prädiktionsverfahren für die Prädiktion in Zeitrichtung verwenden
zu können.
2.3 Trainingssignalbasiertes Schätzen des aktuellen
Kanalzustands
2.3.1 Systemmodell
Die Kenntnis über den aktuellen Kanalzustand ist notwendig, um eine Prädiktion
der Kanalzustandsinformationen durchführen zu können. Da das im vorherigen Ab-
schnitt 2.2 vorgestellte Verfahren zum messtechnischen Erfassen des aktuellen Kanal-
zustands in realen Mobilfunksystemen praktisch nicht relevant ist, werden in diesem
Abschnitt bekannte trainingssignalbasierte Verfahren zum Schätzen des aktuellen Ka-
nalzustands vorgestellt, die auch in realen Mobilfunksystemen anwendbar sind. Bei dem
im letzten Abschnitt 2.2 vorgestellten Konzept, wäre es auch möglich vom Schätzen
des aktuellen Kanalzustands zu sprechen. Prinzipiell existiert kein Unterschied zwi-
schen dem Schätzen und dem Messen einer physikalischen Größe. Da jedoch im letzten
Abschnitt ein VNA als Messgerät zum Erlangen des aktuellen Kanalzustands eingesetzt
wurde, wurde vom Messen des aktuellen Kanalzustands gesprochen.
Bei trainingssignalbasierten Schätzverfahren werden a priori bekannte Trainingssignale
vom Sender zum Empfänger übermittelt. Da der Empfänger die übermittelten Trai-
ningssignale kennt, ist es möglich, durch den Vergleich der empfangenen Trainingssi-
gnale und den tatsächlich gesendeten Trainingssignalen die Informationen über den
aktuellen Kanalzustand zu schätzen. Das Empfangssignal, welches aus dem Übermit-
teln der bekannten Trainingssignale resultiert, ist eine bekannte, lineare Funktion der
unbekannten Kanalkoeffizienten [WMZ05b, WMZ05a]. Das Ziel besteht darin, diese un-
bekannten Kanalkoeffizienten zu schätzen und somit die aktuellen Informationen über
den Kanalzustand zu erhalten. Die Kanalkoeffizienten und die Signale werden mittels
22 Kapitel 2: Gewinnen der aktuellen Kanalzustandsinformationen
Vektoren beschrieben und die Elemente dieser Vektoren sind Abtastwerte bezüglich ei-
ner festgelegten Gruppe von orthonormalen Basisfunktionen, falls keine Überabtastung
der Kanäle und der Signale vorhanden ist [Pro01]. Im Folgenden wird keine explizite
Gruppe von Basisfunktionen zugrunde gelegt, sodass die Ausführungen nicht auf einen
Spezialfall beschränkt sind.
Im Folgenden wird ein Punkt zu Punkt MIMO-System mit N Sendeantennen und M
Empfangsantennen zugrunde gelegt. Der Vektor e(m,n) (i), n = 1 . . .N , m = 1 . . .M ,
beschreibt den partiellen Empfangsvektor an der m-ten Empfangsantenne, der aus
der i-ten Übermittlung der Trainingssignale von der n-ten Sendeantenne resultiert.
Es wird angenommen, dass von allen N Sendeantennen gleichzeitig die a priori be-
kannten Trainingssignale übermittelt werden. Die Trainingssignale, die von der n-ten
Sendeantenne übermittelt werden, werden durch die zeitinvariante, partielle System-
matrix G(n) beschrieben, wobei alle Empfangsantennen die Trainingssignale der n-ten
Sendeantenne empfangen. Die partielle Systemmatrix G(n) weist eine Toeplitzstruktur
auf. Die aus den Trainingssignalen resultierende Struktur dieser Systemmatrizen be-
einflusst die Qualität der Kanalschätzung. Methoden, um optimale, beziehungsweise
fast optimale Trainingssignale zu generieren, sind in der Literatur bekannt und werden
im Rahmen der vorliegenden Arbeit nicht weiter untersucht [MWSL02, KWC04]. Der
Kanal zwischen der n-ten Sendeantenne und der m-ten Empfangsantenne wird durch
den Kanalvektor h(m,n) (i) beschrieben, wobei dieser Vektor W Elemente besitzt. Der
partielle Empfangsvektor ohne Rauschen ergibt sich zu
e(m,n) (i) = G(n) · h(m,n) (i) . (2.7)
Es wird vorausgesetzt, dass die Trainingssignale, die durch die MatrixG(n) beschrieben
werden hinreichend lang sind, das bedeutet, dass die Matrix G(n) mindestens aus W
Zeilen besteht. Das gesamte Empfangssignal an derm-ten Empfangsantenne ergibt sich
zum Zeitindex i mit dem Vektor n(m) (i), der Abtastwerte eines mittelwertfreien, gauß-
schen Rauschprozesses enthält, durch Überlagern der N partiellen Empfangsvektoren
e(m,n) (i) und dem additiven Rauschen zu
e(m) (i) =
N∑
n=1
e(m,n) (i)
=
(
G(1) . . .G(N)
)
︸ ︷︷ ︸
G
′
·

h
(m,1) (i)
...
h(m,N) (i)


︸ ︷︷ ︸
h
(m)(i)
+ n(m) (i) . (2.8)
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e(M) (i)
h(1,1) (i)
h(1,N) (i)
h(M,1) (i)
h(M,N) (i)
Abbildung 2.3. Systemmodell
Das Zusammenfassen allerM Empfangsvektoren führt auf den totalen Empfangsvektor
 e
(1) (i)
...
e(M) (i)


︸ ︷︷ ︸
e(i)
=

G
′ 0
. . .
0 G′


︸ ︷︷ ︸
G
·

 h
(1) (i)
...
h(M) (i)


︸ ︷︷ ︸
h(i)
+

 n
(1) (i)
...
n(M) (i)


︸ ︷︷ ︸
n(i)
. (2.9)
Damit lässt sich das Systemmodell
e (i) = G · h (i) + n (i) (2.10)
kompakt darstellen. In Abbildung 2.3 ist das Systemmodell grafisch dargestellt.
Die Korrelationsmatrix des Rauschens berechnet sich zu
Rn = E
{
n (i) n∗T (i)
}
. (2.11)
Unter der Voraussetzung, dass ausschließlich thermisches Rauschen in den Empfängern
vorhanden ist, das Rauschen eine Varianz von σ2 aufweist und das die Empfangssignale
nicht überabgetastet sind, ergibt sich die Korrelationsmatrix des Rauschen zu
Rn = σ
2I. (2.12)
Hierbei ist I die Einheitsmatrix. In der Regel sind Mobilfunksysteme jedoch interfe-
renzbegrenzt. Die Interferenzen können als empfangenes, weißes Rauschen aufgefasst
werden und es wird angenommen, dass kein thermisches Rauschen in den Empfängern
vorhanden ist. Unter der Voraussetzung, dass die Empfangsantennen ein Antennen-
array bilden, und dass das empfangene Rauschen aus allen Richtungen in einer ho-
rizontalen Ebene gleichmäßig verteilt einfällt, ergibt sich die Korrelationsmatrix des
Rauschens zu [WABD06]
Rn = σ
2 ·Ra ⊗ I. (2.13)
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Es wurde wieder vorausgesetzt, dass die Empfangssignale nicht überabgetastet sind.
Falls die Empfangssignale überabgetastet sind, können die Gleichungen (2.12) und
(2.13) wie im Anhang A.2 gezeigt, erweitert werden, um die Überabtastung zu berück-
sichtigen. Die Matrix Ra in (2.13) ist die Array Korrelationsmatrix
Ra =


J0
(
2πℓ(1,1)
λ
)
. . . J0
(
2πℓ(1,M)
λ
)
...
. . .
...
J0
(
2πℓ(M,1)
λ
)
. . . J0
(
2πℓ(M,M)
λ
)

 , (2.14)
wobei J0 (·) die Besselfunktion erster Art und nullter Ordnung ist, ℓ(m,m
′) den Abstand
zwischen der m-ten und der m′-ten Empfangsantenne beschreibt und λ die Wellenlänge
ist. Bis auf die Rauschvarianz σ2 kann die Korrelationsmatrix des Rauschens basierend
auf der Antennengeometrie angegeben werden. Im Anhang A.1 werden die Gleichungen
(2.13) und (2.14) hergeleitet.
Mithilfe der Karhunen-Loéve-Transformation kann der zeitvariante Kanalvektor h(i)
als Linearkombination von Basisvektoren dargestellt werden [vT02, MS00]
h (i) =
W ·M ·N∑
u=1
uu (i) hs,u (i)
= Hs (i) hs (i) , (2.15)
wobei im Allgemeinen unendlich viele Möglichkeiten für die Wahl der Basisvektoren
uu (i) existieren. Unter der Voraussetzung, dass die Spaltenvektoren uu (i), u = 1 . . .W ·
M ·N orthonormale Eigenvektoren der Kanalkorrelationsmatrix
Rh = E
{
h (i) h∗T (i)
}
(2.16)
sind, gilt
u∗Tx (i) uy (i) =
{
1 für x = y,
0 für x 6= y
. (2.17)
Mit der gemachten Voraussetzung, dass die Matrix Hs (i) die Eigenvektoren der Ka-
nalkorrelationsmatrix enthält, ist die Matrix Hs (i) quadratisch und unitär. Weiter-
hin gilt in realen Systemen, dass sich die Matrix Hs (i) und somit die Eigenvektoren
der Kanalkorrelationsmatrix nur sehr langsam mit der Zeit ändern. Dementsprechend
kann diese Matrix als zeitinvariant angenommen werden [WM05]. Diese Annahme ist
gerechtfertigt, solange keine Ausbreitungspfade hinzukommen oder verschwinden, be-
ziehungsweise sich die physikalischen Parameter, wie Dämpfung, Laufzeit und Phase
der Ausbreitungspfade nicht ändern. In Abschnitt 3.1 wird genauer gezeigt, dass sich
die Eigenvektoren nicht, beziehungsweise nur langsam mit der Zeit ändern. Demzufolge
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kann der zeitvariante Kanalvektor h (i) in einen zeitvarianten Anteil hs (i) und einen
nicht zeitvarianten Anteil Hs zerlegt werden. Demnach kann Gleichung (2.15) zu
hs (i) = H
∗T
s · h (i) (2.18)
umgestellt werden. Mit (2.15) ergibt sich für die Kanalkorrelationsmatrix
Rh = E
{
h (i) h∗T (i)
}
= E
{
Hs · hs (i) · h
∗T
s (i) ·H
∗T
s
}
= HsRsH
∗T
s , (2.19)
wobei für Rs
Rs = E
{
hs (i) h
∗T
s (i)
}
(2.20)
gilt. Gleichung (2.19) ist die Eigenwertzerlegung der Kanalkorrelationsmatrix Rh. Da
die Kanalkorrelationsmatrix Rh hermitesch und positiv semidefinit ist, enthält die Ma-
trix
Rs =

λ
(1) 0
. . .
0 λ(W ·M ·N)

 (2.21)
die Eigenwerte von Rh. Die Eigenwerte sind positiv und reell und sie sind der Größe
nach absteigend sortiert, sodass
λ(1) > . . . > λ(u) > . . . > λ(W ·M ·N) (2.22)
gilt [Lüt96]. Die Spalten der Matrix Hs enthalten die zu den Eigenwerten λ
(u), u =
1 . . .W ·M ·N korrespondierenden Eigenvektoren. Die Größe des Eigenwerts λ(u) gibt
an, wie viel Energie der Kanalvektor h (i) in der u-ten Dimension im Mittel besitzt.
Somit ist die Summe aller Eigenwerte gleich der mittleren Energie des gesamten Kanals
E
{
‖h (i)‖2
}
=
W ·M ·N∑
u=1
λ(u), (2.23)
da die Matrix Hs unitär ist [Hay02]. Mit Gleichung (2.15) kann ein äquivalentes Sy-
stemmodell aufgestellt werden
e (i) = GHs hs (i) + n (i) , (2.24)
wobei der Vektor hs (i) im Folgenden als unterraumbasierter Kanalvektor bezeichnet
wird. In Abschnitt 2.3.4 wird näher auf den unterraumbasierten Kanalvektor eingegan-
gen.
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2.3.2 Maximum-Likelihood-Schätzer
Ein typischer Ansatz zum Schätzen des Kanalvektors ist der Maximum-Likelihood-
Schätzer (ML-Schätzer). Der geschätzte Kanalvektor ergibt sich hierbei zu [Wha71,
Kle96]
hˆ (i) =
(
G∗TR−1n G
)−1
G∗TR−1n e (i)
= DML · e (i) . (2.25)
Die MatrixDML wird auch als Schätzmatrix bezeichnet. Wird das Systemmodell (2.10)
in den ML-Schätzer (2.25) eingesetzt, ergibt sich der geschätzte Kanalvektor zu
hˆ (i) =
(
G∗TR−1n G
)−1
G∗TR−1n G · h (i) +
(
G∗TR−1n G
)−1
G∗TR−1n n (i)
= h (i) +
(
G∗TR−1n G
)−1
G∗TR−1n n (i)
= h (i) +DML · n (i) . (2.26)
Es lässt sich an (2.26) erkennen, dass sich der geschätzte Kanalvektor hˆ (i) als Überla-
gerung des tatsächlichen Kanalvektors h (i) und des mit der Matrix DML bewerteten
Rauschprozesses n (i) ergibt.
Ein Kriterium zum Beurteilen der Leistungsfähigkeit des Kanalschätzens ist der sich
ergebende mittlere quadratische Fehler zwischen den geschätzten Kanalvektoren und
den tatsächlichen Kanalvektoren. Der mittlere quadratische Fehler ergibt sich im All-
gemeinen zu
E
{∥∥∥hˆ (i)− h (i)∥∥∥2} = E{(hˆ (i)− h (i))∗T · (hˆ (i)− h (i))}
= E
{
sp
{(
hˆ (i)− h (i)
)
·
(
hˆ (i)− h (i)
)∗T}}
, (2.27)
wobei der Operator ‖·‖ die Norm des Vektors beschreibt und sp {·} die Spur der Matrix
ist. Das Einsetzen des geschätzten Kanalvektors (2.26) in (2.27) führt auf
E
{∥∥∥hˆ (i)− h (i)∥∥∥2} = E{sp{(DML · n (i)) · (DML · n (i))∗T}}
= sp
{
DML · E
{
n · n∗T (i)
}
·D∗TML
}
= sp
{
DML ·Rn ·D
∗T
ML
}
= sp
{(
G∗TR−1n G
)−1}
. (2.28)
Der sich ergebende mittlere quadratische Fehler beim Einsatz des ML-Schätzers hängt
somit offensichtlich nicht nur von dem Rauschen ab, sondern auch von der Systemma-
trix G. Der Vorteil des ML-Schätzers besteht darin, dass keine systematischen Fehler
auftreten. Jedoch minimiert der ML-Schätzer im Allgemeinen nicht den mittleren qua-
dratischen Fehler (2.27).
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2.3.3 Minimum-Mean-Square-Error-Schätzer
Beim Minimum-Mean-Square-Error-Schätzer (MMSE-Schätzer) besteht das Ziel dar-
in, einen linearen Schätzer zu finden, der den mittleren quadratischen Fehler (2.27)
minimiert. Dies führt auf
hˆ (i) = arg min
hˆ(i)
{
E
{∣∣∣∣∣∣hˆ (i)− h (i)∣∣∣∣∣∣2}}
= DMMSE · e (i) , (2.29)
wobei DMMSE die Schätzmatrix des MMSE-Schätzers ist. Ausgehend von Gleichung
(2.27) ergibt sich mit (2.29)
E
{∥∥∥hˆ (i)− h (i)∥∥∥2} = E{sp{(DMMSE · e (i)− h (i)) · (DMMSE · e (i)− h (i))∗T}}
= E
{
sp
{
DMMSE · e (i) e
∗T (i) ·D∗TMMSE −DMMSE · e (i)h
∗T (i)
− h (i) · e∗T (i) ·DMMSE + h (i)h
∗T (i)
}}
= sp
{
DMMSE ·Re ·D
∗T
MMSE −DMMSE ·R
∗T
he
−Rhe ·D
∗T
MMSE −Rh
}
, (2.30)
wobei Rhe die Kreuzkorrelationsmatrix der Empfangsvektoren e (i) und der Kanal-
vektoren h (i) ist und Re ist die Autokorrelationsmatrix der Empfangsvektoren e (i).
Durch eine quadratische Ergänzung kann (2.30) zu
E
{∥∥∥hˆ (i)− h (i)∥∥∥2} = sp{(DMMSE ·Re −Rhe)R−1e (DMMSE ·Re −Rhe)∗T
−Rhe ·R
−1
e ·R
∗T
he +Rh
}
(2.31)
umgeformt werden. Die Gleichung (2.31) wird in Abhängigkeit von der Schätzmatrix
DMMSE minimal, wenn
DMMSE = RheR
−1
e (2.32)
gilt. Damit ergibt sich der geschätzte Kanalvektor zu [Wha71, LO71, Pic93]
hˆ (i) = RheR
−1
e · e (i) . (2.33)
Unter der Voraussetzung, dass das Rauschen und der Kanalvektor unkorreliert sind
gilt
Rhe = E
{
h (i) · (Gh (i) + n (i))∗T
}
= RhG
∗T. (2.34)
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Unter der Voraussetzung, dass das Rauschen und der Kanalvektor unkorreliert sind
und das Rauschen mittelwertfrei ist, folgt für die Autokorrelationsmatrix der Emp-
fangssignale
Re = E
{
(Gh (i) + n (i)) · (Gh (i) + n (i))∗T
}
= GRhG
∗T +Rn. (2.35)
Mit Gleichung (2.34) und (2.35) ergibt sich die MMSE-Schätzung des Kanalvektors zu
hˆ (i) = RhG
∗T
(
GRhG
∗T +Rn
)−1
· e (i) . (2.36)
Falls Rh nicht singulär ist, lässt sich mithilfe des Matrixinversionslemmas [MS00] Glei-
chung (2.36) zu
hˆ (i) =
(
G∗TR−1n G+R
−1
h
)−1
G∗TR−1n e (i) (2.37)
umformen. Alternativ lässt sich Gleichung (2.37) auch zu
hˆ (i) =
(
I+
(
RhG
∗TR−1n G
)−1)−1
·
(
G∗TR−1n G
)−1
G∗TR−1n e (i)︸ ︷︷ ︸
Maximum-Likelihood-Schätzer
(2.38)
umschreiben [Kle96, KKKB96].
Der sich ergebende mittlere quadratische Fehler kann berechnet werden, indem (2.32)
in (2.31) eingesetzt wird
E
{∥∥∥hˆ (i)− h (i)∥∥∥2} = sp{Rh −Rhe ·R−1e ·R∗The } . (2.39)
Offensichtlich benötigt der MMSE-Schätzer die genaue Kenntnis der Korrelationsma-
trix des Rauschens Rn und die genaue Kenntnis der Kanalkorrelationsmatrix Rh. Die
Korrelationsmatrix des Rauschens lässt sich unter der Annahme, dass weißes, omnidi-
rektionales Rauschen mit der Varianz σ2 vorhanden ist, nach Gleichung (2.13) berech-
nen. Die Herausforderung besteht darin, die Kenntnis über die Kanalkorrelationsma-
trix zu erlangen. Eine Möglichkeit besteht darin, die Kanalkorrelationsmatrix basierend
auf mehreren Realisierungen des Kanals zu schätzen. Jedoch ist eine solche Schätzung
niemals perfekt. Eine weitere Möglichkeit besteht darin, die Kanalkorrelationsmatrix
basierend auf einem Kanalmodell zu berechnen. Jedoch ist es im Allgemeinen nicht
möglich ein perfektes Kanalmodell aufzustellen, um die Kanalkorrelationsmatrix zu
berechnen. Da eine nicht perfekt bekannte Kanalkorrelationsmatrix zu einer Degrada-
tion der Leistungsfähigkeit des MMSE-Schätzers führt, wird im nächsten Abschnitt ein
alternatives Verfahren zum Schätzen des Kanalvektors vorgestellt.
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2.3.4 Maximum-Likelihood-Schätzer im Unterraum
Die Grundidee bei dem in diesem Abschnitt beschrieben Maximum-Likelihood-Schätzer
im Unterraum besteht darin, nicht den kompletten Kanalvektor h (i) zu schätzen, son-
dern den Kanalvektor h˜ (i) zu schätzen. Der Kanalvektor h (i) liegt in einem Vektor-
raum mit W ·M · N Dimensionen, wobei es nicht relevant ist zu wissen, welche Ba-
sisvektoren den Vektorraum aufspannen. Um den Kanalvektor h˜ (i) zu schätzen, wird
zunächst ein Wechsel der Basisvektoren durchgeführt. Wenn speziell die orthonormalen
Eigenvektoren der Kanalkorrelationsmatrix als Basisvektoren gewählt werden gilt, dass
die mittleren Kanalenergien nicht in allen Dimensionen gleich sind, denn die mittleren
Kanalenergien in den W ·M ·N Dimensionen entsprechen den unterschiedlich großen
Eigenwerten der Kanalkorrelationsmatrix. Typischerweise existieren wenige dominante
Eigenwerte, da in realen Systemen in der Regel nur wenige dominante Ausbreitungs-
pfade vorhanden sind [WABD06], so wie es in Abschnitt 3.1 beschrieben wird. Jedoch
ist die Leistung des Rauschens in allen Dimensionen gleich groß. Nach dem Basiswech-
sel wird der unterraumbasierte Kanalvektor hs (i) (2.18) geschätzt und anschließend
wird die Dimension des Vektorraums verkleinert, indem Basisvektoren, die zu kleinen
Eigenwerten der Kanalkorrelationsmatrix korrespondieren, nicht berücksichtigt wer-
den. Anschließend wird der Wechsel der Basisfunktionen rückgängig gemacht, um den
Kanalvektor h˜ (i) zu erhalten.
Zum Schätzen des Kanalvektors h˜ (i) wird zunächst die Kanalkorrelationsmatrix nach
Gleichung (2.16) basierend auf I initialen ML-Schätzungen des Kanalvektors h (i)
ˆˆ
h (i) =
(
G∗TR−1n G
)−1
G∗TR−1n e (i) (2.40)
zu den Zeitpunkten i = 1 . . . I geschätzt. Mit diesen I geschätzten Kanalvektoren ergibt
sich die geschätzte Kanalkorrelationsmatrix zu
Rˆh ≈
1
I
I∑
i=1
ˆˆ
h (i)
ˆˆ
h
∗T
(i) . (2.41)
Anschließend wird eine Eigenwertzerlegung dieser geschätzten Kanalkorrelationsmatrix
durchgeführt, um die Matrix Hˆs zu schätzen, die den Vektorraum aufspannt, in dem
die geschätzten Kanalvektoren liegen. Die Kanalkorrelationsmatrix setzt sich in MIMO-
Systemen aus den Blöcken R(m,n,m
′,n′)
h zusammen [WABD06]
Rh =


R
(1,1,1,1)
h . . . R
(1,1,1,N)
h . . . R
(1,1,M,N)
h
...
...
...
R
(1,N,1,1)
h . . . R
(1,N,1,N)
h . . . R
(1,N,M,N)
h
...
...
...
R
(M,N,1,1)
h . . . R
(M,N,1,N)
h . . . R
(M,N,M,N)
h

 . (2.42)
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Hierbei entspricht ein Block der Kanalkorrelationsmatrix Rh einer Kanalkorrelations-
matrix eines SISO-Subkanals zwischen zwei Antennen
R
(m,n,m′,n′)
h = E
{
h(m,n) (i) h(m
′,n′)∗T (i)
}
. (2.43)
Im Anhang A.2 wird ausgehend von dem direktionalen Kanalmodell, welches in Kapi-
tel 3 eingeführt wird gezeigt, dass alle Diagonalblöcke R(m,n,m,n)h identisch sind. Somit
ist es möglich, die Schätzung der Diagonalblöcke zu verbessern, in dem über alle ge-
schätzten Diagonalblöcke gemittelt wird. Weiterhin wird im Anhang A.2 gezeigt, dass
die Off-Diagonalblöcke der Kanalkorrelationsmatrix gewichteten Diagonalblöcken der
Kanalkorrelationsmatrix entsprechen. Mit Kenntnis dieser Gewichte kann somit über
alle Blöcke unter Berücksichtigung der Gewichte gemittelt werden, um die Schätzung
der Kanalkorrelationsmatrix zu verbessern. Unter den im Anhang A.2 gemachten Vor-
aussetzungen hängen diese Gewichte lediglich vom Abstand zwischen den jeweiligen
Antennenpärchen (m,m′) und (n, n′) ab.
In realen Systemen entspricht (2.41) dem Schätzen der Kanalkorrelationsmatrix aus
den letzten I geschätzten Kanalvektoren ˆˆh (i). Sobald ein weiterer Kanalvektor nach
Gleichung (2.40) geschätzt wurde, wird der älteste geschätzte Kanalvektor durch diesen
ersetzt, um langsamen Änderungen des Vektorraums und somit der Kanalkorrelations-
matrix folgen zu können. Im nächsten Schritt werden nur die L größten Eigenwerte
berücksichtigt, sodass sich der Kanalvektor im L-dimensionalen Unterraum zu
h˜ (i) = HsDLhs (i) (2.44)
ergibt, wobei hs (i) der unterraumbasierte Kanalvektor aus Gleichung (2.24) ist. Die
idempotente Matrix DL besitzt L Einsen auf der Hauptdiagonalen und alle anderen
Elemente sind Null
DL =


1 0
. . .
1
0
. . .
0 0


. (2.45)
Ohne Berücksichtigung des Rauschens ergibt sich der mittlere quadratische Fehler auf-
grund der Verkleinerung des Vektorraums mit (2.23) zu
E
{∥∥∥h˜ (i)− h (i)∥∥∥2} = W ·M ·N∑
u=1
λ(u) −
L∑
u=1
λ(u)
=
W ·M ·N∑
u=L+1
λ(u). (2.46)
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Abbildung 2.4. Blockschaltbild des unterraumbasierten Maximum-Likelihood-Schät-
zers
Das bedeutet, dass selbst im rauschfreien Fall der Kanalvektor h˜ (i) nicht dem tat-
sächlichen Kanalvektor h (i) entspricht, falls L 6= W ·M · N ist, da die zu den nicht
perfekt geschätzten Eigenvektoren gehörigen Eigenwerte im Allgemeinen alle ungleich
Null sind.
Zum Schätzen von h˜ (i) wird der unterraumbasierte Kanalvektor hs (i) basierend auf
der zuvor geschätzten Matrix Hˆs und der als bekannt vorausgesetzten Korrelationsma-
trix des Rauschens Rn mit dem ML-Schätzer geschätzt [WM05, WMZ05a, PW07]
hˆs (i) =
(
Hˆ
∗T
s G
∗TR−1n GHˆs
)−1
Hˆ
∗T
s G
∗TR−1n · e (i) . (2.47)
Mit Gleichung (2.44) und Gleichung (2.47) ergibt sich der geschätzte Kanalvektor zu
ˆ˜
h (i) = HˆsDL
(
Hˆ
∗T
s G
∗TR−1n GHˆs
)−1
Hˆ
∗T
s G
∗TR−1n · e (i) . (2.48)
Wird der Empfangsvektor e (i) (2.24) in (2.48) eingesetzt, ergibt sich der geschätzte
Kanalvektor zu
ˆ˜
h (i) = HˆsDL
(
Hˆ
∗T
s G
∗TR−1n GHˆs
)−1
Hˆ
∗T
s G
∗TR−1n ·GHs hs (i)
+ HˆsDL
(
Hˆ
∗T
s G
∗TR−1n GHˆs
)−1
Hˆ
∗T
s G
∗TR−1n · n (i) . (2.49)
Für den Fall, dass die Matrix DL eine Einheitsmatrix ist, ist zu erkennen, dass der
unterraumbasierte ML-Schätzer (2.49) erwartungstreu ist. Im Allgemeinen ist die Ma-
trix DL keine Einheitsmatrix. In diesem Fall ist der unterraumbasierte ML-Schätzer
nicht erwartungstreu. In Abbildung 2.4 ist das Blockschaltbild des unterraumbasierten
ML-Schätzers dargestellt.
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Das Problem beim unterraumbasierten ML-Schätzer besteht darin, dass die Eigenvek-
toren die den Vektorraum aufspannen, in dem die Kanalvektoren liegen, nicht exakt
geschätzt werden können. Um dennoch den ML-Schätzer im Unterraum mathematisch
leicht analysieren zu können, wird im Folgenden davon ausgegangen, dass die Matrix
Hs perfekt geschätzt werden kann. Somit vereinfacht sich Gleichung (2.49) zu
ˆ˜
h (i) = HsDL hs (i) +HsDL
(
H∗Ts G
∗TR−1n GHs
)−1
H∗Ts G
∗TR−1n · n (i) . (2.50)
Mit der Annahme, dass die Matrix Hs perfekt bekannt ist, ergibt sich der mittlere
quadratische Fehler zu
E
{∥∥∥ˆ˜h (i)− h (i)∥∥∥2} = E{sp{(ˆ˜h (i)− h (i)) · (ˆ˜h (i)− h (i))∗T}} . (2.51)
Durch das Einsetzen des geschätzten Kanalvektors (2.50) in (2.51) erhält man nach
einigen Umformungen
E
{∥∥∥ ˆ˜h (i)− h (i)∥∥∥2} = sp {Rs} − sp {DL ·Rs}
+ sp
{
DL ·H
∗T
s
(
G∗TR−1n G
)−1
Hs
}
=
W ·M ·N∑
u=L+1
λ(u) +
L∑
u=1
[
·H∗Ts
(
G∗TR−1n G
)−1
Hs
]
u,u
, (2.52)
wobei [·]u,u dem Element in der u-ten Zeile und in der u-ten Spalte der Matrix ent-
spricht. In Abhängigkeit von der Größe L des Unterraums ergibt sich ein anderer mitt-
lere quadratischer Fehler. Die optimale Größe des Unterraums ergibt sich, wenn (2.52)
minimal wird
L = arg min
L
{
W ·M ·N∑
u=L+1
λ(u) +
L∑
u=1
[
·H∗Ts
(
G∗TR−1n G
)−1
Hs
]
u,u
}
. (2.53)
2.4 Anwenden der trainingssignalbasierten Schätz-
verfahren auf gemessene Funkkanäle
In diesem Abschnitt wird die Leistungsfähigkeit der in den Abschnitten 2.3.2 bis 2.3.4
vorgestellten Verfahren zum Gewinnen der aktuellen Kanalzustandsinformationen an
real gemessenen Funkkanälen untersucht. Bei dem Szenario Labor 2 wurde ein zeitva-
rianter SIMO-Kanal mit I = 36 vermessen, sodass diese Messergebnisse direkt genutzt
werden können, um die Leistungsfähigkeit zu untersuchen. Bei den beiden Szenarien
Korridor und Labor 1 werden die zeitinvarianten 36 × 36 MIMO-Kanäle als zeitvari-
ante SIMO-Kanäle interpretiert, indem die 36 SIMO-Subkanäle des MIMO-Kanals als
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SIMO-Kanäle zu 36 verschiedenen Zeitpunkten i aufgefasst werden. Die Anzahl der
genutzten Abtastwerte eines SISO-Subkanals betrug für alle Messkampagnen W = 26,
was mit (2.6) einer maximalen Laufzeit von ungefähr 0,13µs entspricht. Das bedeutet,
dass Pfade, die maximal 39m zurückgelegt haben, eindeutig erfasst werden können.
Es wird angenommen, dass Pfade mit einer größeren Laufzeit so stark gedämpft sind,
dass sie bei der Messung vom Rauschen nicht mehr unterscheidbar waren, sodass 26
Abtastwerte innerhalb der 200MHz Bandbreite ausreichend sind. Bei einer Entfernung
von mehr als 39m muss mindestens eine Doppelreflexion in den drei untersuchten Sze-
narien aufgetreten sein, beziehungsweise es müssen mindestens zwei Transmissionen
durch die Wände aufgetreten sein. Daher kann davon ausgegangen werden, dass diese
Pfade sehr stark gedämpft wurden.
Damit die Ergebnisse für die unterschiedlichen Szenarien fair miteinander verglichen
werden können, wurden die Energie der Kanäle für alle drei Szenarien derartig normiert,
dass die Summe der Eigenwerte für jedes Szenario jeweils 1 ist. In den Untersuchungen
wurde vorausgesetzt, dass die Messergebnisse fehlerfrei sind. Die Kanalkorrelationsma-
trizen wurden nach (2.41) geschätzt, wobei keine initialen Schätzungen der Kanalvek-
toren verwendet wurden, sondern es wurden die I = 36 als fehlerfrei vorausgesetzten
Kanalvektoren verwendet. Weiterhin wurden orthogonale Trainingssignale vorausge-
setzt, sodass für die Systemmatrix
G∗TG = σ2p · I (2.54)
gilt, wobei σ2p die Energie der Trainingssignale ist. Für die Korrelationsmatrix des
Rauschens gilt (2.13). In Abbildung 2.5 sind die Eigenwertprofile der drei Kanalkorre-
lationsmatrizen dargestellt. Insgesamt existieren M ·W = 936 Eigenwerte, da die Ka-
nalkorrelationsmatrizen eine Dimension von 936 × 936 aufweisen. Da jeweils lediglich
36 Realisierungen des Kanals zum Schätzen der Kanalkorrelationsmatrizen verwendet
werden konnten, sind die Kanalkorrelationsmatrizen singulär und besitzen einen Rang
von 36. Das bedeutet, dass lediglich 36 von Null verschiedene Eigenwerte existieren. Es
ist zu erkennen, dass nur wenige dominante Eigenwerte vorhanden sind. Aus diesem
Grund kann erwartet werden, dass der Einsatz des unterraumbasierten ML-Schätzers
und der Einsatz des MMSE-Schätzers signifikante Gewinne gegenüber dem klassischen
ML-Schätzer erzielen kann.
In Abbildung 2.6 ist der mittlere quadratische Fehler (2.28), (2.39) und (2.52) logarith-
misch in Abhängigkeit von σ2p/σ
2 für die drei untersuchten Szenarien dargestellt, wobei
die Größe des Unterraums beim Einsatz des unterraumbasierten ML-Schätzers in Ab-
hängigkeit von σ2p/σ
2 optimal gewählt wurde. Da die Ergebnisse vom ML-Schätzer nicht
von den Eigenschaften des Kanals abhängen, sondern lediglich von Rn und G sind die
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Abbildung 2.5. Eigenwertprofile der Kanalkorrelationsmatrizen
Verläufe der Kurven für den ML-Schätzer für alle drei Szenarien identisch. Mit den ge-
machten Voraussetzungen über die Korrelationsmatrix des Rauschens (2.13) und über
die Systemmatrix (2.54) besitzt die Anzahl der ElementeW ·M = 936 des Kanalvektors
h (i) Einfluss auf den Verlauf des ML-Schätzers. Bei 10·log10
(
σ2p/σ
2
)
= 0dB beträgt der
mittlere quadratische Fehler des ML-Schätzers 10 · log10 (W ·M) ≈ 29,7 dB. Weiterhin
lässt sich erkennen, dass signifikante Gewinne durch den Einsatz des MMSE-Schätzers
und durch den Einsatz des ML-Schätzers im Unterraum gegenüber dem klassischen
ML-Schätzer erzielt werden können. Jedoch liefert der MMSE-Schätzer aufgrund der
Tatsache, dass die Kanalkorrelationsmatrizen basierend auf den I = 36 als fehlerfrei
vorausgesetzten Kanalvektoren berechnet wurden, einen geringeren mittleren quadra-
tischen Fehler als der unterraumbasierte ML-Schätzer. Insbesondere für sehr kleine
Werte von 10 · log10
(
σ2p/σ
2
)
liefert der MMSE-Schätzer signifikant bessere Ergebnisse
als der unterraumbasierte ML-Schätzer. Für sehr große Werte von 10 · log10
(
σ2p/σ
2
)
konvergiert offensichtlich weder der unterraumbasierte ML-Schätzer, noch der MMSE-
Schätzer zum konventionellen ML-Schätzer. Dies gilt jedoch nur für die im Rahmen
der vorliegenden Arbeit untersuchten Kanäle, da die geschätzte Kanalkorrelationsma-
trix aufgrund der geringen Anzahl an zur Verfügung stehenden Kanalvektoren singulär
ist. Im Allgemeinen konvergiert sowohl der unterraumbasierte ML-Schätzer, als auch
der MMSE-Schätzer für sehr große Werte von 10 · log10
(
σ2p/σ
2
)
zum konventionellen
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Abbildung 2.6. Mittlerer quadratischer Fehler
ML-Schätzer, so wie es im nächsten Absatz beschrieben wird.
In Abbildung 2.7 ist der mittlere quadratische Fehler beim Einsatz des unterraumbasier-
ten ML-Schätzers für unterschiedlich große Unterräume bei 10 · log10
(
σ2p/σ
2
)
= 20 dB
dargestellt. Es ist zu erkennen, dass bei einer Größe L = 5 des Unterraums der Fehler
für das Szenario Korridor minimal wird. Bei L = 7 wird der Fehler für das Szenario
Labor 1 minimal und bei L = 13 wird der Fehler für das Szenario Labor 2 minimal.
Aufgrund der Tatsache, dass der komplette Kanalvektor in einem W ·M = 936 dimen-
sionalen Raum liegt, jedoch bei den drei untersuchten Szenarien lediglich 36 von Null
verschiedene Eigenwerte existieren, ist der mittlere quadratische Fehler der sich beim
unterraumbasierten ML-Schätzer ergibt immer geringer als der mittlere quadratische
Fehler, der sich beim konventionellen ML-Schätzer ergibt. Dies gilt jedoch lediglich
für die im Rahmen der vorliegenden Arbeit untersuchten Szenarien. Typischerweise
kann I auch größer sein als W ·M , sodass die Kanalkorrelationsmatrix vollen Rang
besitzt und somit nicht singulär ist. Falls I größer ist als W ·M , sodass alle Eigenwerte
der Kanalkorrelationsmatrix von Null verschieden sind, liefert der unterraumbasierte
ML-Schätzer für sehr große Werte von 10 · log10
(
σ2p/σ
2
)
dieselben Ergebnisse wie der
konventionelle ML-Schätzer. Die optimale Größe des Unterraums ist in diesem Fall
gleich der kompletten Größe des Vektorraums und somit entspricht die Matrix DL ei-
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Abbildung 2.7. Mittlerer quadratischer Fehler bei 10 · log10
(
σ2p/σ
2
)
= 20 dB in Abhän-
gigkeit von der Größe L des Unterraums
ner Einheitsmatrix. Weiterhin konvergiert im Allgemeinen auch der MMSE-Schätzer
für sehr große Werte von 10 · log10
(
σ2p/σ
2
)
zu einem konventionellen ML-Schätzer, falls
die Kanalkorrelationsmatrix Rh vollen Rang besitzt und dementsprechend nicht singu-
lär ist. Falls das Rauschen sehr schwach ist und das Nutzsignal sehr stark ist, werden
die Elemente von Rn sehr klein und die Elemente von R
−1
n werden sehr groß. Somit
ergibt sich für den MMSE-Schätzer (2.37)
hˆ (i) =
(
G∗TR−1n G+R
−1
h
)−1
G∗TR−1n e (i)
=
(
G∗TR−1n G
)−1
G∗TR−1n e (i) (2.55)
und dies entspricht dem konventionellen ML-Schätzer (2.25). In den hier untersuchten
Szenarien ist die Kanalkorrelationsmatrix jedoch singulär, da lediglich 36 von Null ver-
schiedene Eigenwerte existieren. Somit kann Gleichung (2.37) nicht angewandt werden
und dementsprechend konvergiert der MMSE-Schätzer nicht zu einem konventionellen
ML-Schätzer.
Abbildung 2.8 zeigt die optimale Größe L des Unterraums in Abhängigkeit von
10 · log10
(
σ2p/σ
2
)
. Bis zu einem Wert von 10 · log10
(
σ2p/σ
2
)
= 9dB sollte für das
Szenario Korridor nur ein einziger Eigenwert berücksichtigt werden, um den mittleren
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Abbildung 2.8. Optimale Größe L des Unterraums
quadratischen Fehler beim unterraumbasierten ML-Schätzer zu minimieren. Für das
Szenario Labor 1 sollte bis zu einem Wert von 10 · log10
(
σ2p/σ
2
)
= 11 dB lediglich
ein Eigenwert berücksichtigt werden und für das Szenario Labor 2 sollte bis zu einem
Wert von 10 · log10
(
σ2p/σ
2
)
= 6dB nur ein Eigenwert berücksichtigt werden. Ab einem
Wert von 10 · log10
(
σ2p/σ
2
)
= 57 dB sollten für das Szenario Korridor alle 36 Eigen-
werte berücksichtigt werden, um den mittleren quadratischen Fehler zu minimieren.
Für das Szenario Labor 1 sollten ab einem Wert von 10 · log10
(
σ2p/σ
2
)
= 49 dB al-
le von Null verschiedenen Eigenwerte berücksichtigt werden und ab einem Wert von
10 · log10
(
σ2p/σ
2
)
= 48 dB sollten für das Szenario Labor 2 alle 36 Eigenwerte berück-
sichtigt werden.
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Kapitel 3
Direktionales Modell des Punkt zu Punkt
MIMO-Mobilfunkkanals
3.1 Direktionales Kanalmodell
In diesem Abschnitt wird der zeitvariante und frequenzselektive Punkt zu Punkt
MIMO-Mobilfunkkanal betrachtet. Es wird davon ausgegangen, dass die BS ortsfest
ist und die MS sich mit der Geschwindigkeit ~v (t) bewegt. Sowohl die BS, als auch die
MS können als Sender und Empfänger fungieren. Die Übertragungsstrecke von der MS
zur BS ist die Aufwärtsstrecke und die Übertragungsstrecke von der BS zur MS ist die
Abwärtsstrecke.
Wie bereits in Abschnitt 2.1 beschrieben, breiten sich die elektromagnetischen Wellen
über unterschiedliche Pfade vom Sender zum Empfänger aus. Beim Einsatz von An-
tennenarrays lassen sich neben den pfadspezifischen Parametern Laufzeit, Dämpfung,
Phase und Dopplerfrequenz auch die Ausfallsrichtung und die Einfallsrichtung definie-
ren. Natürlich weisen die elektromagnetischen Wellen auch bei Systemen mit nur einer
Sendeantenne und nur einer Empfangsantenne eine definierte Ausfallsrichtung und eine
definierte Einfallsrichtung auf, jedoch lassen sich diese Richtungen nur durch den Ein-
satz von Antennenarrays auch auflösen [LR99]. Im Folgenden wird davon ausgegangen,
dass sich die Streuer im Fernfeld der eingesetzten Antennenarrays befinden, sodass sich
D ebene Wellen an den Antennen überlagern. In Abbildung 3.1 ist ein Szenario mit
zwei Ausbreitungspfaden für das direktionale Kanalmodell dargestellt. Der Sender ist
mit einem Antennenarray mit N Antennen ausgestattet und der Empfänger ist mit
einem Antennenarray mit M Antennen ausgestattet. Für jedes Antennenarray wurde
ein Referenzpunkt (RP) definiert. Die beiden RPs stellen das geometrische Zentrum
des jeweiligen Antennenarrays dar. Weiterhin bewegt sich der Empfänger mit der Ge-
schwindigkeit ~v (t). Jede ebene Welle zwischen dem RP auf der Senderseite und dem
RP auf der Empfängerseite kann durch die Parameter
• komplexes Gewicht α(d) (ν, t),
• Laufzeit τ (d) (ν, t) und
• Dopplerfrequenz f (d)d (ν, t)
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Abbildung 3.1. Szenario mit zwei Ausbreitungspfaden für das direktionale Kanalmodell
beschrieben werden, wobei d = 1 . . .D gilt und ν ist die Frequenz. Die beiden in
Abschnitt 2.1 eingeführten Parameter Dämpfung und Phase wurden zum komplexen
Gewicht α(d) (ν, t) zusammengefasst. Die Laufzeit zwischen den beiden RPs ergibt sich
zu
τ (d) (ν, t) =
ℓ(d) (t)
c0 (ν, t)
, (3.1)
wobei ℓ(d) (t) die frequenzunabhängige Pfadlänge des d-ten Ausbreitungspfades ist und
c0 (ν, t) ist die Ausbreitungsgeschwindigkeit der elektromagnetischen Wellen. Die Dopp-
lerfrequenz ergibt sich zu
f
(d)
d (ν, t) = ν ·
v
(d)
rad (t)
c0 (ν, t)
, (3.2)
wobei v(d)rad (t) die frequenzunabhängige Radialgeschwindigkeit der MS in Bezug auf den
d-ten Ausbreitungspfad ist. Die MS bewegt sich mit einer bestimmten Geschwindig-
keit in eine bestimmte Richtung. Dies kann durch den Geschwindigkeitsvektor ~v (t)
beschrieben werden. Der Anteil des Geschwindigkeitsvektors ~v (t) längs zur Einfalls-
richtung des d-ten Ausbreitungspfades wird als Radialgeschwindigkeit bezeichnet und
berechnet sich zu
v
(d)
rad (t) = v (t) · cos
(
β(d) (t)
)
, (3.3)
wobei v (t) der Betrag des Geschwindigkeitsvektors ~v (t) ist und der Winkel β(d) (t)
wird zwischen dem Geschwindigkeitsvektor und der Einfallsrichtung des d-ten Aus-
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Abbildung 3.2. Zusammenhang zwischen Dopplerfrequenz und Geschwindigkeitsvektor
breitungspfades eingeschlossen. In Abbildung 3.2 ist dieser Zusammenhang dargestellt.
Bisher wurden lediglich die Ausbreitungspfade zwischen den beiden RPs beschrieben.
Zum Beschreiben der Pfade zwischen der n-ten Sendeantenne und derm-ten Empfangs-
antenne werden zusätzliche pfadspezifische Parameter eingeführt. Dabei wird voraus-
gesetzt, dass der Abstand zwischen den Antennen eines Antennenarrays im Bereich
von einigen wenigen Wellenlängen liegt. Diese Voraussetzung bedingt, dass es sich um
einen Punkt zu Punkt MIMO-Kanal handelt. Weiterhin wird aufgrund des geringen Ab-
stands zwischen den Antennen angenommen, dass die komplexen Gewichte der Ausbrei-
tungspfade an allen Antennenpositionen identisch sind. Jedoch werden die Laufzeiten
τ
(n,d)
Tx (ν, t) und τ
(m,d)
Rx (ν, t) eingeführt. Infolge des räumlichen Abstands zwischen dem
RP auf der Senderseite und der n-ten Sendeantenne besitzt die ebene Wellenfront des
d-ten Ausbreitungspfades im Allgemeinen eine andere Phasenlage am Referenzpunkt
verglichen mit der Phasenlage an der n-ten Sendeantenne [Jöt04]. Der Unterschied zwi-
schen diesen beiden Phasenlagen kann durch den komplexen Drehfaktor e−j2πντ
(n,d)
Tx (ν,t)
beschrieben werden, wobei im Exponenten dieses Drehfaktors die Laufzeit τ (n,d)Tx (ν, t)
auftritt. Analog dazu kann mithilfe der Laufzeit τ (m,d)Rx (ν, t) der Unterschied zwischen
der Phasenlage am RP des Empfängers und der Phasenlage an der m-ten Empfangsan-
tenne für den d-ten Ausbreitungspfad beschrieben werden. Sowohl τ (m,d)Rx (ν, t) als auch
τ
(n,d)
Tx (ν, t) können negative Werte annehmen. Die Laufzeit τ
(n,d)
Tx (ν, t) hängt von der
Position der n-ten Sendeantenne und von der Ausfallsrichtung der d-ten elektromag-
netischen Welle ab, die durch die beiden Winkel
• ϕ
(d)
Tx (ν, t) und
• ϑ
(d)
Tx (ν, t)
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Abbildung 3.3. 3-dimensionales, kartesisches, rechtshändiges Koordinatensystem mit
dem Azimutwinkel ϕ, dem Poldistanzwinkel ϑ und der Einfallsebene beziehungsweise
der Ausfallsebene
beschrieben wird. Die Laufzeit τ (m,d)Rx (ν, t) hängt von der Position der m-ten Empfangs-
antenne und von der Einfallsrichtung der d-ten elektromagnetischen Welle ab, die durch
die beiden Winkel
• ϕ
(d)
Rx (ν, t) und
• ϑ
(d)
Rx (ν, t)
beschrieben wird. Die Winkel ϕ(d)Tx (ν, t) und ϕ
(d)
Rx (ν, t) sind die Azimutwinkel und kön-
nen im Bereich [0; 360◦[ liegen und die Winkel ϑ(d)Tx (ν, t) und ϑ
(d)
Rx (ν, t) sind die Pol-
distanzwinkel und können im Bereich [0; 180◦] liegen. In Abbildung 3.3 ist ein 3-
dimensionales, kartesisches, rechtshändiges Koordinatensystem dargestellt, wobei für
eine Einfallsrichtung beziehungsweise für eine Ausfallsrichtung der Azimutwinkel ϕ
und der Poldistanzwinkel ϑ eingezeichnet sind. Außerdem ist der RP mit eingezeichnet
und zur besseren Darstellung ist die Einfallsebene und die Ausfallsebene als graues
Rechteck mit eingezeichnet.
Die Laufzeit des d-ten Ausbreitungspfades vom RP auf der Senderseite zur n-ten Sen-
deantenne ergibt sich aus dem mit −1/c0 (ν, t) gewichteten Skalarprodukt des Orts-
vektors ~r (n) in Richtung der n-ten Sendeantenne und dem Einheitsvektor ~u(d)Tx (ν, t) in
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Ausfallsrichtung des d-ten Ausbreitungspfades [LR99]
τ
(n,d)
Tx (ν, t) = −
1
c0 (f, t)
· 〈~r (n), ~u
(d)
Tx (ν, t)〉
= −
1
c0 (ν, t)
(
x(n)cos
(
ϕ
(d)
Tx (ν, t)
)
sin
(
ϑ
(d)
Tx (ν, t)
)
+ y(n)sin
(
ϕ
(d)
Tx (ν, t)
)
sin
(
ϑ
(d)
Tx (ν, t)
)
+ z(n)cos
(
ϑ
(d)
Tx (ν, t)
))
, (3.4)
wobei x(n), y(n) und z(n) die kartesischen Koordinaten der n-ten Sendeantenne sind und
das rechtshändige, kartesische Koordinatensystem aus Abbildung 3.3 zugrunde gelegt
wurde. Die Laufzeit des d-ten Ausbreitungspfades vom RP auf der Empfängerseite zur
m-ten Empfangsantenne ergibt sich aus demmit−1/c0 (ν, t) gewichteten Skalarprodukt
des Ortsvektors ~r (m) in Richtung der m-ten Empfangsantenne und dem Einheitsvektor
~u
(d)
Rx (ν, t) in Einfallsrichtung des d-ten Ausbreitungspfades [LR99]
τ
(m,d)
Rx (ν, t) = −
1
c0 (ν, t)
· 〈~r (m), ~u
(d)
Rx (ν, t)〉
= −
1
c0 (ν, t)
(
x(m)cos
(
ϕ
(d)
Rx (ν, t)
)
sin
(
ϑ
(d)
Rx (ν, t)
)
+ y(m)sin
(
ϕ
(d)
Rx (ν, t)
)
sin
(
ϑ
(d)
Rx (ν, t)
)
+ z(m)cos
(
ϑ
(d)
Rx (ν, t)
))
, (3.5)
wobei x(m), y(m) und z(m) die kartesischen Koordinaten der m-ten Empfangsantenne
sind und das rechtshändige, kartesische Koordinatensystem aus Abbildung 3.3 zugrun-
de gelegt wurde.
Im Folgenden wird angenommen, dass die pfadspezifischen Parameter nicht von der
Zeit t abhängen. Das bedeutet, dass keine Ausbreitungspfade mit der Zeit verschwin-
den oder hinzukommen. Des Weiteren bedeutet dies, dass sich die Ausbreitungspfade
geometriebedingt nicht signifikant ändern dürfen. In realen Systemen ändern sich die
Ausbreitungspfade jedoch signifikant, wenn sich die Position des Senders oder die Po-
sition des Empfängers um mehrere Wellenlängen verändert. Diese signifikanten, geo-
metriebedingten Änderungen müssen in realen Systemen berücksichtigt werden. Die
Änderungen können berücksichtigt werden, indem die sich verändernden, pfadspezi-
fischen Parameter nachgeführt werden. Außerdem folgt aus der Zeitunabhängigkeit
der pfadspezifischen Parameter, dass die Radialgeschwindigkeit v(d)rad (t) konstant ist,
solange die Geschwindigkeit ~v (t) der MS zeitunabhängig ist. Weiterhin wird im Fol-
genden angenommen, dass die elektrischen und magnetischen Materialeigenschaften
sowohl zeitunabhängig sind als auch frequenzunabhängig sind. Damit folgt, dass die
Ausbreitungsgeschwindigkeit c0 (ν, t) der elektromagnetischen Wellen ebenfalls zeitun-
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abhängig und frequenzunabhängig ist. Somit gilt
α(d) (ν, t) = α(d) (ν) (3.6a)
τ (d) (ν, t) = τ (d) (3.6b)
f
(d)
d (ν, t) = f
(d)
d (ν) (3.6c)
ϕ
(d)
Tx (ν, t) = ϕ
(d)
Tx (ν) (3.6d)
ϑ
(d)
Tx (ν, t) = ϑ
(d)
Tx (ν) (3.6e)
ϕ
(d)
Rx (ν, t) = ϕ
(d)
Rx (ν) (3.6f)
ϑ
(d)
Rx (ν, t) = ϑ
(d)
Rx (ν) (3.6g)
τ
(n,d)
Tx (ν, t) = τ
(n,d)
Tx (ν) (3.6h)
τ
(m,d)
Rx (ν, t) = τ
(m,d)
Rx (ν) . (3.6i)
Wie bereits in Kapitel 1 erläutert wurde, wird zur systemtheoretischen Beschreibung
des Mobilfunkkanals die Kanalübertragungsfunktion als eine mögliche Systemfunktion
verwendet. Die nicht bandbegrenzte Kanalübertragungsfunktion zwischen der m-ten
Empfangsantenne und der n-ten Sendeantenne lässt sich als Superposition von kom-
plexen und unterschiedlich gewichteten Exponentialfunktionen darstellen
G(m,n) (ν, t) =
D∑
d=1
α(d) (ν) · e−j2πν(τ
(d)+τRx(ν)
(m,d)+τTx(ν)
(n,d)) · ej2πfd(ν)
(d)(t−ts), (3.7)
wobei ts die Startzeit ist. Die Startzeit ts wird im Folgenden ohne Einschränkung der
Allgemeinheit auf 0 gesetzt. Wie bereits in Abschnitt 2.2 erläutert wurde, lassen sich
messtechnisch lediglich bandbegrenzte Kanalübertragungsfunktionen erfassen. Daher
wird die nicht bandbegrenzte Kanalübertragungsfunktion im Frequenzbereich mit ei-
nem Rechteckfenster der Breite B bei der Mittenfrequenz f0 gefenstert und anschlie-
ßend in den äquivalenten Tiefpassbereich verschoben. Dabei wird angenommen, dass
die Bandbreite B der Kanalübertragungsfunktion viel kleiner ist als die Trägerfrequenz
f0, sodass die Dopplerfrequenz innerhalb der Bandbreite annähernd konstant ist. Somit
ergibt sich die Dopplerfrequenz zu
f
(d)
d = f0 ·
v
(d)
rad
c0
. (3.8)
Zusätzlich wird vorausgesetzt, dass sich die komplexen Gewichte α(d) (ν) innerhalb
der Bandbreite B nicht ändern. In [HKL02] wurde gezeigt, dass die Ausfallsrichtun-
gen und die Einfallsrichtungen in einem FDD System mit einem Duplexabstand von
190MHz annähernd frequenzunabhängig sind. Um zu zeigen, dass die Ausfallsrichtun-
gen und die Einfallsrichtungen innerhalb dieses Bandbreite frequenzunabhängig sind,
haben die Autoren in [HKL02] eine Messkampagne in Helsinki durchgeführt. Dabei
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haben sie gleichzeitig bei den Mittenfrequenzen 1935MHz und 2125MHz Kanalüber-
tragungsfunktionen gemessen. Anschließend haben sie basierend auf den gemessenen
Kanalübertragungsfunktionen bei beiden Mittenfrequenzen die Ausfallsrichtungen und
die Einfallsrichtungen geschätzt. Beim Auswerten der Ergebnisse kamen sie zu dem
Schluss, dass bei beiden Mittenfrequenzen die Ausfallsrichtungen und die Einfallsrich-
tungen fast gleich sind. Das bedeutet, dass mindestens in einer Bandbreite von wenigen
100MHz angenommen werden kann, dass die Ausfallsrichtungen und die Einfallsrich-
tungen sich nicht signifikant bei unterschiedlichen Frequenzen unterscheiden.
Damit ergibt sich die bandbegrenzte Kanalübertragungsfunktion im äquivalenten Tief-
passbereich zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne zu
H(m,n) (f, t) = rect
(
f
B
)
·
D∑
d=1
α(d) · e
−j2π(f+f0)
(
τ (d)+τ
(m,d)
Rx +τ
(n,d)
Tx
)
· ej2πf
(d)
d t. (3.9)
Hierbei ist f die Frequenzabweichung von der Mittenfrequenz f0 und liegt im Be-
reich von [−B/2; B/2]. Da die Kanalübertragungsfunktion lediglich im Bereich von
[−B/2; B/2] betrachtet wird, kann die rect (·)-Funktion in (3.9) weggelassen werden.
Damit ergibt sich die Kanalübertragungsfunktion zu
H(m,n) (f, t) =
D∑
d=1
α(d) · e−j2π(f+f0)τ
(d)
· e−j2π(f+f0)τ
(m,d)
Rx · e−j2π(f+f0)τ
(n,d)
Tx · ej2πf
(d)
d t. (3.10)
Es wird angenommen, dass die Bandbreite B und die räumlichen Abmaße der einge-
setzten Antennenarrays nicht zu groß sind, sodass
B ·
∣∣∣τ (m,d)Rx ∣∣∣≪ 1 (3.11a)
B ·
∣∣∣τ (n,d)Tx ∣∣∣≪ 1 (3.11b)
gilt. Diese Annahme wird auch als Schmalbandannahme bezeichnet [KV96, God97],
wobei der Begriff Schmalbandannahme in der Literatur nicht einheitlich verwendet
wird. Eine weitere, hier nicht gemeinte Bedeutung der Schmalbandannahme besteht
darin, dass die Bandbreite des Sendesignals kleiner ist als die Kohärenzbandbreite des
Kanals, sodass der Kanal nicht frequenzselektiv wirkt. Mit der Schmalbandannahme
(3.11a) und (3.11b) folgt, dass
e−j2π(f+f0)τ
(m,d)
Rx ≈ e−j2πf0τ
(m,d)
Rx (3.12a)
e−j2π(f+f0)τ
(n,d)
Tx ≈ e−j2πf0τ
(n,d)
Tx (3.12b)
gilt. Damit vereinfacht sich Gleichung (3.10) zu
H(m,n) (f, t) =
D∑
d=1
α(d) · e−j2π(f+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx · ej2πf
(d)
d t, (3.13)
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wobei die Faktoren e−j2πf0τ
(m,d)
Rx und e−j2πf0τ
(n,d)
Tx als Steuerfaktoren bezeichnet werden
[vT02]. Im Weiteren wird zwischen dem richtungsunabhängigen Anteil der Kanalüber-
tragungsfunktion und dem richtungsabhängigen Anteil der Kanalübertragungsfunktion
unterschieden. Der richtungsunabhängige Anteil wird als direktionaler Anteil bezeich-
net und entspricht der Übertragungsfunktion eines Ausbreitungspfades zwischen den
beiden RPs. Der d-te direktionale Anteil ergibt sich zu
H
(d)
d (f, t) = α
(d) · e−j2π(f+f0)τ
(d)
· ej2πf
(d)
d t, (3.14)
sodass sich die Kanalübertragungsfunktion in (3.13) auch als
H(m,n) (f, t) =
D∑
d=1
H
(d)
d (f, t) · e
−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx (3.15)
schreiben lässt.
Bisher wurden die Kanalübertragungsfunktionen zeit- und frequenzkontinuierlich mo-
delliert. Eine Verarbeitung auf dem PC oder auf einem digitalen Signalprozessor er-
fordert jedoch ein diskretes Modell des Mobilfunkkanals. Außerdem liefert die mess-
technische Erfassung der Kanalübertragungsfunktionen, so wie es in Abschnitt 2.2 be-
schrieben wurde, lediglich diskrete Abtastwerte der Kanalübertragungsfunktionen. Aus
diesem Grund wird im Folgenden eine Vektor-Matrix-Representation des Mobilfunkka-
nals eingeführt. Dazu wird die Kanalübertragungsfunktion entlang der Frequenzrich-
tung innerhalb der Bandbreite B mit dem Abtastabstand F abgetastet. Dies führt auf
W zeitabhängige Abtastwerte mit
F =
B
W
. (3.16)
Das w-te zeitabhängige Element ergibt sich zu
H(m,n)w (t) =
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx · ej2πf
(d)
d t, (3.17)
wobei w = −W−1
2
. . . W−1
2
gilt und W eine ungerade Zahl ist. Die Annahme, dass W
ungerade ist, führt dazu, dass die abgetastete Kanalübertragungsfunktion symmetrisch
um den Nullpunkt im Frequenzbereich liegt. Natürlich ist es auch möglich, dassW eine
gerade Zahl ist. In diesem Fall könnte im negativen Frequenzbereich ein Abtastwert
mehr vorhanden sein als im positiven Frequenzbereich oder es könnte bei der Frequenz
Null kein Abtastwert vorhanden sein. Im nächsten Schritt wird die Kanalübertragungs-
funktion (3.17) entlang der Zeitrichtung von 0 bis tmax mit dem Abtastabstand T ab-
getastet. Dies führt auf V Abtastwerte für eine feste Frequenz mit
T =
tmax
V − 1
. (3.18)
46 Kapitel 3: Direktionales Modell des Punkt zu Punkt MIMO-Mobilfunkkanals
Damit ergibt sich der (w, v)-te Abtastwert der Kanalübertragungsfunktion zu
H(m,n)w,v =
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx · ej2πf
(d)
d T ·v, (3.19)
mit v = 0 . . . V − 1. Die Kombination aller W Abtastwerte der Kanalübertragungs-
funktion zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne für den
Zeitindex v bei der Mittenfrequenz f0 führt auf den Vektor
h(m,n)v (f0) =
(
H
(m,n)
−(W−1)/2,v . . .H
(m,n)
(W−1)/2,v
)T
. (3.20)
Die Abhängigkeit von f0 in (3.20) ist an dieser Stelle nicht zwingend erforderlich zu
notieren. Es wird jedoch in den folgenden Kapiteln zwischen Vektoren bei unterschied-
lichen Mittenfrequenzen unterschieden, sodass bereits an dieser Stelle die Abhängigkeit
von der Mittenfrequenz formal berücksichtigt wird. Das Zusammenfassen aller V Vek-
toren (3.20) führt auf den Vektor
h(m,n) (f0) =

h
(m,n)
0 (f0)
...
h
(m,n)
V−1 (f0)

 . (3.21)
Das Zusammenfassen allerM ·N Vektoren (3.21) führt auf dieW ·V×M ·N Kanalmatrix
H (f0) =
(
h(1,1) (f0) . . .h
(1,N) (f0)h
(2,1) (f0) . . .h
(M,N) (f0)
)
. (3.22)
Diese Kanalmatrix lässt sich in den direktionalen Anteil und den richtungsabhängigen
Anteil zerlegen. Dazu wird zunächst der direktionale Anteil (3.14) entlang der Fre-
quenzrichtung innerhalb der Bandbreite B mit dem Abtastabstand F abgetastet. Das
w-te zeitabhängige, direktionale Element ergibt sich damit zu
H
(d)
d,w (t) = α
(d) · e−j2π(F ·w+f0)τ
(d)
· ej2πf
(d)
d t. (3.23)
Anschließend wird (3.23) entlang der Zeitrichtung von 0 bis tmax mit dem Abtastab-
stand T abgetastet. Damit ergibt sich der (w, v)-te direktionale Abtastwert des d-ten
Ausbreitungspfades zu
H
(d)
d,w,v = α
(d) · e−j2π(F ·w+f0)τ
(d)
· ej2πf
(d)
d T ·v. (3.24)
Das Zusammenfassen aller W direktionalen Abtastwerte für den Zeitindex v für den
d-ten Ausbreitungspfad führt auf den Vektor
h
(d)
d,v (f0) =
(
H
(d)
d,−(W−1)/2,v . . .H
(d)
d,(W−1)/2,v
)T
. (3.25)
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Anschließend können alle V Vektoren (3.25) zu dem Vektor
h
(d)
d (f0) =

 h
(d)
d,0 (f0)
...
h
(d)
d,V−1 (f0)

 (3.26)
zusammengefasst werden. Das Zusammenfassen aller D Vektoren (3.26) führt auf die
W · V ×D direktionale Kanalmatrix
Hd (f0) =
(
h
(1)
d (f0) . . .h
(D)
d (f0)
)
. (3.27)
Zusätzlich zu dem direktionalen Anteil werden die Steuerfaktoren zusammengefasst.
Zunächst werden die M Steuerfaktoren für den d-ten Ausbreitungspfad für die Emp-
fängerseite zusammengefasst. Dies führt auf den sogenannten Steuervektor
a
(d)
Rx (f0) =
(
e−j2πf0τ
(1,d)
Rx . . . e−j2πf0τ
(M,d)
Rx
)T
. (3.28)
Anschließend werden die D Steuervektoren (3.28) zur M ×D Steuermatrix
ARx (f0) =
(
a
(1)
Rx (f0) . . .a
(D)
Rx (f0)
)
(3.29)
zusammengefasst. Nun werden die N Steuerfaktoren für den d-ten Ausbreitungspfad
für die Senderseite zusammengefasst. Dies führt auf den Steuervektor
a
(d)
Tx (f0) =
(
e−j2πf0τ
(1,d)
Tx . . . e−j2πf0τ
(N,d)
Tx
)T
. (3.30)
Anschließend werden die D Steuervektoren (3.30) zur N ×D Steuermatrix
ATx (f0) =
(
a
(1)
Tx (f0) . . .a
(D)
Tx (f0)
)
(3.31)
kombiniert. Die senderseitige Steuermatrix ATx (f0) und die empfängerseitige Steu-
ermatrix ARx (f0) werden über das Khatri-Rao Produkt [AZK06] zur gemeinsamen
M ·N ×D Steuermatrix
A (f0) = ARx (f0)⊛ATx (f0)
=
(
a
(1)
Rx (f0)⊗ a
(1)
Tx (f0) . . . a
(D)
Rx (f0)⊗ a
(D)
Tx (f0)
)
(3.32)
verknüpft, wobei⊛ der Operator für das Khatri-Rao Produkt ist und⊗ ist der Operator
für das Kronecker Produkt [AZK06]. Mit der direktionalen Kanalmatrix (3.27) und der
Steuermatrix (3.32) lässt sich die Kanalmatrix (3.22) in
H (f0) = Hd (f0)A
T (f0) (3.33)
zerlegen.
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3.2 Schätzen der pfadspezifischen Parameter
3.2.1 Beamforming Verfahren
Es existiert eine Vielzahl von Verfahren zum Schätzen der pfadspezifischen Parameter
der D Ausbreitungspfade. Auf das Schätzen der Anzahl D der Ausbreitungspfade wird
im Rahmen der vorliegenden Arbeit nicht eingegangen. Drei Klassen von Verfahren,
die in der Vergangenheit zum Schätzen der pfadspezifischen Parameter sehr intensiv
untersucht worden sind, sind
• Beamforming Verfahren [DM84, vVB88, KV96, God97, vT02],
• Unterraumbasierte Verfahren [Sch86, HN95, KV96, God97, KK09] und
• Maximum-Likelihood Verfahren [DLR77, FH94, FDHT96, FJS02, CLT+02].
Beamforming Verfahren werden typischerweise eingesetzt, um die Einfallsrichtungen
und Ausfallsrichtungen zu schätzen. Bei Beamforming Verfahren wird klassischerwei-
se nur auf einer Seite der Übertragungsstrecke ein Antennenarray eingesetzt. Es ist
jedoch auch möglich, Beamforming Verfahren für MIMO-Systeme einzusetzen. Wird
von einer Sendeantenne ausgegangen und von M Empfangsantennen, so besteht die
Grundidee beim Beamforming darin, die Keulen (engl. Beams) der Richtcharakteristik
so zu steuern, dass sie in Richtung der Einfallsrichtungen zeigen, sodass die mittlere
Kanalenergie maximal wird. Dazu wird zunächst die Array Korrelationsmatrix Rah der
Kanalübertragungsfunktionen gebildet. Um Rah zu schätzen, werden die Abtastwerte
der M Kanalübertragungsfunktionen mit N = 1 zu einem bestimmten Frequenzindex
w und einem bestimmten Zeitindex v zu dem Vektor
hw,v =
(
H(1,1)w,v . . .H
(M,1)
w,v
)T
(3.34)
zusammengefasst. Die M ×M Array Korrelationsmatrix der Kanalübertragungsfunk-
tionen ergibt sich mit (3.34) zu [God97]
Rah =
1
W · V
W−1
2∑
w=−W−1
2
V−1∑
v=0
hw,v · h
∗T
w,v. (3.35)
Zum Finden der Einfallsrichtungen wird die sich ergebende mittlere Energie in Abhän-
gigkeit von der Richtung der Keulen berechnet. Die mittlere Energie in Abhängigkeit
von der Richtung der Keulen ergibt sich zu [KV96]
P (ϕRx, ϑRx) =
1
M
· a∗TRx (ϕRx, ϑRx) ·Rah · aRx (ϕRx, ϑRx) , (3.36)
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wobei aRx (ϕRx, ϑRx) dem Steuervektor (3.28) entspricht. Anschließend müssen die D
größten Maxima von (3.36) gesucht werden, um die D Richtungen zu schätzen. Das
bedeutet, dass das globale Maximum und D−1 weitere lokale Maxima gesucht werden
müssen. Neben dem hier vorgestellten Beamforming Verfahren existieren noch weite-
re Beamforming Verfahren, auf die im Rahmen der vorliegenden Arbeit nicht näher
eingegangen werden [DM84, vVB88, KV96, God97, vT02].
3.2.2 Unterraumbasierte Verfahren
Unterraumbasierte Verfahren sind ebenfalls geeignet, um die Einfallsrichtungen und
Ausfallsrichtungen zu schätzen. Zwei typische Vertreter der unterraumbasierten Ver-
fahren sind der MUSIC Algorithmus [Sch86] und der ESPRIT Algorithmus [HN95].
Damit der ESPRIT Algorithmus angewandt werden kann, müssen die eingesetzten
Antennenarrays translationsinvariant sein, wohingegen der MUSIC Algorithmus kei-
nerlei Anforderungen an die Geometrie der eingesetzten Antennenarrays stellt. Aus
diesem Grund wird im Folgenden der MUSIC Algorithmus als Vertreter der unter-
raumbasierten Verfahren vorgestellt. Neben dem Schätzen der Einfallsrichtungen und
Ausfallsrichtungen ist es mit dem MUSIC Algorithmus auch möglich, die restlichen
pfadspezifischen Parameter zu schätzen [IGS01, VPP97]. Jedoch wird im Rahmen der
vorliegenden Arbeit lediglich auf das Schätzen der Einfallsrichtungen und der Ausfalls-
richtungen mittels des MUSIC Algorithmus eingegangen.
Die Leistungsfähigkeit im Sinne des mittleren quadratischen Fehlers des MUSIC Algo-
rithmus übertrifft die Leistungsfähigkeit aller Beamforming Verfahren [KV96] und wird
deshalb ausführlicher beschrieben als die Beamforming Verfahren. Weiterhin kann der
MUSIC Algorithmus auch als Ausgangspunkt für den in Abschnitt 3.2.3.4 vorgestell-
ten SAGE Algorithmus dienen. Der MUSIC Algorithmus basiert auf dem direktionalen
Kanalmodell (3.33), wobei zusätzlich das additiv überlagerte Rauschen berücksichtigt
wird, sodass sich die Kanalmatrix zu
H (f0) = Hd (f0)A
T (f0) +N (3.37)
ergibt und die Matrix N Abtastwerte eines mittelwertfreien, weißen Rauschprozesses
der Varianz σ2 enthält. Das bedeutet, dass von thermischen Rauschen ausgegangen
wird, und dass die Kanalübertragungsfunktionen nicht überabgetastet sind. Ausgangs-
punkt ist wieder die Array Korrelationsmatrix der Kanalübertragungsfunktionen Rah ,
wobei M ≥ 1 und N ≥ 1 gilt. In diesem Fall ergibt sich der Vektor (3.34) zu
hw,v =
(
H(1,1)w,v . . .H
(1,N)
w,v H
(2,1)
w,v . . .H
(M,N)
w,v
)T
(3.38)
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und entspricht einer transponierten Zeile der Kanalmatrix H (f0) (3.22). Die Array
Korrelationsmatrix der Kanalübertragungsfunktionen mit der Dimension M ·N×M ·N
ergibt sich mit (3.38) zu
Rah =
1
W · V
W−1
2∑
w=−W−1
2
V−1∑
v=0
hw,v · h
∗T
w,v
=
1
W · V
·HT (f0) ·H
∗ (f0) . (3.39)
Einsetzen der Kanalmatrix (3.37) in die Array Korrelationsmatrix (3.39) führt auf
Rah =
1
W · V
·
(
A (f0)H
T
d (f0) +N
T
)
·
(
H∗d (f0)A
∗T (f0) +N
∗
)
. (3.40)
Mit der Array Korrelationsmatrix des Rauschens
Ran =
1
W · V
·NTN∗
= σ2 I (3.41)
und der Array Korrelationsmatrix der direktionalen Kanalübertragungsfunktionen
Rad =
1
W · V
·HTd (f0)H
∗
d (f0) (3.42)
und der Annahme, dass das Rauschen und die direktionalen Kanalübertragungsfunk-
tionen unkorreliert sind, folgt
Rah = A (f0)RadA
∗T (f0) + σ
2 I. (3.43)
Die Eigenwertzerlegung der Array KorrelationsmatrixRah der Kanalübertragungsfunk-
tionen führt auf die reellen Eigenwerte
(
λ(1) . . . λ(MN)
)
, mit
det
(
Rah − λ
(µ) I
)
= 0, (3.44)
mit µ = 1 . . .MN . Mit (3.41) und (3.43) kann (3.44) zu
det
(
A (f0)RadA
∗T (f0) + σ
2 I− λ(µ) I
)
= det
(
A (f0)Rad A
∗T (f0)−
(
λ(µ) − σ2
)
I
)
= 0 (3.45)
umgeformt werden. Daraus folgt, dass für die Eigenwerte von A (f0)Rad A
∗T (f0)
ν(µ) = λ(µ) − σ2 (3.46)
gilt. Unter der Voraussetzung, dass die Anzahl D der Ausbreitungspfade kleiner als
die Anzahl M · N der verwendeten Antennen ist, und dass alle D Ausbreitungspfa-
de aus unterscheidbaren Richtungen kommen, hat die Steuermatrix A (f0) den vollen
Spaltenrang D. Weiterhin gilt, dass die Matrix Rad einen Rang von
rang
{
Rad
}
= min (D,W · V ) (3.47)
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aufweist. Daraus folgt, dass die Matrix A (f0)Rad A
∗T (f0) ebenfalls einen Rang von
rang
{
A (f0)Rad A
∗T (f0)
}
= min (D,W · V ) (3.48)
aufweist. Da dieser Rang die Anzahl D der zu schätzenden Richtungen begrenzt, muss
die AnzahlW ·V größer oder gleich der Anzahl der zu schätzenden Richtungen sein. Mit
der Voraussetzung, dassW ·V größer ist alsD, ergibt sich, dass von den insgesamtM ·N
Eigenwerten der MatrixA (f0)Rad A
∗T (f0) genauM ·N−D Eigenwerte ν(µ) gleich Null
sein müssen. Unter Berücksichtigung von Gleichung (3.46) müssenM ·N−D Eigenwerte
λ(µ) der Matrix Rah gleich der Rauschleistung σ
2 sein. Werden die Eigenwerte von Rah
der Größe nach absteigend sortiert, so gilt
λ(D+1) = λ(D+2) = . . . = λ(M ·N) = σ2. (3.49)
Mit dem zu λ(µ) gehörenden Eigenvektor q
µ
gilt
(
Rah − λ
(µ) I
)
· q
µ
= 0. (3.50)
Für die M ·N −D kleinsten Eigenwerte mit λ(µ) = σ2 gilt folglich
(
Rah − σ
2 I
)
· q
µ
= 0, (3.51)
µ = D + 1 . . .M ·N . Mit (3.43) und (3.41) folgt aus (3.51)
(
Rah − σ
2 I
)
· q
µ
=
(
A (f0)RadA
∗T (f0) + σ
2 I− σ2 I
)
· q
µ
= A (f0)Rad A
∗T (f0) qµ
= 0. (3.52)
Unter den gemachten Voraussetzungen, dass die Matrizen A (f0) und Rad den Rang D
haben und D ≤W · V gilt folgt, dass Gleichung (3.52) nur erfüllt ist, wenn [Sch86]
A∗T (f0) qµ = 0, (3.53)
mit µ = D + 1 . . .M ·N , beziehungsweise

(
a
(1)
Rx (f0)⊗ a
(1)
Tx (f0)
)∗T
q
µ
...(
a
(D)
Rx (f0)⊗ a
(D)
Tx (f0)
)∗T
q
µ

 =

0...
0

 (3.54)
gilt. Das bedeutet, dass die zu den M ·N−D kleinsten Eigenwerten gehörenden Eigen-
vektoren, die den Rauschunterraum aufspannen, orthogonal zu den D Steuervektoren
sind. Dies ist die Grundidee des MUSIC Algorithmus.
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Die Richtungen werden bestimmt, indem man Vektoren
a(d) (ϕRx, ϑRx, ϕTx, ϑTx) = a
(d)
Rx (f0)⊗ a
(d)
Tx (f0) (3.55)
findet, die orthogonal zum Rauschunterraum sind. Dazu werden alle Eigenvektoren,
die zum Rauschunterraum gehören in einer Matrix zusammengefasst
Q =
(
q
D+1
. . .q
M ·N
)
. (3.56)
Wenn ∥∥∥a(d)∗T (ϕRx, ϑRx, ϕTx, ϑTx) ·Q∥∥∥2 = 0 (3.57)
gilt, so ist (ϕRx, ϑRx) die Einfallsrichtung und (ϕTx, ϑTx) die Ausfallsrichtung eines
Ausbreitungspfades. Das sogenannte MUSIC Spektrum wurde zu [MS00]
PMUSIC (ϕRx, ϑRx, ϕTx, ϑTx) =
1∥∥∥a(d)∗T (ϕRx, ϑRx, ϕTx, ϑTx) ·Q∥∥∥2 (3.58)
definiert. Die D größten Maxima dieser Funktion, die durch numerisches Auswerten
gefunden werden können, korrespondieren zu den Einfallsrichtungen und zu den Aus-
fallsrichtungen der D Ausbreitungspfade.
3.2.3 Maximum-Likelihood Verfahren
3.2.3.1 Modifiziertes direktionales Kanalmodell
Bevor der Maximum-Likelihood-Schätzer zum Schätzen der pfadspezifischen Parameter
der D Ausbreitungspfade vorgestellt wird, wird zunächst das in Abschnitt 3.1 einge-
führte direktionale Kanalmodell modifiziert. Zunächst werden alle 7·D pfadspezifischen
Parameter zum Vektor
Θ =
(
Θ(1), . . . ,Θ(D)
)T
, (3.59)
bestehend aus den D Vektoren
Θ(d) =
(
τ (d), f
(d)
d , ϕ
(d)
Rx, ϑ
(d)
Rx, ϕ
(d)
Tx, ϑ
(d)
Tx, α
(d)
)
(3.60)
zusammengefasst. Ausgehend von dem (w, v)-ten Abtastwert der Kanalübertragungs-
funktion (3.19) ergibt sich ein Abtastwert der Kanalübertragungsfunktion zwischen
der m-ten Empfangsantenne und der n-ten Sendeantenne in Abhängigkeit von den
pfadspezifischen Parametern zu
H(m,n)w,v (Θ) =
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx · ej2πf
(d)
d T ·v︸ ︷︷ ︸
s
(m,n)
w,v (Ω(d))
=
D∑
d=1
α(d) · s(m,n)w,v
(
Ω(d)
)
, (3.61)
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wobei
Ω(d) =
(
τ (d), f
(d)
d , ϕ
(d)
Rx, ϑ
(d)
Rx, ϕ
(d)
Tx, ϑ
(d)
Tx
)
(3.62)
gilt. Die Kombination aller W Elemente s(m,n)w,v
(
Ω(d)
)
für den Zeitindex v führt auf den
Vektor
s(m,n)v
(
Ω(d)
)
=
(
s
(m,n)
−W−1
2
,v
(
Ω(d)
)
. . . s
(m,n)
W−1
2
,v
(
Ω(d)
))T
. (3.63)
Das Zusammenfassen aller V Vektoren s(m,n)v
(
Ω(d)
)
führt auf den Vektor
s(m,n)
(
Ω(d)
)
=

s
(m,n)
0
(
Ω(d)
)
...
s
(m,n)
V−1
(
Ω(d)
)

 . (3.64)
Somit gilt für den Kanalvektor (3.21)
h(m,n) (Θ) =
D∑
d=1
α(d) · s(m,n)
(
Ω(d)
)
. (3.65)
Das Zusammenfassen aller M ·N Vektoren (3.65) führt auf den totalen Kanalvektor
h (Θ) =
D∑
d=1
α(d) ·


s(1,1)
(
Ω(d)
)
...
s(1,N)
(
Ω(d)
)
s(2,1)
(
Ω(d)
)
...
s(M,N)
(
Ω(d)
)


︸ ︷︷ ︸
s(Ω(d))
=
D∑
d=1
α(d) · s
(
Ω(d)
)
= vec (H (f0)) , (3.66)
wobei der Operator vec (·) angewandt auf eine Matrix einen Vektor ergibt, der aus
den übereinander gestapelten Spalten der Matrix besteht. Mit dem Vektor n(m), der
Abtastwerte eines mittelwertfreien Rauschprozesses an der m-ten Empfangsantenne
enthält, ergibt sich der mit additiven Rauschen überlagerte gemessene beziehungsweise
geschätzte Kanalvektor zu
hˆ = h (Θ) +

 n
(1)
...
n(M)


︸ ︷︷ ︸
n
=
D∑
d=1
α(d) · s
(
Ω(d)
)
+ n. (3.67)
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3.2.3.2 Maximum-Likelihood-Schätzer
Beim Maximum-Likelihood Schätzen wird derjenige Parametervektor Θ gesucht, der
am besten zu den gemessenen Kanalübertragungsfunktionen hˆ passt. Dazu wird die
Wahrscheinlichkeitsdichtefunktion der gemessenen Kanalübertragungsfunktionen hˆ un-
ter der Bedingung, dass die tatsächlichen Kanalübertragungsfunktionen h(Θ) vorlie-
gen, maximiert
Θˆ = arg max
Θ
{
p
(
hˆ|h(Θ)
)}
(3.68)
= arg max
Θ
{
p
(
n = hˆ− h(Θ)
)}
. (3.69)
Unter der Voraussetzung, dass das Rauschen n gaußverteilt und mittelwertfrei ist,
ergibt sich die Wahrscheinlichkeitsdichtefunktion (engl. likelihood function) p (n) mit
der Korrelationsmatrix des Rauschens Rn im Allgemeinen zu
p (n) =
1
det (π ·Rn)
· e−(hˆ−h(Θ))
∗T
R
−1
n (hˆ−h(Θ)). (3.70)
Zum Maximieren dieses Ausdrucks muss der negative Exponent, das bedeutet die Log-
Likelihood Funktion(
hˆ− h(Θ)
)∗T
R−1n
(
hˆ− h(Θ)
)
= hˆ
∗T
R−1n hˆ− 2 ·Re
{
h∗T(Θ)R−1n hˆ
}
+ h∗T(Θ)R−1n h(Θ) (3.71)
minimiert werden. Da der Term hˆ
∗T
R−1n hˆ in Gleichung (3.71) nicht von Θ abhängt,
kann dieser bei der Minimierung außer Acht gelassen werden
Θˆ = arg min
Θ
{
−2 · Re
{
h∗T (Θ)R−1n hˆ
}
+ h∗T (Θ)R−1n h (Θ)
}
. (3.72)
Eine analytische Lösung für Gleichung (3.72) existiert im Allgemeinen nicht. Eine nu-
merische Auswertung der Funktion ist theoretisch durchführbar, jedoch aufgrund der
Tatsache, dass die zu minimierende Funktion von 7 ·D Variablen abhängt nicht prak-
tikabel. Daher wird im Folgenden ein numerisches Verfahren vorgestellt, das iterativ
die pfadspezifischen Parameter schätzt, um den Rechenaufwand zu reduzieren.
3.2.3.3 Expectation-Maximization Algorithmus
Die Grundidee des Expectation-Maximization (EM) Algorithmus ist das Zerlegen
der gemessenen Kanalübertragungsfunktionen in D einzelne Kanalübertragungsfunk-
tionen, wobei jede einzelne Kanalübertragungsfunktion einen Ausbreitungspfad zwi-
schen allen Sendeantennen und allen Empfangsantennen beschreibt und somit nicht
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der direktionalen Kanalübertragungsfunktion des d-ten Ausbreitungspfades entspricht
[DLR77, FW88, Moo97]. Anschließend werden die pfadspezifischen Parameter der D
Kanalübertragungsfunktionen sequenziell geschätzt. Die D einzelnen Kanalübertra-
gungsfunktionen werden mit x(d), d = 1 . . .D, bezeichnet. Der Zusammenhang zwi-
schen den gemessenen Kanalübertragungsfunktionen (3.67) und den x(d) ist über die
nicht injektive Abbildung
hˆ =
D∑
d=1
x(d)
=
D∑
d=1
α(d) · s
(
Ω(d)
)
+ n(d) (3.73)
gegeben, wobei x(d) ausschließlich von Θ(d) und nicht von Θ(d˜), d˜ 6= d, abhängt. Die
Vektoren n(d) beschreiben den Einfluss des Rauschens, wobei dieses Rauschen im Allge-
meinen keinem physikalisch messbaren Rauschen zugeordnet werden kann. Wären die
x(d) bekannt, so könnten D unabhängige ML-Schätzungen der Vektoren Θ(d) durchge-
führt werden. Da die x(d) nicht aus hˆ berechnet werden können, müssen die x(d) auf
Grundlage einer bereits vorhanden Schätzung Θˆ des Parametervektors und hˆ geschätzt
werden. Dazu wird der bedingte Erwartungswert [FW88]
xˆ(d) = E
{
x(d)
∣∣∣hˆ, Θˆ} (3.74)
berechnet. Aufgrund des notwendigen Erwartungswertbildens wird das Schätzen von
x(d) als E-Schritt bezeichnet [Moo97]. Die Schätzung von x(d) ergibt sich zu [vT02]
xˆ
(d) = hˆ−
D∑
d˜=1,d˜6=d
α(d˜) · s
(
Ωˆ(d˜)
)
. (3.75)
Gleichung (3.75) kann als Interferenzsubtraktion aufgefasst werden. Mit den D ge-
schätzten Kanalübertragungsfunktionen xˆ(d) können D unabhängige ML-Schätzungen
der Parametervektoren Θ(d) berechnet werden
Θˆ
(d)
= arg max
Θ
(d)
{
p
(
xˆ(d)
∣∣α(d) · s (Ω(d)))}
= arg max
Θ
(d)
{
p
(
n(d) = xˆ(d) − α(d) · s
(
Ω(d)
))}
. (3.76)
Mit der Annahme, dass es sich um mittelwertfreies, unkorreliertes Gaußrauschen han-
delt, gilt für die Korrelationsmatrix des Rauschens n(d)
R(d)n = σ
2 · I. (3.77)
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Mit dieser Annahme folgt, dass sich der geschätzte Parametervektor Θˆ
(d)
zu
Θˆ
(d)
= arg min
Θ
(d)
{(
xˆ(d) − α(d) · s
(
Ω(d)
))∗T (
R(d)n
)−1 (
xˆ(d) − α(d) · s
(
Ω(d)
))}
= arg min
Θ
(d)
{(
−2 · Re
{
α(d)
∗
· s∗T
(
Ω(d)
)
· xˆ(d)
}
+
∥∥α(d) · s (Ω(d))∥∥2)} (3.78)
ergibt. Mit der Log-Likelihood Funktion
Λ
(
Θ(d)
)
= −2 ·Re
{
α(d)
∗
· s∗T
(
Ω(d)
)
· xˆ(d)
}
+ α(d) ·
∥∥s (Ω(d))∥∥2 (3.79)
folgt
Θˆ
(d)
= arg min
Θ
(d)
{
Λ
(
Θ(d)
)}
. (3.80)
Das Schätzen der Parametervektoren (3.80) wird als M-Schritt bezeichnet, da die Like-
lihood Funktion maximiert wird, beziehungsweise die Log-Likelihood Funktion mini-
miert wird. Gleichung (3.80) führt zu einer verbesserten Schätzung Θˆ des Parameter-
vektors gegenüber der initialen Schätzung des Parametervektors, die notwendig war,
um den E-Schritt durchzuführen. Nachdem eine neue Schätzung Θˆ des Parametervek-
tors vorliegt, wird die alte Schätzung des Parametervektors mit Θˆ
′
bezeichnet und
durch die neue Schätzung Θˆ ersetzt und anschließend wird wieder der E-Schritt und
der M-Schritt durchgeführt. Dieser Vorgang wird so lange wiederholt, bis ein Abbruch-
kriterium erfüllt ist. Typischerweise wird dieser Vorgang abgebrochen, wenn die Diffe-
renz zwischen den alten Schätzwerten und den neuen Schätzwerten unter eine gewisse
Schwelle fällt. Das bedeutet, dass ∣∣∣Θˆ− Θˆ′∣∣∣ < ǫ (3.81)
gelten muss, wobei
ǫ =
(
ǫ(1), . . . , ǫ(D)
)T
(3.82)
mit
ǫ(d) =
(
ǫ(d)τ , ǫ
(d)
fd
, ǫ(d)ϕRx , ǫ
(d)
ϑRx
, ǫ(d)ϕTx , ǫ
(d)
ϑTx
, ǫ(d)α
)
(3.83)
ein Vektor ist, der die Schwellwerte enthält. In Bild 3.4 ist ein Nassi-Shneiderman-
Diagramm des EM Algorithmus dargestellt.
Das Problem beim EM Algorithmus besteht darin, dass in Abhängigkeit von der in-
itialen Schätzung des Parametervektors nicht zwangsläufig das globale Minimum der
Log-Likelihood Funktion gefunden wird. Es kann lediglich garantiert werden, dass der
EM Algorithmus zu einem lokalen Minimum konvergiert [DLR77, Köh05]. Weiterhin
muss das Minimum einer Funktion mit 7 Variablen gefunden werden. Eine analytische
Lösung für Gleichung (3.80) existiert im Allgemeinen nicht. Eine numerische Auswer-
tung ist durchführbar, jedoch sehr rechenintensiv.
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Ablaufdiagramm — Expectation Maximization Algorithmus
Initiales Schätzen des Parametervektors ⇒ Θˆ
Θˆ
′
= Θˆ
Schätzen von x(d) basierend auf Θˆ
′
und hˆ ⇒ xˆ(d)
Erneutes Schätzen des Parametervektors basierend auf der Schätzung xˆ(d) ⇒ Θˆ
∣∣∣Θˆ− Θˆ′∣∣∣ < ǫ
Abbildung 3.4. Nassi-Shneiderman-Diagramm zum EM Algorithmus
3.2.3.4 SAGE Algorithmus
Der SAGE Algorithmus stellt eine Erweiterung des EM Algorithmus dar und schließt
diesen als Sonderfall mit ein.
Jede Iteration des SAGE Algorithmus entspricht einer Iteration des EM Algorithmus,
wobei jedoch nicht notwendigerweise alle Elemente des ParametervektorsΘ(d) geschätzt
werden, sondern nur einige Elemente, während die anderen Elemente als Konstanten
angesehen werden. Welche Elemente geschätzt werden und welche als Konstanten an-
gesehen werden ist frei wählbar. Die Wahl sollte so getroffen werden, dass anstelle eines
7-dimensionalen Optimierungsproblems, wie es bei dem EM Algorithmus auftritt, sie-
ben 1-dimensionale Optimierungsprobleme gelöst werden müssen.
Mit der Log-Likelihood Funktion
Λ
(
Θ(d)
)
= Λ
((
τ (d), fd, ϕ
(d)
Rx, ϑ
(d)
Rx, ϕ
(d)
Tx, ϑ
(d)
Tx, α
(d)
))
(3.84)
und ausgehend von einer alten Schätzung
Θˆ
′(d)
=
(
τˆ ′
(d)
, fˆ ′
(d)
d , ϕˆ
′(d)
Rx, ϑˆ
′(d)
Rx, ϕˆ
′(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)
(3.85)
des Parametervektors, werden die Parameter neu geschätzt, indem folgende 1-dimen-
sionale Optimierungsprobleme gelöst werden
τˆ (d) = arg min
τ (d)
{
Λ
(
τ (d), fˆ ′
(d)
d , ϕˆ
′(d)
Rx, ϑˆ
′(d)
Rx, ϕˆ
′(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)}
(3.86)
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fˆ
(d)
d = arg min
f
(d)
d
{
Λ
(
τˆ (d), f
(d)
d , ϕˆ
′(d)
Rx, ϑˆ
′(d)
Rx, ϕˆ
′(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)}
(3.87)
ϕˆ
(d)
Rx = arg min
ϕ
(d)
Rx
{
Λ
(
τˆ (d), fˆ
(d)
d , ϕ
(d)
Rx, ϑˆ
′(d)
Rx, ϕˆ
′(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)}
(3.88)
ϑˆ
(d)
Rx = arg min
ϑ
(d)
Rx
{
Λ
(
τˆ (d), fˆ
(d)
d , ϕˆ
(d)
Rx, ϑ
(d)
Rx, ϕˆ
′(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)}
(3.89)
ϕˆ
(d)
Tx = arg min
ϕ
(d)
Tx
{
Λ
(
τˆ (d), fˆ
(d)
d , ϕˆ
(d)
Rx, ϑˆ
(d)
Rx, ϕ
(d)
Tx, ϑˆ
′(d)
Tx, αˆ
′(d)
)}
(3.90)
ϑˆ
(d)
Tx = arg min
ϑ
(d)
Tx
{
Λ
(
τˆ (d), fˆ
(d)
d , ϕˆ
(d)
Rx, ϑˆ
(d)
Rx, ϕˆ
(d)
Tx, ϑ
(d)
Tx, αˆ
′(d)
)}
(3.91)
αˆ(d) = arg min
α(d)
{
Λ
(
τˆ (d), fˆ
(d)
d , ϕˆ
(d)
Rx, ϑˆ
(d)
Rx, ϕˆ
(d)
Tx, ϑˆ
(d)
Tx, α
(d)
)}
. (3.92)
Das Finden der Minima kann numerisch durchgeführt werden. Jedoch ist es ebenfalls
möglich, ausgehend von einer Schätzung der Laufzeiten, Dopplerfrequenzen, Einfalls-
richtungen und Ausfallsrichtungen die Schätzung des komplexen Gewichts αˆ(d) analy-
tisch zu berechnen. Es lässt sich zeigen, das dasjenige α(d), welches (3.92) minimiert
sich zu
αˆ(d) =
s∗T
(
Ωˆ(d)
)
∥∥∥s(Ωˆ(d))∥∥∥2 · xˆ
(d) (3.93)
ergibt. Wird αˆ(d) in Λ
(
Θ(d)
)
eingesetzt, so vereinfacht sich die Log-Likelihood Funktion
zu
Λ
(
Ω(d)
)
= −
∣∣∣s∗T (Ω(d)) · xˆ(d)∣∣∣2
‖s (Ω(d))‖
2 (3.94)
und die numerische Berechnung der Minima (3.86) bis (3.91) wird vereinfacht. In
Bild 3.5 ist ein Nassi-Shneiderman-Diagramm des SAGE Algorithmus dargestellt.
3.2.3.5 Initialisieren des Expectation-Maximization Algorithmus und des
SAGE Algorithmus
Sowohl der EM Algorithmus als auch der SAGE Algorithmus benötigen eine initiale
Schätzung des Parametervektors. Die initiale Schätzung des Parametervektors beein-
flusst die Qualität der Schätzung des Parametervektors. Aus diesem Grund besteht
das Ziel darin, eine gute Schätzung des Parametervektors zu finden. Die Einfallsrich-
tungen und die Ausfallsrichtungen der D Ausbreitungspfade können mit dem MUSIC
Algorithmus geschätzt werden. Die Laufzeiten und Dopplerfrequenzen können ausge-
hend von der direktionalen Kanalmatrix Hd (f0) geschätzt werden. Aus diesem Grund
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Ablaufdiagramm — SAGE Algorithmus
Initiales Schätzen des Parametervektors ⇒ Θˆ
Θˆ
′
= Θˆ
Schätzen von x(d) nach Gleichung (3.75) ⇒ xˆ(d)
Schätzen von τ (d), f
(d)
d , ϕ
(d)
Rx, ϑ
(d)
Rx, ϕ
(d)
Tx und ϑ
(d)
Tx nach Gleichungen (3.86) bis (3.91)
Berechnen von α(d) nach Gleichung (3.93) ⇒ Θˆ
∣∣∣Θˆ− Θˆ′∣∣∣ < ǫ
Abbildung 3.5. Nassi-Shneiderman-Diagramm zum SAGE Algorithmus
muss zunächst die direktionale Kanalmatrix geschätzt werden. Mit Kenntnis der ge-
schätzten Steuermatrix Aˆ (f0) und der geschätzten Kanalmatrix Hˆ (f0) lässt sich eine
Least-Squares-Schätzung der direktionalen Kanalmatrix durchführen. Die Steuerma-
trix kann mit Kenntnis der geschätzten Richtungen und mit Kenntnis der Geometrie
der Antennenarrays aufgestellt werden. Damit ergibt sich die Least-Squares-Schätzung
der direktionalen Kanalmatrix ausgehend von der Kanalmatrix (3.33) zu
Hˆd (f0) = Hˆ (f0) ·
(
Aˆ
T
(f0)
)∗T
·
(
Aˆ
T
(f0) ·
(
Aˆ
T
(f0)
)∗T)−1
. (3.95)
Jede Spalte der geschätzten direktionalen Kanalmatrix entspricht einer Schätzung des
Vektors h(d) (f0) (3.26). Ausgehend von diesen D geschätzten Vektoren werden zu-
nächst D mal die Laufzeiten und Dopplerfrequenzen geschätzt. Dies kann realisiert
werden, indem der mittlere quadratische Fehler zwischen den geschätzten Vektoren
hˆ
(d)
(f0) und passend gewählten Vergleichsvektoren minimiert wird. Dabei entsprechen
die Vergleichsvektoren den Kanalübertragungsfunktionen zwischen den beiden Refe-
renzpunkten der Antennenarrays für einen Ausbreitungspfad und sind auf die mittlere
Energie 1 normiert. Diese Vergleichsvektoren werden mit h(d)
(
f0, τ
(d), f
(d)
d , α
(d) = 1
)
bezeichnet und können ausgehend von (3.24) und (3.26) deterministisch erzeugt wer-
den. Damit ergeben sich die geschätzte Laufzeit und die geschätzte Dopplerfrequenz
des d-ten Ausbreitungspfades zu(
τˆ (d), fˆ
(d)
d
)
= arg min
τ (d),f
(d)
d
{∥∥∥hˆ(d) (f0)− h(d) (f0, τ (d), f (d)d , α(d) = 1)∥∥∥2
}
. (3.96)
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Das Minimum lässt sich durch numerisches Auswerten finden. Das Berechnen der kom-
plexen Gewichte erfolgt analog zu (3.93)
αˆ(d) =
h(d)
∗T
(
f0, τˆ
(d), fˆ
(d)
d , α
(d) = 1
)
∥∥∥h(d) (f0, τˆ (d), fˆ (d)d , α(d) = 1)∥∥∥2 · hˆ
(d)
d (f0) . (3.97)
Auf diese Weise kann eine initiale Schätzung des Parametervektors gewonnen werden.
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Kapitel 4
Filterbasiertes Modell des Punkt zu Punkt
MIMO-Mobilfunkkanals
4.1 Filterbasiertes Kanalmodell
In Abschnitt 3.1 wurde das direktionale Kanalmodell eingeführt, das auf den pfadspe-
zifischen Parametern der elektromagnetischen Wellen basiert und somit physikalisch
motiviert ist. In diesem Abschnitt wird das filterbasierte Kanalmodell eingeführt, das
zunächst nicht physikalisch motiviert zu sein scheint, sondern weitestgehend willkür-
lich ausgewählt zu sein scheint. In Abschnitt 4.2 wird gezeigt, dass beide Kanalmodelle
zusammenhängen und somit auch das filterbasierte Kanalmodell physikalisch motiviert
werden kann.
Bei dem filterbasierten Kanalmodell wird ein Abtastwert der Kanalübertragungsfunk-
tion zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne als Linear-
kombination von P · Q anderen Abtastwerten der selben Kanalübertragungsfunktion
beschrieben. Der (w +∆w, v +∆v)-te Abtastwert der Kanalübertragungsfunktion er-
gibt sich zu
H
(m,n)
w+∆w,v+∆v =
(
H(m,n)w,v . . .H
(m,n)
w−(P−1),vH
(m,n)
w,v−1 . . .H
(m,n)
w−(P−1),v−(Q−1)
)
· p
∆w,∆v
(4.1)
und der Vektor
p
∆w,∆v
=
(
p(0,0)
∆w,∆v
. . . p(P−1,0)
∆w,∆v
p(0,1)
∆w,∆v
. . . p(P−1,Q−1)
∆w,∆v
)T
(4.2)
enthält die P · Q Filterkoeffizienten p(p,q)
∆w,∆v
, mit p = 0 . . . P − 1 und q = 0 . . . Q − 1.
In Abbildung 4.1 ist das filterbasierte Kanalmodell schematisch dargestellt. Das filter-
basierte Kanalmodell (4.1) gilt allgemein für zeit- und frequenzselektive Kanäle. Für
den Sonderfall, dass der Kanal lediglich zu einem festen Zeitindex betrachtet wird,
vereinfacht sich das Kanalmodell. In diesem Sonderfall lässt sich ein Abtastwert der
rein frequenzselektiven Kanalübertragungsfunktion als Linearkombination von P ande-
ren Abtastwerten der selben Kanalübertragungsfunktion darstellen. Der (w +∆w)-te
Abtastwert der Kanalübertragungsfunktion zwischen der m-ten Empfangsantenne und
der n-ten Sendeantenne ergibt sich zu [PW10b]
H
(m,n)
w+∆w =
(
H(m,n)w . . .H
(m,n)
w−(P−1)
)
· p
f,∆w
, (4.3)
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Filter
∆w, ∆v
P ·Q Abtastwerte (w +∆w, v +∆v)-te Abtastwert
Abbildung 4.1. Filterbasiertes Kanalmodell
mit
p
f,∆w
=
(
p(0)
f,∆w
. . . p(P−1)
f,∆w
)T
. (4.4)
Hierbei sind p(p)
f,∆w
, p = 0 . . . P − 1 die P Filterkoeffizienten. Für den Sonderfall, dass
der Kanal lediglich bei einem festen Frequenzindex betrachtet wird, vereinfacht sich
das Kanalmodell ebenfalls. In diesem Sonderfall lässt sich ein Abtastwert der rein zeit-
selektiven Kanalübertragungsfunktion als Linearkombination von Q anderen Abtast-
werten der selben Kanalübertragungsfunktion darstellen. Der (v +∆v)-te Abtastwert
der Kanalübertragungsfunktion zwischen der m-ten Empfangsantenne und der n-ten
Sendeantenne ergibt sich zu [PW09]
H
(m,n)
v+∆v =
(
H(m,n)v . . .H
(m,n)
v−(Q−1)
)
· p
t,∆v
, (4.5)
mit
p
t,∆v
=
(
p(0)
t,∆v
. . . p(Q−1)
t,∆v
)T
. (4.6)
Hierbei sind p(q)
t,∆v
, q = 0 . . .Q− 1 die Q Filterkoeffizienten.
In der Literatur, wie zum Beispiel in [HW98, DHHH00, SK03a, SK03c, CEV07,
EDHH98, HHDH99, HDHH99] wurden bisher nur die beiden Sonderfälle (4.3) und
(4.5) betrachtet, wobei ∆w = 1 als auch ∆v = 1 gesetzt wurden. Im Rahmen der
vorliegenden Arbeit werden jedoch weder ∆w, noch ∆v fest auf den Wert 1 gesetzt.
4.2 Zusammenhang zwischen dem direktionalen Ka-
nalmodell und dem filterbasierten Kanalmodell
Die beiden in den Abschnitten 3.1 und 4.1 eingeführten Kanalmodelle scheinen sich
signifikant voneinander zu unterscheiden, wobei das direktionale Kanalmodell physi-
kalisch motiviert ist und sich aus den Maxwellschen Gleichungen herleiten lässt. Das
filterbasierte Kanalmodell scheint zunächst willkürlich und nicht physikalisch motiviert
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zu sein, obwohl es in der Literatur, wie zum Beispiel in [Mak75, SK03b] oftmals ver-
wendet wird. In der Literatur wurde bisher entweder das direktionale Kanalmodell
oder das filterbasierte Kanalmodell verwendet, ohne zu untersuchen, ob möglicherwei-
se beide Kanalmodelle äquivalent sind, oder ob eines der beiden Kanalmodelle in das
jeweils andere Kanalmodell überführt werden kann. In diesem Abschnitt wird gezeigt,
dass das direktionale Kanalmodell bei geeigneter Wahl der Filterkoeffizienten einem
filterbasierten Kanalmodell entspricht. Somit kann das filterbasierte Kanalmodell bei
geeigneter Wahl der Filterkoeffizienten ebenfalls physikalisch motiviert werden. Jedoch
kann das filterbasierte Kanalmodell im Allgemeinen nicht in das direktionale Kanal-
modell überführt werden. Das bedeutet, dass das filterbasierte Kanalmodell durchaus
im Speziellen, jedoch nicht im Allgemeinen physikalisch motiviert werden kann.
Um zu zeigen, dass das direktionale Kanalmodell in das filterbasierte Kanalmodell
überführt werden kann, wird das direktionale Kanalmodell in das filterbasierte Kanal-
modell eingesetzt. Ein Abtastwert der Kanalübertragungsfunktion basierend auf dem
direktionalen Kanalmodell ergibt sich mit (3.19) zu
H(m,n)w,v =
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx︸ ︷︷ ︸
a(m,n,d)
·ej2πf
(d)
d T ·v (4.7)
und auch zu
H
(m,n)
w+∆w,v+∆v =
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πF ·∆wτ
(d)
· a(m,n,d) · ej2πf
(d)
d T ·v · ej2πf
(d)
d T ·∆v,
(4.8)
wobei die beiden Steuerfaktoren zu a(m,n,d) zusammengefasst wurden. Unter der Vor-
aussetzung, dass F ·
∣∣∣∆w · τ (m,d)Rx ∣∣∣ und F · ∣∣∣∆w · τ (n,d)Tx ∣∣∣ viel kleiner sind als 1, gilt
e−j2π(f0+F ·∆w)τ
(m,d)
Rx ≈ e−j2πf0τ
(m,d)
Rx (4.9a)
e−j2π(f0+F ·∆w)τ
(n,d)
Tx ≈ e−j2πf0τ
(n,d)
Tx , (4.9b)
sodass in Folge von∆w die Steuerfaktoren in Gleichung (4.8) nicht durch Multiplikation
mit e−j2πF∆wτ
(m,d)
Rx und e−j2πF∆wτ
(n,d)
Tx angepasst werden müssen. Das bedeutet, dass die
in Abschnitt 3.1 eingeführte Schmalbandannahme durch den Einfluss von ∆w weiterhin
gilt.
Nun kann ein Abtastwert (4.8), basierend auf dem direktionalen Kanalmodell in das
filterbasierte Kanalmodell (4.1) eingesetzt werden
H
(m,n)
w+∆w,v+∆v =
Q−1∑
q=0
P−1∑
p=0
p(p,q)
∆w,∆v
·H
(m,n)
w−p,v−q, (4.10)
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wobei die Vektormultiplikation in (4.1) als Summe in (4.10) ausgedrückt wurde. Somit
ergibt sich durch das Einsetzen des direktionalen Kanalmodells in das filterbasierte
Kanalmodell
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· a(m,n,d) · ej2πf
(d)
d T ·v︸ ︷︷ ︸
o
(m,n,d)
w,v
·e−j2πF ·∆wτ
(d)
· ej2πf
(d)
d T ·∆v
=
Q−1∑
q=0
P−1∑
p=0
p(p,q)
∆w,∆v
D∑
d=1
α(d)e−j2π(F ·w+f0)τ
(d)
ej2πF ·pτ
(d)
a(m,n,d)ej2πf
(d)
d T ·ve−j2πf
(d)
d T ·q
=
D∑
d=1
α(d)e−j2π(F ·w+f0)τ
(d)
a(m,n,d)ej2πf
(d)
d T ·v︸ ︷︷ ︸
o
(m,n,d)
w,v
Q−1∑
q=0
P−1∑
p=0
p(p,q)
∆w,∆v
ej2πF ·pτ
(d)
e−j2πf
(d)
d T ·q. (4.11)
Um im Allgemeinen zu zeigen, dass das direktionale Kanalmodell in das filterbasierte
Kanalmodell überführt werden kann, muss gezeigt werden, dass es Filterkoeffizienten
p(p,q)
∆w,∆v
gibt, sodass die Gleichheit in (4.11) für alle Frequenzindizes w, für alle Zeitindi-
zes v und für alle Antennenindizes m und n gilt. Denn wenn die Gleichheit in (4.11) für
alle Frequenzindizes w, für alle Zeitindizes v und für alle Antennenindizes m und n für
bestimmte Filterkoeffizienten p(p,q)
∆w,∆v
gilt, so ist das direktionale Kanalmodell dem filter-
basierten Kanalmodell in jedem Fall gleich. Jedoch kann im Allgemeinen nicht gezeigt
werden, dass auch das filterbasierte Kanalmodell dem direktionalen Kanalmodell in
jedem Fall entspricht. Dazu müssten pfadspezifische Parameter der elektromagnetisch-
en Wellen gefunden werden, sodass ausgehend von beliebigen Filterkoeffizienten das
direktionale Kanalmodell und das filterbasierte Kanalmodell gleich sind. Es ist jedoch
möglich, Filterkoeffizienten einzusetzen, die auf eine Dopplerfrequenz führen würden,
die größer ist als die maximale Dopplerfrequenz. Da jedoch keine Dopplerfrequenzen
auftreten können, die betragsmäßig größer sind als die maximale Dopplerfrequenz, kann
das filterbasierte Kanalmodell im Allgemeinen nicht in das direktionale Kanalmodell
überführt werden. Lediglich das filterbasierte Kanalmodell mit den entsprechenden Fil-
terkoeffizienten entspricht auch dem direktionalen Kanalmodell. Um zu zeigen, dass es
möglich ist, Filterkoeffizienten zu finden, sodass die Gleichheit in (4.11) gilt, wird (4.11)
zunächst in eine Vektor-Matrix-Schreibweise umgeformt
o(m,n)w,v · x∆w,∆v = o
(m,n)
w,v · H˜τ,fd · p∆w,∆v. (4.12)
Hierbei ist o(m,n)w,v ein Zeilenvektor
o(m,n)w,v =
(
o(m,n,1)w,v . . . o
(m,n,D)
w,v
)
, (4.13)
dessen D Elemente in (4.11) definiert sind. Der Vektor x∆w,∆v ist ein Spaltenvektor
und ergibt sich zu
x∆w,∆v =
(
e−j2πF ·∆wτ
(1)
ej2πf
(1)
d T ·∆v . . . e−j2πF ·∆wτ
(D)
ej2πf
(D)
d T ·∆v
)T
(4.14)
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und
H˜τ,fd =

1 . . . ej2piF (P−1)τ
(1)
. . . ej2piFpτ
(1)
e
−j2pif
(1)
d Tq . . . ej2piF (P−1)τ
(1)
e
−j2pif
(1)
d T (Q−1)
.
.
.
.
.
.
.
.
.
.
.
.
1 . . . ej2piF (P−1)τ
(D)
. . . ej2piFpτ
(D)
e
−j2pif
(D)
d Tq . . . ej2piF (P−1)τ
(D)
e
−j2pif
(D)
d T (Q−1)


(4.15)
ist eine D×P ·Q Kanalmatrix. Auf diese Weise kann die geforderte Gleichheit in (4.11)
als Vektor-Matrix-Schreibweise dargestellt werden.
Sowohl auf der linken Seite von (4.12) als auch der rechten Seite von (4.12) steht
jeweils ein Skalar. Insgesamt ist gefordert, dass die Gleichheit (4.12) für alle W · V ·
M · N Abtastwerte der MIMO-Kanalübertragungsfunktion gilt. Das bedeutet, dass
Filterkoeffizienten gefunden werden müssen, sodass insgesamtW ·V ·M ·N Gleichungen
der Form (4.12) gelten, wobei sich diese Gleichungen jeweils in dem Zeilenvektor o(m,n)w,v
(4.13) unterscheiden. Dementsprechend ergibt sich ein lineares Gleichungssystem mit
W · V ·M ·N Gleichungen und den P ·Q unbekannten Filterkoeffizienten

o
(1,1)
−W−1
2
,0
· x∆w,∆v
...
o
(M,N)
W−1
2
,V−1
· x∆w,∆v

 =


o
(1,1)
−W−1
2
,0
· H˜τ,fd · p∆w,∆v
...
o
(M,N)
W−1
2
,V−1
· H˜τ,fd · p∆w,∆v

 . (4.16)
Da sich die Gleichungen in (4.16) lediglich durch die Zeilenvektoren o(m,n)w,v unterschie-
den, lässt sich das lineares Gleichungssystem (4.16) auch zu

o
(1,1)
−W−1
2
,0
...
o
(M,N)
W−1
2
,V−1


︸ ︷︷ ︸
O
·x∆w,∆v =


o
(1,1)
−W−1
2
,0
...
o
(M,N)
W−1
2
,V−1


︸ ︷︷ ︸
O
·H˜τ,fd · p∆w,∆v (4.17a)
O · x∆w,∆v = O · H˜τ,fd · p∆w,∆v (4.17b)
schreiben, wobei die Matrix O aus W · V ·M ·N Zeilen und D Spalten besteht. Falls
es Filterkoeffizienten gibt, sodass das lineare Gleichungssystem
x∆w,∆v = H˜τ,fd · p∆w,∆v (4.18)
mit D Gleichungen und den P · Q unbekannten Filterkoeffizienten erfüllt ist, so ist
dass lineare Gleichungssystem (4.17b) in jedem Fall erfüllt. Das bedeutet, dass die
Gleichheit in (4.18) eine hinreichende Bedingung für die Gleichheit in (4.17b) ist. Ob
die Gleichheit in (4.18) auch eine notwendige Bedingung für die Gleichheit in (4.17b)
ist hängt von der Matrix O ab. Falls die Anzahl an linear unabhängigen Zeilen der
Matrix O mindestens so groß ist wie die Anzahl D der Elemente im Vektor x∆w,∆v
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(4.14), so ist die Gleichheit in (4.18) sowohl eine hinreichende als auch eine notwendige
Bedingung für die Gleichheit in (4.17b). Falls O mindestens D unabhängige Zeilen
besitzt, so existiert die Matrix
(
O∗TO
)−1
und daher kann Gleichung (4.17b) von links
mit der Matrix
(
O∗TO
)−1
O∗T multipliziert werden(
O∗TO
)−1
O∗TO︸ ︷︷ ︸
I
·x∆w,∆v =
(
O∗TO
)−1
O∗TO︸ ︷︷ ︸
I
·H˜τ,fd · p∆w,∆v. (4.19)
Das Ergebnis dieser Multiplikation ist die hinreichende und zugleich notwendige Be-
dingung (4.18). Falls O keine D unabhängigen Zeilen besitzt, so existiert die Matrix(
O∗TO
)−1
nicht. In diesem Fall ist (4.18) eine hinreichende, jedoch keine notwendige
Bedingung. Es würden sich weitere Filterkoeffizienten finden lassen, sodass die Gleich-
heit in (4.17b) gilt. Diese Filterkoeffizienten würden im Allgemeinen von den Indizes w,
v,m und n abhängen. Jedoch wurden die Filterkoeffizienten beim filterbasierten Kanal-
modell in Abschnitt 4.1 als unabhängig von diesen Indizes eingeführt, sodass garantiert
werden muss, dass die Matrix O notwendigerweise mindestens D linear unabhängige
Zeilen besitzen muss, sodass das direktionale Kanalmodell in das filterbasierte Kanal-
modell überführt werden kann.
Falls Filterkoeffizienten existieren, sodass die Gleichheit in (4.18) erfüllt ist, so gilt die
Gleichheit in (4.11) für alle Frequenzindizes w, für alle Zeitindizes v und für alle An-
tennenindizes m und n, da (4.18) nicht von diesen Indizes abhängt. Das bedeutet, dass
das direktionale Kanalmodell in das filterbasierte Kanalmodell überführt werden kann,
wenn die Filterkoeffizienten entsprechend gewählt werden. Das lineare Gleichungssys-
tem (4.18) besitzt mindestens eine Lösung, wenn der Rang der Koeffizientenmatrix
H˜τ,fd gleich dem Rang der erweiterten Koeffizientenmatrix ist. Die erweiterte Koeffizi-
entenmatrix
(
H˜τ,fd, x∆w,∆v
)
ist die um den Vektor x∆w,∆v ergänzte Koeffizientenma-
trix H˜τ,fd . Diese Bedingung für die Lösbarkeit des linearen Gleichungssystems ist im
Allgemeinen gegeben, wenn die Anzahl P ·Q der Unbekannten mindestens so groß ist,
wie die Anzahl an linear unabhängigen Gleichungen, wobei insgesamt D Gleichungen
vorhanden sind. Werden die Filterkoeffizienten so gewählt, dass die Gleicheit in (4.18)
gilt, so ist gezeigt, dass das direktionale Kanalmodell und das filterbasierte Kanal-
modell in diesem Fall äquivalent sind. Somit ist auch das filterbasierte Kanalmodell
physikalisch motiviert.
Würde die in diesem Abschnitt getroffene Schmalbandannahme (4.9a) und (4.9b) nicht
getroffen werden, so könnte Gleichung (4.18) trotzdem hergeleitet werden. Jedoch wür-
de der Vektor x∆w,∆v (4.14) von den Antennenindizes m und n abhängen. Das bedeu-
tet, dass die Filterkoeffizienten unabhängig vom Frequenzindex w und unabhängig vom
Zeitindex v wären, jedoch würden die Filterkoeffizienten von den Antennenindizes m
und n abhängen.
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4.3 Schätzen der Filterkoeffizienten des filterbasier-
ten Kanalmodells
4.3.1 Schätzen der Filterkoeffizienten basierend auf den pfad-
spezifischen Parametern
Das Ziel besteht darin, die Parameter des filterbasierten Kanalmodells zu schätzen.
Das bedeutet, dass die Filterkoeffizienten geschätzt werden müssen. Es existieren ver-
schiedene Verfahren, um diese Aufgabe zu lösen [Mar87, Kay93, Hay02, Hän01]. Eine
bisher in der Literatur noch nicht veröffentliche Methode besteht darin, die Filterko-
effizienten durch Lösen des linearen Gleichungssystems (4.18) zu bestimmen. Lediglich
in einigen Veröffentlichungen des Autors der vorliegenden Arbeit wurde auf das Schät-
zen der Filterkoeffizienten basierend auf den pfadspezifischen Parametern eingegangen
[PW09, PW10a, PW10b, PW11]. Unter der in Abschnitt 4.2 gemachten Voraussetzung,
dass D ≤ P ·Q gilt, ergibt sich die Least-Squares-Schätzung der Filterkoeffizienten zu
pˆ
∆w,∆v
= H˜
∗T
τ,fd
·
(
H˜τ,fd · H˜
∗T
τ,fd
)−1
·

 e
−j2πF ·∆wτ (1)ej2πf
(1)
d T ·∆v
...
e−j2πF ·∆wτ
(D)
ej2πf
(D)
d T ·∆v

 . (4.20)
Zum Schätzen der Filterkoeffizienten müssen zuvor die Laufzeiten und die Doppler-
frequenzen geschätzt werden. Das Schätzen der pfadspezifischen Parameter wurde in
Abschnitt 3.2 beschrieben. Die Filterkoeffizienten hängen lediglich von den Laufzeiten
τ (d) und den Dopplerfrequenzen f (d)d ab. Da in MIMO-Systemen mehr Kanalübertra-
gungsfunktionen zum Schätzen dieser beiden pfadspezifischen Parameter zur Verfügung
stehen verglichen mit SISO-Systemen, wird erwartet, dass die Qualität der Schätzung
der pfadspezifischen Parameter in MIMO-Systemen besser ist als in SISO-Systemen.
Somit kann auch erwartet werden, dass die Qualität der Schätzung der Filterkoeffizi-
enten (4.20) in MIMO-Systemen besser ist als in SISO-Systemen.
Der Nachteil des Schätzens der Filterkoeffizienten basierend auf (4.20) besteht darin,
dass der Rechenaufwand zum Schätzen der pfadspezifischen Parameter größer ist, als
der Rechenaufwand für die im Folgenden vorgestellten Verfahren zum Schätzen der
Filterkoeffizienten.
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4.3.2 Schätzen der Filterkoeffizienten basierend auf der Kova-
rianzmethode
Klassischerweise werden bekannte Verfahren aus der Filtertheorie eingesetzt, um die
Filterkoeffizienten zu schätzen. Ein Vertreter dieser Verfahren ist die Kovarianzmetho-
de, die in diesem Abschnitt vorgestellt wird [Hay02, MIK05]. Dieses Verfahren benötigt
keinerlei Kenntnis über die pfadspezifischen Parameter. Es werden lediglich Abtastwer-
te der M ·N Kanalübertragungsfunktionen benötigt. Bei der Kovarianzmethode ist zu
beachten, dass der Begriff Kovarianzmethode nichts mit dem Bilden einer Kovarianz-
matrix zu tun. Die Grundidee der Kovarianzmethode besteht darin, alle W · V im
Empfänger als bekannt vorausgesetzten Abtastwerte der Kanalübertragungsfunktion
zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne in das filterbasierte
Kanalmodell (4.1) einzusetzen. Das bedeutet, dass der im Empfänger a priori bekannte
Bereich in zwei Bereiche aufgeteilt wird. Dabei repräsentiert ein Bereich den Ausgangs-
bereich und der andere Bereich repräsentiert den Zielbereich, wobei der Zielbereich und
der Ausgangsbereich sich überlappen können. Das bedeutet, dass Abtastwerte der Ka-
nalübertragungsfunktion in dem Bereich der Überlappung sowohl zum Ausgangsbereich
als auch zum Zielbereich gehören. Die mit den Filterkoeffizienten p(p,q)
∆w,∆v
gefilterten Ab-
tastwerte des Ausgangsbereichs ergeben Abtastwerte des Zielbereichs. Aufgrund der
Tatsache, dass beide Bereiche zum Schätzen der Filterkoeffizienten a priori bekannt
sein müssen, lässt sich auf diese Weise ein lineares Gleichungssystem aufstellen, wobei
die P ·Q Filterkoeffizienten die gesuchten Variablen sind. Mithilfe einer Least-Squares-
Schätzung lassen sich die Filterkoeffizienten bestimmen. Für den Frequenzindex gilt
w = −W−1
2
. . . W−1
2
und für den Zeitindex gilt v = 0 . . . V − 1. Damit alle Abtast-
werte der Kanalübertragungsfunktion in (4.1) bekannt sind, können die Abtastwerte
H
(m,n)
w+∆w,v+∆v auf der linken Seite von (4.1) zu
h˜
(m,n)
=


H
(m,n)
−W−1
2
+P−1+∆w,Q−1+∆v
...
H
(m,n)
W−1
2
,V−1

 (4.21)
gewählt werden. Es ergeben sich insgesamt (W − P −∆w + 1) · (V −Q−∆v + 1) Ab-
tastwerte der Kanalübertragungsfunktion auf der linken Seite von (4.1). Das bedeutet,
dass in dem Vektor h˜
(m,n)
die Abtastwerte stehen, die sich durch Filterung der Abtast-
werte des Ausgangsbereichs ergeben. Würde für den Frequenzindex w in H(m,n)w+∆w,v+∆v
ein kleinerer Wert als −W−1
2
+ P − 1 gewählt werden, so würden nicht alle Elemen-
te des Kanalvektors auf der rechten Seite von (4.1) bekannt sein. Analoges gilt für
den Zeitindex. Würde für den Zeitindex v ein kleinerer Wert als Q − 1 gewählt, so
würden nicht alle Elemente des Kanalvektors in (4.1) bekannt sein. Mit (4.1) ergeben
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P ·Q Abtastwerte
W · V bekannte Abtastwerte im Empfänger
Ausgangsbereich ZielbereichÜberlappung
Abbildung 4.2. Prinzip der Kovarianzmethode
sich die Abtastwerte der Kanalübertragungsfunktion in (4.21) durch Multiplikation der
(W − P −∆w + 1) · (V −Q−∆v + 1)× P ·Q Matrix
H˜
(m,n)
=


H
(m,n)
−
W−1
2 +P−1,Q−1
. . . H
(m,n)
−
W−1
2 ,Q−1
. . . H
(m,n)
−
W−1
2 ,0
.
.
.
.
.
.
.
.
.
H
(m,n)
W−1
2 −∆w,V−1−∆v
. . . H
(m,n)
W−1
2 −(P−1)−∆w,V−1−∆v
. . . H
(m,n)
W−1
2 −(P−1)−∆w,V−Q−∆v


(4.22)
mit dem Vektor p
∆w,∆v
, der die Filterkoeffizienten enthält. Das bedeutet, dass in der
Matrix H˜
(m,n)
alle Abtastwerte des Ausgangsbereichs stehen, sodass sich nach der Filte-
rung dieser Abtastwerte der Vektor h˜
(m,n)
, der die Abtastwerte des Zielbereichs enthält,
ergibt. In Abbildung 4.2 ist dieses Prinzip der Kovarianzmethode dargestellt. In Abbil-
dung 4.2 sind die P ·Q Abtastwerte mit einem dunkelgrauen Rechteck markiert. Diese
P ·Q Abtastwerte entsprechen einer Spalte der Matrix (4.22). Diese Abtastwerte wer-
den gefiltert und das Ergebnis ist ein Abtastwert im Zielbereich, entsprechend einem
Element des Vektors (4.21), der in Abbildung 4.2 ebenfalls durch ein dunkelgraues
Rechteck markiert ist. Zusätzlich ist in Abbildung 4.2 der Bereich der Überlappung
zwischen dem Ausgangsbereich und dem Zielbereich hellgrau hinterlegt.
Es lässt sich das lineare Gleichungssystem
h˜
(m,n)
= H˜
(m,n)
· p
∆w,∆v
(4.23)
aufstellen. Im Folgenden wird angenommen, dass der Rang der Koeffizientenmatrix
H˜
(m,n)
dieses linearen Gleichungssystems gleich dem Rang der erweiterten Koeffizien-
tenmatrix
(
H˜
(m,n)
, h˜
(m,n)
)
dieses linearen Gleichungssystems ist. Damit ergibt sich die
Least-Squares-Schätzung der Filterkoeffizienten zu
pˆ
∆w,∆v
=
((
H˜
(m,n)
)∗T
· H˜
)−1
·
(
H˜
(m,n)
)∗T
· h˜
(m,n)
. (4.24)
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Gleichung (4.24) gilt für ein SISO-System. Nun könnte für jeden SISO-Subkanal des
MIMO-Systems Gleichung (4.24) gelöst werden. Jedoch sind beim filterbasierten Ka-
nalmodell die Filterkoeffizienten für alle Antennenpärchen (m,n) identisch sind, so-
dass (4.24) leicht für ein MIMO-System erweitert werden kann. Zum Erweitern auf ein
MIMO-System werden lediglich alle möglichen Vektoren h˜
(m,n)
übereinander gestapelt
und alle möglichen Matrizen H˜
(m,n)
werden ebenfalls übereinander gestapelt. Damit
ergibt sich ein neues lineares Gleichungssystem


h˜
(1,1)
...
h˜
(1,N)
h˜
(2,1)
...
h˜
(M,N)


︸ ︷︷ ︸
h˜
=


H˜
(1,1)
...
H˜
(1,N)
H˜
(2,1)
...
H˜
(M,N)


︸ ︷︷ ︸
H˜
·p
∆w,∆v
. (4.25)
Somit lässt sich in einem MIMO-System zum einen eine verbesserte Schätzung der
Filterkoeffizienten gegenüber der Schätzung in einem SISO-System berechnen
pˆ
∆w,∆v
=
(
H˜
∗T
· H˜
)−1
· H˜
∗T
· h˜, (4.26)
da mehr Informationen zum Schätzen der Filterkoeffizienten zur Verfügung stehen.
Zum anderen ist es in einem SISO-System möglich, dass nicht ausreichend Abtast-
werte im Zielbereich bekannt sind, sodass das lineare Gleichungssystem (4.23) keine
Lösung besitzt. Durch die Erweiterung auf MIMO-Systeme sind mehr Abtastwerte im
Zielbereich bekannt, sodass das lineare Gleichungssystem (4.25) möglicherweise min-
destens eine Lösung besitzt. Der Vorteil bei der Kovarianzmethode besteht darin, dass
sie direkt auf den bekannten Abtastwerten der Kanalübertragungsfunktionen basiert
und keine weiteren Informationen benötigt werden.
Neben der hier vorgestellten Kovarianzmethode existieren noch verschiedene andere
Methoden, die ebenfalls auf der Unterteilung der bekannten Abtastwerte der Kanal-
übertragungsfunktionen in einen Ausgangsbereich und einen Zielbereich basieren. Zum
Beispiel die modifizierte Kovarianzmethode, die Autokorrelationsmethode, die Burg
Methode und die Yule-Walker Methode [Bur75, Mar87, Kay88, BD96, Hay02, Hän01].
Auf diese Methoden wird im Rahmen der vorliegenden Arbeit nicht eingegangen. Je-
doch wird im folgenden Abschnitt eine Methode vorgestellt, die die Korrelationseigen-
schaften des Kanals ausnutzt, um die Filterkoeffizienten zu schätzen.
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4.3.3 Schätzen der Filterkoeffizienten basierend auf dem
Wiener-Filter
Falls die Kanalübertragungsfunktionen perfekt bekannt sind, so ist die Schätzung der
Filterkoeffizienten basierend auf der Kovarianzmethode perfekt. Im Allgemeinen sind
die Kanalübertragungsfunktionen jedoch mit Rauschen überlagert. Aus diesem Grund
führen die mit der Kovarianzmethode geschätzten Filterkoeffizienten im Allgemeinen
nicht auf den minimalen mittleren quadratischen Fehler. Ein weiterer Nachteil bei der
Kovarianzmethode besteht darin, dass in Abhängigkeit von der Anzahl an bekannten
Abtastwerten W · V der M ·N Kanalübertragungsfunktionen und in Abhängigkeit der
Filterordnung P · Q, Limitierungen an die möglichen Prädiktionsweiten ∆w und ∆v
gegeben sind. Diese Limitierungen existieren beim Wiener-Filter nicht, falls die sta-
tistischen Eigenschaften bekannt sind. Das Ziel beim Wiener-Filter besteht darin, das
optimale, lineare Filter im Sinne der Minimierung des mittleren quadratischen Fehlers
zwischen den mit additivem Gaußrauschen überlagerten Abtastwerten der Kanalüber-
tragungsfunktionen auf der linken Seite von (4.1) und den tatsächlichen Abtastwerten
der Kanalübertragungsfunktionen zu entwerfen [Wha71, Kay93, Kro96, Vas96, Hän01].
Ein nicht linearer Ansatz kann in diesem Fall nicht besser sein, als das optimale, lineare
Wiener-Filter, da das Kanalmodell linear ist. In [Wie50] wurde das Wiener-Filter herge-
leitet. Im Gegensatz zur Kovarianzmethode benötigt das Wiener-Filter Informationen
über die statistischen Eigenschaften der Kanalübertragungsfunktionen und Informa-
tionen über die statistischen Eigenschaften des Störsignals.
Ausgangspunkt zur Herleitung des Wiener-Filters ist das filterbasierte Kanalmodell
(4.1), wobei nicht nur ein Abtastwert der Kanalübertragungsfunktion bestimmt wird,
sondern Ω · Υ Abtastwerte der Kanalübertragungsfunktion bestimmt werden. Dazu
wird (4.1) auf eine Vektor-Matrix-Notation erweitert

 H
(m,n)
w+∆w,v+∆v
...
H
(m,n)
w+∆w+Ω,v+∆v+Υ


︸ ︷︷ ︸
h
(m,n)
p
=
(
p
∆w,∆v
. . .p
∆w+Ω,∆v+Υ
)T
︸ ︷︷ ︸
W˜
·


H(m,n)w,v
...
H
(m,n)
w−(P−1),v
H
(m,n)
w,v−1
...
H
(m,n)
w−(P−1),v−(Q−1)


︸ ︷︷ ︸
h
(m,n)
b
, (4.27)
wobei das Subskript b bei h(m,n)b für bekannt steht. Die Elemente des Vektors h
(m,n)
b
sind identisch mit den Elementen des Vektors in (4.1). Das Subskript p bei h(m,n)p steht
für prädiziert. An dieser Stelle ist es nicht notwendig, von prädizierten Abtastwerten
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zu sprechen. Es kann sich an dieser Stelle ebenfalls um bekannte Abtastwerte handeln.
Falls es sich um bekannte Abtastwerte handelt, so kann das Wiener-Filter zum Filtern
der bekannten Kanalübertragungsfunktionen eingesetzt werden, um das Rauschen zu
reduzieren. Da das Wiener-Filter jedoch im Rahmen der vorliegenden Arbeit, wie in
Kapitel 5 beschrieben, für die Prädiktion eingesetzt wird, wird bereits an dieser Stelle
von prädizierten Abtastwerten gesprochen. Anschließend wird (4.27) für alle M · N
Kanalübertragungsfunktionen erweitert


h(1,1)p
...
h(1,N)p
...
h(M,N)p


︸ ︷︷ ︸
hp
=

W˜ 0. . .
0 W˜


︸ ︷︷ ︸
W0
·


h
(1,1)
b
...
h
(1,N)
b
...
h
(M,N)
b


︸ ︷︷ ︸
hb
, (4.28)
wobei die Abtastwerte der Kanalübertragungsfunktionen rauschfrei sind. Die Dimensi-
on der Vektoren hp und hb sind im Allgemeinen unterschiedlich. Es lässt sich erkennen,
dass ausgehend von dem filterbasierten Kanalmodell (4.1) ohne Rauschen, die Matrix
W0 eine blockdiagonale Struktur aufweist. Falls die bekannten Abtastwerte der Kanal-
übertragungsfunktionen mit einem additiven Rauschprozess n überlagert sind, so führt
eine blockdiagonale Struktur der Matrix mit den Filterkoeffizienten im Allgemeinen zu
suboptimalen Ergebnissen im Sinne der Minimierung des mittleren quadratischen Feh-
lers. Aus diesem Grund wird im Falle von Rauschen eine Matrix W eingeführt
(
hp + f
)︸ ︷︷ ︸
hˆp
=W · (hb + n)︸ ︷︷ ︸
hˆb
, (4.29)
die die Filterkoeffizienten enthält und es sind keine a priori Informationen über die
Matrix W vorhanden. Die Elemente des Vektors n entsprechen Abtastwerten eines
Rauschprozesses und die Elemente des Vektors f entsprechen ebenfalls Abtastwerten
eines Rauschprozesses und stellen den Prädiktionsfehler dar. Damit ergibt sich das
in Abbildung 4.3 dargestellte lineare System zum Bilden des Fehlers f . Das Ziel beim
Wiener-Filter besteht darin, eine MatrixW zu finden, sodass der mittlere quadratische
Fehler E
{
‖f‖2
}
minimal wird. Der mittlere quadratische Fehler berechnet sich zu
E
{
‖f‖2
}
= E
{∥∥∥hˆp − hp∥∥∥2
}
= E
{
sp
{(
hˆp − hp
)
·
(
hˆp − hp
)∗T}}
= E
{
sp
{
hˆphˆ
∗T
p − hˆph
∗T
p − hphˆ
∗T
p + hph
∗T
p
}}
. (4.30)
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Abbildung 4.3. Lineares Modell zum Bilden des Fehlers f
Mit (4.29) und mit
E
{
hˆbhˆ
∗T
b
}
= Rhˆb (4.31a)
E
{
hphˆ
∗T
b
}
= Rhp,hˆb (4.31b)
E
{
hph
∗T
p
}
= Rhp (4.31c)
folgt
E
{
‖f‖2
}
= E
{
sp
{
Whˆbhˆ
∗T
b W
∗T −Whˆbh
∗T
p − hphˆ
∗T
b W
∗T + hph
∗T
p
}}
= sp
{
WRhˆbW
∗T −WR∗T
hp,hˆb
−Rhp,hˆbW
∗T +Rhp
}
= sp
{(
WRhˆb −Rhp,hˆb
)
R−1
hˆb
(
WRhˆb −Rhp,hˆb
)∗T}
−Rhp,hˆb R
−1
hˆb
R∗T
hp,hˆb
+Rhp . (4.32)
Der mittlere quadratische Fehler (4.32) wird in Abhängigkeit von W minimal, falls
WRhˆb −Rhp,hˆb = 0 (4.33)
gilt. Dies ist der Fall, wenn für W
W = Rhp,hˆb R
−1
hˆb
(4.34)
gilt. Die Matrix W (4.34) wird als Wiener-Filter bezeichnet. Unter der Vorausset-
zung, dass die Abtastwerte der Kanalübertragungsfunktionen und die Abtastwerte des
Rauschprozesses unkorreliert sind, ergibt sich
Rhp,hˆb = E
{
hphˆ
∗T
b
}
= E
{
hph
∗T
b
}
= Rhp,hb (4.35)
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und
Rhˆb = E
{
hˆbhˆ
∗T
b
}
= E
{
hbh
∗T
b
}
+ E
{
nn∗T
}
= Rhb +Rn. (4.36)
Zum Bestimmen des Wiener-Filters W müssen die Korrelationsmatrizen Rhp,hb, Rhb
und Rn bekannt sein. Die Korrelationsmatrix des Rauschens wird im Anhang A.1
hergeleitet. Zum Bestimmen der beiden KorrelationsmatrizenRhp,hb undRhb existieren
verschiedene Verfahren.
Zum einen ist es möglich diese Korrelationsmatrizen basierend auf dem Verzögerungs-
leistungsdichtespektrum, dem Dopplerleistungsdichtespektrum und dem Winkelleis-
tungsdichtespektrum zu berechnen. Dazu müssen entweder das Verzögerungsleistungs-
dichtespektrum, das Dopplerleistungsdichtespektrum und das Winkelleistungsdichte-
spektrum bekannt sein oder sie müssen basierend auf bekannten Kanalübertragungs-
funktionen geschätzt werden. Die Herleitung der MIMO-Kanalkorrelationsmatrix Rhb
basierend auf dem Verzögerungsleistungsdichtespektrum, dem Dopplerleistungsdichte-
spektrum und dem Winkelleistungsdichtespektrum ist im Anhang A.2 zu finden. Die
Herleitung der Korrelationsmatrix Rhp,hb ist mathematisch analog zur Herleitung der
Korrelationsmatrix Rhb .
Zum anderen ist es möglich, diese Korrelationsmatrizen basierend auf bekannten Kanal-
übertragungsfunktionen zu schätzen. Dazu werden während einer Initialisierungsphase
die Kanalübertragungsfunktionen im Empfänger geschätzt, sodass I verschiedene Rea-
lisierungen des Vektors hˆb vorhanden sind. Basierend auf diesen Realisierungen kann
Rhˆb (4.36) geschätzt werden. Dabei ist der Einfluss des Rauschens bereits berück-
sichtigt, sodass die Korrelationsmatrix des Rauschens nicht geschätzt werden muss.
Das Schätzen der Korrelationsmatrix Rhp,hˆb (4.35) erfolgt ebenfalls während der In-
itialisierungsphase. Dazu müssen jedoch die entsprechenden prädizierten Abtastwer-
te der Kanalübertragungsfunktionen hp ohne Rauschen im Empfänger bekannt sein.
Dies kann in realen Systemen nicht realisiert werden, da immer Rauschen vorhanden
ist. Aus diesem Grund werden anstelle der rauschfreien Abtastwerte der prädizierten
Kanalübertragungsfunktionen hp, die mit Rauschen überlagerten Abtastwerte der prä-
dizierten Kanalübertragungsfunktionen hˆp verwendet. Jedoch sind auch die mit Rau-
schen überlagerten Abtastwerte der prädizierten Kanalübertragungsfunktionen a priori
im Empfänger nicht bekannt. Daher müssen die Abtastwerte der prädizierten Kanal-
übertragungsfunktionen hˆp während der Initialisierungsphase über einen Rücksignali-
sierungskanal zum Empfänger übermittelt werden. Diese rücksignalisierten Kanalüber-
tragungsfunktionen direkt für ein anschließendes Vorcodierungsverfahren zu verwenden
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ist suboptimal, da diese Kanalübertragungsfunktionen aufgrund der Zeitvarianz des
Kanals bereits veraltet sein können. Jedoch können sie zum Schätzen der Kanalkorre-
lationsmatrix Rhp,hˆb (4.35) genutzt werden. In realen Systemen ändern sich auch die
Kanalkorrelationsmatrizen Rhˆb und Rhp,hˆb mit der Zeit, jedoch sind diese Änderungen
langsamer als die Änderungen der Kanalübertragungsfunktionen. Um langsamen Än-
derungen der Kanalkorrelationsmatrizen folgen zu können, werden in realen Systemen
immer die ältesten beiden Vektoren hˆb und hˆp ersetzt und anschließend werden die
Kanalkorrelationsmatrizen und das Wiener-Filter aktualisiert.
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Kapitel 5
Prädizieren der Kanalzustandsinformationen
5.1 Motivation
In Abbildung 5.1 ist eine frequenzselektive und zeitvariante SISO-Kanalübertragungs-
funktion dargestellt. Dabei handelt es sich um einen SISO-Subkanal der Messungen
vom Szenario Labor 2. Die absoluten Werte auf der Zeitachse hängen von der Ge-
schwindigkeit ab, die nach der Messung zu 10m/s definiert wurde. Es ist die Kanal-
übertragungsfunktion von der ersten Position der Antenne auf dem Drehtisch zu allen
V = 36 Positionen auf dem x-y-Tisch dargestellt.
Bei der Prädiktion der Kanalzustandsinformationen wird, wie bereits in Kapitel 1 er-
läutert, ausgehend von einem bekannten Abschnitt der Kanalübertragungsfunktionen
ein unbekannter Abschnitt der Kanalübertragungsfunktionen bestimmt. Beispielsweise
kann der Abschnitt in Abbildung 5.1 von 2,35GHz bis 2,45GHz und von t = 0 bis
t = 55,5ms als bekannt vorausgesetzt werden. Dieser Abschnitt ist in Abbildung 5.1
markiert. Anschließend wird basierend auf diesem bekannten Abschnitt der unbekann-
te Abschnitt bestimmt. Es existieren verschiedene Anwendungsmöglichkeiten für die
Prädiktion. Beispielsweise könnte in einem FDD basierten Mobilfunksystem, wie in
Abbildung 5.2 dargestellt, die MS zunächst als Sender definiert werden und die BS als
Empfänger. Die MS überträgt Daten über die Aufwärtsstrecke an die BS, wobei die
MS keinerlei Kenntnis über den Kanal in der Aufwärtsstrecke besitzt. Die BS schätzt
basierend auf a priori bekannten Trainingssignalen, die die MS übertragen hat, die
Kanalübertragungsfunktionen. Dies kann beispielsweise mit einem der in Abschnitt 2.3
vorgestellten Verfahren geschehen. Auf diese Weise erlangt die BS Kenntnis über den
Kanal in der Aufwärtsstrecke. In einem nächsten Schritt soll die BS in der Abwärts-
strecke Daten an die MS übertragen, sodass die BS der Sender ist und die MS der
Empfänger ist. Dies kann ohne jede Kenntnis über den Kanal in der Abwärtsstrecke
erfolgen. Selbst wenn sich der Kanal in der Zwischenzeit nicht verändert hat, sind die
Kanaleigenschaften der Abwärtsstrecke und die Kanaleigenschaften der Aufwärtsstre-
cke nicht identisch, da es sich um ein FDD System handelt. Jedoch wäre die Kenntnis
über den Kanal in der Abwärtsstrecke in der BS vorteilhaft. Die BS wäre dadurch
in der Lage, ein Vorcodierungsverfahren einzusetzen, um so die Zuverlässigkeit oder
auch die Datenrate gegenüber Verfahren, bei dem die BS keinerlei Kenntnis über den
Kanal in der Abwärtsstrecke besitzt, signifikant zu erhöhen. Beispielsweise könnten
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Übertragungsverfahren wie der Tomlinson-Harashima Vorcodierer, der Zero-Forcing
Vorcodierer oder eine Vorcodierung basierend auf der Singulärwertzerlegung eingesetzt
werden. Bei diesen Verfahren benötigt der Sender die genaue Kanalkenntnis. Falls eine
Vorcodierung basierend auf der Singulärwertzerlegung eingesetzt werden soll, so benö-
tigt auch der Empfänger die genaue Kanalkenntnis. Die Kanalkenntnis im Empfänger
zu erlangen ist mit den in Abschnitt 2.3 vorgestellten Verfahren möglich. Jedoch die
Kanalkenntnis im Sender zu erlangen, in diesem Beispiel in der BS, ist nicht mit den
Verfahren aus Abschnitt 2.3 möglich. Aus diesem Grund besteht das Ziel darin, ba-
sierend auf dem bekannten Kanal in der Aufwärtsstrecke in der BS den unbekannten
Kanal in der Abwärtsstrecke zu prädizieren, indem eine Prädiktion in Frequenzrichtung
durchgeführt wird. Diese Anwendung zur Prädiktion der Kanalzustandsinformationen
kann als Uplink Downlink Transformation in FDD Systemen bezeichnet werden. Neben
der Prädiktion in Frequenzrichtung ist auch eine zusätzliche Prädiktion in Zeitrichtung
angebracht, falls die Zeitdauer, zwischen dem Empfang der Daten von der MS und dem
Senden der Daten zur MS größer als die Korrelationsdauer des Kanals ist. In dieser
Zeitspanne hat sich der Kanal signifikant verändert. Eine analoge Argumentation lässt
sich führen, sodass ebenfalls die MS Kenntnis über den Kanal in der Abwärtsstrecke
erlangt und somit auch eine Vorcodierung in der MS durchgeführt werden kann.
Ein weiteres Szenario, bei dem eine Prädiktion der Kanalzustandsinformationen ge-
winnbringend angewandt werden kann, sind TDD basierte Mobilfunksysteme. Die MS
überträgt Daten über den Kanal in der Aufwärtsstrecke an die BS, wobei die MS
keinerlei Kenntnis über den Kanal in der Aufwärtsstrecke besitzt. Die BS schätzt ba-
sierend auf a priori bekannten Trainingssignalen die Kanalübertragungsfunktionen. Im
nächsten Schritt überträgt die BS Daten an die MS. Da in einem TDD System das
gleiche Frequenzband genutzt wird, könnte in der BS davon ausgegangen werden, dass
die zuvor gewonnenen Informationen über den Kanal in der Aufwärtsstrecke direkt
als Informationen über den Kanal in der Abwärtsstrecke genutzt werden können. Mit
diesen Informationen über den Kanal in der Abwärtsstrecke kann die BS Vorcodie-
rungsverfahren anwenden, um so die Zuverlässigkeit oder die Datenrate zu erhöhen.
Das Problem hierbei besteht darin, dass die Zeit zwischen dem Schätzen der Kanal-
übertragungsfunktionen der Aufwärtsstrecke und dem Nutzen dieser Informationen für
die Abwärtsstrecke möglicherweise größer als die Korrelationsdauer des Kanals ist. Aus
diesem Grund kann eine zeitliche Prädiktion der Kanalzustandsinformationen in der
BS gewinnbringend angewandt werden. Eine analoge Argumentation lässt sich füh-
ren, sodass ebenfalls die MS eine zeitliche Prädiktion der Kanalzustandsinformationen
gewinnbringend anwendet.
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5.2 Prädizieren der Kanalzustandsinformationen ba-
sierend auf dem direktionalen Kanalmodell
5.2.1 Gemeinsames Prädizieren der Kanalzustandsinformatio-
nen in Frequenz- und Zeitrichtung
In Abschnitt 3.1 wurde das direktionale Kanalmodell eingeführt. Es wurden die Ka-
nalübertragungsfunktionen eines MIMO-Systems in Abhängigkeit von den pfadspezi-
fischen Parametern beschrieben. Gleichung (3.33) fasst die Abtastwerte der M · N
Kanalübertragungsfunktionen innerhalb der Bandbreite B bei der Mittenfrequenz f0
im Zeitbereich von 0 bis tmax zusammen. Das Ziel besteht darin, ausgehend von der als
bekannt vorausgesetzten Kanalmatrix H (f0) (3.33) eine Kanalmatrix H (f0 +∆f,∆t)
zu bestimmen, die Abtastwerte der Kanalübertragungsfunktionen innerhalb der Band-
breite B bei der Mittenfrequenz f0 +∆f im Zeitbereich von ∆t bis tmax +∆t enthält.
Die Annahme, dass sich die Bandbreite B nicht ändert, ist im Allgemeinen nicht not-
wendig, jedoch wird diese Annahme getroffen, um die Berechnungen zu vereinfachen.
Besteht das Ziel darin, die Bandbreite nach der Prädiktion zu verändern, ist dies in
trivialer Weise möglich. Zum einen können die prädizierten Kanalübertragungsfunktio-
nen im Frequenzbereich gefenstert werden, um die Bandbreite zu verringern und zum
anderen können die Kanalübertragungsfunktionen für verschiedene f0 +∆f bestimmt
werden, um so die Bandbreite zu erhöhen. Gleiches gilt für die Dauer im Zeitbereich.
Durch die Prädiktion ändert sich die Dauer im Zeitbereich zunächst nicht, jedoch kann
eine Fensterung im Zeitbereich die Dauer verkürzen oder eine mehrfache Prädiktion
mit unterschiedlichen Werten für ∆t kann die Dauer im Zeitbereich verlängern.
Die um ∆t zeitverschobene, bandbegrenzte Kanalübertragungsfunktion zwischen der
m-ten Empfangsantenne und der n-ten Sendeantenne bei der Mittenfrequenz f0 +∆f
ergibt sich ausgehend von der Kanalübertragungsfunktion basierend auf dem direktio-
nalen Kanalmodell (3.13) zu
H(m,n) (f, t) =
D∑
d=1
α(d) · e−j2π(f+f0+∆f)τ
(d)
· e−j2π(f0+∆f)τ
(m,d)
Rx · e−j2π(f0+∆f)τ
(n,d)
Tx
· ej2πf
(d)
d (t+∆t). (5.1)
In Abschnitt 4.2 wurde ein Zusammenhang zwischen dem direktionalen Kanalmodell
und dem filterbasierten Kanalmodell hergestellt. Dabei wurden die Steuerfaktoren in
Folge der veränderten Mittenfrequenz nicht angepasst. Jedoch sollten bei der Prädikti-
on die Steuerfaktoren angepasst werden, indem ∆f berücksichtigt wird, da die voraus-
gesetzte Schmalbandannahme (3.11a) und (3.11b) in Abschnitt 4.2 nicht zwangsläufig
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bei der Prädiktion erfüllt ist. Mit dem direktionalen Anteil
H
(d)
d (f, t) = α
(d) · e−j2π(f+f0+∆f)τ
(d)
· ej2πf
(d)
d (t+∆t) (5.2)
ergibt sich
H(m,n) (f, t) =
D∑
d=1
H
(d)
d (f, t) · e
−j2π(f0+∆f)τ
(m,d)
Rx · e−j2π(f0+∆f)τ
(n,d)
Tx . (5.3)
Die Kanalübertragungsfunktion (5.1) wird, wie in Kapitel 3 für die Kanalübertragungs-
funktion (3.13) erläutert, entlang der Frequenzrichtung und entlang der Zeitrichtung
abgetastet. Unter der Annahme, dass ∆f ein Vielfaches des Abtastabstands F im Fre-
quenzbereich ist, und dass ∆t ein Vielfaches des Abtastabstands T im Zeitbereich ist,
ergibt sich
∆f = F ·∆w (5.4a)
∆t = T ·∆v. (5.4b)
Der (w +∆w, v +∆v)-te Abtastwert der Kanalübertragungsfunktion ergibt sich somit
zu
H
(m,n)
w+∆w,v+∆v =
D∑
d=1
α(d) · e−j2π(F ·w+f0+F ·∆w)τ
(d)
· e−j2π(f0+F ·∆w)τ
(m,d)
Rx · e−j2π(f0+F ·∆w)τ
(n,d)
Tx
· ej2πf
(d)
d (T ·v+T ·∆v)
=
D∑
d=1
α(d) · e−j2π(F ·w+f0)τ
(d)
· e−j2πf0τ
(m,d)
Rx · e−j2πf0τ
(n,d)
Tx · ej2πf
(d)
d T ·v
· e−j2πF ·∆w τ
(d)
· e−j2πF ·∆w τ
(m,d)
Rx · e−j2πF ·∆w τ
(n,d)
Tx · ej2πf
(d)
d T ·∆v. (5.5)
Die Kombination aller W Abtastwerte (5.5) der prädizierten Kanalübertragungsfunk-
tion zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne für einen Zeit-
index v +∆v führt auf den Vektor
h
(m,n)
v+∆v (f0 +∆f,∆t) =
(
H
(m,n)
−(W−1)/2+∆w,v+∆v . . .H
(m,n)
(W−1)/2+∆w,v+∆v
)T
. (5.6)
Das Zusammenfassen aller V Vektoren (5.6) führt auf den Vektor
h(m,n) (f0 +∆f,∆t) =

 h
(m,n)
∆v (f0 +∆f,∆t)
...
h
(m,n)
∆v+V−1 (f0 +∆f,∆t)

 . (5.7)
Das Zusammenfassen allerM ·N Vektoren (5.7) führt auf dieW ·V ×M ·N Kanalmatrix
H (f0 +∆f,∆t) =
(
h(1,1) (f0 +∆f,∆t) . . .h
(M,N) (f0 +∆f,∆t)
)
. (5.8)
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Diese Kanalmatrix lässt sich ebenso wie die Kanalmatrix (3.22) in den direktionalen
Anteil und den richtungsabhängigen Anteil zerlegen. Dazu wird der direktionale An-
teil (5.2) entlang der Frequenzrichtung und entlang der Zeitrichtung abgetastet. Der
(w +∆w, v +∆v)-te direktionale Abtastwert des d-ten Ausbreitungspfades ergibt sich
damit zu
H
(d)
d,w+∆w,v+∆v = α
(d) · e−j2π(F ·w+f0)τ
(d)
· ej2πf
(d)
d T ·v · e−j2πF ·∆w τ
(d)
· ej2πf
(d)
d T ·∆v. (5.9)
Das Zusammenfassen aller W direktionalen Abtastwerte für den Zeitindex v +∆v für
den d-ten Ausbreitungspfad führt auf den Vektor
h
(d)
d,v+∆v (f0 +∆f,∆t) =
(
H
(d)
d,−(W−1)/2+∆w,v+∆v . . .H
(d)
d,(W−1)/2+∆w,v+∆v
)T
. (5.10)
Anschließend können alle V Vektoren (5.10) zu dem Vektor h(d)d (f0 +∆f,∆t) zusam-
mengefasst werden. Das Zusammenfassen aller D Vektoren h(d)d (f0 +∆f,∆t) führt auf
die W · V × D direktionale Kanalmatrix Hd (f0 +∆f,∆t). Zusätzlich zu dem direk-
tionalen Anteil werden die Steuerfaktoren zusammengefasst. Zunächst werden die M
Steuerfaktoren für den d-ten Ausbreitungspfad für die Empfängerseite zusammenge-
fasst. Dies führt auf den Steuervektor
a
(d)
Rx (f0 +∆f) =
(
e−j2πf0τ
(1,d)
Rx · e−j2πF ·∆w τ
(1,d)
Rx . . . e−j2πf0τ
(M,d)
Rx · e−j2πF ·∆w τ
(M,d)
Rx
)T
.
(5.11)
Anschließend werden die D Steuervektoren (5.11) zur M × D Steuermatrix
ARx (f0 +∆f) zusammengefasst. Nun werden die N Steuerfaktoren für den d-ten Aus-
breitungspfad für die Senderseite zusammengefasst. Dies führt auf den Steuervektor
a
(d)
Tx (f0 +∆f) =
(
e−j2πf0τ
(1,d)
Tx · e−j2πF ·∆w τ
(1,d)
Tx . . . e−j2πf0τ
(N,d)
Tx · e−j2πF ·∆w τ
(N,d)
Tx
)T
. (5.12)
Anschließend werden die D Steuervektoren (5.12) zur N × D Steuermatrix
ATx (f0 +∆f) kombiniert. Die senderseitige Steuermatrix ATx (f0 +∆f) und die emp-
fängerseitige SteuermatrixARx (f0 +∆f) werden, wie in Abschnitt 3.1 bereits beschrie-
ben, über das Khatri-Rao Produkt zur gemeinsamen M ·N ×D Steuermatrix
A (f0 +∆f) = ARx (f0 +∆f)⊛ATx (f0 +∆f) (5.13)
verknüpft. Mit der direktionalen Kanalmatrix und der Steuermatrix lässt sich die Ka-
nalmatrix (5.8) in
H (f0 +∆f,∆t) = Hd (f0 +∆f,∆t)A
T (f0 +∆f) (5.14)
zerlegen.
Beim Vergleich von der nicht prädizierten Kanalmatrix (3.33) und der prädizierten
Kanalmatrix (5.14) ist zu erkennen, dass zum Prädizieren der Kanalmatrix (3.22) die
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direktionale Kanalmatrix (3.27) und die Steuermatrix (3.32) separat prädiziert werden
können.
Im Folgenden wird zunächst auf die Prädiktion der Steuermatrix eingegangen. Beim
Vergleich der nicht prädizierten Steuervektoren (3.28) und der prädizierten Steuervek-
toren (5.11) für die Empfängerseite lässt sich feststellen, dass
a
(d)
Rx (f0 +∆f) =
(
e−j2πf0τ
(1,d)
Rx . . . e−j2πf0τ
(M,d)
Rx
)T
︸ ︷︷ ︸
a
(d)
Rx(f0)
⊙
(
e−j2πF ·∆w τ
(1,d)
Rx . . . e−j2πF ·∆w τ
(M,d)
Rx
)T
︸ ︷︷ ︸
a
(d)
Rx(∆f)
= a
(d)
Rx (f0)⊙ a
(d)
Rx (∆f) (5.15)
gilt, wobei der Operator ⊙ die elementeweise Multiplikation darstellt. Mit dem Zu-
sammenfassen von den D Steuervektoren a(d)Rx (∆f) zur M ×D Steuermatrix ARx (∆f)
ergibt sich
ARx (f0 +∆f) = ARx (f0)⊙ARx (∆f) . (5.16)
Mathematisch analog verhält es sich beim Vergleich der nicht prädizierten Steuervek-
toren (3.30) und der prädizierten Steuervektoren (5.12) für die Senderseite. Auch hier
lässt sich feststellen, dass
a
(d)
Tx (f0 +∆f) =
(
e−j2πf0τ
(1,d)
Tx . . . e−j2πf0τ
(N,d)
Tx
)T
︸ ︷︷ ︸
a
(d)
Tx (f0)
⊙
(
e−j2πF ·∆w τ
(1,d)
Tx . . . e−j2πF ·∆w τ
(N,d)
Tx
)T
︸ ︷︷ ︸
a
(d)
Tx (∆f)
= a
(d)
Tx (f0)⊙ a
(d)
Tx (∆f) (5.17)
gilt. Das Zusammenfassen der D Steuervektoren a(d)Tx (∆f) führt auf die Steuermatrix
ATx (∆f). Somit lässt sich die prädizierte Steuermatrix für die Senderseite bei der
Mittenfrequenz f0 +∆f zu
ATx (f0 +∆f) = ATx (f0)⊙ATx (∆f) (5.18)
schreiben. Ausgehend von (5.13) ergibt sich mit (5.16) und (5.18) die prädizierte Steu-
ermatrix zu
A (f0 +∆f) = (ARx (f0)⊙ARx (∆f))⊛ (ATx (f0)⊙ATx (∆f)) . (5.19)
Das bedeutet, dass mit Kenntnis der geschätzten pfadspezifischen Parameter τ (m,d)Rx
und τ (n,d)Tx die Steuermatrizen A (f0) und A (f0 +∆f) geschätzt werden können. Falls
die pfadspezifischen Parameter fehlerfrei geschätzt worden sind, so lassen sich auch die
Steuermatrizen fehlerfrei aufstellen. Falls die geschätzten pfadspezifischen Parameter
jedoch fehlerbehaftet sind, so sind auch die geschätzten Steuermatrizen fehlerbehaf-
tet. Da die geschätzten pfadspezifischen Parameter nicht linear in die Berechnung der
Steuermatrizen eingehen, ändern sich die statistischen Eigenschaften der Fehler.
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Im Folgenden wird auf die Prädiktion der direktionalen Kanalmatrix eingegangen. Beim
Vergleich der Elemente der d-ten Spalte der direktionalen KanalmatrixHd (f0) und der
direktionalen Kanalmatrix Hd (f0 +∆f,∆t) lässt sich feststellen, dass
H
(d)
d,w+∆w,v+∆v = α
(d) · e−j2π(F ·w+f0)τ
(d)
· ej2πf
(d)
d T ·v︸ ︷︷ ︸
H
(d)
d,w,v
·e−j2πF ·∆w τ
(d)
· ej2πf
(d)
d T ·∆v
= H
(d)
d,w,v · e
−j2πF ·∆w τ (d) · ej2πf
(d)
d T ·∆v (5.20)
gilt. Das bedeutet, dass alle Elemente der d-ten Spalte der direktionalen Kanalmatrix
Hd (f0) mit e
−j2πF ·∆w τ (d) · ej2πf
(d)
d T ·∆v multipliziert werden müssen. Dies kann durch
Multiplikation der direktionalen Kanalmatrix mit einer Diagonalmatrix erfolgen
Hd (f0 +∆f,∆t)
= Hd (f0) ·

e
−j2πF ·∆w τ (1) · ej2πf
(1)
d T ·∆v 0
. . .
0 e−j2πF ·∆w τ
(D)
· ej2πf
(D)
d T ·∆v

 . (5.21)
Mit Kenntnis der pfadspezifischen Parameter τ (d) und f (d)d lässt sich diese Diagonal-
matrix aufstellen. Zum Prädizieren der direktionalen Kanalmatrix Hd (f0) muss jedoch
die direktionale Kanalmatrix selbst bekannt sein. Allerdings ist im Empfänger ledig-
lich die komplette Kanalmatrix bekannt und falls die pfadspezifischen Parameter τ (m,d)Rx
und τ (n,d)Tx zuvor geschätzt wurden, so ist auch die Steuermatrix im Empfänger bekannt.
Daher besteht das Ziel darin, die direktionale Kanalmatrix Hd (f0) zu schätzen. Dazu
werden im Folgenden zwei Varianten vorgestellt. Die erste Möglichkeit besteht darin,
die direktionale Kanalmatrix zu rekonstruieren. Dazu müssen die pfadspezifischen Pa-
rameter τ (d), f (d)d und α
(d) geschätzt werden. Mit den geschätzten Parametern kann
die direktionale Kanalmatrix basierend auf (3.24) deterministisch rekonstruiert wer-
den. Auch hier gilt, dass die geschätzten pfadspezifischen Parameter nicht linear in
die Berechnung der direktionalen Kanalmatrix eingehen, sodass sich die statistischen
Eigenschaften der Fehler ändern. Diese Möglichkeit zum Schätzen der direktionalen Ka-
nalmatrix und der anschließenden Prädiktion wird im Rahmen der vorliegenden Arbeit
als Rekonstruktionsansatz bezeichnet.
Die zweite Möglichkeit besteht darin, die direktionale Kanalmatrix basierend auf der
bekannten KanalmatrixH (f0) und der zuvor geschätzten Steuermatrix Aˆ (f0) zu schät-
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zen. Dazu wird zunächst die Kanalmatrix H (f0) (3.33) umgeformt
h (f0) = vec (H (f0))
= vec
(
Hd (f0) · Aˆ
T
(f0)
)
=
(
Aˆ (f0)⊗ I
)
︸ ︷︷ ︸
Gˆ(f0)
· vec (Hd (f0))︸ ︷︷ ︸
hd(f0)
= Gˆ (f0) · hd (f0) . (5.22)
Gleichung (5.22) ist im Allgemeinen ein lineares Gleichungssystem ohne eindeutige
Lösung. Es ist jedoch möglich, eine Least-Squares-Schätzung zu berechnen
hˆd (f0) =
(
Gˆ
∗T
(f0) Gˆ (f0)
)−1
Gˆ
∗T
(f0) · h (f0) . (5.23)
Nachdem die Least-Squares-Schätzung berechnet wurde, kann der vec (·) Operator
rückgängig gemacht werden, um die geschätzte direktionale Kanalmatrix Hˆd (f0) aus-
gehend von hˆd (f0) zu erhalten. Diese Möglichkeit zum Schätzen der direktionalen Ka-
nalmatrix und der anschließenden Prädiktion wird im Rahmen der vorliegenden Arbeit
als Least-Squares Ansatz bezeichnet.
Nachdem die pfadspezifischen Parameter, die Steuermatrizen Aˆ (f0) und Aˆ (∆f) und
die direktionale Kanalmatrix Hˆd (f0) geschätzt wurden, kann die Kanalmatrix H (f0)
prädiziert werden. Es ergibt sich die prädizierte Kanalmatrix zu
Hˆ (f0 +∆f,∆t)
= Hˆd (f0, ) ·

e
−j2πF ·∆w τˆ (1) · ej2πfˆ
(1)
d T ·∆v 0
. . .
0 e−j2πF ·∆w τˆ
(D)
· ej2πfˆ
(D)
d T ·∆v


·
((
AˆRx (f0)⊙ AˆRx (∆f)
)
⊛
(
AˆTx (f0)⊙ AˆTx (∆f)
))T
. (5.24)
Zum Prädizieren der Kanalmatrix ergibt sich folgender Ablauf.
1. Schätzen der Kanalmatrix H (f0) im Empfänger. Dies kann beispielsweise basie-
rend auf a priori bekannten Trainingssignalen, so wie es in Abschnitt 2.3 beschrie-
ben wurde geschehen.
2. Schätzen der pfadspezifischen Parameter α(d), τ (d), f (d)d , τ
(m,d)
Rx und τ
(n,d)
Tx . Dies
kann beispielsweise mit dem in Abschnitt 3.2.3.4 beschriebenen SAGE Algorith-
mus erfolgen.
3. Schätzen der Steuermatrizen ARx (f0), ARx (∆f), ATx (f0) und ATx (∆f).
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4. Schätzen der direktionalen Kanalmatrix Hd (f0). Entweder mittels des Rekon-
struktionsansatzes oder mittels des Least-Squares Ansatzes.
5. Anwenden von Gleichung (5.24).
5.2.2 Separates Prädizieren der Kanalzustandsinformationen
in Frequenz- und Zeitrichtung
Im letzten Abschnitt wurde das gemeinsame Prädizieren der Kanalzustandsinforma-
tionen in Frequenzrichtung und in Zeitrichtung basierend auf dem direktionalen Ka-
nalmodell untersucht. In realen Systemen kann es vorkommen, dass lediglich in Fre-
quenzrichtung oder lediglich in Zeitrichtung prädiziert werden muss. In diesen Fällen
vereinfacht sich die Prädiktion.
Zunächst wird auf eine reine Zeitprädiktion eingegangen. Da die Steuermatrix A (f0)
nicht von der Zeit t abhängt, muss bei einer reinen Zeitprädiktion die Steuermatrix
nicht prädiziert werden. Es muss lediglich die direktionale Kanalmatrix prädiziert wer-
den. Obwohl die Steuermatrix nicht prädiziert werden muss, muss die Steuermatrix bei
der Mittenfrequenz f0 basierend auf den geschätzten pfadspezifischen Parametern τ
(m,d)
Rx
und τ (n,d)Tx geschätzt werden. Zur Prädiktion der direktionalen Kanalmatrix muss zu-
nächst wieder die direktionale Kanalmatrix Hd (f0) geschätzt werden. Dieses Schätzen
ist unabhängig von der anschließenden Prädiktion, sodass ebenfalls der Rekonstrukti-
onsansatz oder der Least-Squares Ansatz (5.23) verwendet werden kann. Bei der Prä-
diktion der Kanalmatrix wird ∆f = 0 gesetzt, sodass sich die prädizierte Kanalmatrix
zu
Hˆ (f0,∆t) = Hˆd (f0) ·

e
j2πfˆ
(1)
d T ·∆v 0
. . .
0 ej2πfˆ
(D)
d T ·∆v

 · AˆT (f0) (5.25)
ergibt.
Im Folgenden wird auf eine reine Frequenzprädiktion eingegangen. Bei einer reinen
Frequenzprädiktion werden in realen Systemen typischerweise nur die aktuellen Kanal-
übertragungsfunktionen prädiziert. Der erste Schritt zur Frequenzprädiktion besteht
wieder darin, die pfadspezifischen Parameter zu schätzen. Mit den pfadspezifischen
Parametern können die Steuermatrizen geschätzt werden und es kann die direktionale
Kanalmatrix Hd (f0) geschätzt werden. Somit ergibt sich die prädizierte Kanalmatrix
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zu
Hˆ (f0 +∆f) = Hˆd (f0) ·

e
−j2πF ·∆w τˆ (1) 0
. . .
0 e−j2πF ·∆w τˆ
(D)


·
((
AˆRx (f0)⊙ AˆRx (∆f)
)
⊛
(
AˆTx (f0)⊙ AˆTx (∆f)
))T
, (5.26)
wobei ∆t = 0 gesetzt wurde.
5.3 Prädizieren der Kanalzustandsinformationen ba-
sierend auf dem filterbasierten Kanalmodell
5.3.1 Gemeinsames Prädizieren der Kanalzustandsinformatio-
nen in Frequenz- und Zeitrichtung
In Abschnitt 4.1 wurde das filterbasierte Kanalmodell eingeführt. Abtastwerte der
MIMO-Kanalübertragungsfunktionen wurden als Linearkombinationen anderer Ab-
tastwerte derselben MIMO-Kanalübertragungsfunktionen beschrieben. Gleichung (4.1)
beschreibt einen Abtastwert der Kanalübertragungsfunktion zwischen der m-ten Emp-
fangsantenne und der n-ten Sendeantenne. Das Ziel besteht darin, ausgehend von be-
kannten Abtastwerten und bekannten Filterkoeffizienten, unbekannte Abtastwerte der
Kanalübertragungsfunktionen zu prädizieren. Die Filterkoeffizienten können beispiels-
weise mithilfe der Kovarianzmethode oder auch mithilfe des Wiener-Filters geschätzt
werden, so wie es in Abschnitt 4.3 beschrieben wurde, sodass auf das Schätzen der
Filterkoeffizienten im vorliegenden Kapitel nicht näher eingegangen wird.
In Abbildung 5.3 ist beispielhaft das Prinzip der Prädiktion von Abtastwerten der Ka-
nalübertragungsfunktion dargestellt. Es wird von W · V bekannten Abtastwerten und
von der Filterordnung P ·Q ausgegangen. In Abbildung 5.3 sind die W · V bekannten
Abtastwerte durch ein blaues Rechteck markiert und die P ·Q Abtastwerte sind durch
ein gelbes Rechteck markiert. Zur Prädiktion werden P zusammenhängende Abtast-
werte in Frequenzrichtung w und Q zusammenhängende Abtastwerte in Zeitrichtung v
linear kombiniert, sodass sich ein Abtastwert ergibt. Werden anschließend andere Fil-
terkoeffizienten angewandt, das heißt wird ein anderes Filter eingesetzt, so ergibt sich
ein anderer Abtastwert. Auf diese Art und Weise ergeben sich verschiedene Abtastwerte
der Kanalübertragungsfunktion ausgehend von P ·Q Abtastwerten der Kanalübertra-
gungsfunktion. Die sich durch die Linearkombinationen ergebenden Abtastwerte sind
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prädizierte Abtastwerte
W · V bekannte Abtastwerte
Filtermaske mit P ·Q bekannten Abtastwerten
w
v
Abbildung 5.3. Prinzip der Prädiktion basierend auf dem filterbasierten Kanalmodell
in Abbildung 5.3 durch ein grünes Rechteck markiert. Im Allgemeinen können diese
sich ergebenden Abtastwerte sowohl im Empfänger bekannt sein als auch im Empfän-
ger unbekannt sein. Dies ist auch in Abbildung 5.3 zu erkennen, denn die prädizierten
Abtastwerte überlappen sich teilweise mit den bekannten Abtastwerten. Das Ziel der
Prädiktion besteht darin, unbekannte Abtastwerte zu berechnen. Nachdem Abtastwerte
berechnet wurden, kann die in Abbildung 5.3 markierte Filtermaske verschoben wer-
den, sodass sich neue Abtastwerte ergeben. Dieser Vorgang wird solange wiederholt,
bis alle interessierenden, unbekannten Abtastwerte prädiziert wurden. Dabei können
auch zuvor prädizierte Abtastwerte in die Prädiktion für weitere Abtastwerte mit ein-
bezogen werden. Somit lassen sich basierend auf dem filterbasierten Kanalmodell alle
unbekannten Abtastwerte im Empfänger prädizieren. Es müssen lediglich die Filter
entsprechend gewählt werden.
Im Folgenden werden zwei verschiedene Ansätze zum Einstellen der Filter untersucht.
Der erste Ansatz besteht darin, lediglich einen einzigen Vektor p
∆w,∆v
mit den Filterko-
effizienten für die Prädiktion einzusetzen. Das bedeutet, dass sowohl die Filterordnung
P · Q als auch die Prädiktionsweiten ∆w und ∆v konstant sind. In Abhängigkeit von
den gewählten Werten für ∆w und ∆v, in Abhängigkeit von der Filterordnung P · Q
und in Abhängigkeit von der Anzahl W · V an bekannten Abtastwerten pro SISO-
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Subkanal lässt sich lediglich eine begrenzte Anzahl an unbekannten Abtastwerten der
Kanalübertragungsfunktionen für jeden SISO-Subkanal mit nur einer Iteration prädi-
zieren. Um mehr Abtastwerte zu prädizieren, kann die Prädiktion iterativ fortgesetzt
werden, indem die zuvor prädizierten Abtastwerte der Kanalübertragungsfunktionen
als bekannte Abtastwerte betrachtet werden. Anschließend können diese prädizierten
Abtastwerte genutzt werden, um weitere Abtastwerte der Kanalübertragungsfunktio-
nen zu prädizieren. Der Vorteil dieses Ansatzes besteht darin, dass lediglich ein Vektor
mit den Filterkoeffizienten geschätzt werden muss. Der Nachteil dieses Ansatzes besteht
darin, dass Fehler bei der Prädiktion sich fortpflanzen.
Der zweite Ansatz besteht darin, verschiedene Vektoren p
∆w,∆v
mit den Filterkoeffi-
zienten einzusetzen, wobei angenommen wird, dass die Filterordnung P · Q konstant
bleibt. Das bedeutet, dass die Prädiktionsweiten ∆w und ∆v unterschiedliche Werte
annehmen. Somit begrenzt lediglich die Anzahl an verschiedenen Vektoren p
∆w,∆v
mit
unterschiedlichen Werten für ∆w und ∆v die Anzahl an prädizierbaren Abtastwerten,
ohne dass die Prädiktion iterativ fortgesetzt werden muss. Der Vorteil dieses Ansat-
zes besteht darin, dass es im Allgemeinen nicht notwendig ist, die Prädiktion iterativ
fortzusetzen, sodass das Problem der Fehlerfortpflanzung nicht auftritt. Der Nachteil
dieses Ansatzes besteht darin, dass viele Vektoren p
∆w,∆v
mit unterschiedlichen Werten
für ∆w und ∆v geschätzt werden müssen. Insbesondere beim Einsatz der Kovarianz-
methode sind jedoch die maximalen Werte für ∆w und ∆v begrenzt. Dementsprechend
ist es auch bei diesem zweiten Ansatz unter Umständen notwendig, die Prädiktion ite-
rativ fortzusetzen, und somit kann auch bei diesem zweiten Ansatz das Problem der
Fehlerfortpflanzung auftreten.
Zunächst wird auf den ersten Ansatz eingegangen. Das bedeutet, dass ausgehend von
einem einzigen Vektor p
∆w,∆v
und ausgehend von bekannten Abtastwerten der Kanal-
übertragungsfunktionen, unbekannte Abtastwerte der Kanalübertragungsfunktionen
prädiziert werden. Auf das Schätzen der Filterkoeffizienten wurde bereits in Abschnitt
4.3 eingegangen, sodass davon ausgegangen werden kann, dass die Filterkoeffizienten
bekannt sind. Es wird vorausgesetzt, dass W Abtastwerte der Kanalübertragungsfunk-
tion zwischen der m-ten Empfangsantenne und der n-ten Sendeantenne in Frequenz-
richtung pro Zeitindex bekannt sind. Insgesamt existieren V Zeitindizes, sodass W · V
Abtastwerte der Kanalübertragungsfunktion bekannt sind. Die Filterordnung beträgt
P · Q. Das bedeutet, dass für Q aufeinanderfolgende Zeitindizes jeweils P zusammen-
hängende Abtastwerte linear kombiniert werden, um einen prädizierten Abtastwert zu
berechnen. Dabei muss gewährleistet sein, dass
P ≤ W (5.27a)
Q ≤ V (5.27b)
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gilt. Falls P größer als die Anzahl W an bekannten Abtastwerten in Frequenzrichtung
wäre, würden mehr Abtastwerte in Frequenzrichtung in die Berechnung mit eingehen,
als bekannte Abtastwerte in Frequenzrichtung vorhanden sind. Analog lässt sich argu-
mentieren, dass Q nicht größer sein darf als die Anzahl V an bekannten Abtastwerten
in Zeitrichtung. Dies lässt sich auch an Abbildung 5.3 erkennen, denn die Filtermaske
würde über den Bereich der bekannten Abtastwerte hinausragen. Mit diesen Voraus-
setzungen (5.27a) und (5.27b) lassen sich maximal (W − P + 1) · (V −Q+ 1) Ab-
tastwerte prädizieren. Dabei werden pro Zeitindex maximal (W − P + 1) Abtastwerte
in Frequenzrichtung prädiziert und pro Frequenzindex werden maximal (V −Q+ 1)
Abtastwerte in Zeitrichtung prädiziert. Dies lässt sich ebenfalls an Abbildung 5.3 er-
kennen. Die Filtermaske wird innerhalb des bekannten Bereichs verschoben. Insgesamt
existieren (W − P + 1) Möglichkeiten die Filtermaske entlang der Frequenzrichtung
zu platzieren und es existieren (V −Q + 1) Möglichkeiten die Filtermaske entlang der
Zeitrichtung zu platzieren.
Ausgehend vom filterbasierten Kanalmodell (4.1) ergeben sich die prädizierten Abtast-
werte für einen SISO-Subkanal zu

H
(m,n)
−W−1
2
+P−1+∆w,Q−1+∆v
...
H
(m,n)
W−1
2
+∆w,Q−1+∆v
...
H
(m,n)
W−1
2
+∆w,V−1+∆v


=


H
(m,n)
−W−1
2
+P−1,Q−1
. . . H
(m,n)
−W−1
2
,Q−1
. . . H
(m,n)
−W−1
2
,0
...
...
...
H
(m,n)
W−1
2
,Q−1
. . . H
(m,n)
W−1
2
−P+1,Q−1
. . . H
(m,n)
W−1
2
−P+1,0
...
...
...
H
(m,n)
W−1
2
,V−1
. . . H
(m,n)
W−1
2
−P+1,V−1
. . . H
(m,n)
W−1
2
−P+1,V−1−(Q−1)


· p
∆w,∆v
.(5.28)
Gleichung (5.28) fasst sämtliche prädizierbaren Abtastwerte für einen SISO-Subkanal
zusammen. Eine Erweiterung auf alle M · N SISO-Subkanäle ist in trivialer Weise
möglich. Jedoch können auch alle SISO-Subkanäle nacheinander prädiziert werden, oh-
ne dass sich das Prädiktionsergebnis ändert. Das Ausnutzen der Abhängigkeiten zwi-
schen den SISO-Subkanälen erfolgte bereits beim Schätzen der Filterkoeffizienten, so-
dass trotz der Separierbarkeit des Prädiktionsvorgangs ein Gewinn in MIMO-Systemen
gegenüber SISO-Systemen erwartet wird.
Zum Verdeutlichen, welche Abtastwerte bei der Linearkombination zusammengefasst
werden, ist in Gleichung (5.29) ein Beispiel aufgeführt, wobei die Werte W = 5, P = 3,
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V = 3, Q = 2, ∆w = 1 und ∆v = 1 angenommen wurden

H
(m,n)
1,2
H
(m,n)
2,2
H
(m,n)
3,2
H
(m,n)
1,3
H
(m,n)
2,3
H
(m,n)
3,3


=


H
(m,n)
0,1 H
(m,n)
−1,1 H
(m,n)
−2,1 H
(m,n)
0,0 H
(m,n)
−1,0 H
(m,n)
−2,0
H
(m,n)
1,1 H
(m,n)
0,1 H
(m,n)
−1,1 H
(m,n)
1,0 H
(m,n)
0,0 H
(m,n)
−1,0
H
(m,n)
2,1 H
(m,n)
1,1 H
(m,n)
0,1 H
(m,n)
2,0 H
(m,n)
1,0 H
(m,n)
0,0
H
(m,n)
0,2 H
(m,n)
−1,2 H
(m,n)
−2,2 H
(m,n)
0,1 H
(m,n)
−1,1 H
(m,n)
−2,1
H
(m,n)
1,2 H
(m,n)
0,2 H
(m,n)
−1,2 H
(m,n)
1,1 H
(m,n)
0,1 H
(m,n)
−1,1
H
(m,n)
2,2 H
(m,n)
1,2 H
(m,n)
0,2 H
(m,n)
2,1 H
(m,n)
1,1 H
(m,n)
0,1


·


p(0,0)
1,1
p(1,0)
1,1
p(2,0)
1,1
p(0,1)
1,1
p(1,1)
1,1
p(2,1)
1,1


. (5.29)
Bei diesem Beispiel ist zu erkennen, dass die ersten beiden prädizierten Abtastwerte
H
(m,n)
1,2 und H
(m,n)
2,2 nicht prädiziert werden müssen, da diese im als bekannt vorausge-
setzten Bereich liegen, sodass effektiv vier Abtastwerte prädiziert werden können. Um
mehr als diese vier Abtastwerte zu prädizieren, kann der Vorgang iterativ fortgesetzt
werden. Dabei werden die zuvor prädizierten Abtastwerte als bekannte Abtastwerte für
die nächste Iteration verwendet. In dem gezeigten Beispiel kann jedoch nur ein weiterer
Abtastwert prädiziert werden
H
(m,n)
4,4 =
(
H
(m,n)
0,1 H
(m,n)
−1,1 H
(m,n)
−2,1 H
(m,n)
0,0 H
(m,n)
−1,0 H
(m,n)
−2,0
)
· p
1,1
. (5.30)
Nachdem dieser Abtastwert prädiziert wurde, kann das Verfahren nicht iterativ fortge-
setzt werden, da nicht mehr drei zusammenhängende Abtastwerte in Frequenzrichtung
für zwei aufeinanderfolgende Zeitindizes vorhanden sind, die nicht bereits genutzt wur-
den. In Abbildung 5.4 ist dieses Beispiel (5.29) dargestellt, wobei die Filtermaske aus
Gründen der Übersichtlichkeit nicht mit dargestellt ist. Es sind die W ·V = 15 bekann-
ten Abtastwerte der Kanalübertragungsfunktion dargestellt und durch einen blauen
Hintergrund markiert. Des Weiteren sind die prädizierten Abtastwerte der Kanalüber-
tragungsfunktion dargestellt und durch einen grünen Hintergrund markiert. Ausgehend
von den W · V = 15 bekannten Abtastwerten können (W − P + 1) · (V −Q + 1) = 6
Abtastwerte während der ersten Iteration prädiziert werden, wovon zwei Abtastwerte
im bekannten Bereich liegen. Während der zweiten Iteration kann nur noch ein Ab-
tastwert prädiziert werden. Falls noch mehr Abtastwerte prädiziert werden sollen, so
müssen weitere Vektoren p
∆w,∆v
mit den Filterkoeffizienten mit geänderten Werten für
∆w und ∆v geschätzt werden. Falls die Werte für P und Q nicht geändert werden,
sondern lediglich die Werte für ∆w und ∆v, so ist es dennoch nicht möglich, sämt-
liche Abtastwerte zu prädizieren. Falls für das beschriebene Beispiel der Abtastwert
H
(m,n)
3,0 prädiziert werden soll, was einer reinen Frequenzprädiktion für den ersten Zeit-
index entspricht, ist es naheliegend ∆v = 0 und ∆w = 1 zu setzen. Damit würde sich
ausgehend vom filterbasierten Kanalmodell (4.1)
H
(m,n)
3,0 =
(
H
(m,n)
2,0 H
(m,n)
1,0 H
(m,n)
0,0 H
(m,n)
2,−1 H
(m,n)
1,−1 H
(m,n)
0,−1
)
· p
1,0
(5.31)
ergeben. Offensichtlich ist es nicht möglich Gleichung (5.31) zu lösen, denn es werden
Abtastwerte zum Zeitindex v = −1 benötigt. Diese Abtastwerte sind jedoch nicht be-
kannt, denn es sind nur Abtastwerte für v = 0 . . . V − 1 bekannt. Dessen ungeachtet
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Ergebnis der 1. Iteration
Ergebnis der 2. Iteration
15 bekannte Abtastwerte
w
=
−
2
w
=
−
1
w
=
0
w
=
1
w
=
2
v = 0
v = 1
v = 2
Abbildung 5.4. Abbildung zum Beispiel (5.29)
können auch bei der gemeinsamen Prädiktion im Allgemeinen sämtliche Abtastwer-
te prädiziert werden. Eine Möglichkeit besteht darin, in einem ersten Schritt Q = 1,
∆v = 0, ∆w = 1 und P auf einen Wert ≥ D zu setzen, sodass alle gesuchten Abtast-
werte in Frequenzrichtung iterativ prädiziert werden können. In einem zweiten Schritt
wird P = 1, ∆w = 0 und ∆v = 1 gesetzt und Q wird auf einen Wert ≥ D gesetzt, so-
dass alle gesuchten Abtastwerte in Zeitrichtung iterativ prädiziert werden können. Das
bedeutet, dass basierend auf dem filterbasierten Kanalmodell durchaus alle unbekann-
ten Abtastwerte prädiziert werden können. Es müssen lediglich die Filter entsprechend
gewählt werden.
Die beschriebene Vorgehensweise zwei unterschiedliche Vektoren p
∆w,∆v
einzusetzen,
wobei entweder ∆w oder ∆v auf 0 gesetzt wird, unterscheidet sich signifikant von der
im nächsten Abschnitt 5.3.2 vorgestellten separaten und unabhängigen Prädiktion in
Frequenzrichtung und in Zeitrichtung. Denn bei der gemeinsamen Prädiktion erfolgt
sowohl das Schätzen der Filterkoeffizienten als auch das Prädizieren der Abtastwerte
nicht für alle Frequenzindizes beziehungsweise für alle Zeitindizes unabhängig vonein-
ander. Es wird zwar zunächst in Frequenzrichtung und anschließend in Zeitrichtung
prädiziert, jedoch wird beim Schätzen der Filterkoeffizienten der Einfluss aller bekann-
ten Abtastwerte gemeinsam berücksichtigt.
Bisher wurde die Prädiktion hauptsächlich basierend auf konstanten Werten für ∆w
und ∆v mit anschließender Iteration untersucht. Lediglich bei dem zuvor erwähnten
Problem wurden zwei verschiedene Vektoren p
∆w,∆v
eingesetzt. Im Folgenden wird der
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bereits erwähnte zweiten Ansatz untersucht. Das bedeutet, dass zur Prädiktion viele
verschiedene Vektoren p
∆w,∆v
mit unterschiedlichen Werten für ∆w und ∆v eingesetzt
werden, wobei die Filterordnung P · Q als konstant angenommen wird, sodass die
Prädiktion im Allgemeinen nicht iterativ fortgesetzt werden muss, um alle Abtastwerte
zu prädizieren. Ausgehend von der Erweiterung des filterbasierten Kanalmodells (4.1)
auf die Vektor-Matrix-Notation (4.28) ergeben sich die prädizierten Abtastwerte zu
hp =W0 · hb. (5.32)
Hierbei muss sichergestellt sein, dass alle Elemente des Vektors hb bekannt sind. Eine
Begrenzung der maximalen Anzahl an prädizierbaren Abtastwerten existiert im Allge-
meinen nicht. Allerdings muss die MatrixW0 bekannt sein. Die Anzahl der Zeilen der
Matrix W0 entspricht der Anzahl prädizierbarer Abtastwerte der Kanalübertragungs-
funktionen. Beim Schätzen dieser Matrix ist abhängig vom Verfahren, die maximale
Anzahl der Zeilen, die geschätzt werden können begrenzt, somit ist auch die maximale
Anzahl an prädizierbaren Abtastwerten begrenzt. So ist beim Einsatz der Kovarianzme-
thode die maximale Anzahl der Zeilen der MatrixW0 begrenzt, so wie es in Abschnitt
4.3.2 beschrieben wurde. Dennoch kann die Kovarianzmethode eingesetzt werden, um
W0 zu schätzen. Das eingesetzte Schätzverfahren hat natürlich Einfluss auf die Prä-
diktion. Der optimale Schätzer im Sinne der Minimierung des mittleren quadratischen
Fehlers ist der Wiener-Schätzer. In Abschnitt 4.3.3 wurde gezeigt, dass die optimale
Schätzmatrix nicht die MatrixW0 ist. Die optimale SchätzmatrixW ergibt sich wie in
(4.34) gezeigt, wobei diese Matrix im Allgemeinen voll besetzt ist und die Anzahl der
Zeilen der Matrix W ist nicht begrenzt. Es müssen lediglich die Korrelationsmatrizen
bekannt sein. Das bedeutet, dass sich die prädizierten Abtastwerte beim Einsatz des
Wiener-Filters zu
hp =W · hb (5.33)
ergeben, wobei im rauschfreien Fall die Matrix W und die Matrix W0 identisch sind.
Auch bei der Prädiktion basierend auf verschiedenen Werten für ∆w und ∆v ist ein
iteratives Fortsetzen der Prädiktion möglich, falls die zu prädizierenden Abtastwerte
nicht in einem Schritt mit der Matrix W beziehungsweise mit der Matrix W0 prä-
diziert werden können. Dabei ist wieder darauf zu achten, dass die Prädiktion unter
Umständen nicht iterativ fortgesetzt werden kann, so wie es bereits zuvor in diesem
Abschnitt beschrieben wurde.
Zum Prädizieren der Kanalmatrix ergibt sich folgender Ablauf.
1. Schätzen der Kanalmatrix H (f0) im Empfänger. Dies kann beispielsweise basie-
rend auf a priori bekannten Trainingssignalen, so wie es in Abschnitt 2.3 beschrie-
ben wurde geschehen.
5.3 Prädizieren der Kanalzustandsinformationen basierend auf dem filterbasierten
Kanalmodell 93
2. Schätzen der Filterkoeffizienten. Dies kann beispielsweise mit den in Abschnitt
4.3 beschriebenen Verfahren erfolgen.
3. Prädizieren der Abtastwerte der Kanalübertragungsfunktionen basierend auf
(5.28) oder basierend auf (5.32) oder basierend auf (5.33).
4. Gegebenenfalls die Prädiktion iterativ fortsetzen.
5.3.2 Separates Prädizieren der Kanalzustandsinformationen
in Frequenz- und Zeitrichtung
Im letzten Abschnitt wurde das gemeinsame Prädizieren der Kanalzustandsinforma-
tionen in Frequenzrichtung und in Zeitrichtung basierend auf dem filterbasierten Ka-
nalmodell untersucht. In realen Systemen kann es vorkommen, dass lediglich in Fre-
quenzrichtung oder lediglich in Zeitrichtung prädiziert werden muss. In diesen Fällen
vereinfacht sich die Prädiktion. Im Gegensatz zu Abschnitt 5.2.2, in dem auf das sepa-
rate Prädizieren der Kanalzustandsinformationen zeitvarianter und frequenzselektiver
Kanäle eingegangen wurde, wird in diesem Abschnitt das separate prädizieren entweder
für nicht frequenzselektive Kanäle, oder für nicht zeitvariante Kanäle untersucht. Eine
Erweiterung des separaten Prädizierens zeitvarianter und frequenzselektiver Kanäle ist
in trivialer Weise möglich, indem das Prädizieren in Frequenzrichtung für alle relevan-
ten Zeitindizes und das Prädizieren in Zeitrichtung für alle relevanten Frequenzindizes
unabhängig voneinander durchgeführt wird.
Zunächst wird auf eine reine Zeitprädiktion eingegangen. Es wird vorausgesetzt, dass
V Abtastwerte der Kanalübertragungsfunktion zwischen der m-ten Empfangsantenne
und der n-ten Sendeantenne bekannt sind. Die Filterordnung beträgt Q, wobei si-
chergestellt werden muss, dass die Filterordnung maximal der Anzahl an bekannten
Abtastwerten entspricht. Mit diesen Voraussetzungen lassen sich maximal (V −Q+ 1)
Abtastwerte prädizieren, so wie es im letzten Abschnitt bereits für die gemeinsame
Prädiktion in Frequenz- und Zeitrichtung gezeigt wurde. Ausgehend von dem filter-
basierten Kanalmodell eines nicht frequenzselektiven Kanals (4.5), ergeben sich die
prädizierten Abtastwerte für einen SISO-Subkanal zu
H
(m,n)
Q−1+∆v
...
H
(m,n)
V−1+∆v

 =

H
(m,n)
Q−1 . . . H
(m,n)
0
...
...
H
(m,n)
V−1 . . . H
(m,n)
V−1−(Q−1)

 · p
t,∆v
. (5.34)
In Abbildung 5.5 ist dies schematisch dargestellt. Es lässt sich erkennen, dass von
den maximal (V −Q+ 1) prädizierbaren Abtastwerten wiederum einige Abtastwerte
94 Kapitel 5: Prädizieren der Kanalzustandsinformationen
Filter
∆v
0 Q− 1 Q V − 1
V bekannte Abtastwerte
(V −Q+ 1)
prädizierte Abtastwerte
Abbildung 5.5. Prädiktion in Zeitrichtung basierend auf dem filterbasierten Kanalmo-
dell
möglicherweise im als bekannt vorausgesetzten Bereich liegen, sodass die tatsächliche
Anzahl an prädizierbaren Abtastwerten geringer ist. In jedem Fall lässt sich jedoch
mindestens ein Abtastwert prädizieren. Falls mehr Abtastwerte prädiziert werden sol-
len, so kann das Verfahren wieder iterativ fortgesetzt werden. Falls ∆v jedoch zu groß
gewählt wurde, so ist unter Umständen eine iterative Fortsetzung nicht möglich. In
diesem Fall muss ein kleinerer Wert für ∆v gewählt werden. Falls ∆v = 1 gewählt
wurde, so ist eine iterative Fortsetzung in jedem Fall möglich.
Mathematisch analog verhält es sich bei der reinen Frequenzprädiktion. Ausgehend von
dem filterbasierten Kanalmodell eines nicht zeitvarianten Kanals (4.3), ergeben sich die
prädizierten Abtastwerte für einen SISO-Subkanal zu

H
(m,n)
−W−1
2
+P−1+∆w
...
H
(m,n)
W−1
2
+∆w

 =


H
(m,n)
−W−1
2
+P−1
. . . H
(m,n)
−W−1
2
...
...
H
(m,n)
W−1
2
. . . H
(m,n)
W−1
2
−P+1

 · pf,∆w. (5.35)
Falls kein Rauschen vorhanden ist, sodass die Abtastwerte und die Filterkoeffizienten
perfekt bekannt sind, so ist das Ergebnis der Prädiktion bei der gemeinsamen Prädik-
tion in Frequenzrichtung und in Zeitrichtung und bei der separaten Prädiktion in Fre-
quenzrichtung und in Zeitrichtung fehlerfrei möglich. Das bedeutet, dass zum Prädizie-
ren des (w +∆w, v +∆v)-ten Abtastwertes der Kanalübertragungsfunktion entweder
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zunächst in Frequenzrichtung und anschließend in Zeitrichtung oder zunächst in Zeit-
richtung und anschließend in Frequenzrichtung oder gemeinsam in Frequenzrichtung
und in Zeitrichtung prädiziert werden kann. Da in realen Systemen immer Rauschen
vorhanden ist, sind weder die Abtastwerte der Kanalübertragungsfunktionen noch die
Filterkoeffizienten perfekt bekannt. Aus diesem Grund wird erwartet, dass ein separates
Prädizieren zu schlechteren Ergebnissen im Sinne des mittleren quadratischen Fehlers
führt als ein gemeinsames Prädizieren. Beim Schätzen der Filterkoeffizienten basierend
auf den pfadspezifischen Parametern der elektromagnetischen Wellen beispielsweise
kann angenommen werden, dass die Qualität der geschätzten Dopplerfrequenzen bei
einem nicht frequenzselektiven Kanal schlechter ist, als bei einem frequenzselektiven
Kanal. Dies kann damit begründet werden, dass bei einem frequenzselektiven Kanal
mehr Informationen über den Kanal zum Schätzen der Dopplerfrequenzen zur Verfü-
gung stehen. Analoges gilt für das Schätzen der Laufzeiten der elektromagnetischen
Wellen. Falls die Kovarianzmethode zum Einsatz kommt, so wird im Falle eines nicht
frequenzselektiven Kanals die Qualität der geschätzten Filterkoeffizienten schlechter
sein, da die Dimension der Matrix (4.22) kleiner ist und somit weniger Informationen
zum Schätzen der Filterkoeffizienten zur Verfügung stehen. Beim Wiener-Filter werden
die Korrelationen zwischen den bekannten und den zu prädizierenden Kanalübertra-
gungsfunktionen ausgenutzt. Falls eine reine Zeitprädiktion der Kanalübertragungs-
funktionen für einen festen Frequenzindex erfolgt, werden die Korrelationen über die
Frequenz nicht ausgenutzt. Falls eine reine Frequenzprädiktion der Kanalübertragungs-
funktionen für einen festen Zeitindex erfolgt, werden die zeitlichen Korrelationen nicht
ausgenutzt.
Bei (5.34) und (5.35) wurde von einem festen Wert für ∆v oder ∆w ausgegangen. Es ist
auch möglich, eine reine Zeitprädiktion, beziehungsweise eine reine Frequenzprädiktion
durchzuführen, wobei wiederum die Vektor-Matrix-Notation (4.28) zugrunde gelegt
wird. In diesem Fall sind lediglich die Dimensionen der Vektoren hp und hb und die
Dimension der Matrix W0 beziehungsweise der Matrix W entsprechend kleiner, da
nur die Abtastwerte für einen Zeitindex, beziehungsweise nur für einen Frequenzindex
betrachtet werden.
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Kapitel 6
Untersuchung der Leistungsfähigkeit der
Prädiktionstechniken
6.1 Definition der Gütekriterien
Zum Beurteilen der Performanz der untersuchten Prädiktionstechniken müssen geeigne-
te Gütekriterien definiert werden. Dabei ist es vorteilhaft zu wissen, für welches Anwen-
dungsgebiet die prädizierten Kanalübertragungsfunktionen eingesetzt werden sollen.
Falls beispielsweise eine Leistungsallokation durchgeführt werden soll, ist nur das Be-
tragsquadrat der prädizierten Kanalübertragungsfunktionen relevant [Pal09, ASW10].
Falls hingegen Vorcodierungsverfahren [Fis02] eingesetzt werden sollen, wie zum Bei-
spiel der Tomlinson-Harashima Vorcodierer [Tom71, HM72], der Zero-Forcing Vorco-
dierer [Wei11, Höh11] oder Verfahren basierend auf der Singulärwertzerlegung [PAL06],
sind die komplexwertigen Abtastwerte der Kanalübertragungsfunktionen relevant. Es
bietet sich an, den mittleren quadratischen Fehler (engl. mean-square-error, MSE)
zwischen den tatsächlichen Kanalübertragungsfunktionen und den prädizierten Ka-
nalübertragungsfunktionen zu untersuchen. Mit tatsächlichen Kanalübertragungsfunk-
tionen sind im Rahmen der vorliegenden Arbeit die mit dem VNA gemessenen bezie-
hungsweise die synthetisch generierten Kanalübertragungsfunktionen gemeint. Es wäre
ebenfalls möglich, den MSE zwischen dem Betrag der tatsächlichen Kanalübertragungs-
funktionen und dem Betrag der prädizierten Kanalübertragungsfunktionen zu berech-
nen. Jedoch wird dies im Rahmen der vorliegenden Arbeit nicht näher untersucht.
Der MSE zwischen den tatsächlichen, komplexwertigen Kanalübertragungsfunktionen
und den prädizierten, komplexwertigen Kanalübertragungsfunktionen stellt eine obere
Schranke für den MSE zwischen dem Betrag der tatsächlichen Kanalübertragungsfunk-
tionen und dem Betrag der prädizierten Kanalübertragungsfunktionen dar. Falls ledig-
lich der Betrag der Kanalübertragungsfunktionen relevant ist, so ist der MSE zwischen
dem Betrag der tatsächlichen Kanalübertragungsfunktionen und dem Betrag der prä-
dizierten Kanalübertragungsfunktionen maximal genauso groß, wie der MSE zwischen
den tatsächlichen, komplexwertigen Kanalübertragungsfunktionen und den prädizier-
ten, komplexwertigen Kanalübertragungsfunktionen. Um auch quantitative Aussagen
zur Performanz machen zu können, ist eine geeignete Normierung des MSE angebracht.
Ohne eine Normierung hängt der MSE von der Dämpfung des Kanals ab. Dennoch kön-
nen die verschiedenen Prädiktionstechniken durchaus miteinander verglichen werden,
indem absolute Aussagen über die Performanz getroffen werden. Es sind jedoch keine
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relativen Aussagen über die Performanz der einzelnen Prädiktionstechniken möglich.
Um relative Aussagen treffen zu können, ist es sinnvoll den MSE in Relation zur Grund-
übertragungsdämpfung des Kanals zu betrachten.
Allerdings sind der MSE und der normierte MSE nicht immer geeignete Gütekriterien.
Falls die prädizierten Kanalübertragungsfunktionen beispielsweise lediglich einen Ska-
lierungsfehler beinhalten, so führt dies auf einen möglicherweise sehr großen normierten
MSE, jedoch hat ein Skalierungsfehler keinen Einfluss auf zum Beispiel Beamforming
Verfahren. Falls die prädizierten Kanalübertragungsfunktionen für Beamforming Ver-
fahren eingesetzt werden sollen, könnte untersucht werden, wie viel Empfangsenergie
sich beim Verwenden der tatsächlichen, senderseitigen Kanalkenntnis ergibt und wie
viel Empfangsenergie sich beim Verwenden der prädizierten senderseitigen Kanalkennt-
nis ergibt. Anschließend wird untersucht, wie groß der Verlust an Empfangsenergie
beim Verwenden der prädizierten senderseitigen Kanalkenntnis verglichen mit dem
Verwenden der tatsächlichen, senderseitigen Kanalkenntnis ist. Ein weiteres sinnvol-
les Gütekriterium könnte in diesem Fall basierend auf den Eigenwerten und den Ei-
genvektoren der Kanalkorrelationsmatrix definiert werden. Bei einem Skalierungsfehler
verändern sich die Eigenvektoren der Kanalkorrelationsmatrix nicht, lediglich die Ei-
genwerte verändern sich infolge eines Skalierungsfehlers. Trotzdem werden im Rahmen
der vorliegenden Arbeit lediglich der normierte MSE und der nicht normierte MSE als
Gütekriterien verwendet, da sich mithilfe dieser beiden Gütekriterien im Allgemeinen
sinnvolle Aussagen über die Leistungsfähigkeit der untersuchten Prädiktionstechniken
treffen lassen können. Bei einer Zeitprädiktion und Frequenzprädiktion berechnet sich
der quadratische Fehler gemittelt über alle SISO-Subkanäle für eine Realisierung des
MIMO-Kanals zu
fw+∆w,v+∆v =
1
M ·N
·
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v+∆v − Hˆ(m,n)w+∆w,v+∆v∣∣∣2, (6.1)
wobei H(m,n)w+∆w,v+∆v der tatsächliche Abtastwert der Kanalübertragungsfunktion zwi-
schen der m-ten Empfangsantenne und der n-ten Sendeantenne ist und Hˆ
(m,n)
w+∆w,v+∆v ist
der prädizierte Abtastwert der Kanalübertragungsfunktion zwischen der m-ten Emp-
fangsantenne und der n-ten Sendeantenne. Falls der (w +∆w, v +∆v)-te Abtastwert
im bekannten Bereich der Kanalübertragungsfunktionen liegt, so ist es nicht notwendig
den MSE zu berechnen, da dieser bekannte Abtastwert nicht prädiziert werden muss,
obwohl dies auch möglich ist. Denn mithilfe von Prädiktionstechniken ist es ebenfalls
möglich, das Rauschen im bekannten Bereich der Kanalübertragungsfunktionen zu re-
duzieren. Falls die Prädiktionstechniken zur Rauschunterdrückung eingesetzt werden
sollen, so ist es notwendig, den MSE auch im bekannten Bereich zu berechnen. Jedoch
wird im Rahmen der vorliegenden Arbeit nicht auf die Möglichkeit der Rauschreduk-
tion im bekannten Bereich eingegangen. Der MSE (6.1) kann in Abhängigkeit von ∆w
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und ∆v angegeben werden. Intuitiver ist es jedoch, den MSE nicht in Abhängigkeit von
der Prädiktionsweite ∆w in Frequenzrichtung anzugeben, sondern den MSE in Abhän-
gigkeit von der absoluten Frequenz ν anzugeben. Die Frequenz ν wurde in Abschnitt
3.1 eingeführt. Auf diese Weise kann der sich ergebende MSE direkt für eine Frequenz
im Bandpassbereich betrachtet werden. Weiterhin ist es nicht intuitiv den MSE in
Abhängigkeit von der Prädiktionsweite ∆v anzugeben. Entweder sollte der MSE in
Abhängigkeit von ∆t angegeben werden, da in TDD Systemen ein ∆t zwischen der
Aufwärtsstrecke und der Abwärtsstrecke existiert oder der MSE sollte in Abhängigkeit
von dem zurückgelegten Weg ∆x, normiert auf die Wellenlänge λ
∆x˜ =
∆x
λ
(6.2)
angegeben werden. Hierbei ist ∆x der zurückgelegte Weg in der Zeitspanne von 0 bis
tmax + T · ∆v, wobei der Bereich von 0 bis tmax dem bekannten Bereich entspricht
und der Bereich von 0 bis tmax + T ·∆v dem bekannten Bereich und dem prädizierten
Bereich entspricht. Im Folgenden wird der MSE in Abhängigkeit von ∆x˜ und nicht in
Abhängigkeit von ∆t angegeben, da die Geschwindigkeit, mit der sich beispielsweise
die MS fortbewegt, signifikanten Einfluss auf die Korrelationsdauer des Kanals besitzt.
Eine sich langsam fortbewegende MS führt dementsprechend auf einen kleineren MSE
bei einer bestimmten Prädiktionsweite ∆t, als eine sich schneller fortbewegende MS
unter ansonsten identischen Bedingungen.
Bei einer reinen Frequenzprädiktion wird der MSE (6.1) nicht in Abhängigkeit von
den Prädiktionsweiten ∆v und ∆w berechnet. Typischerweise interessiert lediglich der
Fehler zum aktuellen Zeitpunkt v = V − 1, sodass der MSE lediglich in Abhängigkeit
von der Prädiktionsweite ∆w in Frequenzrichtung berechnet wird. Damit ergibt sich
fw+∆w =
1
M ·N
·
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v=V−1 − Hˆ(m,n)w+∆w,v=V−1∣∣∣2. (6.3)
Zum Beurteilen der Qualität der zu untersuchenden Prädiktionstechniken kann zusätz-
lich der MSE beim Einsatz der Prädiktionstechnik, die im Rahmen der vorliegenden
Arbeit als OHNE bezeichnet wird, berechnet werden. Beim OHNE Ansatz ergibt sich
ein prädizierter Abtastwert zu
Hˆ
(m,n)
w+∆w,v=V−1 = H
(m,n)
w=W ′,v=V−1. (6.4)
Hierbei entspricht H(m,n)w=W ′,v=V−1 dem bekannten Abtastwert in Frequenzrichtung, der
den kleinsten Abstand im Frequenzbereich zu den zu prädizierenden Abtastwerten
Hˆ
(m,n)
w+∆w,v=V−1 besitzt. Je nachdem, ob∆w positiv oder negativ ist gilt dementsprechend
W ′ = −
W − 1
2
(6.5)
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oder
W ′ =
W − 1
2
. (6.6)
Das bedeutet, dass beim OHNE Ansatz
f˜w+∆w =
1
M ·N
·
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v=V−1 −H(m,n)w=W ′,v=V−1∣∣∣2 (6.7)
berechnet wird.
Bei einer reinen Zeitprädiktion wird der MSE (6.1) ebenfalls nicht in Abhängigkeit von
den Prädiktionsweiten ∆v und ∆w berechnet. Der MSE wird lediglich in Abhängigkeit
von der Prädiktionsweite ∆v in Zeitrichtung berechnet, jedoch wird dabei typischer-
weise über alle Frequenzen gemittelt. Damit ergibt sich
fv+∆v =
1
M ·N ·W
·
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w,v+∆v − Hˆ(m,n)w,v+∆v∣∣∣2. (6.8)
Zum Beurteilen der Qualität der Prädiktion kann zusätzlich der MSE beim OHNE
Ansatz berechnet werden, wobei sich ein prädizierte Abtastwert beim OHNE Ansatz
zu
Hˆ
(m,n)
w,v+∆v = H
(m,n)
w,v=V−1 (6.9)
ergibt. Das bedeutet, dass beim OHNE Ansatz
f˜v+∆v =
1
M ·N ·W
·
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w,v+∆v −H(m,n)w,v=V−1∣∣∣2 (6.10)
berechnet wird, wobei H(m,n)w,v=V−1 dem zeitlich aktuellsten Abtastwert entspricht, der
bekannt ist. Das bedeutet, dass keine Prädiktion durchgeführt wird und es wird der
zuletzt bekannte Abtastwert der Kanalübertragungsfunktionen für alle weiteren Zeit-
punkte verwendet.
Bisher wurde lediglich der nicht normierte MSE eingeführt. In realen Systemen interes-
siert jedoch oftmals der MSE zwischen den tatsächlichen, breitbandigen Kanalübertra-
gungsfunktionen und den prädizierten, breitbandigen Kanalübertragungsfunktionen,
normiert auf die mittlere Energie der tatsächlichen, breitbandigen Kanalübertragungs-
funktionen. Um die mittlere Energie der tatsächlichen, breitbandigen Kanalübertra-
gungsfunktionen zu bestimmen, muss der Erwartungswert des Betragsquadrats der
Abtastwerte der Kanalübertragungsfunktionen bestimmt werden. Da lediglich eine be-
grenzte Anzahl an Abtastwerten vorhanden ist, wird das Betragsquadrat über alle vor-
handenen Abtastwerte gemittelt, um die mittlere Energie zu schätzen. Der normierte
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MSE wird für jeden Zeitpunkt separat betrachtet. Eine Mittelung über alle Zeitpunkte
ist typischerweise nicht sinnvoll, da anderenfalls die Entwicklung des normierten MSE
nicht über die Zeit betrachtet werden könnte. Damit ergibt sich der normierte MSE zu
fn,w+∆w,v+∆v =
1
M ·N ·W
·
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v+∆v − Hˆ(m,n)w+∆w,v+∆v∣∣∣2
1
M ·N ·W ·V
·
V−1∑
v=0
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v+∆v∣∣∣2
. (6.11)
Das bedeutet, es wird für jeden Zeitpunkt der MSE zwischen den tatsächlichen Ka-
nalübertragungsfunktionen und den prädizierten Kanalübertragungsfunktionen bei der
Mittenfrequenz f0 + F · ∆w berechnet. Die Bandbreite der tatsächlichen Kanalüber-
tragungsfunktionen und die Bandbreite der prädizierten Kanalübertragungsfunktionen
beträgt jeweils B = F ·W , das bedeutet, dass die Bandbreite in Folge der Prädiktion
nicht verändert wird, so wie es in Abschnitt 5.2.1 beschrieben wurde. Zum Beurteilen
der Qualität der Prädiktion kann zusätzlich der MSE beim OHNE Ansatz
f˜n,w+∆w,v+∆v =
1
M ·N ·W
·
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v+∆v −H(m,n)w,v=V−1∣∣∣2
1
M ·N ·W ·V
·
V−1∑
v=0
W−1
2∑
w=−W−1
2
M∑
m=1
N∑
n=1
∣∣∣H(m,n)w+∆w,v+∆v∣∣∣2
(6.12)
berechnet werden. Das bedeutet, es wird der MSE zwischen den tatsächlichen, breitban-
digen Kanalübertragungsfunktionen bei der Mittenfrequenz f0+F ·∆w zum Zeitpunkt
v+∆v und den tatsächlichen, breitbandigen Kanalübertragungsfunktionen bei der Mit-
tenfrequenz f0 zum zuletzt bekannten Zeitpunkt v = V − 1 berechnet. Die Bandbreite
der tatsächlichen Kanalübertragungsfunktionen und die Bandbreite der prädizierten
Kanalübertragungsfunktionen beträgt wieder jeweils B = F ·W . Dementsprechend ist
(6.12) der normierte MSE für den Fall, dass keine Prädiktion durchgeführt wird.
Bei einer reinen Frequenzprädiktion wird in (6.11) und in (6.12)∆v = 0 gesetzt und der
normierte MSE wird lediglich zum aktuellen Zeitpunkt v = V −1 betrachtet. Bei einer
reinen Zeitprädiktion wird in (6.11) und in (6.12) ∆w = 0 gesetzt und der normierte
MSE wird gemittelt über alle bekannten Frequenzen berechnet.
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Tabelle 6.1. Parameter für den synthetisch generierten Funkkanal
Parameter Wert
Anzahl Sendeantennen N = 2
Anzahl Empfangsantennen M = 2
Abstand der Sendeantennen zueinander dTx = 2 cm
Abstand der Empfangsantennen zueinander dRx = 3 cm
Mittenfrequenz f0 = 2,45GHz
Wellenlänge λ ≈ 0,122m
Bandbreite B = 200MHz
Abtastwerte in Frequenzrichtung 51
Abtastwerte in Zeitrichtung 30
6.2 Anwenden der Prädiktionsverfahren auf einen
synthetisch generierten Funkkanal
6.2.1 Beschreibung des synthetisch generierten Funkkanals
Für den synthetisch generierten Funkkanal wurde festgelegt, dass auf beiden Seiten
der Übertragungsstrecke ein lineares Antennenarray zum Einsatz kommt. Dies hat zur
Folge, dass lediglich Azimutwinkel im Bereich von 0◦ bis 180◦ eindeutig geschätzt wer-
den können und es können keine Poldistanzwinkel geschätzt werden [vT02]. Weiterhin
wurden die in Tabelle 6.1 aufgeführten Parameter festgelegt. Mit diesen Parametern
folgt, dass der Abstand zwischen den beiden Antennen eines Antennenarrays ungefähr
einer halben Wellenlänge entspricht. Weiterhin folgt, dass sich der Abtastabstand in
Frequenzrichtung mit (3.16) zu
F =
200 · 106Hz
51
≈ 3,92MHz (6.13)
ergibt. Der Abtastabstand in Zeitrichtung ist abhängig von dem gewählten Wert für
tmax. Im Folgenden wird tmax ohne Einschränkung der Allgemeinheit auf
tmax = 0,1 s (6.14)
gesetzt, sodass sich mit (3.18) ein Abtastabstand in Zeitrichtung von
T =
0,1 s
29
(6.15)
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Tabelle 6.2. Parameter der elektromagnetischen Wellen
Parameter
Ausbreitungspfad
d = 1 d = 2 d = 3 d = 4
Laufzeit τ (d) 2 ns 5 ns 10 ns 14 ns
Dopplerfrequenz f (d)d 0Hz −14Hz 11Hz −8Hz
Einfallsrichtung ϕ(d)Rx 0
◦ 63◦ 175◦ 72◦
Einfallsrichtung ϑ(d)Rx 90
◦ 90◦ 90◦ 90◦
Ausfallsrichtung ϕ(d)Tx 73
◦ 34◦ 101◦ 138◦
Ausfallsrichtung ϑ(d)Tx 90
◦ 90◦ 90◦ 90◦
Realteil komplexes Gewicht Re
{
α(d)
}
−0,469 0,072 −0,289 0,325
Imaginärteil komplexes Gewicht Im
{
α(d)
}
0,469 0,505 0,325 −0,108
ergibt. Für den synthetisch generierten Funkkanal wurde angenommen, dass D = 4
diskrete Ausbreitungspfade existieren. Die Einfallsrichtungen im Azimut ϕ(d)Rx und die
Ausfallsrichtungen im Azimut ϕ(d)Tx wurden zufällig gewählt. Die Poldistanzwinkel ϑ
(d)
Rx
und ϑ(d)Tx wurden alle fest auf 90
◦ gesetzt. Weiterhin wurden die komplexen Gewich-
te α(d), die Laufzeiten τ (d) und die Dopplerfrequenzen f (d)d ebenfalls zufällig gewählt.
Damit ergeben sich für den synthetisch generierten Funkkanal die in Tabelle 6.2 auf-
geführten Parameter der elektromagnetischen Wellen.
Es ist zu erkennen, dass eine maximale Laufzeit von 14 ns auftritt. Das bedeutet, dass
ein Abtastabstand im Frequenzbereich von 1/14 ns ausreichend ist, damit es nicht zu
Aliasing-Effekten kommt. Der tatsächliche Abtastabstand im Frequenzbereich beträgt
jedoch mit (6.13) 1/255 ns. Dementsprechend ist der Funkkanal mit einem Faktor von
255/14 ≈ 18,2 in Frequenzrichtung überabgetastet. Weiterhin lässt sich erkennen, dass
eine betragsmäßig maximale Dopplerfrequenz von 14Hz auftritt. Das bedeutet, dass
ein Abtastabstand in Zeitrichtung von 1/ (2 · 14Hz) ausreichend ist, damit es nicht
zu Aliasing-Effekten kommt. Der tatsächliche Abtastabstand in Zeitrichtung beträgt
jedoch mit (6.15) 1/ (2 · 145Hz). Dementsprechend ist der Funkkanal mit einem Faktor
von 290/28 ≈ 10,4 in Zeitrichtung überabgetastet.
Die zeitvariante Kanalübertragungsfunktion wurde sowohl bezüglich der Frequenz als
auch bezüglich der Zeit periodisiert. Dies wurde durchgeführt, da zur Herleitung der
Kanalkorrelationsmatrizen in Anhang A.2, die für die Berechnung des Wiener-Filters
benötigt werden, von zeitvarianten Kanalübertragungsfunktionen ausgegangen wird,
die sowohl bezüglich der Frequenz als auch bezüglich der Zeit periodisch sind.
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Abbildung 6.1. Synthetisch generierte Kanalübertragungsfunktion zwischen der ersten
Sendeantenne und der ersten Empfangsantenne
In Abbildung 6.1 ist der synthetisch generierte Funkkanal zwischen der ersten Sende-
antenne und der ersten Empfangsantenne in Abhängigkeit von der absoluten Frequenz
ν und dem auf die Wellenlänge normierten zurückgelegten Weg ∆x˜ (6.2) dargestellt.
Weiterhin sind der Bereich von ν = 2,35GHz bis ν = 2,45GHz und der Bereich von
∆x˜ = 0 bis ∆x˜ = 4,1 markiert. Es lässt sich eindeutig die Frequenzselektivität und
Zeitvarianz dieses SISO-Subkanals erkennen.
6.2.2 Anwenden der Prädiktionsverfahren
Im Folgenden wird die Performanz der verschiedenen Prädiktionstechniken an dem
synthetisch generierten Funkkanal untersucht. Da lediglich ein einziger synthetisch ge-
nerierter Funkkanal untersucht wird, können die im Folgenden erzielten Ergebnisse
nicht als allgemeingültig betrachtet werden. Um allgemeingültige Aussagen zu erhalten,
müssten die Prädiktionstechniken an sehr vielen verschiedenen synthetisch generierten
Funkkanälen angewandt werden. Jedoch liefern die Ergebnisse der Prädiktionstechni-
ken angewandt auf einen einzigen synthetisch generierten Funkkanal bereits erste Ein-
drücke von der Leistungsfähigkeit der untersuchten Prädiktionstechniken. Weiterhin
steht im Rahmen der vorliegenden Arbeit auch nur eine begrenzte Anzahl an gemesse-
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nen Funkkanälen zur Verfügung, sodass die Leistungsfähigkeit der Prädiktionstechniken
angewandt auf den synthetisch generierten Funkkanal und die Leistungsfähigkeit der
Prädiktionstechniken angewandt auf die gemessenen Funkkanäle miteinander vergli-
chen werden kann.
Der synthetisch generierte Funkkanal lässt sich vollständig mit dem direktionalen Ka-
nalmodell beschreiben, so wie es in Abschnitt 3.1 eingeführt wurde. Falls die Parameter
der elektromagnetischen Wellen perfekt bekannt sind, so ist die Prädiktion fehlerfrei
möglich. Dabei ist es irrelevant, ob die Prädiktion basierend auf dem direktionalen
Kanalmodell oder die Prädiktion basierend auf dem filterbasierten Kanalmodell vorge-
nommen wird, denn in Abschnitt 4.2 wurde gezeigt, dass das direktionale Kanalmodell
in das filterbasierte Kanalmodell überführt werden kann. Aus diesem Grund wird der
synthetisch generierte Funkkanal mit Rauschen additiv überlagert und anschließend
wird die Prädiktion durchgeführt. Die Untersuchungen an dem synthetisch generier-
ten Funkkanal zeigen die Leistungsfähigkeit der Prädiktionstechniken unter Einfluss
von Rauschen. Dabei werden Auswirkungen von in der Realität nicht zutreffenden
Annahmen, die bei dem direktionalen Kanalmodell getroffen wurde, nicht berücksich-
tigt. Die Schmalbandannahme (3.11a) und (3.11b) ist beispielsweise lediglich eine Nä-
herung, sodass infolgedessen die Prädiktion in realen Systemen selbst im rauschfrei-
en Fall nicht perfekt ist. Weiterhin wurde angenommen, dass die Einfallsrichtungen
und Ausfallsrichtungen zeit- und frequenzunabhängig sind. In realen Systemen kön-
nen Ausbreitungspfade über die Zeit hinzukommen oder auch verschwinden, sodass die
Einfallsrichtungen und Ausfallsrichtungen durchaus zeitabhängig sind. Weiterhin sind
die Dielektrika, wie zum Beispiel Wände, Bäume und Wasser durchaus frequenzab-
hängig, sodass die komplexen Gewichte α(d) frequenzabhängig sind. Dementsprechend
können Ausbreitungspfade auch in Abhängigkeit von der Frequenz hinzukommen oder
verschwinden. Weiterhin wurde bei vielen Messkampagnen gezeigt, dass eine Beschrei-
bung des Funkkanals durch eine Überlagerung diskreter Ausbreitungspfade den realen
Funkkanal nicht so gut modelliert, wie eine Überlagerung von Cluster an Ausbreitungs-
pfaden [JMK+05]. Aus diesem Grund wird im Abschnitt 6.3 die Leistungsfähigkeit der
Prädiktionstechniken an real gemessenen Funkkanälen untersucht. Weiterhin werden
die Ergebnisse der Prädiktion des synthetisch generierten Funkkanals mit den Ergeb-
nissen der Prädiktion der real gemessenen Funkkanäle verglichen.
Um die Leistungsfähigkeit der Prädiktionstechniken zu untersuchen, wurde der Bereich
von 2,35GHz bis 2,45GHz und der Bereich von ∆x˜ = 0 bis ∆x˜ = 4,1 als bekannter
Bereich definiert. Dieser Bereich ist auch in Abbildung 6.1 markiert. Diese Begren-
zung entspricht W = 26 Abtastwerten pro Zeitindex in Frequenzrichtung und V = 15
Abtastwerten pro Frequenzindex in Zeitrichtung. Das bedeutet, dass von den insgesamt
51 · 36 ·M ·M = 6120 (6.16)
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Abtastwerten des synthetisch generierten Kanals
W · V ·M ·N = 1560 (6.17)
Abtastwerte als im Empfänger bekannt vorausgesetzt werden. Das Ziel der Prädik-
tion besteht darin, die restlichen, als unbekannt definierten Abtastwerte der Ka-
nalübertragungsfunktion zu prädizieren. Der MSE wird in Abhängigkeit vom Signal
Rauschverhältnis (SRV) der Kanalschätzung bestimmt, welches sich beim Anwenden
des Maximum-Likelihood-Schätzers ergeben würde, so wie es in Abschnitt 2.3.2 be-
schrieben wurde. Das SRV der Kanalschätzung berechnet sich zu
SRV =
M∑
m=1
N∑
n=1
W−1
2∑
w=−W−1
2
V−1∑
v=0
∣∣∣H(m,n)w,v ∣∣∣2
M ·N ·W · V · σ2
, (6.18)
wobei σ2 die Varianz des additiven Rauschens ist und SRV · σ2 ist die mittlere Ener-
gie des Kanals. Der synthetisch generierte Funkkanal wurde derart normiert, dass die
mittlere Energie 1 beträgt.
Die Ergebnisse der Leistungsfähigkeit der Prädiktionstechniken angewandt auf den syn-
thetisch generierten, frequenzselektiven und zeitvarianten MIMO-Kanal können nicht
direkt mit den Ergebnissen der Leistungsfähigkeit der Prädiktionstechniken angewandt
auf die real gemessenen Kanäle verglichen werden. Bei den real gemessenen Kanälen
handelt es sich entweder um frequenzselektive MIMO-Kanäle zu einem festen Zeit-
punkt. Das bedeutet, dass eine Prädiktion in Zeitrichtung nicht relevant ist. Oder die
gemessenen Funkkanäle können als frequenzselektive und zeitvariante SIMO-Kanäle be-
ziehungsweise MISO-Kanäle betrachtet werden. Aus diesem Grund wird in diesem Ab-
schnitt der synthetisch generierte MIMO-Kanal sowohl als frequenzselektiver MIMO-
Kanal zu einem festen Zeitpunkt betrachtet als auch als frequenzselektiver und zeit-
varianter SIMO-Kanal beziehungsweise MISO-Kanal betrachtet. Somit können die Er-
gebnisse der Prädiktion angewandt auf den synthetisch generierten Funkkanal mit den
Ergebnissen der Prädiktion angewandt auf die real gemessenen Funkkanäle verglichen
werden.
Zunächst wird der synthetisch generierte Funkkanal als frequenzselektiver und zeitva-
rianter SIMO-Kanal beziehungsweise MISO-Kanal betrachtet und es wird eine gemein-
same Prädiktion in Zeitrichtung und Frequenzrichtung vorgenommen. Dies entspricht
dem gemessenen Szenario Labor 2. Zum Prädizieren basierend auf dem direktionalen
Kanalmodell wurde der Rekonstruktionsansatz exemplarisch eingesetzt. Dabei wur-
den die pfadspezifischen Parameter der elektromagnetischen Wellen basierend auf den
verrauschten Kanalübertragungsfunktionen mittels des SAGE Algorithmus geschätzt.
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Dieser Ansatz wurde als REK bezeichnet. Zum Prädizieren basierend auf dem filter-
basierten Kanalmodell wurde sowohl die Kovarianzmethode als auch der Wiener-Filter
Ansatz eingesetzt. Beim Schätzen der Filterkoeffizienten basierend auf der Kovarianz-
methode existieren verschiedene Möglichkeiten, die Werte für die Prädiktionsweiten
∆w und ∆v einzustellen, und es existieren viele Möglichkeiten, die Werte für die Fil-
terordnung P ·Q einzustellen. In Kapitel 4 wurde gezeigt, dass die Filterordnung P ·Q
mindestens so groß sein muss wie die Anzahl D an Ausbreitungspfaden. Weiterhin wur-
de gezeigt, dass für die Kovarianzmethode die möglichen Werte für P und Q begrenzt
sind. In Abschnitt 5.3.1 wurde gezeigt, dass es nicht möglich ist, alle Abtastwerte zu
prädizieren, falls lediglich der Vektor p
1,1
mit den Filterkoeffizienten bekannt ist. Je-
doch ist es möglich, nur mit den beiden Vektoren p
0,1
und p
1,0
sämtliche Abtastwerte
in diesem Szenario zu prädizieren. Aus diesem Grund wurden die Prädiktionsweiten
auf ∆w = 0, ∆v = 1 und auf ∆w = 1, ∆v = 0 gesetzt. Die Filterordnung wurde
jeweils auf den maximal möglichen Wert gesetzt. Das bedeutet, dass zum Schätzen des
Vektors p
1,0
mit den Filterkoeffizienten die Filterordnung auf
P ·Q = (W − 1)︸ ︷︷ ︸
P
· 1︸︷︷︸
Q
(6.19)
gesetzt wurde. Zum Schätzen des Vektors p
0,1
mit den Filterkoeffizienten wurde die
Filterordnung auf
P ·Q = 1︸︷︷︸
P
· (V − 1)︸ ︷︷ ︸
Q
(6.20)
gesetzt. Um alle Abtastwerte in diesem Szenario zu prädizieren, werden zunächst mit-
hilfe des Vektors p
0,1
alle Abtastwerte in Zeitrichtung prädiziert und anschließend wer-
den mithilfe des Vektors p
1,0
alle Abtastwerte in Frequenzrichtung prädiziert. Da alle
bekannten Abtastwerte in Zeitrichtung und in Frequenzrichtung zum Schätzen der
Filterkoeffizienten basierend auf der Kovarianzmethode genutzt wurden, handelt es
sich um eine gemeinsame Prädiktion in Zeitrichtung und in Frequenzrichtung. Die-
ser Ansatz wurde als KOV bezeichnet. Zum Schätzen der Filterkoeffizienten basierend
auf dem Wiener-Filter wurden die Korrelationsmatrizen basierend auf dem Verzöge-
rungsleistungsdichtespektrum, dem Dopplerleistungsdichtespektrum und dem Winkel-
leistungsdichtespektrum berechnet. Da lediglich eine Realisierung des Kanals vorhan-
den ist, ist es nicht möglich, die Korrelationsmatrizen basierend auf vielen verschiedenen
Realisierungen zu schätzen. Aus diesem Grund wurde angenommen, dass der synthe-
tisch generierte Funkkanal eine Musterfunktion eines stochastischen Prozesses darstellt,
der durch ein konstantes Verzögerungsleistungsdichtespektrum, durch ein konstantes
Dopplerleistungsdichtespektrum und durch ein konstantes Winkelleistungsdichtespek-
trum beschrieben werden kann. Ob der synthetisch generierte Funkkanal tatsächlich
eine Musterfunktion eines solchen stochastischen Prozesses ist, kann bezweifelt wer-
den. Trotzdem wird diese Annahme der Einfachheit halber getroffen. Somit können
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Abbildung 6.2. MSE beim Einsatz von REK und einem SRV von 25 dB bei der Zeit-
und Frequenzprädiktion des synthetisch generierten SIMO-Kanals
die Korrelationsmatrizen Rhp,hb und Rhˆb berechnet werden, so wie es im Anhang A.2
beschrieben ist. Dieser Ansatz wurde als WIEN I bezeichnet. Die Dimensionen der Kor-
relationsmatrizen wurden so gewählt, dass mit der Wiener-MatrixW alle unbekannten
Abtastwerte basierend auf allen 1560 bekannten Abtastwerten (6.17) auf einmal prä-
diziert werden konnten.
In den Abbildungen 6.2 bis 6.4 ist jeweils der MSE (6.1) in Abhängigkeit von der
absoluten Frequenz ν und dem auf die Wellenlänge normierten, zurückgelegten Weg
∆x˜ (6.2) für die drei untersuchten Prädiktionstechniken REK, KOV und WIEN I bei
einem SRV von 25 dB dargestellt. Dabei ist zu beachten, dass unterschiedliche Achsen-
skalierungen verwendet wurden. Insgesamt wurden 10.000 verschiedene Realisierungen
des additiven Rauschprozesses generiert, um den MSE zu schätzen. Ob ein SRV der
Kanalschätzung von 25 dB realistisch ist, hängt vom tatsächlichen Einsatzgebiet ab.
Fehler bei der Kanalschätzung und dementsprechend auch Fehler bei der Kanalprädik-
tion haben einen wesentlichen Einfluss auf die Leistungsfähigkeit derjenigen Verfahren,
die die geschätzten und prädizierten Kanalübertragungsfunktionen benötigen.
In dem als bekannt vorausgesetzten Bereich der Kanalübertragungsfunktionen ist nichts
dargestellt, da dieser Bereich nicht prädiziert werden muss. Der prädizierte Bereich von
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Abbildung 6.3. MSE beim Einsatz von KOV und einem SRV von 25 dB bei der Zeit-
und Frequenzprädiktion des synthetisch generierten SIMO-Kanals
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Abbildung 6.4. MSE beim Einsatz von WIEN I und einem SRV von 25 dB bei der Zeit-
und Frequenzprädiktion des synthetisch generierten SIMO-Kanals
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2,45GHz bis 2,55GHz und ∆x˜ = 0 bis ∆x˜ = 4,1 interessiert in realen Systemen in der
Regel nicht. Da die Prädiktion basierend auf dem Bereich von ∆x˜ = 0 bis ∆x˜ = 4, 1
durchgeführt wurde, liegt der prädizierte Bereich bis 2,55GHz in der Vergangenheit,
solange ∆x˜ < 4,1 ist. Daher ist es in realen Systemen nicht notwendig, diesen Bereich
zu prädizieren.
Der MSE beim Einsatz von REK steigt offensichtlich mit steigender Prädiktionsweite
nicht monoton an. So ist beispielsweise für alle Werte von ∆x˜ bei einer Frequenz von
2,53GHz der MSE kleiner als bei einer Frequenz von 2,454GHz, obwohl der Abstand
zum bekannten Bereich größer ist. Dies liegt daran, dass der MIMO-Kanal basierend
auf den geschätzten Pfadparametern deterministisch rekonstruiert wurde. Beim Ein-
satz von KOV hat die Prädiktionsweite einen signifikanten Einfluss auf den MSE. So
ist der MSE bei einer kleinen Prädiktionsweite sowohl in Frequenzrichtung als auch
in Zeitrichtung kleiner als bei einer großen Prädiktionsweite. Weiterhin lässt sich fest-
stellen, dass der MSE beim Einsatz von KOV größer ist als beim Einsatz von REK
und auch größer verglichen mit den Ergebnissen von WIEN I. Der MSE beim Einsatz
von WIEN I hängt ebenfalls signifikant von der Prädiktionsweite ab. Jedoch lässt sich
erkennen, dass der MSE mit steigender Prädiktionsweite zunächst ansteigt und dann
wieder abfällt. Dies gilt sowohl für die Frequenzrichtung als auch für die Zeitrichtung.
Dies liegt daran, dass der Kanal sowohl in Frequenzrichtung als auch in Zeitrichtung
periodisch ist, so wie es im Abschnitt 6.2.1 erläutert wurde. Insbesondere ist der MSE
in dem prädizierten Bereich größer, in dem nicht nur in Frequenzrichtung oder nicht
nur in Zeitrichtung prädiziert wurde, sondern sowohl in Frequenzrichtung als auch in
Zeitrichtung prädiziert wurde. Maximal wird der MSE ungefähr bei einer Frequenz
von 2,5GHz und einem normierten Weg von 6,2. Der MSE ist insbesondere auch grö-
ßer verglichen mit den Ergebnissen von REK. Das Wiener-Filter liefert theoretisch den
minimalen quadratischen Fehler gemittelt über theoretisch unendlich viele Realisie-
rungen des MIMO-Kanals. Jedoch wurde lediglich eine Realisierung des MIMO-Kanals
betrachtet und der Fehler wurde über alle SISO-Subkanäle gemittelt. Weiterhin wurden
ein konstantes Verzögerungsleistungsdichtespektrum, ein konstantes Dopplerleistungs-
dichtespektrum und ein konstantes Winkelleistungsdichtespektrum angenommen, ohne
sicher zu sein, ob diese Annahmen tatsächlich zutreffen. Dies ist der Grund dafür, dass
das Wiener-Filter schlechtere Ergebnisse liefert als der REK Ansatz. Falls sehr vie-
le Realisierungen des MIMO-Kanals zufällig erzeugt werden und diese Realisierungen
jeweils Musterfunktionen eines stochastischen Prozesses darstellen, der durch ein kon-
stantes Verzögerungsleistungsdichtespektrum, durch ein konstantes Dopplerleistungs-
dichtespektrum und durch ein konstantes Winkelleistungsdichtespektrum beschrieben
werden kann, so liefert der WIEN I Ansatz die besten Ergebnisse im Sinne des mittleren
quadratischen Fehlers.
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Abbildung 6.5. Normierter MSE beim Einsatz von REK, KOV und WIEN I bei ei-
nem SRV von 25 dB bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion des
synthetisch generierten SIMO-Kanals mit F ·∆w = 0
Die bisherigen Darstellungen haben den MSE zwischen den prädizierten Abtastwerten
der Kanalübertragungsfunktionen und den tatsächlichen Abtastwerten der Kanalüber-
tragungsfunktionen gezeigt. In realen Systemen interessiert jedoch oftmals der normier-
te MSE zwischen den prädizierten, breitbandigen Kanalübertragungsfunktionen und
den tatsächlichen, breitbandigen Kanalübertragungsfunktionen. Aus diesem Grund ist
in Abbildung 6.5 der normierte MSE (6.11) für eine Prädiktionsweite in Frequenzrich-
tung von F · ∆w = 0 bei einem SRV der Kanalschätzung von 25 dB dargestellt. Das
bedeutet, dass nicht in Frequenzrichtung, sondern nur in Zeitrichtung prädiziert wurde.
Dementsprechend wurde der normierte MSE im Bereich von 2,35GHz bis 2,45GHz und
im Bereich von ∆x˜ = 4,1 bis ∆x˜ = 8,2 berechnet. In Abbildung 6.6 ist der normier-
te MSE (6.11) für eine Prädiktionsweite in Frequenzrichtung von F · ∆w = 100MHz
bei einem SRV der Kanalschätzung von 25 dB dargestellt. Das bedeutet, dass der nor-
mierte MSE im Bereich von 2,45GHz bis 2,55GHz und im Bereich von ∆x˜ = 4,1 bis
∆x˜ = 8,2 berechnet wurde. Der normierte MSE ist in beiden Abbildungen 6.5 und 6.6
im logarithmischen Maßstab dargestellt, da die Unterschiede zwischen den Prädikti-
onstechniken REK, KOV und WIEN I sehr groß sind.
Es ist zu erkennen, dass die Leistungsfähigkeit des REK Ansatzes fast unabhängig
von der Prädiktionsweite in Frequenzrichtung ist. Die Leistungsfähigkeit der beiden
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Abbildung 6.6. Normierter MSE beim Einsatz von REK, KOV und WIEN I bei ei-
nem SRV von 25 dB bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion des
synthetisch generierten SIMO-Kanals mit F ·∆w = 100MHz
Ansätze KOV und WIEN I ist jedoch abhängig von der Prädiktionsweite in Frequenz-
richtung. So ist bei F · ∆w = 100MHz der normierte MSE beim KOV Ansatz und
beim WIEN I Ansatz signifikant größer, verglichen mit einer Prädiktionsweite in Fre-
quenzrichtung von F · ∆w = 0. Weiterhin lässt sich an den beiden Abbildungen 6.5
und 6.6 erkennen, dass der REK Ansatz besser ist als die beiden anderen untersuch-
ten Ansätze, und dass der MSE beim REK Ansatz abschnittsweise sowohl negative
als auch positive Anstiege aufweist. Dass der REK Ansatz für dieses Szenario bessere
Ergebnisse liefert als der WIEN I Ansatz wurde bereits bei den Erklärungen zu den
Abbildungen 6.2 bis 6.4 erläutert. Beim WIEN I Ansatz steigt der MSE, ebenso wie
in Abbildung 6.4 zunächst mit steigender Prädiktionsweite in Zeitrichtung an und fällt
anschließend wieder ab. Dies liegt daran, dass der synthetisch generierte Kanal auch
entlang der Zeitachse periodisch ist. Der MSE beim KOV Ansatz steigt mit steigender
Prädiktionsweite in Zeitrichtung an und stellt die schlechtesten Ergebnisse im Sinne
des mittleren quadratischen Fehlers dar.
Die Leistungsfähigkeit der Prädiktionstechniken für eine reine Zeitprädiktion zu un-
tersuchen ist nicht notwendig, da bereits in Abbildung 6.5 die Ergebnisse einer reinen
Zeitprädiktion als Sonderfall der gemeinsamen Zeitprädiktion und Frequenzprädiktion
dargestellt sind. Weiterhin kann in den Abbildungen 6.2 bis 6.4 auch der nicht normierte
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MSE bei einer reinen Zeitprädiktion abgelesen werden.
Im Folgenden wird der synthetisch generierte MIMO-Kanal lediglich beim ersten Zeit-
index v = 0 betrachtet, sodass V = 1 gilt. Das bedeutet, dass lediglich eine Prädiktion
in Frequenzrichtung durchgeführt wird. Somit entspricht dies den beiden gemessenen
Szenarien Korridor und Labor 1. Zum Prädizieren basierend auf dem direktionalen Ka-
nalmodell wurde wiederum der Rekonstruktionsansatz REK eingesetzt. Die pfadspezi-
fischen Parameter der elektromagnetischen Wellen wurden basierend auf verrauschten
MIMO-Kanalübertragungsfunktionen geschätzt. Hierbei wurden jedoch keine Doppler-
frequenzen geschätzt, da der Funkkanal lediglich zu einem Zeitpunkt betrachtet wird.
Zum Prädizieren basierend auf dem filterbasierten Kanalmodell wurde sowohl die Ko-
varianzmethode KOV als auch der Wiener-Filter Ansatz WIEN I eingesetzt. Beim
Schätzen der Filterkoeffizienten basierend auf der Kovarianzmethode wurde die Prä-
diktionsweite wieder auf∆w = 1 gesetzt und anschließend wurde die Prädiktion iterativ
durchgeführt, so wie es in Abschnitt 5.3 beschrieben ist. Es ist natürlich auch möglich
einen größeren Wert für ∆w zu wählen, so wie es im Abschnitt 5.3 beschrieben ist.
Jedoch haben Untersuchungen an den real gemessenen Funkkanälen gezeigt, dass ein
größerer Wert für ∆w zu signifikant schlechteren Ergebnissen führt. Aus diesem Grund
wurde beim Einsatz der Kovarianzmethode der Einfluss von ∆w auf die Leistungsfähig-
keit der Prädiktion des synthetisch generierten Funkkanals nicht näher untersucht. Die
Filterordnung P wurde nicht auf den maximal möglichen Wert von (W − 1) gesetzt, da
in diesem Fall Gleichung (4.25) zum Schätzen der Filterkoeffizienten ein unterbestimm-
tes lineares Gleichungssystem darstellen würde. Stattdessen wurde die Filterordnung
auf den maximal möglichen Wert gesetzt, unter der Bedingung, dass (4.25) kein unter-
bestimmtes lineares Gleichungssystem ist. Dementsprechend wurde die Filterordnung
auf P = 20 gesetzt. Weiterhin wurde die Filterordnung auf den minimal notwendigen
Wert von P = D = 4 gesetzt und außerdem wurde die Filterordnung exemplarisch auf
den Wert P = 12 gesetzt. Somit kann der Einfluss der Filterordnung auf das Prädik-
tionsergebnis untersucht werden. Beim Schätzen der Filterkoeffizienten basierend auf
dem Wiener-Filter Ansatz WIEN I wurde so vorgegangen, wie auch beim gemeinsa-
men prädizieren in Frequenzrichtung und in Zeitrichtung vorgegangen wurde. Um die
benötigten Korrelationsmatrizen zu berechnen, so wie es im Anhang A.2 beschrieben
ist, wurde wieder angenommen, dass es sich um ein konstantes Verzögerungsleistungs-
dichtespektrum und um ein konstantes Winkelleistungsdichtespektrum handelt. Da der
MIMO-Kanal lediglich zu einem festen Zeitindex betrachtet wurde, war die Kenntnis
über das Dopplerleistungsdichtespektrum nicht notwendig.
In Abbildung 6.7 ist der MSE fw+∆w (6.3) zwischen den Abtastwerten der synthetisch
generierten Kanalübertragungsfunktionen und den prädizierten Abtastwerten der Ka-
nalübertragungsfunktionen für die drei untersuchten Prädiktionstechniken wieder bei
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Abbildung 6.7. MSE zwischen den Abtastwerten beim Einsatz von REK, KOV und
WIEN I bei einem SRV von 25 dB bei der Frequenzprädiktion des synthetisch gene-
rierten MIMO-Kanals
einem SRV von 25 dB dargestellt. Insgesamt wurden wieder 10.000 verschiedene Reali-
sierungen des additiven Rauschprozesses generiert, um den MSE zu schätzen. Zusätzlich
ist der MSE f˜w+∆w (6.7) gestrichelt dargestellt. Dies wurde als OHNE bezeichnet, da
die Ergebnisse ohne eine Prädiktion durchzuführen ermittelt wurden. Somit kann der
Vorteil der Prädiktion gegenüber keiner Prädiktion beurteilt werden.
Da der Bereich von 2,35GHz bis 2,45GHz als bekannter Bereich vorausgesetzt wurde,
ist der MSE nur im Bereich von 2,45GHz bis 2,55GHz dargestellt. Beim Vergleich
der Ergebnisse mit Prädiktion (6.3) mit den Ergebnissen ohne Prädiktion (6.7) lässt
sich feststellen, dass es sinnvoll ist, eine Prädiktion durchzuführen. Weiterhin lässt
sich erkennen, dass der WIEN I Ansatz die besten Ergebnisse liefert. Der Fehler beim
WIEN I Ansatz liegt im Bereich von 0,002 bis 0,017. Bei der gemeinsamen Zeitprä-
diktion und Frequenzprädiktion, deren Ergebnisse in den Abbildungen 6.2 bis 6.4 dar-
gestellt sind, lieferte der REK Ansatz bessere Ergebnisse als der WIEN I Ansatz. Bei
der reinen Frequenzprädiktion mussten beim REK Ansatz keine Dopplerfrequenzen
geschätzt werden. Daher könnte vermutet werden, dass die Ergebnisse mit dem REK
Ansatz möglicherweise sogar besser werden. Da weniger Parameter geschätzt werden
müssen, existieren auch weniger fehlerhaft geschätzte Parameter, die Einfluss auf das
Prädiktionsergebnis haben. Jedoch sind die Ergebnisse des REK Ansatzes schlechter
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als die Ergebnisse des WIEN I Ansatzes. Dies liegt daran, dass der MIMO-Kanal ledig-
lich zu einem festen Zeitpunkt betrachtet wurde und somit signifikant weniger Infor-
mationen für den SAGE Algorithmus über den MIMO-Kanal zur Verfügung standen.
Insbesondere die Tatsache, dass die Einfallsrichtungen des zweiten und vierten Aus-
breitungspfades und die Einfallsrichtungen des ersten und dritten Ausbreitungspfades
sehr dicht beieinanderliegen führte dazu, dass die vom SAGE Algorithmus geschätzten
Parameter sich teilweise signifikant von den tatsächlichen Parametern unterschieden
haben. Außerdem war die Kenntnis über das Dopplerleistungsdichtespektrum beim
WIEN I Ansatz nicht notwendig. Bei den bisherigen Untersuchungen zum WIEN I An-
satz wurde angenommen, dass der synthetisch generierte, zeitvariante und frequenzse-
lektive Funkkanal eine Musterfunktion eines stochastischen Prozesses darstellt, welcher
durch ein konstantes Verzögerungsleistungsdichtespektrum, durch ein konstantes Win-
kelleistungsdichtespektrum und durch ein konstantes Dopplerleistungsdichtespektrum
beschrieben werden kann. Diese Annahme war offensichtlich nicht zutreffend, sondern
lediglich eine Näherung. Bei einer reinen Frequenzprädiktion zu einem festen Zeitpunkt
wird angenommen, dass der synthetisch generierte, zeitinvariante und frequenzselekti-
ve Funkkanal eine Musterfunktion eines stochastischen Prozesses darstellt, der durch
ein konstantes Verzögerungsleistungsdichtespektrum und durch ein konstantes Winkel-
leistungsdichtespektrum beschrieben werden kann. Diese Annahme ist möglicherweise
ebenfalls lediglich eine Näherung, jedoch scheint diese Annahme eher zuzutreffen, als
die getroffene Annahme über den synthetisch generierten, zeitvarianten und frequenz-
selektiven Funkkanal.
Verglichen mit den Ergebnissen des KOV Ansatzes sind die Ergebnisse des REK An-
satzes insbesondere für Prädiktionsweiten größer als 50MHz besser. Die Ergebnisse der
Kovarianzmethode bei einer Filterordnung von P = 20 zeigen, dass die Prädiktion zu
entarteten Ergebnissen führt. Das bedeutet, dass bei diesem untersuchten Szenario die
Filterordnung nicht zu groß gewählt werden darf. Da der Kanal überabgetastet ist, erge-
ben sich entartete Ergebnisse. Denn aufgrund der Überabtastung sind zwei benachbarte
Abtastwerte im rauschfreien Fall stärker korreliert verglichen mit dem Anteil des Rau-
schens von zwei benachbarten Abtastwerten. Das führt dazu, dass bei einer solch großen
Filterordnung der Einfluss des Rauschens auf das Schätzen der Filterkoeffizienten mit-
tels der Kovarianzmethode größer ist, als bei einer kleineren Filterordnung. Demzufolge
sollte die Kovarianzmethode zum Schätzen der Filterkoeffizienten möglichst nur ange-
wandt werden, wenn die Kanalübertragungsfunktionen nicht überabgetastet sind. Beim
Schätzen der Filterkoeffizienten basierend auf dem Wiener-Filter tritt dieses Problem
bei Überabtastung nicht auf. Das Wiener-Filter schätzt die Filterkoeffizienten unab-
hängig vom Überabtastfaktor immer optimal, falls die Korrelationsmatrizen bekannt
sind. So führt beispielsweise ein sehr kleines SRV dazu, dass die Filterkoeffizienten sehr
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klein werden, da die Korrelationsmatrix des Rauschens invers in die Berechnung der
Filterkoeffizienten eingeht.
Dessen ungeachtet führt die kleinste Filterordnung von P = D = 4 beim Einsatz der
Kovarianzmethode nicht zwangsläufig zu den besten Ergebnissen. Die Ergebnisse bei
einer Filterordnung von P = 4 und bei einer Filterordnung von P = 12 sind bis zu einer
Prädiktionsweite von ungefähr 50MHz ähnlich und auch besser als die Ergebnisse des
REK Ansatzes. Ab einer Prädiktionsweite von ungefähr 50MHz sind die Ergebnisse
bei einer Filterordnung von P = 4 besser als die Ergebnisse bei einer Filterordnung
von P = 12.
Die bisherigen Darstellungen haben den MSE zwischen den prädizierten Abtastwer-
ten der Kanalübertragungsfunktionen und den tatsächlichen Abtastwerten der Ka-
nalübertragungsfunktionen gezeigt. In realen Systemen interessiert jedoch oftmals der
normierte MSE zwischen den prädizierten, breitbandigen Kanalübertragungsfunktio-
nen und den tatsächlichen, breitbandigen Kanalübertragungsfunktionen. Aus diesem
Grund ist in Abbildung 6.8 der normierte MSE fn,w+∆w,v=V−1 (6.11) für eine Prädik-
tionsweite von F ·∆w = 100MHz und ∆x˜ = 0 in Abhängigkeit vom SRV dargestellt.
Das bedeutet, es wurde der normierte MSE im Bereich von 2,45GHz bis 2,55GHz in
Abhängigkeit vom SRV untersucht. Zusätzlich ist in Abbildung 6.8 der normierte MSE
f˜n,w+∆w,v=V−1 (6.12) gestrichelt dargestellt. Dies wurde wieder als OHNE bezeichnet.
Durch den Vergleich von fn,w+∆w,v=V−1 und f˜n,w+∆w,v=V−1 können die Vorteile einer
Prädiktion gegenüber keiner Prädiktion beurteilt werden.
Zunächst lässt sich feststellen, dass die Ergebnisse der Kovarianzmethode bei einer
Filterordnung von P = 20 nicht mit dargestellt sind. Dies liegt daran, dass der MSE
bei P = 20 zu groß ist. Denn bei einer linearen Darstellung der Ergebnisse könnten
die Ergebnisse der anderen Prädiktionstechniken grafisch nicht dargestellt werden. Das
bedeutet, dass eine zu große Filterordnung zu entarteten Ergebnissen führt. Dies liegt
an der Überabtastung des Funkkanals, so wie es bereits auf Seite 114 beschrieben
wurde. Die Ergebnisse des WIEN I Ansatzes sind im gesamten SRV Bereich besser als
alle anderen Ergebnisse. Dass der WIEN I Ansatz zu den besten Ergebnissen führt,
konnte erwartet werden, da bereits in Abbildung 6.7 gezeigt wurde, dass bei einem SRV
von 25 dB der WIEN I Ansatz die besten Ergebnisse liefert. Beim KOV Ansatz hängt
es vom SRV ab, ob eine Filterordnung von P = 12 oder eine Filterordnung von P = 4
die besten Ergebnisse erzielt. In jedem Fall sollte eine Prädiktion durchgeführt werden.
Denn verglichen mit dem OHNE Ansatz, bei dem keine Prädiktion durchgeführt wird,
sind die Ergebnisse der Prädiktion besser.
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Abbildung 6.8. Normierter MSE der MIMO-Kanalübertragungsfunktion beim Einsatz
von REK, KOV und WIEN I in Abhängigkeit vom SRV bei der Frequenzprädiktion
des synthetisch generierten MIMO-Kanals
6.3 Anwenden der Prädiktionsverfahren auf gemesse-
ne Funkkanäle
6.3.1 Anwenden der Prädiktionsverfahren auf die gemessenen
Funkkanäle des Szenarios Labor 2
Nachdem im letzten Abschnitt die Leistungsfähigkeit der untersuchten Prädiktions-
techniken an einem synthetisch generierten Kanal in Abhängigkeit vom SRV untersucht
wurde, wird im Folgenden die Leistungsfähigkeit der untersuchten Prädiktionstechni-
ken an real gemessenen Funkkanälen untersucht. Dabei werden die drei im Anhang B
beschriebenen Messszenarien verwendet. Der Vorteil bei den Untersuchungen an real
gemessenen Funkkanälen besteht darin, dass alle realen Effekte die den Kanal beein-
flussen mit berücksichtigt werden. Bei dem direktionalen Kanalmodell wurde ange-
nommen, dass sich sämtliche Streuer im Fernfeld der Antennen befinden, sodass sich
ebene Wellen an den Antennen überlagern. Bei den untersuchten Szenarien befinden
sich die Streuer teilweise nur wenige Wellenlängen von den Antennenarrays entfernt,
sodass möglicherweise die Annahme von ebenen Wellen nicht zutrifft. Weiterhin ist es
beispielsweise möglich, dass die Parameter der elektromagnetischen Wellen nicht zeit-
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und frequenzunabhängig sind. Natürlich sind auch die gemessenen Kanalübertragungs-
funktionen mit Rauschen überlagert. Jedoch besteht das Ziel darin, die Leistungsfä-
higkeit der untersuchten Prädiktionstechniken an real gemessenen Funkkanälen ohne
signifikanten Einfluss von Rauschen zu untersuchen. Aus diesem Grund wurde das in
Abschnitt 2.2 vorgestellte Konzept zum Messen des Kanalzustands umgesetzt.
Zunächst wird die Leistungsfähigkeit an den real gemessenen Funkkanälen des Szena-
rios Labor 2 untersucht. Bei diesem Szenario wurde ein 1 × 36 frequenzselektiver und
ortsvarianter SIMO-Kanal an 36 verschiedenen Orten vermessen, wobei der Abstand
zwischen zwei aufeinanderfolgenden Orten 3 cm betrug. Die 36 verschiedenen Positio-
nen wurden anschließend als 36 verschiedene Zeitpunkte interpretiert, sodass es sich um
einen frequenzselektiven und zeitvarianten Kanal handelt. Die räumliche Ausdehnung
des Antennenarrays betrug 50 cm. Je größer die räumliche Ausdehnung eines Anten-
nenarrays ist, desto größer ist das Auflösungsvermögen im Winkelbereich [vT02]. Dies
ist mathematisch analog zum zeitlichen Auflösungsvermögen in Abhängigkeit von der
Bandbreite. Jedoch besteht der Nachteil einer solch großen räumlichen Ausdehnung von
50 cm darin, dass die Schmalbandannahme (3.11a) und (3.11b) möglicherweise ledig-
lich eine grobe Näherung ist. Da ein frequenzselektiver und zeitvarianter SIMO-Kanal
vermessen wurde, wird
• eine gemeinsame Frequenzprädiktion und Zeitprädiktion,
• nur eine Zeitprädiktion und
• nur eine Frequenzprädiktion
durchgeführt.
Die pfadspezifischen Parameter wurden mit dem SAGE Algorithmus geschätzt. Im
Rahmen der vorliegenden Arbeit wurde nicht auf das Schätzen der Anzahl D an dis-
kreten Ausbreitungspfaden eingegangen. Untersuchungen für das Szenario Labor 2 mit
verschiedenen Annahmen für den Wert D haben gezeigt, dass D = 7 zu den besten Er-
gebnissen im Sinne des MSE zwischen den prädizierten Kanalübertragungsfunktionen
und den gemessenen Kanalübertragungsfunktionen führt.
In Tabelle 6.3 sind die geschätzten Parameter der elektromagnetischen Wellen für das
Szenario Labor 2 aufgeführt. Die Dopplerfrequenzen wurden auf die maximale Dopp-
lerfrequenz fd,max normiert, denn die Dopplerfrequenzen hängen davon ab, mit welcher
Geschwindigkeit sich die Antenne auf dem x-y-Tisch bewegt hat. Da jedoch nicht tat-
sächlich ein zeitvarianter Kanal vermessen wurde, sondern ein ortsvarianter Kanal,
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Tabelle 6.3. Parameter der elektromagnetischen Wellen für das Szenario Labor 2
Pfad
Parameter
τ (d) ϕ
(d)
Rx ϑ
(d)
Rx f
(d)
d /fd,max α
(d) · 10−3
d = 1 15, 29 ns 0, 02◦ 57, 35◦ 0, 15 −1, 54 + j1, 82
d = 2 46, 25 ns 158, 05◦ 53, 64◦ 0, 15 −1, 91− j0, 81
d = 3 46, 65 ns 159, 96◦ 52, 71◦ 0, 15 1, 16 + j0, 48
d = 4 43, 71 ns 26, 50◦ 53, 76◦ −0, 15 −0, 23− j0, 43
d = 5 31, 32 ns −60, 35◦ 55, 44◦ 0, 07 0, 05− j0, 56
d = 6 40, 70 ns −1, 61◦ 33, 33◦ −0, 14 −0, 48j + 0, 04
d = 7 21, 71 ns 53, 34◦ 55, 19◦ 0, 12 −0, 11− j0, 56
der als zeitvarianter Kanal interpretiert wird, muss nachträglich eine Geschwindig-
keit definiert werden. Da die Dopplerfrequenzen auf die maximale Dopplerfrequenz
normiert werden, muss die Geschwindigkeit nicht angegeben werden. Es lässt sich er-
kennen, dass die Azimutwinkel ϕ(d)Rx nicht wie bei dem synthetisch generierten Kanal
auf den Bereich von 0◦ bis 180◦ beschränkt sind. Da kreisförmige Antennenarrays zum
Einsatz kamen, können die Azimutwinkel im Bereich von −180◦ bis 180◦ eindeutig
aufgelöst werden. Weiterhin können durch den Einsatz von kreisförmigen Antennen-
arrays die Poldistanzwinkel ϑ(d)Rx im Bereich von 0
◦ bis 90◦ eindeutig aufgelöst werden.
Um die Poldistanzwinkel im Bereich von 0◦ bis 180◦ eindeutig auflösen zu können,
könnten beispielsweise zwei übereinandergestapelte, kreisförmige Antennenarrays ein-
gesetzt werden. Anhand der Bilder B.7, B.8 und B.9 lässt sich erkennen, dass der
erste Ausbreitungspfad mit der direkten Sichtverbindung zwischen dem Sender und
dem Empfänger korrespondiert. Der zweite und der dritte Ausbreitungspfad scheinen
fast denselben Weg über vermutlich eine Reflexion an der Seitenwand genommen zu
haben. Der vierte Ausbreitungspfad korrespondiert ebenfalls mit einer Reflexion an
der Seitenwand. Der fünfte Ausbreitungspfad korrespondiert mit einer Reflexion an
der Fensterfront. Der sechste Ausbreitungspfad korrespondiert mit einer Reflexion an
der Decke. Anhand der Bilder B.7, B.8 und B.9 lässt sich keine Korrespondenz zum
siebenten Ausbreitungspfad feststellen.
Zunächst wird eine gemeinsame Zeitprädiktion und Frequenzprädiktion durchgeführt.
Um die Leistungsfähigkeit der Prädiktionstechniken zu untersuchen, wurden wieder
der Bereich von 2,35GHz bis 2,45GHz und der Bereich von ∆x˜ = 0 bis ∆x˜ = 4,1
als bekannter Bereich definiert. Das bedeutet, dass von den insgesamt 401 gemessenen
Abtastwerten in Frequenzrichtung, W = 201 bekannte Abtastwerte in Frequenzrich-
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tung vorhanden sind. Von den insgesamt 36 bekannten Abtastwerten in Zeitrichtung
sind V = 18 Abtastwerte bekannt. Das Ziel der Prädiktion besteht darin, die rest-
lichen Abtastwerte für den Bereich bis 2,55GHz und den Bereich bis ∆x˜ = 8,2 zu
bestimmen. Zum Prädizieren basierend auf dem direktionalen Kanalmodell wurde der
Rekonstruktionsansatz REK eingesetzt und es wurde der Least-Squares Ansatz ein-
gesetzt. Beim Least-Squares Ansatz wird die direktionale Kanalmatrix mittels eines
Least-Squares-Schätzers geschätzt wird, so wie es in Abschnitt 5.2 beschrieben wurde.
Der Least-Squares Ansatz wird mit LS bezeichnet.
Zum Prädizieren basierend auf dem filterbasierten Kanalmodell wurde die Kovarianz-
methode KOV eingesetzt. Wie bereits beim synthetisch generierten Kanal erläutert,
existieren viele Möglichkeiten die Werte für die Filterordnung P · Q und die Prädik-
tionsweiten ∆w und ∆v einzustellen. Ebenso wie beim synthetisch generierten Kanal
wurden die beiden Vektoren p
0,1
und p
1,0
mit den Filterkoeffizienten geschätzt, um
alle unbekannten Abtastwerte zu prädizieren. Erste Untersuchungen des Autors haben
gezeigt, dass für dieses Szenario größere Prädiktionsweiten zu signifikant schlechteren
Ergebnissen führen, verglichen mit einer Prädiktionsweite von ∆w = 0, ∆v = 1 bezie-
hungsweise ∆w = 1, ∆v = 0 und anschließender iterativer Prädiktion. Daher wurden
größere Prädiktionsweiten nicht im Detail untersucht. Der maximale Wert der Filter-
ordnung beim Einsatz der Kovarianzmethode ist begrenzt. Der maximale Wert für P
beträgtW −1 = 200 und der maximale Wert für Q beträgt V −1 = 17. Die minimalen
Werte für P und Q sind P ·Q = D = 7. Die Werte für P und Q wurden exemplarisch
auf P = 25 und Q = 12 gesetzt. Untersuchungen des Autors haben gezeigt, dass diese
Werte für P und Q zu guten Ergebnissen im Sinne des MSE führen. Weitere Werte
für P und Q wurden für eine gemeinsame Zeitprädiktion und Frequenzprädiktion nicht
betrachtet. Obwohl die Filterordnung größer als die Anzahl D an Ausbreitungspfaden
ist, liefert in diesem Szenario diese Filterordnung ein gutes Ergebnis. Das Problem
mit der Überabtastung tritt bei dieser Filterordnung noch nicht signifikant auf, da das
Rauschen sehr gering war. Jedoch existieren wahrscheinlich deutlich mehr als D = 7
Ausbreitungspfade, sodass eine größere Filterordnung gerechtfertigt ist. Eine Erhöhung
der Anzahl D an Ausbreitungspfaden führt jedoch beim Einsatz des REK Ansatzes
und beim Einsatz des LS Ansatzes zu signifikant schlechteren Ergebnissen im Sinne
der Minimierung des mittleren quadratischen Fehlers. Dies liegt daran, dass der SAGE
Algorithmus bei einer zu großen Anzahl an Ausbreitungspfaden zu schlechte Ergebnisse
liefert.
Das Schätzen der Filterkoeffizienten basierend auf dem Wiener-Filter Ansatz wurde
nicht intensiv untersucht. Die Korrelationsmatrizen basierend auf dem Verzögerungs-
leistungsdichtespektrum, dem Winkelleistungsdichtespektrum und dem Dopplerleis-
tungsdichtespektrum zu berechnen ist nicht sinnvoll, da weder das Verzögerungsleis-
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Abbildung 6.9. MSE zwischen den komplexen Abtastwerten beim Einsatz von REK für
das Szenario Labor 2 bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion
tungsdichtespektrum, noch das Winkelleistungsdichtespektrum, noch das Dopplerleis-
tungsdichtespektrum bekannt ist. Erste Untersuchungen haben gezeigt, dass die An-
nahme eines konstanten Verzögerungsleistungsdichtespektrums, eines konstanten Win-
kelleistungsdichtespektrums und eines konstanten Dopplerleistungsdichtespektrums zu
sehr schlechten Ergebnissen führt. Die Korrelationsmatrizen basierend auf mehreren
Realisierungen des Kanals zu schätzen ist nicht möglich, da lediglich eine Realisierung
des frequenzselektiven und zeitvarianten Kanals zur Verfügung steht. Daher wurde der
Wiener-Filter Ansatz nicht näher untersucht.
In den Abbildungen 6.9 bis 6.11 ist jeweils der MSE fw+∆w,v+∆v (6.1) zwischen den
prädizierten Abtastwerten und den gemessenen Abtastwerten der Kanalübertragungs-
funktionen für das Szenario Labor 2 dargestellt. In dem als bekannt vorausgesetzten
Bereich der Kanalübertragungsfunktionen ist nichts dargestellt, da dieser Bereich nicht
prädiziert werden muss. Der MSE beim Einsatz von REK und LS hängt im Gegensatz
zu den Prädiktionsergebnissen am synthetisch generierten Kanal offensichtlich doch
signifikant von der Prädiktionsweite in Frequenzrichtung ab. Dies könnte daran lie-
gen, dass die geschätzten Pfadparameter möglicherweise doch frequenzabhängig sind.
Eine Abhängigkeit von der Prädiktionsweite in Zeitrichtung ist weniger signifikant vor-
handen. Die Ergebnisse des REK Ansatzes und des LS Ansatzes sind ähnlich, wobei
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Abbildung 6.10. MSE zwischen den komplexen Abtastwerten beim Einsatz von LS für
das Szenario Labor 2 bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion
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Abbildung 6.11. MSE zwischen den komplexen Abtastwerten beim Einsatz von KOV
für das Szenario Labor 2 bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion
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Abbildung 6.12. Normierter MSE beim Einsatz von REK, LS und KOV für das Szenario
Labor 2 bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion mit F ·∆w = 0
die Ergebnisse des REK Ansatzes besser sind als die Ergebnisse des LS Ansatzes. Die
Ergebnisse des KOV Ansatzes sind besser als die Ergebnisse des REK Ansatzes und
des LS Ansatzes. Dies liegt wahrscheinlich an zu schlechten Ergebnissen des SAGE
Algorithmus.
In den Abbildungen 6.12 und 6.13 ist der normierte MSE (6.11) beim Einsatz von
REK, LS und KOV für das Szenario Labor 2 dargestellt. In Abbildung 6.12 wurde
die Prädiktionsweite auf F · ∆w = 0 gesetzt. Dementsprechend sind die Ergebnisse
in Abbildung 6.12 identisch mit den Ergebnissen einer reinen Zeitprädiktion des fre-
quenzselektiven und zeitvarianten Kanals. Das bedeutet, dass der normierte MSE im
Bereich von 2,35GHz bis 2,45GHz und im Bereich von ∆x˜ = 4,1 bis ∆x˜ = 8,2 be-
rechnet wurde. In Abbildung 6.13 wurde die Prädiktionsweite auf F ·∆w = 100MHz
gesetzt. Das bedeutet, dass der normierte MSE im Bereich von 2,45GHz bis 2,55GHz
und im Bereich von ∆x˜ = 4,1 bis ∆x˜ = 8,2 berechnet wurde. Zusätzlich ist in den
beiden Abbildungen 6.12 und 6.13 der normierte MSE (6.12) dargestellt, um zu zeigen,
welche Vorteile eine Prädiktion gegenüber keiner Prädiktion bringen. Die Ergebnisse
ohne Prädiktion sind gestrichelt dargestellt und wurden als OHNE bezeichnet. Es ist zu
erkennen, dass bei einer reinen Zeitprädiktion die Ergebnisse ohne Prädiktion deutlich
schlechter sind als mit Prädiktion. Das bedeutet, dass es sinnvoll ist, eine Prädiktion
durchzuführen. Weiterhin ist zu erkennen, dass der KOV Ansatz bessere Ergebnisse
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Abbildung 6.13. Normierter MSE beim Einsatz von REK, LS und KOV für das Szenario
Labor 2 bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion mit F · ∆w =
100MHz
liefert als der REK Ansatz und der LS Ansatz. Trotzdem beträgt bei einer Prädik-
tionsweite von ∆x˜ = 8,2 der normierte MSE beim KOV Ansatz bereits fast 0,5. Bei
einer Prädiktionsweite von ∆x˜ = 5,6 beträgt der normierte MSE ungefähr 0,2. Das
bedeutet, dass mit dem KOV Ansatz der frequenzselektive und zeitvariante Kanal 1,5
Wellenlängen weit voraus prädiziert werden kann, ohne dass der normierte MSE größer
als 0,2 ist. Welcher normierte MSE in realen Systemen tolerierbar ist, hängt natürlich
von der Anwendung ab.
Die in Abbildung 6.13 dargestellten Ergebnisse sind erwartungsgemäß schlechter, als
die in Abbildung 6.12 dargestellten Ergebnisse. Bei den Ergebnissen in Abbildung 6.13
wurde zusätzlich zu einer Zeitprädiktion auch eine Frequenzprädiktion um 100MHz
vorgenommen. Der qualitative Verlauf der Kurven ist jedoch vergleichbar mit den Er-
gebnissen in Abbildung 6.12.
Die Prädiktionstechniken für eine reine Zeitprädiktion nochmal separat zu untersuchen
ist nicht notwendig, da bereits in Abbildung 6.12 die Ergebnisse einer reinen Zeitprädik-
tion als Sonderfall der gemeinsamen Zeitprädiktion und Frequenzprädiktion dargestellt
sind. Weiterhin kann in den Abbildungen 6.9 bis 6.11 auch der nicht normierte MSE
bei einer reinen Zeitprädiktion abgelesen werden. Bei einer reinen Zeitprädiktion wird
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zum Schätzen der pfadspezifischen Parameter der elektromagnetischen Wellen bezie-
hungsweise zum Schätzen der Filterkoeffizienten derselbe, bekannte Ausgangsbereich
genutzt, wie bei der gemeinsamen Zeitprädiktion und Frequenzprädiktion. Jedoch wer-
den bei der reinen Frequenzprädiktion typischerweise nur Abtastwerte des aktuellen
Zeitpunktes v = V −1 = 35 verwendet, um die pfadspezifischen Parameter der elektro-
magnetischen Wellen zu schätzen beziehungsweise um die Filterkoeffizienten basierend
auf der Kovarianzmethode zu schätzen. Daher können die Ergebnisse für eine reine
Frequenzprädiktion in Abbildung 6.12 nicht abgelesen werden, da zum Schätzen der
entsprechenden Parameter auch Informationen über vergangene Zeitpunkte verwendet
wurden. Falls Informationen über vergangene Zeitpunkte vorhanden sind, sollten diese
Informationen im Allgemeinen auch genutzt werden. Denn es kann erwartet werden,
dass durch das Vorhandensein von mehr Informationen über den Kanal, die benötigten
Parameter zum Prädizieren des Kanals besser geschätzt werden können. Der Nachteil
besteht jedoch darin, dass der Rechenaufwand zum Schätzen der pfadspezifischen Pa-
rameter der elektromagnetischen Wellen und auch der Rechenaufwand zum Schätzen
der Filterkoeffizienten basierend auf der Kovarianzmethode ansteigt, falls auch Infor-
mationen über vergangene Zeitpunkte verwendet werden. Daher sind im Folgenden die
Ergebnisse einer reinen Frequenzprädiktion dargestellt, wenn nur Abtastwerte für den
aktuellen Zeitpunkt v = V − 1 = 35 zum Schätzen der pfadspezifischen Parameter der
elektromagnetischen Wellen und zum Schätzen der Filterkoeffizienten basierend auf der
Kovarianzmethode verwendet werden.
Bei der reinen Frequenzprädiktion wurde der Bereich von 2,35GHz bis 2,45GHz zum
aktuellen Zeitpunkt v = 35 als bekannter Bereich vorausgesetzt. Es wurde die Ko-
varianzmethode zum Schätzen der Filterkoeffizienten eingesetzt. Die Prädiktionsweite
wurde wieder auf∆w = 1 gesetzt. Die Filterordnungen für das Szenario Labor 2 wurden
exemplarisch auf P = 7, auf P = 91 und auf P = 151 gesetzt. Der Wert von P = 7 für
das Szenario Labor 2 wurde gewählt, da auch D = 7 diskrete Ausbreitungspfade beim
Schätzen der Parameter der elektromagnetischen Wellen vorausgesetzt wurden. Ein
Vorteil bei einer kleinen Filterordnung besteht darin, dass sowohl der Rechenaufwand
zum Schätzen der Filterkoeffizienten als auch der Rechenaufwand zum Prädizieren der
Kanalübertragungsfunktionen geringer ist, verglichen mit dem notwendigen Rechen-
aufwand bei einer Filterordnung von beispielsweise P = 151. Der Wert P = 91 wurde
gewählt, da verschiedene Untersuchungen gezeigt haben, dass dieser Wert zu guten Er-
gebnissen im Sinne des MSE zwischen den prädizierten Kanalübertragungsfunktionen
und den gemessenen Kanalübertragungsfunktionen führt. Der Wert P = 151 wurde
gewählt, um zu zeigen, welchen Einfluss eine möglicherweise zu groß gewählte Filter-
ordnung auf die Prädiktionsergebnisse besitzt. Die Filterkoeffizienten wurden durch
Lösen des linearen Gleichungssystems (4.26) geschätzt. Dieser Ansatz wurde wieder
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als KOV bezeichnet. Zum Prädizieren basierend auf dem direktionalen Kanalmodell
wurde wieder der REK Ansatz und der LS Ansatz gewählt.
Bei der zuvor untersuchten gemeinsamen Prädiktion in Zeitrichtung und Frequenz-
richtung wurde der Wiener-Filter Ansatz nicht näher untersucht. Falls jedoch bei der
reinen Frequenzprädiktion auch Informationen über die vergangen Zeitpunkte v = 0
bis v = 34 genutzt werden, so kann basierend auf diesen 35 veralteten Kanalübertra-
gungsfunktionen die Korrelationsmatrix Rhˆb geschätzt werden, die benötigt wird, um
die Wiener-Matrix W zu berechnen. Weiterhin wird die Korrelationsmatrix Rhp,hb be-
nötigt, um die Wiener-Matrix zu berechnen. Aus diesem Grund wurde vorausgesetzt,
dass die Kanalübertragungsfunktionen für die vergangenen Zeitpunkte v = 0 bis v = 34
auch im Bereich von 2,45GHz bis 2,55GHz bekannt sind. Dies ist in realen Systemen
der Fall, wenn ein Rücksignalisierungskanal vorhanden ist. Natürlich macht es auch
Sinn eine Prädiktion durchzuführen falls ein Rücksignalisierungskanal vorhanden ist.
Falls der zuletzt rücksignalisierte Kanal direkt eingesetzt werden würde, so besteht das
Problem darin, dass diese Informationen wahrscheinlich veraltet sind. Jedoch können
diese veralteten Informationen zum Schätzen der Korrelationsmatrizen eingesetzt wer-
den, um die Filterkoeffizienten basierend auf dem Wiener-Filter Ansatz zu bestimmen,
so wie es im Abschnitt 4.3.3 beschrieben wurde. Für die Prädiktion basierend auf dem
Wiener-Filter wurde für das Szenario Labor 2 daher angenommen, dass für die ersten
35 Zeitpunkte der Kanal sowohl im Ausgangsfrequenzbereich als auch im Prädiktions-
frequenzbereich bekannt ist. Das Ziel besteht darin, die Kanalübertragungsfunktionen
für den aktuellen Zeitpunkt v = 35 in Frequenzrichtung zu prädizieren. Mithilfe des
Wiener-Filters können alle Abtastwerte auf einmal prädiziert werden, so wie es in Ab-
schnitt 4.3.3 beschrieben wurde, ohne dass die Prädiktion iterativ fortgesetzt werden
muss. Dieser Wiener-Filter Ansatz wurde mit WIEN II bezeichnet. Das bedeutet, dass
beim WIEN II Ansatz im Gegensatz zum REK Ansatz, zum LS Ansatz und zum KOV
Ansatz auch Informationen über die vergangenen Zeitpunkte verwendet werden. Falls
auch für den REK Ansatz, den LS Ansatz und den KOV Ansatz Informationen über
die vergangenen Zeitpunkte verwendet werden würden, so könnten die sich ergebenden
Prädiktionsergebnisse ebenfalls in den vorigen Abbildungen 6.9 bis 6.13 an den Stellen,
bei denen die Prädiktionsweite in Zeitrichtung ∆v = 0 beträgt, abgelesen werden.
In Abbildung 6.14 ist der nicht normierte MSE (6.3) beim Einsatz von REK, LS und
KOV dargestellt. In Abbildung 6.15 ist der nicht normierte MSE (6.3) beim Einsatz
von WIEN II logarithmisch dargestellt. Zusätzlich ist auch wieder der MSE (6.7) darge-
stellt, um die Vorteile der Prädiktion gegenüber keiner Prädiktion zu verdeutlichen. Um
zu zeigen, dass es nicht sinnvoll ist, die zuletzt rücksignalisierten Kanalübertragungs-
funktionen direkt und ohne Prädiktion einzusetzen, ist in Abbildung 6.15 zusätzlich
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Abbildung 6.14. MSE zwischen den komplexen Abtastwerten beim Einsatz von REK,
LS und KOV für das Szenario Labor 2 bei der Frequenzprädiktion
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Abbildung 6.15. MSE zwischen den komplexen Abtastwerten beim Einsatz von
WIEN II für das Szenario Labor 2 bei der Frequenzprädiktion
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Tabelle 6.4. Normierter MSE zwischen den gemessenen Kanalübertragungsfunktionen
und den prädizierten Kanalübertragungsfunktionen für das Szenario Labor 2
Prädiktionsverfahren normierter MSE
REK 1,106
LS 0,914
KOV mit P = D 1,042
KOV mit P = 91 0,575
KOV mit P = 151 0,633
WIEN II 0,002
FEEDBACK 2,070
OHNE 3,145
der MSE dargestellt, der sich ergibt, wenn die zuletzt rücksignalisierten Kanalübertra-
gungsfunktionen direkt eingesetzt werden würden. Dieser Ansatz wurde mit FEED-
BACK bezeichnet.
Die Ergebnisse des KOV Ansatzes mit einer Filterordnung von P = 91 und P = 151
sind besser als die Ergebnisse mit einer Filterordnung von P = 7. Dies liegt zum einen
möglicherweise daran, dass mehr als sieben Ausbreitungspfade vorhanden sind. Zum
anderen kann es an den getroffenen Annahmen beim direktionalen Kanalmodell liegen.
Der reale Kanal kann offensichtlich besser prädiziert werden, wenn die Filterordnung
größer gewählt wird. Im Gegensatz zur reinen Zeitprädiktion sind bei der reinen Fre-
quenzprädiktion die Ergebnisse des LS Ansatzes etwas besser, als die Ergebnisse des
REK Ansatzes. Insbesondere für große Prädiktionsweiten sind die Ergebnisse des REK
Ansatzes sogar schlechter als die Ergebnisse des OHNE Ansatzes. Beim Vergleich der
Ergebnisse aus Abbildung 6.14 mit den Ergebnissen aus Abbildung 6.15 zeigt sich,
dass die Ergebnisse beim WIEN II Ansatz signifikant besser sind, als alle anderen
Ergebnisse. Das bedeutet, falls ein Rücksignalisierungskanal vorhanden ist, sollte der
WIEN II Ansatz angewandt werden. Auch lässt sich feststellen, dass das Verwenden
der zuletzt rücksignalisierten Kanalübertragungsfunktionen nicht sinnvoll ist, da die
zuletzt rücksignalisierten Kanalübertragungsfunktionen veraltet sind.
In Tabelle 6.4 sind die sich ergebenden normierten MSE (6.11) und (6.12) gelistet. Da
es sich um eine reine Frequenzprädiktion zum aktuellen Zeitpunkt v = 35 handelt,
wurde die Prädiktionsweite ∆v in Zeitrichtung auf 0 gesetzt. Die Prädiktionsweite in
Frequenzrichtung wurde auf F · ∆w = 100MHz gesetzt. Dementsprechend wurde der
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normierte MSE zwischen den prädizierten 100MHz und den gemessenen 100MHz im
Bereich von 2,45GHz und 2,55GHz berechnet. Ein kleinerer Wert für F ·∆w ist nicht
sinnvoll, da sonst ein Bereich der prädizierten Kanalübertragungsfunktionen im Bereich
der bekannten Kanalübertragungsfunktionen liegen würde. Es ist zu erkennen, dass alle
Ergebnisse im Vergleich zum WIEN II Ansatz verhältnismäßig schlecht sind.
Im Folgenden werden die Ergebnisse für das Szenario Labor 2 mit den Ergebnissen des
synthetisch generierten Kanals verglichen. In Abbildung 6.8 sind die sich ergebenden
normierten MSE bei einer reinen Frequenzprädiktion des synthetisch generierten Ka-
nals in Abhängigkeit vom SRV dargestellt. Es lässt sich feststellen, dass ein normierter
MSE von 0,002 beim Einsatz des Wiener-Filters beim synthetisch generierten Kanal
erst für ein SRV der Kanalschätzung von größer als 36 dB auftritt. Der normierte MSE
in Tabelle 6.4 beim Einsatz von REK korrespondiert mit einem SRV von größer als
28 dB in Abbildung 6.8. Die normierten MSE beim Einsatz von KOV und OHNE in
Tabelle 6.4 sind kleiner, als die normierten MSE beim Einsatz von KOV und OHNE
in Abbildung 6.8.
6.3.2 Anwenden der Prädiktionsverfahren auf die gemessenen
Funkkanäle der Szenarien Korridor und Labor 1
In diesem Abschnitt wird die Leistungsfähigkeit der untersuchten Prädiktionstechni-
ken an den real gemessenen Funkkanälen der beiden Szenarien Korridor und Labor 1
untersucht. Bei diesen beiden Szenarien wurde ein zeitinvarianter MIMO-Kanal ver-
messen. Daher wird lediglich eine Prädiktion in Frequenzrichtung vorgenommen. Um
die Leistungsfähigkeit der Prädiktionstechniken zu untersuchen, wurde wieder der Be-
reich von 2,35GHz bis 2,45GHz als bekannter Bereich definiert. Das bedeutet, dass
von den insgesamt 401 gemessenen Abtastwerten der 36 · 36 Kanalübertragungsfunk-
tionen, W = 201 bekannte Abtastwerte in Frequenzrichtung vorhanden sind. Das Ziel
der Prädiktion besteht darin, die restlichen Abtastwerte für den Frequenzbereich bis
2,55GHz zu bestimmen. Zum Prädizieren basierend auf dem direktionalen Kanalmo-
dell wurde der Rekonstruktionsansatz REK eingesetzt und es wurde der Least-Squares
Ansatz LS eingesetzt. Die pfadspezifischen Parameter wurden mit dem SAGE Algo-
rithmus geschätzt. Untersuchungen für das Szenario Korridor mit verschiedenen An-
nahmen für den Wert D haben gezeigt, dass D = 7 zu den besten Ergebnissen im Sinne
des minimalen MSE zwischen den prädizierten Kanalübertragungsfunktionen und den
gemessenen Kanalübertragungsfunktionen führt. Untersuchungen für das Szenario La-
bor 1 mit verschiedenen Annahmen für den Wert D haben gezeigt, dass D = 10 zu
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Tabelle 6.5. Parameter der elektromagnetischen Wellen für das Szenario Korridor
Pfad
Parameter
τ (d) ϕ
(d)
Rx ϑ
(d)
Rx ϕ
(d)
Tx ϑ
(d)
Tx α
(d) · 10−3
d = 1 26,23 ns −179,40◦ 74,87◦ 3,28◦ 76,80◦ 2,74− j0,06
d = 2 26,45 ns −169,87◦ 77,68◦ −5,34◦ 79,57◦ −0,92 + j2,02
d = 3 26,61 ns 168,31◦ 74,24◦ 18,03◦ 76,10◦ 0,22− j1,43
d = 4 28,18 ns −154,90◦ 78,14◦ 22,21◦ 81,89◦ −0,86 + j0,38
d = 5 71,58 ns 6,08◦ 73,92◦ 8,87◦ 76,63◦ 0,66− j0,38
d = 6 171,90 ns −175,92◦ 76,40◦ −175,58◦ 76,58◦ 0,29 + j0,31
d = 7 75,77 ns −12,20◦ 75,39◦ 10,44◦ 77,81◦ −0,11 + j0,32
den besten Ergebnissen im Sinne des minimalen MSE zwischen den prädizierten Ka-
nalübertragungsfunktionen und den gemessenen Kanalübertragungsfunktionen führt.
In Tabelle 6.5 sind die geschätzten Parameter der elektromagnetischen Wellen für das
Szenario Korridor aufgeführt. Anhand der Abbildungen B.1 bis B.3 lässt sich erken-
nen, dass der erste Ausbreitungspfad mit der direkten Sichtverbindung zwischen dem
Sender und dem Empfänger korrespondiert. Der zweite und der dritte Ausbreitungs-
pfad korrespondieren ebenfalls ungefähr mit der direkten Sichtverbindung zwischen
dem Sender und dem Empfänger. Der vierte Ausbreitungspfad korrespondiert mit ei-
ner Reflexion an der Seitenwand des Korridors. Der fünfte und der siebente Ausbrei-
tungspfad korrespondieren mit einer Reflexion an der in Abbildung B.1 dargestell-
ten Wand auf der rechten Seite. Der sechste Ausbreitungspfad korrespondiert mit ei-
ner Reflexion an der in Abbildung B.1 dargestellten Wand ganz auf der linken Seite.
Weiterhin besitzt der sechste Ausbreitungspfad eine Laufzeit von ungefähr 171,90 ns.
Da 171,90 ns die längste geschätzte Laufzeit ist, ist ein Abtastabstand im Frequenz-
bereich von 1/171,90 ns ≈ 5,8MHz ausreichend, um Aliasing-Effekte zu verhindern.
Der tatsächliche Abtastabstand im Frequenzbereich beträgt jedoch ungefähr 0,5MHz.
Dementsprechend ist der Funkkanal mit einem Faktor von ungefähr 11,6 in Frequenz-
richtung überabgetastet.
In Tabelle 6.6 sind die geschätzten Parameter der elektromagnetischen Wellen für das
Szenario Korridor aufgeführt. Anhand der Abbildungen B.4 bis B.6 lässt sich erkennen,
dass die ersten drei Ausbreitungspfade mit der direkten Sichtverbindung zwischen dem
Sender und dem Empfänger korrespondieren. Der vierte bis siebente Ausbreitungspfad
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Tabelle 6.6. Parameter der elektromagnetischen Wellen für das Szenario Labor 1
Pfad
Parameter
τ (d) ϕ
(d)
Rx ϑ
(d)
Rx ϕ
(d)
Tx ϑ
(d)
Tx α
(d) · 10−3
d = 1 13,07 ns 0,47◦ 79,73◦ −177,03◦ 75,50◦ 11,95 + j0,45
d = 2 13,16 ns −1,76◦ 78,73◦ −179,47◦ 74,70◦ −5,00− j6,89
d = 3 13,13 ns 3,99◦ 79,01◦ −173,48◦ 74,56◦ −5,38− j2,39
d = 4 21,00 ns 176,72◦ 74,81◦ −177,71◦ 73,77◦ −1,16 + j1,07
d = 5 21,54 ns 58,54◦ 79,14◦ 126,82◦ 76,73◦ 0,30− j1,13
d = 6 26,05 ns 138,94◦ 76,47◦ 139,54◦ 75,05◦ −0,39 + j1,05
d = 7 27,80 ns −133,32◦ 74,71◦ −131,99◦ 77,01◦ 0,62 + j0,49
d = 8 46,01 ns −2,65◦ 76,97◦ −57,41◦ 73,52◦ −0,33− j0, 03
d = 9 64,19 ns 24,10◦ 77,04◦ 170,16◦ 76,30◦ 0,07 + j0,28
d = 10 100,46 ns −20,82◦ 77,54◦ 162,10◦ 74,11◦ 0,09− j0,15
korrespondiert jeweils mit einer einfachen Reflexion an den Wänden oder der Fenster-
front. Der achte bis zehnte Ausbreitungspfad korrespondiert jeweils mit einer Mehr-
fachreflexion an den Wänden oder der Fensterfront. Die maximal aufgetretene Laufzeit
beträgt beim Szenario Labor 1 100,46 ns. Das bedeutet, dass ein Abtastabstand im
Frequenzbereich von 1/100,46 ns ≈ 10,0MHz ausreichend ist, um Aliasing-Effekte zu
verhindern. Der tatsächliche Abtastabstand im Frequenzbereich beträgt jedoch unge-
fähr 0,5MHz. Dementsprechend ist der Funkkanal mit einem Faktor von ungefähr 20,0
in Frequenzrichtung überabgetastet.
Zum Prädizieren basierend auf dem filterbasierten Kanalmodell wurde die Kovarianz-
methode eingesetzt. Beim Schätzen der Filterkoeffizienten wurde die Prädiktionsweite
wieder auf ∆w = 1 gesetzt und die Abtastwerte wurden iterativ prädiziert. Die Fil-
terordnungen für das Szenario Korridor wurden exemplarisch auf P = 7, auf P = 91
und auf P = 151 gesetzt. Die Filterordnungen für das Szenario Labor 1 wurden ex-
emplarisch auf P = 10, auf P = 91 und auf P = 151 gesetzt. Der Wert von P = 7
für das Szenario Korridor beziehungsweise der Wert P = 10 für das Szenario Labor 1
wurde gewählt, da auch D = 7 beziehungsweise D = 10 diskrete Ausbreitungspfade
beim Schätzen der Parameter der elektromagnetischen Wellen vorausgesetzt wurden.
Der Wert P = 91 wurde gewählt, da verschiedene Untersuchungen gezeigt haben, dass
dieser Wert zu guten Ergebnissen im Sinne des MSE zwischen den prädizierten Ka-
nalübertragungsfunktionen und den gemessenen Kanalübertragungsfunktionen führt.
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Abbildung 6.16. MSE zwischen den komplexen Abtastwerten beim Einsatz von REK,
LS und KOV für das Szenario Korridor
Der Wert P = 151 wurde gewählt, um zu zeigen, welchen Einfluss eine möglicher-
weise zu groß gewählte Filterordnung auf die Prädiktionsergebnisse besitzt. Weiterhin
wurden die Werte P = 91 und P = 151 bereits beim Szenario Labor 2 eingesetzt, so-
dass die Ergebnisse vergleichbar sind. Die Filterkoeffizienten wurden durch Lösen des
linearen Gleichungssystems (4.26) geschätzt. Dieser Ansatz wurde wieder als KOV be-
zeichnet. Die Korrelationsmatrizen, die für das Wiener-Filter benötigt werden, können
nicht basierend auf einer Realisierung des Kanals geschätzt werden. Die Korrelations-
matrizen basierend auf dem Verzögerungsleistungsdichtespektrum und basierend auf
dem Winkelleistungsdichtespektrum zu berechnen ist nicht sinnvoll, da weder das Ver-
zögerungsleistungsdichtespektrum, noch das Winkelleistungsdichtespektrum bekannt
ist. Erste Untersuchungen haben gezeigt, dass die Annahme eines konstanten Verzöge-
rungsleistungsdichtespektrums und eines konstanten Winkelleistungsdichtespektrums
zu sehr schlechten Ergebnissen führt. Daher wurde der Wiener-Filter Ansatz nicht
näher untersucht.
In den Abbildungen 6.16 und 6.17 ist jeweils der MSE fw (6.3) zwischen den prädi-
zierten Abtastwerten und den gemessenen Abtastwerten der Kanalübertragungsfunk-
tionen für die beiden Szenarien Korridor und Labor 1 dargestellt. Weiterhin ist in den
Abbildungen 6.16 und 6.17 der MSE f˜w (6.7) gestrichelt dargestellt, um die Vortei-
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Abbildung 6.17. MSE zwischen den komplexen Abtastwerten beim Einsatz von REK,
LS und KOV für das Szenario Labor 1
le der Prädiktion gegenüber keiner Prädiktion zu beurteilen. Dies wurde wieder als
OHNE bezeichnet. Es lässt sich in den Abbildungen 6.16 und 6.17 erkennen, dass der
OHNE Ansatz zu signifikant schlechteren Ergebnissen führt, verglichen mit den Ergeb-
nissen der Prädiktion. Trotzdem steigt der MSE beim OHNE Ansatz nicht monoton
an. Vielmehr steigt der MSE zunächst an, anschließend fällt er wieder ab und steigt
mit noch größerer Prädiktionsweite wieder an. Dieses Ergebnis war bereits bei den Un-
tersuchungen am synthetisch generierten Kanal und bei den Untersuchungen an den
real gemessenen Funkkanälen des Szenarios Labor 2 aufgetreten. Falls lediglich ein ein-
ziger Ausbreitungspfad vorhanden wäre, ist es leicht zu erkennen, dass der Fehler beim
OHNE Ansatz mit steigender Prädiktionsweite auch wieder sinkt. Ein SISO-Subkanal
würde durch eine komplexe Exponentialfunktion dargestellt werden. Der Betrag wäre
konstant und die Phase dieser komplexen Exponentialfunktion wäre periodisch, wobei
die Periodendauer durch die Pfadparameter der elektromagnetischen Welle bestimmt
wäre. Da die Phase periodisch wäre, muss der MSE beim OHNE Ansatz ebenfalls pe-
riodisch sein. Bei den real gemessenen Funkkanälen handelt es sich jedoch um eine
Überlagerung vieler elektromagnetischer Wellen. Dies hat zur Folge, dass der Fehler
beim OHNE Ansatz nicht zwangsläufig periodisch ist, jedoch kann der MSE mit stei-
gender Prädiktionsweite auch kleiner werden. Die Ergebnisse beim Einsatz des REK
Ansatzes und beim Einsatz des LS Ansatzes unterscheiden sich insbesondere beim Sze-
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nario Korridor nur wenig voneinander. Beim Szenario Labor 1 sind die Ergebnisse des
LS Ansatzes ein wenig besser als die Ergebnisse des REK Ansatzes. Für große Prädikti-
onsweiten ist der REK Ansatz und der LS Ansatz besser geeignet als der KOV Ansatz.
Die Kovarianzmethode liefert für kleine Prädiktionsweiten bessere Ergebnisse, jedoch
sind die Ergebnisse abhängig von der Filterordnung. Eine Filterordnung von P = 7
beim Szenario Korridor und eine Filterordnung von P = 10 beim Szenario Labor 1
führt bei diesen gemessenen Szenarien zu den schlechtesten Prädiktionsergebnissen.
Diese Ergebnisse können zum einen daran liegen, dass mehr als sieben beziehungs-
weise mehr als zehn Ausbreitungspfade vorhanden sind. Zum anderen kann es an den
getroffenen Annahmen beim direktionalen Kanalmodell liegen. Der reale Kanal kann
offensichtlich besser prädiziert werden, wenn die Filterordnung größer gewählt wird.
Aufgrund der größeren Filterordnung können möglicherweise Effekte des realen Ka-
nals berücksichtigt werden, die beim direktionalen Kanalmodell nicht berücksichtigt
werden. Beim Szenario Korridor führt eine Filterordnung von P = 91 zu besseren Er-
gebnissen als eine Filterordnung von P = 151. Dies liegt wieder an der auf Seite 114
beschriebenen Überabtastung der Kanalübertragungsfunktionen. Obwohl die Kanal-
übertragungsfunktionen mit einer hohen RBW gemessen wurden, so sind die Messer-
gebnisse natürlich nicht rauschfrei. Daher kann der Einfluss des Rauschens bei einer zu
groß gewählten Filterordnung zu stark werden. Beim Szenario Labor 1 unterscheiden
sich die Prädiktionsergebnisse bei einer Filterordnung von P = 91 und P = 151 nur
wenig voneinander.
Die bisherigen Darstellungen haben den nicht normierten MSE zwischen den gemes-
senen Abtastwerten der Kanalübertragungsfunktionen und den prädizierten Abtast-
werten der Kanalübertragungsfunktionen gezeigt. Dass bedeutet, dass die absoluten
Werte des MSE für unterschiedliche Szenarien nicht fair miteinander verglichen wer-
den können. Um auch die Leistungsfähigkeit der untersuchten Prädiktionstechniken
fair für verschiedene Szenarien miteinander vergleichen zu können, sind in Tabelle 6.7
der normierte MSE (6.11) und der normierte MSE (6.12) zwischen den gemessenen
Kanalübertragungsfunktionen und den prädizierten Kanalübertragungsfunktionen ge-
listet. Außerdem ist es durch die Analyse der relativen Leistungsfähigkeit möglich,
die sich ergebenden normierten mittleren quadratischen Fehler bei der Prädiktion des
synthetisch generierten Funkkanals und die sich ergebenden normierten mittleren qua-
dratischen Fehler bei der Prädiktion der gemessenen Funkkanäle fair miteinander zu
vergleichen. Zum Berechnen des normierten MSE wurde genauso wie bei den Unter-
suchungen an dem synthetisch generierten Funkkanal und wie bei den real gemessenen
Funkkanälen des Szenarios Labor 2 vorgegangen. Das bedeutet, dass die Prädiktions-
weite in Frequenzrichtung auf F · ∆w = 100MHz gesetzt wurde und die Prädiktions-
weite in Zeitrichtung wurde auf 0 gesetzt. Das bedeutet, dass basierend auf den ersten
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Tabelle 6.7. Normierter MSE zwischen den gemessenen Kanalübertragungsfunktionen
und den prädizierten Kanalübertragungsfunktionen für die Szenarien Korridor und
Labor 1
Prädiktionsverfahren
normierter MSE (6.11) & (6.12)
Korridor Labor 1
REK (6.11) 0,293 0,394
LS (6.11) 0,287 0,349
KOV mit P = D (6.11) 0,427 0,987
KOV mit P = 91 (6.11) 0,200 0,368
KOV mit P = 151 (6.11) 0,318 0,375
OHNE (6.12) 3,573 2,514
100MHz der gemessenen Kanalübertragungsfunktionen die zweiten 100MHz prädiziert
wurden. Anschließend wurde der normierte MSE zwischen den prädizierten Kanalüber-
tragungsfunktionen und den gemessenen Kanalübertragungsfunktionen berechnet. An
Tabelle 6.7 lässt sich erkennen, dass keine Prädiktion durchzuführen ungeeignet ist.
Das bedeutet, dass der bekannte Bereich der Kanalübertragungsfunktionen nicht di-
rekt für den unbekannten Bereich der Kanalübertragungsfunktionen verwendet werden
sollte. Diese Aussage deckt sich auch mit den Ergebnissen am synthetisch generierten
Funkkanal in Abbildung 6.8. Weiterhin lässt sich feststellen, dass die beiden auf dem
direktionalen Kanalmodell basierenden Ansätze REK und LS gute Ergebnisse erzielen.
Für das Szenario Korridor unterscheiden sich diese beiden Ergebnisse nicht signifikant
voneinander. Beim Szenario Labor 1 sind die Unterschiede zwischen REK und LS etwas
größer. Der KOV Ansatz mit einer Filterordnung von P = 91 erzielt für das Szenario
Korridor das beste Ergebnis und der LS Ansatz erzielt für das Szenario Labor 1 das
beste Ergebnis. Der KOV Ansatz mit einer Filterordnung von P = D erzielt in bei-
den Szenarien das schlechteste Ergebnis aller untersuchten Prädiktionsverfahren. Beim
Vergleich der Ergebnisse vom Szenario Korridor und vom Szenario Labor 1 lässt sich
feststellen, dass die relative Leistungsfähigkeit beim Szenario Korridor besser ist. Die
Ergebnisse der einzelnen Prädiktionstechniken in Tabelle 6.4 und in Tabelle 6.7 zeigen,
dass die jeweiligen Prädiktionstechniken in den beiden Szenarien Korridor und Labor 1
zu besseren Ergebnissen führen, als die jeweiligen Prädiktionstechniken in dem Szena-
rio Labor 2. Beim Vergleich der Werte aus Tabelle 6.7 mit den Werten in Abbildung 6.8
zeigt sich, dass die relativen Ergebnisse der Prädiktion der real gemessenen Funkkanä-
le besser sind, als die relativen Ergebnisse der Prädiktion des synthetisch generierten
Funkkanals unter Einfluss von Rauschen. Ausnahme hierbei sind die Ergebnisse des
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WIEN I Ansatzes, der bei den gemessenen Funkkanälen nicht näher untersucht wurde.
Daher lässt sich die Vermutung aufstellen, dass in realen Systemen die Leistungsfä-
higkeit des REK Ansatzes, des LS Ansatzes und des KOV Ansatzes vom Rauschen
dominiert wird und nicht von getroffenen Vereinfachungen beim direktionalen Kanal-
modell.
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Zusammenfassung
7.1 Zusammenfassung in deutscher Sprache
Viele moderne Übertragungsverfahren, die eine hohe Leistungsfähigkeit besitzen, benö-
tigen senderseitige Kanalkenntnis. Typischerweise ist es jedoch schwierig, senderseitige
Kanalkenntnis zu erlangen. Empfängerseitige Kanalkenntnis lässt sich klassischerweise
basierend auf der Übermittlung von a priori bekannten Trainingssignalen erlangen. Es
wurden verschiedene trainingssignalbasierte Verfahren untersucht, um die empfänger-
seitige Kanalkenntnis zu schätzen. Dabei hat sich herausgestellt, dass der unterraumba-
sierte Maximum-Likelihood-Schätzer, in Abhängigkeit vom Szenario, signifikante Ver-
besserungen gegenüber dem klassischen Maximum-Likelihood-Schätzer erzielen kann.
Basierend auf der geschätzten empfängerseitigen Kanalkenntnis wurden Verfahren vor-
geschlagen und untersucht, um die senderseitige Kanalkenntnis zu erlangen. Sowohl
der vorgeschlagene Rekonstruktionsansatz als auch der vorgeschlagene Least-Squares
Ansatz basieren auf einem physikalisch motivierten Kanalmodell. Dieses physikalisch
motivierte Kanalmodell kann ausgehend von den Maxwellschen Gleichungen hergelei-
tet werden. Bei diesem sogenannten direktionalen Kanalmodell werden die Kanalüber-
tragungsfunktionen als Superposition von diskreten Ausbreitungspfaden beschrieben.
Jeder einzelne Ausbreitungspfad wird durch verschiedene physikalische Parameter be-
schrieben. Zum Prädizieren der empfängerseitigen Kanalzustandsinformationen müssen
die pfadspezifischen Parameter der Ausbreitungspfade geschätzt werden. Da die phy-
sikalischen Parameter der Ausbreitungspfade benötigt werden, wurden Verfahren zum
Schätzen dieser Parameter untersucht. Dabei wurde insbesondere auf den SAGE Algo-
rithmus (engl. Space Alternating Generalized Expectation Maximization) eingegangen.
Der SAGE Algorithmus ist ein iterativer Maximum-Likelihood-Schätzer und liefert im
Vergleich zu den anderen untersuchten Verfahren die besten Ergebnisse.
Neben der Prädiktion basierend auf dem direktionalen Kanalmodell wurden auch Ver-
fahren zum Prädizieren basierend auf dem sogenannten filterbasierten Kanalmodell
vorgestellt. Das filterbasierte Kanalmodell ist im Allgemeinen nicht physikalisch moti-
viert. Es konnte jedoch gezeigt werden, dass das physikalisch motivierte direktionale
Kanalmodell in das filterbasierte Kanalmodell überführt werden kann. Zum Prädizie-
ren der empfängerseitigen Kanalkenntnis basierend auf dem filterbasierten Kanalmodell
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müssen die Filterkoeffizienten geschätzt werden. Zum Schätzen der Filterkoeffizienten
wurde unter anderem die Kovarianzmethode untersucht. Der Vorteil der Kovarianzme-
thode liegt darin, dass das Schätzen der Filterkoeffizienten einfach ist. Der Nachteil
der Kovarianzmethode liegt darin, dass der mittlere quadratische Fehler zwischen den
prädizierten Kanalübertragungsfunktionen und den tatsächlichen Kanalübertragungs-
funktionen im Allgemeinen durch die geschätzten Filterkoeffizienten nicht minimiert
wird. Daher wurde auch das Minimum Mean Square Error Verfahren zum Schätzen
der Filterkoeffizienten untersucht, sodass der mittlere quadratische Fehler zwischen
den prädizierten Kanalübertragungsfunktionen und den tatsächlichen Kanalübertra-
gungsfunktionen minimiert wird. Dies führte auf das Wiener-Filter. Der Nachteil beim
Wiener-Filter besteht darin, dass Statistiken zweiter Ordnung über den Kanal und
über das Rauschen bekannt sein müssen. Die Statistik zweiter Ordnung des Kanals
zu erlangen ist nicht trivial. Falls ein Rücksignalisierungskanal vorhanden ist, können
während einer Initialisierungsphase die Kanalkorrelationsmatrizen geschätzt werden,
um anschließend die Filterkoeffizienten zu bestimmen. Somit ist es möglich, den mittle-
ren quadratischen Fehler zwischen den prädizierten Kanalübertragungsfunktionen und
den tatsächlichen Kanalübertragungsfunktionen zu minimieren.
Das Anwenden der vorgeschlagenen Prädiktionstechniken auf einen synthetisch gene-
rierten Funkkanal und auf real gemessene Funkkanäle hat gezeigt, dass es möglich und
sinnvoll ist, die empfängerseitigen Kanalzustandsinformationen zu prädizieren, um die
senderseitigen Kanalzustandsinformationen zu erhalten. Somit können moderne Über-
tragungstechniken, die senderseitige Kanalkenntnis benötigen, erfolgreich eingesetzt
werden.
7.2 Zusammenfassung in englischer Sprache
Many modern transmission techniques require channel state information at the trans-
mitter side in order to achieve a high performance. Unfortunately, it is difficult to
achieve channel state information at the transmitter side. Channel state information
at the receiver side can be achieved based on the transmission of a priori known training
signals. Different training signal based techniques to achieve the channel state informa-
tion at the receiver side were investigated. The subspace based maximum-likelihood-
estimator yields significant performance gains compared to the classical maximum-
likelihood-estimator for certain scenarios.
Based on the estimated channel state information at the receiver side, different tech-
niques to predict the channel state information at the transmitter side were investiga-
ted. The proposed reconstruction approach and the proposed least-squares approach are
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based on a physically motivated channel model. This physically motivated channel mo-
del can be deduced from Maxwell’s equations. This channel model is called directional
channel model and the channel transfer functions can be described by a superposition
of different discrete propagation paths. Each propagation path can be described by
different physical path parameters. In order to predict the channel state information
at the receiver side, it is necessary to estimate the physical path parameters. Diffe-
rent techniques to estimate these physical path parameters were studied. Especially
the SAGE algorithm (space alternating generalized expectation maximization) were
investigated. The SAGE algorithm is an iterative maximum-likelihood-estimator and
leads to the best results among the different proposed techniques for estimating the
physical path parameters.
Additionally to the prediction, based on the directional channel model, the prediction
based on the so called filter based channel model was investigated. In general, it is not
possible to motivate the filter based channel model in a physical sense. However, it was
possible to show that the directional channel model can be converted into the filter
based channel model. In order to predict the channel state information at the recei-
ver side based on the filter based channel model, it is necessary to estimate the filter
coefficients. For estimating the filter coefficients the covariance method was studied.
The advantage of the covariance method is that it is easy to compute the filter coef-
ficients. Unfortunately, the mean square error between the predicted channel transfer
functions and the real channel transfer functions is not minimized. Hence, a minimum
mean square error technique which leads to the minimum mean square error between
the predicted channel transfer functions and the real channel transfer functions was
also investigated. This led to the Wiener-filter. The disadvantage of the Wiener-filter
is the need for having the knowledge of the second order statistics about the noise
and about the channel. To achieve the knowledge of the second order statistic of the
channel is nontrivial. In case of having a feedback channel, it is possible to estimate
the channel correlation matrices during an initialization process. With the knowledge
of the channel correlation matrices and with the knowledge of the noise correlation ma-
trix it is possible to estimate the filter coefficients in such a way that the mean square
error between the predicted channel transfer functions and the real channel transfer
functions is minimized.
The investigated prediction techniques were applied for one artificial generated mobile
channel and for three real measured mobile channels. The results show that it is possible
and useful to apply prediction techniques. Thus, modern transmission techniques can
benefit from channel state information at the transmitter side based on the prediction
of the channel state information at the receiver side.
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Anhang A
Herleitungen
A.1 Korrelationsmatrix des Rauschens
Zur Herleitung der Korrelationsmatrix des Rauschens (2.13) und der Array Korrelati-
onsmatrix (2.14) wird davon ausgegangen, dass sich die an den M Antennen empfan-
genen Störsignale durch Überlagerung von D aus verschiedenen Richtungen kommen-
den Störsignalanteilen ergeben. Die D Störsignalanteile erzeugen am Referenzpunkt,
der in Kapitel 3 eingeführt wurde, jeweils ein Empfangssignal σ(d)n˜(d), wobei n˜(d) der
leistungsnormierte Störsignalanteil ist und σ(d)
2
ist die Leistung des Störsignalanteils.
Jeder dieser D Störsignalanteile erzeugt an derm-ten Empfangsantenne den Empfangs-
signalanteil
n(m,d) (i) = ejγ
(m,d)
Rx σ(d)n˜(d) (i) (A.1)
mit
γ
(m,d)
Rx = −2πf0τ
(m,d)
Rx , (A.2)
wobei ejγ
(m,d)
Rx einem Element der Steuermatrix (3.29) entspricht. Das gesamte an der
Antenne m empfangene Störsignal ist folglich
n(m) (i) =
D∑
d=1
n(m,d) (i)
=
D∑
d=1
ejγ
(m,d)
Rx σ(d)n˜(d) (i) . (A.3)
Das totale empfangene und nicht überabgetastete Störsignal ist
n (i) =
(
n(1) (i) . . .n(M) (i)
)T
. (A.4)
Ausgehend von Gleichung (2.11) ergibt sich die Korrelationsmatrix des Rauschens zu
Rn = E
{
n (i) n (i)∗T
}
=

R
(1,1)
n . . . R
(1,M)
n
...
...
R(M,1)n . . . R
(M,M)
n

 , (A.5)
wobei sich die M2 Blöcke der Korrelationsmatrix des Rauschens zu
R(m,m
′)
n = E
{
n(m) (i) · n(m
′) (i)∗T
}
= E
{(
D∑
d=1
ejγ
(m,d)
Rx σ(d)n˜(d) (i)
)
·
(
D∑
d=1
e−jγ
(m′,d)
Rx σ(d)n˜(d) (i)∗T
)}
(A.6)
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ergeben. Mit
R˜n = E
{
n˜(d) (i) · n˜(d) (i)∗T
}
(A.7)
folgt aus (A.6)
R(m,m
′)
n =
(
D∑
d=1
σ(d)
2
ejγ
(m,d)
Rx e−jγ
(m′,d)
Rx
)
· R˜n. (A.8)
Falls es sich beim Rauschen n˜(d) (i) um unkorreliertes Gaußrauschen mit der normierten
Leistung 1 handelt, so ergibt sich
R˜n = I, (A.9)
wobei I die Einheitsmatrix ist. Mit der nicht normierten M ×M Array Korrelations-
matrix
R˜a =

 r˜
(1,1)
Rx . . . r˜
(1,M)
Rx
...
...
r˜
(M,1)
Rx . . . r˜
(M,M)
Rx

 , (A.10)
wobei für
r˜
(m,m′)
Rx =
D∑
d=1
σ(d)
2
ejγ
(m,d)
Rx e−jγ
(m′,d)
Rx (A.11)
gilt, folgt für die Korrelationsmatrix des Rauschens (A.5)
Rn = R˜a ⊗ I. (A.12)
Das bedeutet, dass alle Blöcke der Korrelationsmatrix des Rauschens (A.5) bis auf die
Gewichte r˜(m,m
′)
Rx identisch sind.
Im Folgenden wird die nicht normierte Array Korrelationsmatrix genauer betrachtet.
Die Elemente der nicht normierten Array Korrelationsmatrix R˜a ergeben sich zu
r˜
(m,m′)
Rx =
D∑
d=1
σ(d)
2
e
j
(
γ
(m,d)
Rx −γ
(m′,d)
Rx
)
. (A.13)
Im Folgenden wird angenommen, dass unendlich viele Ausbreitungspfade vorhanden
sind und dass die Einfallswinkel im Azimut gleichverteilt sind, und dass die Poldi-
stanzwinkel alle identisch sind. Damit ergibt sich
ϕ
(d)
Rx =
2π
D
· d (A.14a)
ϑ
(d)
Rx = 90
◦, (A.14b)
wobei vereinfachend, jedoch ohne Einschränkung der Allgemeinheit angenommen wur-
de, dass die Poldistanzwinkel alle 90◦ betragen. Mit (3.5), (A.2) und (A.14b) folgt für
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den Imaginäranteil des Exponenten in (A.13)
∆γRx = γ
(m,d)
Rx − γ
(m′,d)
Rx
=
2π
λ
(
x(m)cos
(
ϕ
(d)
Rx
)
+ y(m)sin
(
ϕ
(d)
Rx
)
− x(m
′)cos
(
ϕ
(d)
Rx
)
+ y(m
′)sin
(
ϕ
(d)
Rx
))
=
2π
λ

(x(m) − x(m′))︸ ︷︷ ︸
∆x(m)
·cos
(
ϕ
(d)
Rx
)
+
(
y(m) − y(m
′)
)
︸ ︷︷ ︸
∆y(m)
·sin
(
ϕ
(d)
Tx
)
=
2π
λ
(√
∆x(m)
2
+∆y(m)
2
· cos
(
ϕ
(d)
Rx − atan
(
∆y(m)
∆x(m)
)))
. (A.15)
Der Abstand zwischen der m-ten und der m′-ten Empfangsantenne ergibt sich im
Allgemeinen zu
ℓ(m,m
′) =
√
∆x(m)
2
+∆y(m)
2
. (A.16)
Somit lässt sich (A.15) zu
∆γRx =
2πℓ(m,m
′)
λ
· cos
(
ϕ
(d)
Rx − atan
(
∆y(m)
∆x(m)
))
(A.17)
schreiben. Weiterhin wird angenommen, dass für die Leistung der Störsignalanteile bei
einer unendlichen Anzahl von Ausbreitungspfaden
σ(d)
2
=
σ2
D
(A.18)
gilt. Mit (A.14a), (A.17) und (A.18) lässt sich (A.13) zu
r˜
(m,m′)
Rx = lim
D→∞
σ2
2π
D∑
d=1
2π
D
· e
j 2πℓ
(m,m′)
λ
·cos
(
2π
D
·d−atan
(
∆y(m)
∆x(m)
))
(A.19)
schreiben. Gleichung (A.19) ist die Summendarstellung des Riemannschen Integrals
r˜
(m,m′)
Rx =
σ2
2π
2π∫
0
ej
2πℓ(m,m
′)
λ
·cos( 2πD ·d)d
(
2π
D
· d
)
. (A.20)
Dieses Integral entspricht der mit σ2 gewichteten Besselfunktion J0 (·) erster Gattung
und nullter Ordnung
r˜
(m,m′)
Rx = σ
2 · J0
(
2πℓ(m,m
′)
λ
)
. (A.21)
Somit kann die nicht normierte Array Korrelationsmatrix berechnet werden
R˜a = σ
2 ·


J0
(
2πℓ(1,1)
λ
)
. . . J0
(
2πℓ(1,M)
λ
)
...
. . .
...
J0
(
2πℓ(M,1)
λ
)
. . . J0
(
2πℓ(M,M)
λ
)

 . (A.22)
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Mit
R˜a = σ
2 ·Ra (A.23)
folgt für die Korrelationsmatrix des Rauschens
Rn = σ
2 ·Ra ⊗ I. (A.24)
A.2 MIMO-Kanalkorrelationsmatrix
Zur Herleitung der MIMO-Korrelationsmatrix Rh wird zunächst ein Vektor erzeugt,
in dem alle M · N Vektoren (3.21) übereinander gestapelt sind. Mit der MIMO-
Kanalmatrix (3.22) ergibt sich
h (f0) = vec (H (f0))
=


h(1,1) (f0)
...
h(1,N) (f0)
h(2,1) (f0)
...
h(M,N) (f0)


. (A.25)
Die M ·N ·W · V ×M ·N ·W · V Korrelationsmatrix ergibt sich zu
Rh = E
{
h (f0) · h (f0)
∗T
}
=


R
(1,1,1,1)
h . . . R
(1,1,1,N)
h . . . R
(1,1,M,N)
h
...
...
...
R
(1,N,1,1)
h . . . R
(1,N,1,N)
h . . . R
(1,N,M,N)
h
...
...
...
R
(M,N,1,1)
h . . . R
(M,N,1,N)
h . . . R
(M,N,M,N)
h

 , (A.26)
wobei sich die M2 ·N2 Blöcke der Korrelationsmatrix zu
R
(m,n,m′,n′)
h = E
{
h(m,n) (f0) · h
(m′,n′) (f0)
∗T
}
= E
{(
D∑
d=1
α(d) · h˜
(d)
d (f0) · e
jγ
(m,d)
Rx · ejγ
(n,d)
Tx
)
·
(
D∑
d=1
α(d)
∗
· h˜
(d)
d (f0)
∗T · e−jγ
(m′,d)
Rx · e−jγ
(n′,d)
Tx
)}
(A.27)
ergeben. Hierbei ist h˜
(d)
d (f0) der d-te normierte direktionale Anteil der Kanalübertra-
gungsfunktion. Zusätzlich gilt
γ
(m,d)
Rx = −2πf0τ
(m,d)
Rx (A.28)
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und
γ
(m,d)
Tx = −2πf0τ
(n,d)
Tx . (A.29)
Im Weiteren wird angenommen, dass für die Korrelationsmatrix Rhdhd des normierten
direktionalen Anteils
Rhdhd = E
{
h˜
(d)
d (f0) · h˜
(d)
d (f0)
∗T
}
(A.30)
gilt. Mit (A.30) ergibt sich (A.27) zu
R
(m,n,m′,n′)
h =
(
D∑
d=1
∣∣α(d)∣∣2 · ejγ(m,d)Rx · ejγ(n,d)Tx · e−jγ(m′,d)Rx · e−jγ(n′,d)Tx
)
·Rhdhd . (A.31)
Mit der M ·N ×M ·N Array Korrelationsmatrix
Ra =


r(1,1,1,1) . . . r(1,1,1,N) . . . r(1,1,M,N)
...
...
...
r(1,N,1,1) . . . r(1,N,1,N) . . . r(1,N,M,N)
...
...
...
r(M,N,1,1) . . . r(M,N,1,N) . . . r(M,N,M,N)

 , (A.32)
wobei für
r(m,n,m
′,n′) =
D∑
d=1
∣∣α(d)∣∣2 · ejγ(m,d)Rx · ejγ(n,d)Tx · e−jγ(m′,d)Rx · e−jγ(n′,d)Tx (A.33)
gilt, folgt für die MIMO-Korrelationsmatrix (A.26)
Rh = Ra ⊗Rhdhd . (A.34)
Das bedeutet, dass alle Blöcke der Kanalkorrelationsmatrix (A.26) bis auf die Gewichte
r(m,n,m
′,n′) identisch sind.
Im Folgenden wird die Array Korrelationsmatrix genauer betrachtet. Es wird voraus-
gesetzt, dass alle Antennen der beiden Arrays die gleiche Polarisation und die gleichen
Richtdiagramme aufweisen. Unter der Annahme, dass die Korrelationskoeffizienten der
Array Korrelationsmatrix an der EmpfängerseiteRaRx und die Korrelationskoeffizienten
der Array Korrelationsmatrix RaTx an der Senderseite unkorreliert sind, gilt [KSP
+02]
Ra = RaRx ⊗RaTx . (A.35)
Dass diese Unkorreliertheit tatsächlich in realen Systemen gegeben ist, kann im Allge-
meinen nicht gewährleistet werden. In [ÖHW+03] wird durch Messungen belegt, dass
diese Unkorreliertheit nicht gegeben ist, jedoch als Annäherung durchaus angenommen
werden kann. Die M ×M Array Korrelationsmatrix an der Empfängerseite ergibt sich
zu
RaRx =

 r
(1,1)
Rx . . . r
(1,M)
Rx
...
...
r
(M,1)
Rx . . . r
(M,M)
Rx

 , (A.36)
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wobei sich die Elemente r(m,m
′)
Rx zu
r
(m,m′)
Rx =
D∑
d=1
∣∣α(d)∣∣2 · ej
(
γ
(m,d)
Rx −γ
(m′,d)
Rx
)
(A.37)
ergeben. Auf die Herleitung von (A.37) wird verzichtet, da dies unter der Annahme
von nur einer Sendeantenne mathematisch analog zur Herleitung von Gleichung (A.33)
erfolgen kann. Im Folgenden wird angenommen, dass unendlich viele Ausbreitungspfade
vorhanden sind und das die Einfallswinkel im Azimut gleichverteilt sind, und dass die
Poldistanzwinkel alle identisch sind. Damit ergibt sich
ϕ
(d)
Rx =
2π
D
· d (A.38a)
ϑ
(d)
Rx = 90
◦, (A.38b)
wobei vereinfachend, jedoch ohne Einschränkung der Allgemeinheit angenommen wur-
de, dass die Poldistanzwinkel alle 90◦ betragen. Analog zu dem Imaginärteil des Expo-
nenten in (A.13) ergibt sich der Imaginärteil des Exponenten in (A.37) zu
∆γRx =
2πℓ(m,m
′)
λ
· cos
(
ϕ
(d)
Rx − atan
(
∆y(m)
∆x(m)
))
. (A.39)
Weiterhin wird angenommen, dass für die komplexen Gewichte bei einer unendlichen
Anzahl von Ausbreitungspfaden ∣∣α(d)∣∣2 = 1
D
(A.40)
gilt. Mit (A.38a), (A.39) und (A.40) lässt sich (A.37) zu
r
(m,m′)
Rx = lim
D→∞
1
2π
D∑
d=1
2π
D
· e
j 2πℓ
(m,m′)
λ
·cos
(
2π
D
·d−atan
(
∆y(m)
∆x(m)
))
(A.41)
schreiben. Gleichung (A.41) ist die Summendarstellung des Riemannschen Integrals
r
(m,m′)
Rx =
1
2π
2π∫
0
ej
2πℓ(m,m
′)
λ
·cos( 2πD ·d)d
(
2π
D
· d
)
. (A.42)
Dieses Integral entspricht der Besselfunktion J0 (·) erster Gattung und nullter Ordnung
r
(m,m′)
Rx = J0
(
2πℓ(m,m
′)
λ
)
. (A.43)
Somit kann die Array Korrelationsmatrix an der Empfängerseite berechnet werden
RaRx =


J0
(
2πℓ(1,1)
λ
)
. . . J0
(
2πℓ(1,M)
λ
)
...
...
J0
(
2πℓ(M,1)
λ
)
. . . J0
(
2πℓ(M,M)
λ
)

 . (A.44)
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Mathematisch analog lässt sich die Array Korrelationsmatrix an der Senderseite her-
leiten
RaTx =


J0
(
2πℓ(1,1)
λ
)
. . . J0
(
2πℓ(1,N)
λ
)
...
...
J0
(
2πℓ(N,1)
λ
)
. . . J0
(
2πℓ(N,N)
λ
)

 , (A.45)
wobei ℓ(n,n
′) der Abstand zwischen der n-ten Sendeantenne und der n′-ten Sendeantenne
ist. In [Fle00] werden die Array Korrelationsmatrizen für weitere Verteilungsfunktionen
der Winkel hergeleitet.
Im Folgenden wird die Korrelationsmatrix Rhdhd genauer betrachtet. Es wird zunächst
angenommen, dass es sich um einen reinen frequenzselektiven Kanal handelt. Daher ist
es ausreichend, die Korrelationsmatrix Rhdhd nur zu einem Zeitpunkt v zu untersuchen.
Die Vektoren h˜
(d)
d (f0) entsprechen im Allgemeinen nicht zeitvarianten, überabgetaste-
ten SISO-Kanalübertragungsfunktionen. Die zugehörige, nicht zeitvariante und nicht
überabgetastete Kanalimpulsantwort wird mit k˜
(d)
d (f0) bezeichnet und enthält D Ele-
mente. Den überabgetasteten Vektor der Kanalübertragungsfunktionen erhält man,
indem (W −D) Nullen an den Vektor k˜
(d)
d (f0) angefügt werden und anschließend wird
der Vektor von links mit der W ×W Fouriermatrix FW multipliziert. Diese Vorgehens-
weise entspricht dem sogenannten Zero Padding [KK09]. Das gleiche Ergebnis wird
erzielt, indem an den Vektor k˜
(d)
d (f0) keine Nullen angefügt werden und dieser Vektor
mit der Matrix FW,D von links multipliziert wird, wobei FW,D den ersten D Spalten
der Fouriermatrix FW entspricht. Damit ergibt sich die W ×W Korrelationsmatrix zu
Rhdhd = FW,D ·Rk˜k˜ · F
∗T
W,D, (A.46)
wobei Rk˜k˜ der D × D Kanalkorrelationsmatrix der nicht überabgetasteten Kanalim-
pulsantworten k˜
(d)
d (f0) entspricht. Falls es sich um einen WSSUS Kanal (engl. Wide
Sense Stationary Uncorrelated Scattering) handelt, so handelt es sich bei Rk˜k˜ um eine
Diagonalmatrix, deren Elemente auf der Hauptdiagonalen dem Verzögerungsleistungs-
dichtespektrum entsprechen.
Nun wird angenommen, dass es sich um einen reinen zeitselektiven Kanal handelt. Da-
her ist es ausreichend, die Korrelationsmatrix Rhdhd nur zu einem Frequenzindex w zu
untersuchen. Unter der Annahme, dass es sich um einen reinen zeitselektiven Kanal
handelt, lässt sich die Korrelationsmatrix Rhdhd mathematisch analog zu dem Fall her-
leiten, bei dem angenommen wurde, dass es sich um einen reinen frequenzselektiven
Kanal handelt. Es wird lediglich anstelle der Kanalimpulsantwort die Doppler-Funktion
betrachtet. Die Doppler-Funktion entspricht der inversen Fouriertransformierten der
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zeitvarianten Kanalübertragungsfunktion bezüglich der Zeit t. An die nicht überab-
getastete Doppler-Funktion werden (V −D) Nullen angefügt. Damit ergibt sich die
V × V Korrelationsmatrix zu
Rhdhd = FV,D ·Rk˜k˜ · F
∗T
V,D, (A.47)
wobei die Matrix FV,D den ersten D Spalten der V × V Fouriermatrix FV entspricht.
Bei der D × D Kanalkorrelationsmatrix Rk˜k˜ der nicht überabgetasteten Doppler-
Funktionen handelt es sich um eine Diagonalmatrix, deren Elemente auf der Haupt-
diagonalen dem Dopplerleistungsdichtespektrum entsprechen.
Abschließend wird angenommen, dass es sich um einen zeitselektiven und frequenzse-
lektiven Kanal handelt. In diesem Fall ergibt sich dieW ·V ×W ·V Korrelationsmatrix
zu
Rhdhd =
(
FV,D ⊗ FW,D
)
·Rk˜k˜ ·
(
F∗TV,D ⊗ F
∗T
W,D
)
, (A.48)
wobei Rk˜k˜ die D
2 × D2 Kanalkorrelationsmatrix der nicht überabgetasteten
Verzögerungs-Doppler-Funktion entspricht.
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Anhang B
Beschreibung der Messszenarien
B.1 Szenario Korridor
Bei dem Szenario Korridor wurde mithilfe von einem VNA und zwei virtuellen, zirkula-
ren Antennenarrays ein 36×36 zeitinvarianter MIMO-Kanal vermessen. Das bedeutet,
dass die Antennen auf den Drehtischen von Messung zu Messung um jeweils 10◦ im
mathematisch positiven Drehsinn gedreht wurden. Die Radien der beiden virtuellen
Antennenarrays betrugen jeweils 25 cm. Am VNA wurden die folgenden Einstellungen
vorgenommen
Mittenfrequenz f0 = 2,45GHz,
Bandbreite B = 200MHz,
Anzahl an Messpunkten W = 401,
RBW 100Hz,
interne Dämpfungsglieder 0 dB,
Sendeleistung 0 dBm und
Mittelung aus.
Ein Grundriss des Szenarios ist in Abbildung B.1 dargestellt und in den Abbildun-
gen B.2 und B.3 sind Fotos des Messszenarios dargestellt. Der Drehtisch, der in der
Skizze rechts platziert wurde, wurde als Empfänger definiert und der andere Drehtisch
entsprechend als Sender, wobei diese Festlegung prinzipiell willkürlich ist und auch
vertauscht werden kann. Diese Festlegung hat jedoch Einfluss darauf, ob es sich bei
den Richtungen der elektromagnetischen Wellen an den virtuellen Antennenarrays um
Einfallswinkel oder um Ausfallswinkel handelt. Die Höhe des Mittelpunkts der An-
tennen befand sich jeweils bei 1,23m über dem Boden. Die kürzesten Abstände von
Tx Rx
35,97m
6,39m
Abbildung B.1. Grundriss des Szenarios Korridor
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Abbildung B.2. Foto des Szenarios Korridor
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Abbildung B.3. Foto des Szenarios Korridor
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den beiden RPs zu den Seitenwänden betrugen jeweils 55 cm und 83 cm. Die Höhe des
Korridors betrug 2,98m. Die Antennen waren bei der Startposition direkt aufeinander
ausgerichtet, sodass sich der kleinstmögliche Abstand von 6,39m zwischen den beiden
Antennen ergeben hat. Die Startposition der beiden Antennen ist ebenfalls in Abbil-
dung B.1 mit eingezeichnet. Das Koordinatensystem wurde so definiert, dass die direkte
Sichtverbindung zwischen dem Sender und dem Empfänger den beiden Azimutwinkeln
ϕRx = 180
◦ (B.1a)
ϕTx = 0
◦ (B.1b)
entsprach.
B.2 Szenario Labor 1
Bei dem Szenario Labor 1 wurde mithilfe von einem VNA und zwei virtuellen, zirkula-
ren Antennenarrays ein 36×36 zeitinvarianter MIMO-Kanal vermessen. Das bedeutet,
dass die Antennen auf den Drehtischen von Messung zu Messung um jeweils 10◦ im
mathematisch positiven Drehsinn gedreht wurden. Die Radien der beiden virtuellen
Antennenarrays betrugen jeweils 25 cm. Am VNA wurden die folgenden Einstellungen
vorgenommen
Mittenfrequenz f0 = 2,45GHz,
Bandbreite B = 200MHz,
Anzahl an Messpunkten W = 401,
RBW 100Hz,
interne Dämpfungsglieder 0 dB,
Sendeleistung 0 dBm und
Mittelung aus.
Ein Grundriss des Szenarios ist in Abbildung B.4 dargestellt und in den Abbildungen
B.5 und B.6 sind Fotos des Messszenarios dargestellt. Vorhandene Tische im Raum
wurden in Abbildung B.4 ebenfalls mit eingezeichnet, wobei die Tische entweder eine
Höhe von 77 cm hatten oder eine Höhe von 1,37m hatten. Die Höhe des Raums be-
trug 2,98m. Der Drehtisch am Fenster wurde als Sender definiert und der Drehtisch in
der Mitte des Raums entsprechend als Empfänger, wobei diese Festlegung prinzipiell
willkürlich ist und auch vertauscht werden kann. Diese Festlegung hat jedoch Einfluss
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Abbildung B.5. Foto des Szenarios Labor 1
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Abbildung B.6. Foto des Szenarios Labor 1
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darauf, ob es sich bei den Richtungen der elektromagnetischen Wellen an den virtuel-
len Antennenarrays um Einfallswinkel oder um Ausfallswinkel handelt. Die Höhe des
Mittelpunkts der Antennen befand sich jeweils bei 1,8m über dem Boden. Der kürzes-
te Abstand des RPs des Empfangsantennenarrays zur Fensterfront betrug 96 cm. Die
Antennen waren bei der Startposition direkt aufeinander ausgerichtet, sodass sich der
kleinstmögliche Abstand von 2,19m zwischen den beiden Antennen ergeben hat. Das
Koordinatensystem wurde so definiert, dass die direkte Sichtverbindung zwischen dem
Sender und dem Empfänger den beiden Azimutwinkeln
ϕRx = 180
◦ (B.2a)
ϕTx = 0
◦ (B.2b)
entsprach.
B.3 Szenario Labor 2
Bei dem Szenario Labor 2 wurde mithilfe von einem VNA, einem virtuellen, zirkularen
Antennenarray und einem x-y-Tisch ein 1 × 36 zeitvarianter SIMO-Kanal zu I = 36
verschiedenen Zeitpunkten vermessen beziehungsweise es wurde ein 36× 1 zeitvarian-
ter MISO-Kanal zu I = 36 verschiedenen Zeitpunkten vermessen. Das bedeutet, dass
die Antenne auf dem Drehtisch um jeweils 10◦ im mathematisch positiven Drehsinn
gedreht wurde und die Antenne auf dem x-y-Tisch wurde an 36 verschiedenen Stellen
positioniert. Der Radius des virtuellen Antennenarrays betrug 25 cm. Der Abstand zwi-
schen zwei aufeinanderfolgenden Antennenpositionen auf dem x-y-Tisch betrug 3 cm.
Am VNA wurden die folgenden Einstellungen vorgenommen
Mittenfrequenz f0 = 2,45GHz,
Bandbreite B = 200MHz,
Anzahl an Messpunkten W = 401,
RBW 100Hz,
interne Dämpfungsglieder 0 dB,
Sendeleistung 0 dBm und
Mittelung aus.
Ein Grundriss des Szenarios ist in Abbildung B.7 dargestellt und in den Abbildungen
B.8 und B.9 sind Fotos des Messszenarios dargestellt. Die Bewegungsrichtung der An-
tenne auf dem x-y-Tisch ist ebenfalls mit in Abbildung B.7 eingezeichnet. Vorhandene
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Abbildung B.7. Grundriss des Szenarios Labor 2
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Tische im Raum wurden ebenfalls mit eingezeichnet, wobei die Tische entweder eine
Höhe von 77 cm hatten oder eine Höhe von 1,37m hatten. Die Höhe des Raums betrug
2,98m. Der Drehtisch wurde als Sender definiert und die Antenne auf dem x-y-Tisch
wurde als Empfänger definiert, wobei diese Festlegung prinzipiell willkürlich ist und
auch vertauscht werden kann. Diese Festlegung hat jedoch Einfluss darauf, ob es sich
bei den Richtungen der elektromagnetischen Wellen an dem virtuellen Antennenarray
um Einfallswinkel oder um Ausfallswinkel handelt. Die Höhe des Mittelpunkts der An-
tenne auf dem Drehtisch befand sich bei 1,74m über dem Boden und die Höhe des
Mittelpunkts der Antenne auf dem x-y-Tisch befand sich bei 1,96m über dem Boden.
Der kürzeste Abstand des RPs des virtuellen, zirkularen Antennenarrays zur Wand be-
trug 54 cm. Die Antenne auf dem Drehtisch war bei der Startposition so ausgerichtet,
dass sich der kleinstmögliche Abstand von 2,72m zwischen der Sendeantenne und der
Linie, auf der sich die Empfangsantenne bewegt hat, ergab. Die Antenne auf dem x-y-
Tisch war bei der Startposition so ausgerichtet, dass sich der größtmögliche Abstand
zur Startposition der Sendeantenne ergab. Der Abstand bei der Startposition der An-
tenne auf dem x-y-Tisch zur Fensterfront betrug 2,82m. Die Startposition der beiden
Antennen ist ebenfalls mit eingezeichnet. In der Endposition der Antenne auf dem x-y-
Tisch hat sich ebenfalls der größtmögliche Abstand zur Startposition der Sendeantenne
ergeben.
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Anhang C
Liste häufig verwendeter Abkürzungen und
Formelzeichen
C.1 Abkürzungen
EM Expectation-Maximization
ESPRIT Estimation of Signal Parameters via Rotational Invariance Techniques
FDD Frequency Division Duplex
MIMO Multiple-Input Multiple-Output
MISO Multiple-Input Single-Output
ML Maximum-Likelihood
MMSE Minimum-Mean-Square-Error
MSE Mean-Square-Error
MUSIC Multiple Signal Classification
RBW Resolution Bandwidth
RP Referenzpunkt
SAGE Space Alternating Generalized Expectation Maximization
SIMO Single-Input Multiple-Output
SISO Single-Input Single-Output
TDD Time Division Duplex
VNA Vector Network Analyzer
C.2 Formelzeichen
A (f0) Matrix mit allen Steuervektoren
ARx (f0) Matrix mit den Steuerfaktoren für die Empfangsseite
ATx (f0) Matrix mit den Steuerfaktoren für die Sendeseite
a
(d)
Rx (f0) Vektor mit den Steuerfaktoren für die Empfangsseite für den d-ten Aus-
breitungspfad
a
(d)
Tx (f0) Vektor mit den Steuerfaktoren für die Sendeseite für den d-ten Ausbrei-
tungspfad
B Bandbreite
D Anzahl der Ausbreitungspfade
e (i) Empfangsvektor zum Zeitindex i
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F Abtastabstand im Frequenzbereich
f Frequenz im Bereich von −B/2 bis B/2
f
(d)
d Dopplerfrequenz des d-ten Ausbreitungspfades
fw+∆w,v+∆v mittlerer quadratischer Fehler bei der Prädiktion
fn,w+∆w,v+∆v normierter mittlerer quadratischer Fehler bei der Prädiktion
f0 Mittenfrequenz
G Systemmatrix
H
(m,n)
w+∆w,v+∆v (w +∆w, v +∆v)-ter Abtastwert der Kanalübertragungsfunktion zwi-
schen der m-ten Empfangsantenne und der n-ten Sendeantenne
H (f0) Kanalmatrix
Hd (f0) direktionale Kanalmatrix
h Kanalvektor mit Abtastwerten aller Kanalübertragungsfunktionen
h (i) Kanalvektor zum Zeitindex i mit Abtastwerten aller Kanalübertragungs-
funktionen
h˜ (i) Kanalvektor im Unterraum zum Zeitindex i mit Abtastwerten aller Ka-
nalübertragungsfunktionen
hb Kanalvektor mit bekannten Abtastwerten aller Kanalübertragungsfunk-
tionen
h
(d)
d (f0) direktionaler Kanalvektor mit Abtastwerten der d-ten direktionalen Ka-
nalübertragungsfunktion
hp Kanalvektor mit prädizierten Abtastwerten aller Kanalübertragungs-
funktionen
hs (i) unterraumbasierter Kanalvektor zum Zeitindex i mit Abtastwerten aller
Kanalübertragungsfunktionen
hw,v Kanalvektor mit Abtastwerten der Kanalübertragungsfunktionen zwi-
schen allen Sendeantennen und allen Empfangsantennen zum Frequenz-
index w und Zeitindex v
h(m,n) (f0) Kanalvektor mit Abtastwerten der Kanalübertragungsfunktion zwischen
der m-ten Empfangsantenne und der n-ten Sendeantenne bei der Mit-
tenfrequenz f0
h(m,n) (i) Kanalvektor zum Zeitindex i mit Abtastwerten der Kanalübertragungs-
funktion zwischen der m-ten Empfangsantenne und der n-ten Sendean-
tenne
I Einheitsmatrix
L Größe des Unterraums
M Anzahl der Empfangsantennen
N Anzahl der Sendeantennen
N Rauschmatrix
n Rauschvektor
158 Kapitel C: Liste häufig verwendeter Abkürzungen und Formelzeichen
P Filterordnung
p(p,q)
∆w,∆v
Filterkoeffizient
p
∆w,∆v
Vektor mit den Filterkoeffizienten
Q Filterordnung
Ra Array Korrelationsmatrix
Rad Array Korrelationsmatrix der direktionalen Kanalübertragungsfunktio-
nen
Rh Kanalkorrelationsmatrix
Rn Korrelationsmatrix des Rauschens
T Abtastabstand im Zeitbereich
t Zeit
V Anzahl der Abtastwerte der Kanalübertragungsfunktion in Zeitrichtung
W Anzahl der Abtastwerte der Kanalübertragungsfunktion in Frequenzrich-
tung
W Wiener Filter
x(d) Kanalvektor mit Abtastwerten der Kanalübertragungsfunktionen zwi-
schen allen Sendeantennen und allen Empfangsantennen in Folge des
d-ten Ausbreitungspfades
α(d) komplexes Gewicht des d-ten Pfads
∆f Prädiktionsweite in Frequenzrichtung
∆t Prädiktionsweite in Zeitrichtung
∆w Prädiktionsweite in Frequenzrichtung
∆v Prädiktionsweite in Zeitrichtung
Θ Parametervektor
θ
(d)
Rx Poldistanzwinkel der Einfallsrichtung des d-ten Ausbreitungspfades
θ
(d)
Tx Poldistanzwinkel der Ausfallsrichtung des d-ten Ausbreitungspfades
λ Wellenlänge
λ(u) u-ter Eigenwert
ν absolute Frequenz
ν(µ) µ-ter Eigenwert
σ2 Rauschvarianz
τ (d) Laufzeit des d-ten Ausbreitungspfades
τ
(m,d)
Rx Laufzeit des d-ten Ausbreitungspfades vom Referenzpunkt auf der Emp-
fangsseite zur m-ten Empfangsantenne
τ
(n,d)
Tx Laufzeit des d-ten Ausbreitungspfades vom Referenzpunkt auf der Sen-
deseite zur n-ten Sendeantenne
φ
(d)
Rx Einfallsrichtung im Azimut des d-ten Ausbreitungspfades
φ
(d)
Tx Ausfallsrichtung im Azimut des d-ten Ausbreitungspfades
Ω(d) Parametervektor des d-ten Ausbreitungspfades
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