Transcription is regulated by a multitude of factors that concertedly induce genes to switch between activity states. Eukaryotic transcription involves a multitude of complexes that sequentially assemble on chromatin under the influence of transcription factors and the dynamic state of chromatin. Prokaryotic transcription depends on transcription factors, sigma factors, and in some cases on DNA looping. We present a stochastic model of transcription that considers these complex regulatory mechanisms. We coarse grain the molecular details in such a way that the model can describe a broad class of gene regulation mechanisms. We solve this model analytically for various measures of stochastic transcription and compare alternative gene regulation designs. We find that genes with complex multi-protein regulation can have peaked burst-size distributions in contrast to the geometric distributions found for simple models of transcription regulation. Burst size distributions are in addition shaped by mRNA degradation during transcription bursts. We derive the stochastic properties of genes in the limit of deterministic switch times. These genes typically have reduced transcription noise. Severe time-scale separation between gene regulation and transcription initiation enhances noise and leads to bimodal mRNA copy number distributions. In general, complex mechanisms for gene regulation lead to non-exponential waiting time distributions for gene switching and transcription initiation, which typically reduce noise in mRNA copy numbers and burst size. Finally, we discuss that qualitatively different gene regulation models can often fit the same experimental data on single-cell mRNA abundance even though they have qualitatively different burst size statistics and regulatory parameters.
Introduction
Transcription operates in a stochastic manner and depends on many molecular factors. Recent studies suggest that eukaryotic transcription proceeds in a quasiordered sequence of covalent histone modifications and protein complex formation on chromatin [Berger 2007 , Weake 2010 , Fuda 2009 ]. Activators recruit a multitude of proteins to initiate transcription [Ptashne 1997 ]. Nucleosomes are repositioned and evicted to facilitate DNA access and protein complex assembly, culminating in an assembled elongation-competent RNA polymerase II [Clapier 2009 ]. Dozens of proteins in large assemblies have been implicated in transcription regulation, e.g. SAGA, mediator, SWI/SNF, and generalized transcription factors [Perissi 2010 ]. Although prokaryotic transcription often relies on a smaller number of proteins, gene regulation still depends on several factors, such as transcription factors, a sigma factor, RNA polymerase, and in some cases DNA looping.
Single-cell studies show that transcription can proceed in a bursty fashion and bring about large cell-to-cell heterogeneity [Chubb 2006 , Zenklusen 2008 , Blake 2003 , Raser 2004 . While bursts in prokaryotes have been mostly attributed to translation or leaky repression [Cai 2006 , Elf 2007 , Choi 2008 , Golding 2005 , the origin of bursts in eukaryotes is less clear. Transcription bursts in yeast have been linked to the quality of the TATA box and its role in determining the frequency of transcription reinitiation [Blake 2006 ]. Nucleosome remodeling and eviction have been shown to influence the rate and noise of gene expression [Lam 2008 , Kim 2008 , Mao 2010 , Murphy 2010 ].
The stochastic model of transcription that is most commonly used is the twostate model of gene expression. Its advantage is that the burst size distribution and the stationary mRNA copy number distribution can be obtained analytically [Shahrezaei 2008b , Golding 2005 , Dobrzynski 2009 , Cai 2006 ]. In this model, a gene switches between an on and off state and mRNA is produced during the on phase. It is assumed that each of these processes relies on a single ratelimiting step and as a result these processes are described by first-order reactions [Raj 2006 , Zenklusen 2008 , Skupsky 2010 , Batenchuk 2011 , Tan 2010 , So 2011 , Dobrzynski 2009 ]. While this is indeed what is expected for a simple regulation mechanism, involving a single protein that induces gene switching between two activity states, even many prokaryotic genes are known to have more complex regulatory mechanisms. For eukaryotic genes, which typically involve large numbers of regulatory proteins and cofactors, there is no a priori reason to assume that a single step for each transition would be rate limiting. A few experimental and theoretical studies do therefore consider multistep models where transitions between on and off state include multiple reactions [Mao 2010 , Boeger 2008 , Kim 2008 , Blake 2003 , Hofer 2005 . In these studies, the design of the model was guided by prior knowledge about the system, either in terms of different possible nucleosome states (for the PHO5 gene [Mao 2010 , Kim 2008 or in terms of known complexes of general transcription factors [Blake 2003 ]. More recent theoretical studies extend these approaches and calculate stochastic measures for systems with arbitrary promoter complexity while retaining synthesis and degradation as single step reactions [Sanchez 2008 , Sanchez 2011 , Coulon 2010 .
In this work, we derive stochastic models for gene expression starting from the probability distributions for the life times of on and off states as well as the waiting times between consecutive transcription initiation events. In this way, we can deal with complex molecular mechanisms for transcription regulation in a coarse-grained manner. In contrast to previous methods, the approach is not limited to a specific Markov chain description of possible promoter states. Instead, we offer analytical solutions for families of waiting time distributions for on and off states where the shape of the waiting time distribution is a parameter of the model. Hereby we can efficiently model a whole range of different gene regulation mechanisms. Our approach allows us to treat the number of promoter states and possible transitions between them as variables, which are incorporated into the waiting time distribution for gene state transitions. Through this approach we can directly compare the stochastic properties of genes. In this paper, we focus on comparisons of the probability distributions of mRNA copy numbers and of burst size and consider several novel extensions, such as mRNA degradation during the gene's on phase and genes with deterministic switch times. Finally, we discuss current limitations of model-based analysis of experimental data on single molecule counting of mRNA (e.g. mRNA FISH).
Results

Complex transcription regulation mechanisms
Transcription regulation typically depends on the concerted action of several proteins. In prokaryotes, transcription regulation is typically less complex than in eukaryotes but also there several proteins are required. Experimental evidence suggests that the eukaryotic mechanism follows an ordered, multistep and cyclic mechanism involving a sequence of transitions between distinct chromatin states [Berger 2007 , Weake 2010 , Fuda 2009 , Reid 2009 . One interpretation of this data is that each transition involves reversible protein complex formation on chromatin followed by irreversible histone modifications, as shown in figure 5.1A. These modifications sensitize chromatin for the assembly of the next complex in the sequence. We shall refer to this model as the molecular ratchet model. In this model, some of the chromatin states are transcriptionally permissive and together make up the on-phase of the gene and allow for (repeated) multistep assembly of the pre-initiation complex and promoter escape.
In the molecular ratchet model, the time that a single gene spends in its on or off state and the time between consecutive transcription initiation events are random variables that depend on the kinetics of the underlying molecular mechanisms. These times are sampled from the waiting time distributions f (t), g(t), and h(t) (figure 5.1B), which correspond to the first-passage time distribution of the underlying molecular mechanism.
In analytical studies, the waiting time distributions for gene switching and transcription initiation are typically modeled as exponential distributions, corresponding to single first-order reactions [Dobrzynski 2009 , Thattai 2001 , Shahrezaei 2008b , Golding 2005 . However, recent data [Harper 2011 , Suter 2011 indicates that life times of a eukaryotic gene's off state can have peaked (non-exponential) distributions. These findings suggest that the underlying molecular mechanisms are more complex than single first-order reactions. Our aim is to derive models with the least number of parameters and which are flexible enough to describe a broad class of transcription mechanisms. To achieve this we have to approximate the complex molecular mechanisms involved in transcription regulation by suitable waiting time distributions, i.e. f (t), g(t), and h(t).
Limited experimental information exists on protein assembly mechanisms and histone-modification kinetics. Random [Sprouse 2008 , Dinant 2009 as well as sequential [Puigserver 1999] assembly mechanisms have been reported. Our analysis indicates that gamma distributions can model a wide range of molecular mechanisms relevant for gene switching and transcription initiation. In figure 5 .2, the firstpassage time distribution is shown for a protein complex formation process relevant for transcription regulation. It is a peaked waiting time distribution that can be approximated by a gamma distribution parameterized with the same mean and variance of the assembly-time probability density corresponding to the actual molecular mechanism. In the Supplemental 
initiation mechanism h(t) A B Figure 5 .1: A molecular-ratchet model of the basal design of eukaryotic transcription. a) A eukaryotic gene is displayed that switches between on and off -states via a sequence of transitions that involve reversible protein complex formation on chromatin followed by covalent-histone modifications that mark progress and sensitize chromatin for the next protein complex assembly. b) A coarse-grained view of the molecular ratchet where the duration distributions of the on and off -states and transcription initiation (involving PIC formation, open complex formation, and promotor escape) are given by general firstpassage time distributions (f (t), g(t) and h(t)). The first-passage time distributions can be obtained from a molecular mechanism for ratchet transitions. Figure 5 .2: First-passage time (duration) distribution for a single transition mechanism. A single ratchet transition composed out of reversible protein complex assembly followed by irreversible covalent histone modification has a peaked waiting time distribution (solid line) that can be approximated by a gamma distribution with the same mean and variance (dotted line).
(sequential, preferentially-random, and random) are explored using realistic kinetic parameters (figure 5.10 in the Supplemental Information). We find in all cases that the first-passage time distributions can be approximated by gamma distributions as long as no severe time-scale separation occurs (figure 5.12).
Burst-size probability distributions for different transcription mechanisms
Transcription often proceeds in a bursty fashion [Golding 2005 , Raj 2006 , Chubb 2006 , Choi 2008 , Blake 2006 ]. This indicates that while the gene is in its on state several transcription initiation events can occur [Dobrzynski 2009 ]. For a gene with exponential waiting times for gene switching and transcription initiation, the burst size is geometrically distributed [Golding 2005 , Choi 2008 ]. We will in this section derive the probability distribution for burst sizes for genes with complex transcription mechanisms.
We define the probability distribution for the burst size p b (B = b) as the distribution of the number of transcription initiation events per single onphase. The probability density function of the waiting time between transcription initiation events is denoted by h(t) (figure 5.1B). The probability that at least b mRNA's are formed during the life time of the on state, t on , is given by
where L(·) denotes the Laplace transform. The probability that exactly b initiation events occur in a time span t on is given by the probability mass function,
. The burst-size distribution results after integrating over all T on times,
This equation applies to a general waiting time distribution (i.e. molecular mechanisms) for the on-state and for transcription initiation. The moments of this distribution can be determined from the Laplace transforms of h(t) (Supplemental Information). For exponentially distributed waiting times for the on state and transcription initiation eq. 5.2 simplifies to a geometric distribution, p b (B = b) = p(1 p) b , which was also found by others using combinatorics [Golding 2005 , Cai 2006 ]. Here p = k g /(k h + k g ) equals the probability for a step in the on-to-off transition. In this case, the mean burst-size hbi is given by the mean on time (k 1 g ) divided by the mean initiation time (k 1 h ). The noise in burst-size, h 2 bi/hbi 2 , equals 1 + 1/hbi and cannot reduce below 1. The burst-size distribution remains geometric as long as the on-state has an exponentially distributed waiting time even when general waiting time distributions, h(t), are considered for the initiation process.
To explore how non-exponential waiting times for switching and transcription initiation (for complex molecular mechanisms) influence the burst-size distribution, we consider Erlang distributed duration times for the on-phase and transcription initiation. The Erlang distribution E(N, k) is a special case of a gamma distribution and gives the distribution of the waiting times for a sequence of N first-order reactions with rate constant k. In the most general case, with Erlang distributed initiation times (a series of N h reactions with rate constant k h ) and Erlang distributed on life times (a series of N g reactions with rate constant k g ) the burst-size distribution is given by,
Where p = k g /(k h + k g ) equals the probability for a step in the on-to-off transition. This burst-size distribution can be a peaked distribution and is therefore qualitatively different from the previous two transcription designs (figure 5.3) .
When N h is set to 1 in eq. 5.2, the initiation waiting time distribution becomes exponentially distributed and the on-to-off transition remains Erlang distributed. This design leads to a negative binomial burst size distribution,
This distribution is qualitatively different from a geometric distribution in its noise properties: it is a peaked distribution with tunable dispersion. The mean burst-size corresponds again to a ratio of time scales, hbi = N g k h /k g . The noise in burstsize, h 2 bi/hbi 2 = h 2 ⌧ on i/h⌧ on i 2 + 1/hbi = 1/N g + 1/hbi, decreases when the life Figure 5 .3: Non-exponential on state time distributions make the burst-size distribution peaked. The on-to-off transition and the initiation mechanism were modeled with Erlang (black, light gray) or exponential (dark gray) distributions. The average duration of the on state was kept constant while the initiation rate was adjusted to achieve a mean burst-size of 25 initiations per on phase. The initiation time is exponentially distributed for the black line and Erlang distributed for the light gray line. A nonexponentially distributed initiation time has a small effect on the burst-size dispersion.
times of the on-to-off are less dispersed. Having in addition a multistep mechanism for initiation (equation 5.2) further reduces the noise but only slightly (figure 5.3). Therefore, the multi-step design of the on-to-off transition can reduce burst-size noise by making the burst-size distribution peaked.
The effective burst-size distribution: consideration of mRNA degradation during the burst phase
So far, degradation of mRNA during the on-phase was neglected. This is assumed in most studies of transcription bursts. A more realistic measure for the burstsize statistics is the distribution of the number of remaining transcripts at the end of a single on-phase, taking into account mRNA synthesis and degradation. This distribution we refer to as the effective burst-size distribution, p be . The distribution of the remaining number of mRNAs produced during a certain period of time given zeroth-order transcription and first-order mRNA degradation kinetics is known analytically ([Hemberg 2007]; Eq. 5.30). Substitution of this relationship for p b (B = n|T on = t on ) into eq. 5.1 yields the effective burst-size distribution as function of the on-duration distribution, g(t). For an exponentially distributed life time of the on-state, the effective burst-size distribution equals (with k d as the rate constant for mRNA degradation), Figure 5 .4: High mRNA turnover or non-exponentially distributed ON life time can make the effective burst-size distribution peaked. All models have an exponential distribution for the initiation mechanism. The on-to-off transition was modeled with an Erlang distribution (N=10) for the dotted black line and with exponential distributions otherwise with a fixed average duration. For all models the initiation rate constant was adjusted to fix the mean effective burst-size to 25. The average mRNA life times are 10⌧ on (solid black, dotted black), 1⌧ on (dark gray) and 0.1⌧ on (light gray). At high turnover (light gray), mRNA can almost attain its steady state level given transcription and degradation kinetics and the mRNA burst-size becomes peaked. At low turnover of mRNA (black lines), the burst-size can become peaked for non-exponentially distributed on-to-off transition durations (dotted black).
on durations can make the effective burst-size distribution peaked. Then, the distribution approximates equation 5.3.
If the life time of the on state is Erlang distributed, the mean and noise of the effective burst-size distribution can be calculated,
Inspection of this equation indicates that noise in burst-size can be tuned above as well as below the noise of geometrically distributed bursts. These equations indicate the large N g the effective burst size converges to k h /k d . In the noise equation, the numerator of the second term is typically positive.
Noise in mRNA copy numbers for genes with short on periods
The probability to have a certain copy number of mRNAs at stationary state depends on the kinetics and mechanisms of transcription and degradation. The associated probability distributions for mRNA have been derived for a number of gene systems, mostly dealing with the two-state model [Raj 2006 , Iyer-Biswas 2009 , Shahrezaei 2008b or for more complex models using simulation [Mao 2010 , Boeger 2008 , Blake 2003 ]. These studies suggest that transcription bursts enhance noise in mRNA copy numbers. In this section, we will study whether the complex transcription mechanisms for gene switching can compensate for this type of noise enhancement. We developed a method for calculating the moments of mRNA copy number distributions for genes with general life-time distributions for switching (Supplemental Information). Here, we first discuss this model in its stochastic hybrid system limit [Singh 2009] where the durations of the on-state are infinitesimally short. As part of this description, bursts are solely characterized by their mean burst-size and noise level.
For an Erlang distributed life time of the off -state, the noise in the steady-state mRNA distribution can be expressed as:
This equation indicates that the noise in mRNA levels increases with the mean burst size and its noise. More sequential steps in the transition from off to on decrease the noise. This suggests that a reduction in the noise in the life time distribution of the off state, leads to a reduction in the noise of the resulting copy number distribution. The multistep design already proved beneficial for the reduction of burst-size noise but then for an increase in the number of reactions for the onto-off -transition. Thus, multistep transitions lead to a reduction in the noise of burst-size and mRNA.
The non-exponential term is largest when degradation is slow (k d << k g ). In the absence of degradation, the non-exponential term becomes 1/N f , which is equal to the noise of gamma distributed life times for the off -state. In this limit, the equation reduces to the equation given in Pedraza & Paulsson [Pedraza 2008]. In more realistic regimes, when the half life of mRNA is of the same order as the duration of the off -state, the deviation of the non-exponential term from 1 is less pronounced.
The application of eq. 5.5 is limited to systems with short lived on-states, e.g. leaky repression. Figure 5 .12 shows the relative deviation of the mRNA noise of the instantaneous burst model compared to a model with gamma distributed switch times. For the lac/ara promoter in E.coli for which on-and off -duration distributions have been measured with an MS2 construct [Golding 2005], the relative deviation of eq. 5.5 from the switching model lies between 25 and 50% for typical life times of bacterial mRNAs of 5 to 10 min. Figure 5 .5: Stationary mRNA copy number distributions for the deterministic gene switch as function of on and off durations. A gene controlled by a deterministic switch with transcription rate 0.5 mRNA min 1 and a mRNA life time of 40 minutes. If the gene is always on the mRNA is Poisson distributed with mean 20 molecules per cell (black). With 40 minutes in the on and the off -state the mean mRNA level goes down (dark gray). With infrequent switching (100 minutes in on and off -state) the mRNA distribution becomes bimodal (light gray). When the gene is 1 minute on and 60 minutes off the distribution becomes nearly exponential with a mean of ⇡ 0.3 molecules per cell (dashed black).
Noise in mRNA copy numbers for a gene with deterministic switch times
The multistep sequential design of a eukaryotic transcription cycle can cause the waiting time distributions for gene switching to have low noise. Accordingly, an interesting limit of the ratchet model is then a deterministic-switch model. We have derived an analytical expression for the complete probability distribution for mRNA copy numbers (Supplemental Information). Simulations show that Erlang distributed switch times with N 5 show qualitatively the same behavior as a deterministic switch model (Supplemental Information, table 5.1). This suggests that quite some eukaryotic genes could be close to the deterministic limit of gene switching.
In figure 5 .5, the copy number distribution is explored numerically. Severe timescale separation can induce bimodal distributions of mRNA across cell populations; the same applies to the stationary mRNA distribution for the single step gene switch model [Shahrezaei 2008b ]. However, the noise in mRNA is smaller in the case of deterministic switching as we shall see next. This suggests that eukaryotes can reduce mRNA noise by tuning the design of complex transcription mechanisms. The noise in the stationary state mRNA copy number can be expressed analytically as,
The mean mRNA level is given by hni = ⌧on
The sum of the last two terms in this equation is always larger than zero and increases with shorter on times and longer off times: genes that are infrequently on are more noisy than highly active genes, which converge to Poissonian noise. Often the simplest gene switch model is used to fit mRNA copy number distributions. Such a model has exponential waiting time distributions for f (t), g(t) and h(t). We shall show next that such fits may be misleading since models with non-exponential waiting times, which can have very different burst statistics, can fit the data often equally well (fig. 5.6 and SI Table 5 .3 and 5.2).
We fitted the mRNA distributions for the five genes measured by Zenklusen et al [Zenklusen 2008 ] to models with Erlang distributed lifetimes of on and off states. The rate constants for transcription initiation and state switching were calculated such that the first 3 moments of the steady state distribution of the model matched the moments of the experimental data. The mRNA distributions of the models were obtained from stochastic simulations [Gibson 2000 ]. The quality of the fit, as measured by the 2 value, did not differ significantly between models with different values for N g and N f . The failure to discriminate between alternative transcription mechanisms on the basis of the stationary mRNA distribution was perhaps to be expected for the three house-keeping genes (MDN1, DOA1, KAP104). Zenklusen et al [Zenklusen 2008 ] already showed that these distributions could be fitted by a Poisson distribution, suggesting a model with a short off state. In this regime, the shapes of the distributions of the life times of both states do not significantly affect the steady-state mRNA distribution as is indicated by figure 5.13B. More surprisingly, we could also not use the mRNA distribution for the two bursting genes (PDR5, POL1) in the data set to distinguish different transcription initiation models (see figure 5.6).
The different models with multi-step and single-step on to off switch mechanisms used in the fit vary vastly in their fractions of time that the gene is in the off state, in total transcription cycle duration relative to the average time for degradation, and
ON→ OFF mechanism f(t) in burst size distributions (figure 5.6, Table 5 .3). Even though these parameters do also vary between the different models fitted to the three housekeeping genes, a closer look at mRNA time traces reveals that those differences are less informative as the on-and off -phases are not distinguishable from the time traces of the mRNA production events alone. This was further confirmed by calculations of the burst significance [Dobrzynski 2009 ]. For all models fitted to mRNA distributions of the three house keeping genes, the burst significance was below 0.1 (even though the fraction of time the gene is off according to the model can be significant, e.g. for DOA1, Table 5 .2), while all the models for the two bursting genes showed high burst significances (>0.85). Figure 5 .7 exemplifies further how inferring parameters from a fit to the twostate model with exponentially distributed waiting times may be misleading. We simulated the distribution for a model where the life times of both on and off state follow an Erlang distribution with 4 steps and used this simulated data for a fit with the exponential two state model. The parameter range inferred from this fit on a 90% confidence level does not include the true parameters used to generate the distribution. In general, how the significant the parameter discrepancy is between simple and complex models depends on the parameter regime. The differences are largest for a bursting gene model in a bimodal regime of mRNA copy numbers. For genes with on state durations longer than off state durations, the fits between exponential and non-exponential models are in good agreement. This demonstrates that the static distributions of mRNA copy numbers contain only limited information about the underlying mechanisms and burst statistics. 
Discussion
In this work, we have explored the consequences of complex molecular mechanisms for transcription regulation using non-exponentially distributed life times of gene states for stochastic transcription. Such life time distributions occur naturally as a consequence of protein complex formation mechanisms in transcription regulation under the condition that the associated reactions occur on similar time scales. Recently, in eukaryotes experimental evidence for non-exponentially distributed life times of gene states was found [Harper 2011 , Suter 2011 . In prokaryotes, even though the gene regulation mechanisms do involve several molecules the waiting times for gene switching in some cases have been found to be exponentially distributed [Golding 2005 , Cai 2006 ]. We found that non-exponential waiting times for gene switching have an influence on the burst size and mRNA distribution across a cell population and cause a reduction in transcription noise. The methods we propose can be extended to handle specific non-exponential waiting time distributions when more mechanistic knowledge of the transcription initiation The histogram in a) shows the copy number distribution obtained by simulating a model with non-exponentially distributed life times for on and off state. Both distributions were modeled as Erlang distributions with 4 steps and average times of ht on i = 1 and ht of f i = 3. The solid line corresponds to the best fit to the first three moments of the simulated data using the exponential two state model. The dashed line corresponds to the distribution for an exponential two state model that has the same average life times for on and off state as the non-exponential model used to simulate the data. b)-d): Contours show 99% and 90% confidence levels for a parameter fit to the exponential two-state model; the black dot denotes the best fit, while the asterisk denotes the parameters of the non-exponential model used to generate the data. mechanism becomes available as many of our equations do not depend explicitly on the type of waiting time distribution for gene states.
Many studies aim at inference of kinetic parameters and burst sizes from experimental data on single cells. Often the stationary mRNA distribution (measured with RNA Fish) across a cell population is fitted to either the two-state transcription model or models tailored to the gene under investigation based on prior knowledge. Our results highlight the importance of the type of waiting-time distributions for gene switching in inference studies. Different kinetic parameters and burst sizes can be fit to the same distribution. Time-resolved single-molecule counting of mRNA, first carried out using a bacteriophage-derived protein MS2 [Golding 2005 , Chubb 2006 , Yunger 2010 and recently with PP7 [Larson 2011], are promising methods that do suffer less from the limitations we discussed. The disadvantage to these methods is that these experiments are more invasive and that genetic engineering is required.
The molecular ratchet model is a step towards quantitatively modeling eukaryotic gene regulation. The modular nature of the ratchet model allows for various extensions. Specific coarse-grained waiting time distributions can be used that derive from molecular mechanisms that could for instance incorporate chromatin looping. The integration of such models with time-resolved single-cell technologies will undoubtedly give more insight into the basal design and regulation of gene expression.
Supplemental Information
5.4.1 Molecular ratchet: reconstruction from the literature Here we describe the reconstructed cyclic sequence of known nucleosome modifications in the transcription cycle found in yeast ( figure 5.8) . It is well established that many yeast transcription factors such as Gcn4p and Gal4 interact with complexes SAGA and NuA4 that contain histone acetylases Gcn5 and Esa1, respectively [Drysdale 1998 , Larschan 2005 , Herbig 2010 ]. This leads to the acetylation of several sites in the H3 histone tail, namely H3K14, H3K9 and H3K18 by Gcn5, as well as acetylation of K5, K8 and K12 of the H4 tail by Esa1 [Mitarai 2008 ]. Acetylation of H3K14 has been shown to enhance binding and nucleosome-displacing activity of the remodeling complex SWI/SNF [Chandy 2006 ]. Both the acetylation of histone tails and the removal of nucleosomes from the TATA-box of the promoter contribute to establishing the initiation-permissive state. It was demonstrated that the basal transcription factors Bdf1, which promotes binding of TFIID has high affinity for acetylated H4 [Durant 2006 ], and that histone displacement accompanies transcription activation [Moreira 1998 ].
Once the promoter becomes accessible, the initiation complex containing polymerase is assembled; the elongation competent PolII is known to associate with the chromatin-modifying complex COMPASS responsible for the H3K4 mono-, diand tri-methylation [Gerber 2003 ]. These histone marks promote the deactivation of the promoter in several ways. H3K4 di-methylation has been shown to attract the Set3 complex [Kim 2009] containing HOS2 and Stp1 enzymes capable of deacetylating the H3 and H4 lysine residues [Wang 2002a]. Both di-and trimethylated H3K4 facilitates the binding of the nucleosome-remodeling complex Isw1 [Santos-Rosa 2003], which has been implicated in limiting gene activationone might speculate through reversing the remodeling that caused exposing the TATA-box. In order to complete the transcriptional cycle and return the promoter to the original state demethylation of H3K4 is required. An enzyme KDM1 has been demonstrated to have relevant activity[Ingvarsdottir 2007], however, its specificity towards histone modifications has not been described so far.
Waiting Time Distributions
As there is limited experimental information on the mechanisms of protein complex assembly, we investigated the effects of the assembly mechanism on the form of the transition waiting time distribution as well as of the reversibility of binding events and kinetic constants. We considered the assembly-time statistics of complexes of four proteins on chromatin; following either a completely sequential, a fully random, or one of out six different partially random mechanisms. The assembly schemes are shown in figure 5 .9A. For the example of the partially random mechanism 2 we demonstrate how the first passage time distribution for complex formation can be calculated in different ways.
Assuming that all reactions are irreversible, it is possible to derive this PDF as Figure 5 .8: Core events of the transcription initiation cycle on a regulated yeast promoter. The mechanism is a based on available experimental data for transcription factor and covalent histone modification mediated progression of transcription initiation in yeast.
a convolution of PDFs for each binding step. The respective probability densities for each step are:
The convolution of these PDFs equals the first passage time distribution of complex formation and can be expressed in form of its laplace transform:
The moments of the first passage time distribution are then given by
If all the rate constants are equal the full PDF can be determined: p(t) = 4 exp 2kt k ⇥ (2 + kt + exp kt ⇥(kt 2)) (5.10) Alternatively, the first passage time distribution can be described as a phase-type distribution. The continuos phase-type distribution for partially random mechanism First passage time PDFs for the mechanism shown in the inset. Effective k + = 0.3min 1 , irreversible case (black) and k + /k ratios 0.1 (red), 0.5 (green) and 1 (blue). Solid lines represent exact waiting time PDFs for the indicated mechanism, dashed lines correspond to gamma distributions with the same mean and variance.
2 can be written as 1, 1, 1, 1, 1, 1, 1 
with the first two moments given by:
The elements S ij of the matrix S equal the rate constants for the reaction leading from state i to state j. This naturally allows to include reversible reactions. As shown in figures 5.10 reversibility of reactions has a significant effect on the shape of the first passage time distribution if the apparent association rates are less than an order of magnitude larger than the dissociation rates.
However, even though reversibility can significantly change the first passage time distributions for individual ratchet transitions, the waiting time distributions for individual transitions as well as the convolution of several such distributions describing the distribution of the life time of an on or off -state can well be approximated by a gamma distribution that has the same mean and variance for the range of biologically relevant parameters. In simulations with uniformly random sampling of parameters for the assembly of protein complexes within ranges 10 4 s 1  k +  10 0 s 1 , 10 2 s 1  k  10 1 s 1 and 10 2 s 1  k mod  10 1 s 1 the average KL-divergence index between the complete waiting time pdf and a gamma distribution with the same mean and variance was between 0.024 and 0.026 for either single ratchet transitions or convolutions of 3 or 5 transitions with different mechanisms for complex assembly (sequential, or 3 different preferential random mechanisms). The low KL-indices show that for this parameter range resulting waiting time distributions for on-and off -states can well be approximated by gamma distributions, independent of the number of complexes that need to be formed on the DNA and independent of the details of the assembly mechanism.
Burst-Size Distributions
For general distributions of h(t), the waiting time distribution characterizing the time required for transcription initiation and promoter clearance, the moments of the burst-size distribution can be obtained in form of Laplace transforms. For T on = t on :
The expectation value and variance of this distribution as a function of t on are known in queuing theory as the renewal function and the variance function, respectively (e.g. [Cinlar 1975]) . For general distributions of h(t), they can be expressed in terms of their Laplace transforms [Parzen 1962 , Heyman 1982 :
The moments of the burst-size distribution can be obtained after integrating over all T on equivalently to eq. 5.1: First we consider a simplified model for a system with very pronounced bursts that can be approximated as producing a number of B transcripts instantaneously, where B is drawn from a general burst-size distribution. The time intervals between bursts are described by the distribution of the life times of the off -state and assumed to be independent of the burst-size (in queuing theory this description corresponds to a G/M/1 queue with batch arrival). For exponentially distributed life times, the noise in mRNA levels for such a burst model can be described by the use of a stochastic hybrid system and Dynkin's formula [Singh 2009 ] (which allows to solve for steady state moments as well as describing the time evolution of moments) or through the use of the chemical master equation in combination with moment equations [Pedraza 2008] (exact solution for the steady-state mRNA noise and an approximation for systems with non-exponentially distributed life times of the off duration).
The method presented here consists of two steps: first, to use boundary conditions to determine the first k raw moments of the mRNA distribution at the onset and the end of a burst, and second to derive the moments of the full steady-state mRNA distribution from this. The evolution of the moments of the mRNA distribution during the off -state is described by degradation as the only process. Since each mRNA molecule has the same probability to be degraded within a certain time t (the life time distribution of mRNAs is exponential and therefore memoryless), the number of mRNAs after time t, given that no new burst has occurred yet, is distributed according to a binomial distribution, where the initial number of molecules that are present at the beginning of the off -state and the duration of the off -state are random variables themselves. Denote the moment generating function (mgf) of the copy number distribution at time t as M (z, t) and M (z, 0) = M i (z). Since each mRNA molecule has a survival probability of e k d t , the mgf at time t can be expressed as a function of M i (z):
and therefore at the end of the off -state:
Let the mgf of the burst-size be M burst (z), then the convolution of the probability distributions of molecules left from previous bursts and the probability distribution of a new burst are described by:
This allows to determine the moments of the mRNA copy number at the time of a burst. The kth moment is given by
Taking the first k derivatives of M i (z) with respect to z yields a set of linear equations that can be solved for the first k moments of the mRNA copy number distribution at t = 0:
Assuming a gamma distribution with shape parameter N f and rate parameter k f for the distribution of the life time of the off -state, f (t), these moments are given by:
With this, the moments at any time t during the off -state can be determined from eq. 5.18 as:
The moments of the full mRNA distribution can be obtained by averaging over the moments at times t weighted according to the probability that the next burst has not yet occurred at t, i.e. the survival probability p s (t) = 1 F (t) (with F (t) as the cumulative distribution function of the distribution of off -state life times):
The solution to a full ratchet model with general duration distributions for onand off -states in the following section allows to explore the range of applicability of the instantaneous burst model. Figure 5 .11, shows the percent deviation in the mRNA noise for an instantaneous burst model as compared to the full model as a function of the average durations for on-and off -states. The approximation is valid when the average duration of the on-state is shorter than the average life time of mRNA while the ratio of the average durations of on and off -states has a relatively small effect on the approximations validity. The approximation is improved when the effective burst-size instead of the regular burst-size is used. The deviations are larger for an exponential switch than for peaked distributions for the durations of both states.
Moments of steady-state mRNA distributions -general waiting
time distributions for f (t) and g(t)
The simplified instantaneous burst model can be extended to one that explicitly takes into account the duration(distribution) of the on-state as well: transcription initiation and mRNA degradation are described as first-order processes with rate constants k h and k d , and the distributions for the life times of on and off -states are described by general waiting time distributions. The reason for modeling transcription initiation with an exponential distribution is that the exact distribution for transcription initiation has a minor effect on the burstsize distribution and is therefore also expected to have little effect on the steady state mRNA distribution. However, the approach described here only requires that the moments of birth-death process occurring during the on-state as a function of time are known; for general waiting time distributions of transcription initiation and promoter clearance, moments of this distribution can be calculated recursively [Liu 1990 ]. Depending on the time scales, the waiting time distribution for degradation of mRNA can have large effects, that can be difficult to predict intuitively. However, many measurements of mRNA turnover in mammalian cells can well be fit with an exponential decay model [Lam 2001] .
Let time t = 0 be the beginning of an off -state and M (z, t) be the mgf of the number of mRNA molecules at time t Therefore, at the end of an off -state the moment generating function is given by:
During an on-period degradation of the mRNA molecules that have been present at the beginning of the burst continues as described through the function h(z, t) with
In addition mRNAs are also created and degraded according to a birth-death-process with exponential waiting times. This can be described as an effective burst-size, B ef f , since this term only takes into account those mRNA molecules synthesized that survive at least until time u. The transient distribution for this birth-death process as described in [Hemberg 2007 ] is given by:
It is a Poisson distribution with average
) and mgf M burst (z, t of f + u) = e u(e z 1) . During an on-state the probability distribution of the mRNA copy number distribution is given by the convolution of the distributions of molecules that are still present from previous bursts and the effective burst-size distribution. The generating function equals the product of the two individual generating functions:
With eq. 5.26: This integral equation is difficult to solve for general waiting time distributions, g and f , however the moments at t = 0 can be solved by differentiation of eq. 5.32. Taking the first k derivatives of M (z, 0) with respect to z yields a set of linear equations that can be solved for the first k moments of the mRNA copy number distribution at t = 0:
The moments at any time t in the transcriptional cycle are then given by the derivatives of Eqs.s 5.28 and 5.31. To obtain the moments of the total mRNA copy number distribution one needs to average over all times according to their probabilities:
with hn k i s as the kth moment of the mRNA copy number distribution at time s during the off -state (given by derivatives of eq. 5.28) and hn k i u as the kth moment at time t = t of f + u during the on-state (derivatives of eq. 5.31) and F and G as the cumulative distribution functions of the duration distributions of off and on-states, respectively. Figure 5 .12 shows a contour plot of the noise in the mRNA copy number for models where the waiting time distributions were modeled as either exponential or as Erlang distributions (four reactions in sequence). When the durations of the on and off state were varied, the average time between mRNA synthesis events was adjusted to keep the average transcript level constant at 10 molecules/cell. Figure 5 .12 indicates that multistep mechanisms in gene switching as well as in the initiation mechanism does reduce noise, but they have their largest effects in different parameter regimes. While multistep switching between on and off states leads to significant noise reduction in a burst regime (i.e. long off states interspersed with short periods of transcriptional activity), it's effects in a regime where the gene is on most of the time is less pronounced. In contrast, the multistep initiation mechanism has it's largest effect for a constitutively expressed gene where it reduces the noise in the mRNA distribution below the Poisson limit. In a bursting regime, the multistep initiation mechanism has almost no effect at all on the mRNA distribution as was already suggested by the analysis of noise in burst sizes. In a regime where the gene switches rarely to the off state and spends most of the time in the on state, the absolute magnitude of the noise reduction caused by either a multistep mechanism in the initiation or in the switching becomes comparable. Figure 5 .12C shows the distributions in this regime. Although the model with multistep switching and one step initiation mechanism has the exact same noise in mRNA copy numbers (black line) as a model with multistep initiation and single step switching (blue dashed line), the two distributions differ: the multistep switching mechanism leads to an almost zero probability of having no mRNA molecules in a cell but the distribution has a somewhat broader tail to the right in comparison with the distribution for the multistep initiation/single step switching model. This analysis suggests that depending on whether a gene is highly active, bursty, or constitutively active different aspects of the design of transcription determine the noise in transcription. Figure 5 .12: Multistep mechanisms in switching between on and off states as well as in the initiation mechanism itself can reduce noise in mRNA copy numbers A. Cartoon depicting the different models used: blue lines indicate a four step mechanism for switching between on and off states, black lines a single step. Dashed lines are used for models with a four step mechanism for transcription initiation, while continuous lines are used for models with one step initiation. B. Contour plot of the noise in mRNA copy number distributions for the four models depicted in A for varying on and off state durations. The average time for transcription initiation was adjusted to keep the mean transcript level fixed at 10 molecules. Contours shown are for noise levels of 0.2, 0.6, 1, and 2. C. Copy number distributions for the three points indicated in B obtained through simulations.
5.4.4.3 Steady State mRNA Distribution of a "Deterministic Switch"
As a limit to very precise life-time distributions for both states, these durations can be considered deterministic. The noise in the steady-state mRNA distribution then derives from the birth-death process that occurs during the on-state and the ongoing degradation during the off -state. Modeling synthesis and degradation of mRNA again with exponential waiting times again, the complete steady-state mRNA distribution of this 'deterministic switch' can be solved analytically. With deterministic times for both states eq. 5.32 simplifies to:
rewriting this with probability generating functions, P (z, t) = M (Log[z], t) yields:
For t = t on + t of f this equation can be solved by iteration:
, (5.37) which is the pgf of a Poisson distribution. During the off -state (t < t of f ), P (z, t) evolves according to:
= e of f (t)(z 1) , (5.38) while during the on-state
= e on(t)(z 1) Therefore, the distribution at any time t is given by a Poisson distribution with rate parameter i (t) (equal to the average mRNA copy number at time t), changing throughout the transcription cycle. The complete mRNA copy number distribution is given as the time average over the Poisson distributions with (t): Since the exponential and deterministic switch models are opposing limits to models with Erlang (or gamma) distributions for the durations of the on and off -states, the steady-state mRNA distribution of any Erlang switch model can be expected to be an intermediate between the two distributions for the exponential and deterministic switch models, that have the same average life time for each state as well as the same rate constants for transcription initiation and mRNA degradation. For three different Erlang switch models, each with a total of N g + N f = 10 steps and eight different combinations of t on and t of f that exemplify the different possible shapes of mRNA distributions ( fig. 5.13) , the steady-state mRNA distributions were obtained from simulations and compared to the distributions for the exponential and deterministic switch in terms of the Kullback-Leibler divergence index (Table 5 .1).
With at least five steps for each transition the resulting mRNA distribution is more similar to the distribution generated by a system with deterministic switching times than that of a system with exponential switching times. If one of the transitions occurs in only one step, the resulting distribution is much better described by an exponential than by a deterministic system. Similar results were obtained with other measures for the similarity of distributions then the KLdivergence index (results not shown).
Detailed analysis of figure 5.13
As can be seen from figure 5.13, the differences between the two mRNA distributions are smallest if either t on is much larger than t of f (the system is almost continuously in the on-state) or if t on and t of f are of comparable size and both larger than the average time for degradation. The former case can be understood intuitively, this parameter combination leads to a distribution that is very similar to a Poisson distribution; the infrequent and short excursions to the off -state have only a small effect on the distribution and the effect of whether these switches to and from the off -state occur in more or less regular time intervals is also rather small. An increase in the life time of off -state leads to a bimodal distribution. For the switch with exponential waiting times, the first peak of the bimodal distribution always lies at zero mRNA molecules. This is not the case for the deterministic switch in the region of large t on and intermediate t of f . Accordingly, the Kullback-Leibler divergence index is relatively high in this region. A further increase of the life times of off -state also causes the deterministic switch to have its first peak at zero mRNA molecules, which is why in this regime the distributions for deterministic and exponential switch become more similar again (Fig 5.13B) . The regularity of the timing of switching between the states has a minor effect on the mRNA distribution in this regime. If the average time of the on-state is smaller than that for degradation, the distributions of the exponential and the deterministic switch are dissimilar for a large range of values of ht of f i. For ht of f i  1/k d the mRNA distribution is a single-peaked distribution. In this regime, the noise in the waiting time distributions for the on and off -state have a large effect on the steady state mRNA distribution; the distribution for the exponential switch is much broader than that for the deterministic switch (figure 5.13B; see fig. 5 .14 for example distributions). Greater durations of the off -state while keeping ht on i smaller than 1/k d makes the two distributions even more dissimilar. While the distribution for the exponential switch is now in a regime that can be described with a power law [Iyer-Biswas 2009], the distribution of the deterministic switch still has its maximum at n > 0. Increasing t of f even more, i.e., increasing the burst-size, leads to a regime where also the deterministic switch has a distribution with its maximum at zero mRNA molecules. Nevertheless, the two distributions are still clearly distinguishable over a wide range of values for ht of f i.
Comparison to Experimental Data
The mRNA distributions measured by Zenklusen et al. [Zenklusen 2008 ] were fit to different Erlang switch models (N g = 1, N f = 1: red, N g = 1, N f = 10: blue, N g = 5, N f = 5: green, N g = 10, N f = 1: magenta, N g = 10, N f = 10: orange) by calculating setting k d = 1 and choosing k h , k f , and k g to give rise to a steady-state mRNA distribution with the first three moments equal to the experimentally observed distribution. The full mRNA distributions at steady-state were then obtained for these models through simulations. The parameters used for these simulations can be retrieved from Tables 5.3 and 5.2 (k f = N f (1 + ht on i)/ht of f i(ht on i + ht of f i), k g = N g ht on i, k h = hbi/ht on i). Even though the steadystate distributions are remarkably similar for all models, the underlying mechanisms, burst-sizes and time traces differ significantly. Figure 5 .15 demonstrates, that for genes that display significant bursting, the waiting time distributions of the underlying mechanism could in principle be determined from data on the times of synthesis events (as would be observed during a mRNA-counting experiment). The simulated synthesis times from figure 6c (N g = 1, N f = 10) were used to determine the average burst-size (hbi) and duration (⌧ b ) from the sequence size function [Dobrzynski 2009 ]. The sequence size function can be used to determine the mean burst-size from a time series. All synthesis events separated by a period longer than the mean burst duration, ⌧ b , were scored as different on-phases. As shown in figure 5 .15a, this classification of on and off -states based on the burst duration is correct more than 95% of the time. Estimates of the distribution functions g and f (describing the durations of on and off -states, respectively) are very similar to the actual distributions used to simulate the time-traces (shown in figure 5.15c and d) . The advantage of using the sequence size function [Dobrzynski 2009 ] to identify the on-phases from the time-trace data is that no assumptions are made about the shape of g, f and h. Once the on and off -phases are identified, estimates for these distributions can then directly be obtained from the time-trace data. Since on-phases which do not lead to initiation events can not be detected and since the beginning and end of an on-phase are assigned to the time of the first and the last initiation event of the phase, this methods tends to a slight underestimate of the duration of on-phases and the mean burst-size and an overestimate of the duration of the off -phase. However, these effects are negligible if on-phases lead to many initiation events. 
