Abstract-As the demand for power increases, the need for harmonic state estimation (HSE) has been increasing as well. Harmonics, injected by the non-linear equipments along the distribution networks, causes several power quality issues. Therefore, HSE plays an important role in harmonics monitoring and control. Various HSE techniques and algorithms have been developed since 1989, which would be reviewed and discussed in this paper. The author outlines the role of artificial intelligence (AI) in the field and the process overview of neural network and also a hybrid algorithm which combines particle swarm optimization (PSO) and gradient descent (GD) to train the weights of neural network (NN).
I. INTRODUCTION
Power quality is defined as a set of electrical boundaries that allows an equipment to function in its intended manner without significant loss of performance or life expectancy. An ideal power system is defined such when a perfect sinusoidal voltage signal is seen at load-ends. In reality, however, such idealism is hard to maintain. Any deviation from the perfect sinusoidal waveform is considered as distortion, often referred to as harmonic distortion [1] . Harmonics are currents or voltages with frequencies that are integer multiples of the fundamental power frequency. Harmonics current are fed by the non-linear equipment, which disrupts the desired ideal linear system [2] . These distorted current pulses, due to Ohm's law, will also begin to distort the voltage waveforms, where these distortions would be carried back to the distribution network [3] . Common risks of harmonics includes potential fire hazard, excessive heat, false tripping of branch circuit breakers and subsequently increases maintenance cost [1] .
As part of the EPRI (Electric Power Research Institute) Reliability Benchmarking Methodology project, investigators explored the idea of estimating the voltages at locations, given the data [1] . This led to the development of the harmonics state estimator (HSE), which uses feeder models and recorded data to estimate the system output. There are two parts to state estimation (SE); modeling and algorithms. The overall approach is to use a model to foretell the behaviour of the system in a particular state, and then Manuscript received September 18, 2011; revised October 22, 2011 .This work was supported in part by the Unversiti Teknologi PETRONAS's GA scheme sponsor.
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compare it with the actual telemetry from the system. This is to conclude which state is most likely to produce the observed system behaviour [2] . Harmonics state estimation (HSE) techniques have been used since 1989 for harmonics analysis in power systems. Many mathematical methods have been developed over the years. It is proven that by using only partial or selected measurement data, the entire harmonic distribution of the actual power system can be obtained effectively [4] . However, these assumptions have simplified the implementation but generate several practical problems.
Artificial intelligence (AI) began with "an ancient wish to forge the gods". Modern AI was developed by classical philosophers, back in 1940s, who attempted to describe the process of human thinking as a mechanical manipulation of symbols [5] . Since the early to mid 1980s much of the effort in power system analysis has turned away from formal mathematical modeling to the less rigorous techniques of AI [6] . AI techniques have been introduced to overcome the disadvantages of non-parametric techniques, such as the fast fourier transform (FFT) and wavelet transform (WT) [7] . Among the various techniques of AI, few most suitable and popular techniques for harmonics estimation in power systems have been highlighted and discussed in this paper. This paper also attempts to provide a review on harmonics state estimation (HSE) studies over time and weighs the advantages and disadvantages of each method. The theories behind HSE and AI have also been presented here.
II. STATE OF ART
Various studies have been conducted on harmonics and distortion since 1960s. One of the earliest methods used to calculate the steady-state solution was to integrate the accompanying system of non-linear differential equations for as many cycles as required, until the transient response disappears, leaving only the periodic, steady-state response. This is the case in any of the highly developed electromagnetic transient programs; EMTP [8] and PSCAD/EMTDC [9] . This approach, however, does not always yield satisfying results because some power networks are lightly damped and because of difficulties in establishing suitable steady-state initial conditions [10] . This solution approach is also time-consuming and sometimes inconclusive [11] .
Initial growth in power quality was the replacement of conventional analysis of harmonics by state estimations. Early studies suggest the usage of Global Positioning System (GPS) receiver at every local system to synchronize harmonic phase measurements with accuracy of 1µs. However, the high expense of harmonic instruments and installation of communication channels limits the number of meters in the network. Research papers [4, 12] suggested similar approach of integrating with the fast Fourier transform (FFT) and least-square methods respectively for state-estimation. FFT has been proved of its non-feasibility in later researches [13] . T. Lachman et. al., 2010 , revealed that with FFT, it is possible to have an estimation of the fundamental amplitude and its harmonics with a reasonable approximation but however, window dependency resolution is a disadvantage. FFT performs well for estimation of periodic signals in stationary state but fails to perform well for detection of sudden or fast changes in waveform [13] . The later paper, with state-estimation by least-squares, uses direct solution using rectangular coordinate system and implements sensitivity and observability analysis to increase precision of estimation. However, the confidence level computation showed the existence of constant instrument error. Huaiwei Liao later, pointed out that standard least-square based method have difficulty obtaining reliable estimates when measurements are less than state variables, which are identified as underdetermined system [14] .
Generally, in traditional methods, the technical challenge in HSE is to solve the underdetermined systems of equations. This issue is often solved by assuming those busses with or without loads thought not likely to contribute harmonic emission, as zero harmonic injection. T. L. Tan et. al., 2005 , underlines that the problem with this technique that the voltage measurements at those buses known or assumed not to have harmonics producing devices cannot be used. Loads that are thought not likely to emit harmonics may not be true [15] . Huaiwei Liao, 2006 , showed that underdetermined system can be observable by utilizing the spatial sparsity of harmonic sources under proper measurement arrangement. However, this approach is rather time-consuming and expensive in meter placements [14] .
The most common and popular state estimation technique in industry is based on the weighted least squares (WLS) method [16] . It usually operates in a cycle of estimation-detection-elimination until an acceptable result is obtained. Despite its advantages in detecting and identifying single and multiple gross measurement errors, H. Salehfar et. al., 1995, pointed out that WLS is rather time consuming to perform such bad-data detection and identification procedures online for large systems [17] . N. Mohd Nor et. al., 2008, states that a basic Newton Raphson WLS method has a very long computational time due to the gain and Jacobian matrices associated with the basic algorithm which requires large storage and has to be evaluated every iteration. The author attempts to reduce the time taken to construct the Jacobian matrix by reconstructing or rearranging the H matrix and proves its effectiveness in reducing the computational-time. Though, the WLS based estimator cannot effectively detect and identify multiple interactive and conforming bad data [16] . According to Hervé Abdi, the most important drawback of least square method and alternatives is their high sensitivity to outliers. This is a due to the usage of squares as squaring exaggerates the magnitude of difference (e.g., the difference between 20 and 10 is 10 but the difference between 20 2 and 10 2 is equal to 300) and therefore gives a much stronger importance to extreme observations [18] .
For non-linear systems, several Fuzzy Kalman filtering algorithms have been developed to extend Kalman filtering for such system. Hazem N. Nounou, 2005, presented multi-scale fuzzy state estimation using stationary wavelet transforms or known as multi-scale Fuzzy Kalman (MSFK) filtering algorithm. A fuzzy system is an approximator which consists of a set of IF-THEN type rules, each of which has a premise and a consequent part. Fuzzy models have been found very useful for control purposes as for their ability to describe complex system in an efficient manner. However, to achieve a good fuzzy control, reliable state estimation is essential. In terms of harmonics state estimation where measured data usually contain multi-scale features, fuzzy filtering techniques are not effective. Fuzzy filtering techniques are single scan methods where it is assumed that the measured process data only contains features with fixed contribution over time and frequency. MSFK then uses scaling function coefficients of the data obtained using Stationary Wavelet Transform (SWT), and then selecting the optimum fuzzy Kalman filter, which minimizes a cross validation estimation error criterion [19] . Although Kalman Filter is fairly accurate, it has high mathematical burden which limits its use for on-line tracking [20] . Wavelet-based signal processing algorithm in general, introduces lag that is equal to the length of the used window and hence, impose limitation on on-line applications.
In early years, neural network have been actively used for estimation of harmonic components in a power system [21, 22, 23, 24, 25, 26] . Various techniques were also used. An adaptive perceptron approach in neural networks has been tested and applied successfully for harmonic estimation in a power system. The neural estimator was based on the use of an adaptive neuron called ADALINE (Adaptive Linear Network). Adaptive tracking of harmonic components of a power system could easily be done using this algorithm [27] . However, ADALINE network is limited to only one output neuron. The convergence of ADALINE slows as the number of harmonics included increases and it is also subjected to fall in local minima [28, 29, 30] .
The back propagation neural network uses offline supervised training to identify selected harmonics. This method treats harmonics detection problem as a pattern recognition problem [7] . However, a common drawback is seen in a basic back propagation approach where the time taken for convergence is fairly long and the solution often stuck at local minima [31, 32, 33] . A radial basis neural network has been tested and proved to impose several advantages over ADALINE and basic back propagation methods [7] . It is capable of approximating highly nonlinear functions, the training can be done in a sequential manner, and the use of local approximation gives better generalization capabilities [31, 32] . However, this method seems to show the same disadvantages found in a back propagation neural network approach [7] .
M. Gupta et. al., 2010, had introduced a faster training algorithm for estimation purposes. It utilizes particle swarm optimization (PSO) combined with gradient descent (GD) to train weights of neural network. This hybrid algorithm has also been proved to be more advantageous than genetic algorithm (GA), PSO or GD on stand-alone. The advantage of this hybrid algorithm is fast convergence with no possibility of getting stuck in local minima. The surety of not getting stuck in local minima is due to PSO and fast convergence is because of GD. The NNs are trained to uniquely identify various types of devices using their distinct harmonic "signatures" as their input [20] .
To simplify, the discussion is summarized in table below: 
where H is the observational matrix defined by the power system configuration and measurement terms, x is the vector of true values which are unknown, and e is the vector of random errors [15] . Objective function is a function which indicates how much each variable contributes to the value that needs to be optimized in the problem. Optimization can be either maximization or minimization. In this case, for an estimation value of x ;
where W is the weighting factor, and σ i 2 is covariance of measurement data z i . In order to obtain the estimated value z* of measurement data, the best-estimate value x* with minimizing objective function is given as follow [4] :
The best-estimate function (5) above was derived from differentiation of objective function. Once the state estimates are known, standard techniques can be used to calculate estimates of measured quantities and residual estimates [15] .
IV. ARTIFICIAL INTELLIGENCE
Many intelligent systems have been developed over the last decade. The ultimate goal of AI, despite the various approaches, is to produce intelligent machines which simulate or emulate human beings' intelligence.
Three most popular AI techniques include artificial neural network (ANN), fuzzy systems and evolutionary computing. ANN and fuzzy systems are similar in several ways: their ability to store knowledge, self-organization, fault tolerance ability, and real-time operation. However, ANN acquires knowledge through training whereas fuzzy systems rely on a set of rules. This nature of ANN has a major advantage in HSE where its training set composed of actual observation, rather than being formed of the human opinions as used for fuzzy systems. Evolutionary computing, on the other hand, is based on principles of genetics and natural selection. i.e.: genetic algorithm (GA). Fuchs et. al. concludes that the more advanced methods such as fuzzy set theory, genetic algorithms, artificial neural networks, and particle swarm methods are able to identify the global optimum better than the straightforward search methods where the gradient is employed guiding the optimization process [34] .
In the complex real world problems, two or more techniques need to be integrated in order to overcome each other's weaknesses to generate hybrid solutions. This is indeed an important way forward in the next generation of intelligent systems [6] .
V. ANN FOR HARMONICS ESTIMATION
Hence, the latest generation of harmonic estimation employs artificial intelligence (AI). ANN model has very high estimate accuracy. It has a recursive nature that makes possible to use it for real-time measurements. It also performs well in a noisy environment. ANN has been tested for on-line harmonic estimation study and was able to estimate the harmonic component of voltage and current at various levels [23, 24] . Harmonic prediction using neural networks has been focused in measuring the actual harmonics current injected into a power system network by three phase nonlinear loads [25] . Harmonic source monitoring has also been successful using neural networks [26] .
Harmonics analysis of a three-phase system can be carried out based on per-phase although the power in each phase is pulsating because the total instantaneous power is constant and equal to three times the real power in each phase [35] .
A. Neural Network NN is an information processing paradigm. A trained NN can be thought of as an "expert" in the category of information it was provided to analyze. The trained NN then can be used to provide projections given new situation of interest and solve the "what if" questions. The most common and simplest type of neural network is the feed forward neural network. Fig. 2 illustrates a simple neuron topology. Each input is 'weighted'; , , … , for p number of inputs. Therefore, the effect that each input has at decision making is dependent on the weight of the particular input.
The teaching input of the NN would be based on the hybrid algorithm discussed in [20] . Fig. 1 . A single neuron model [36] Figure 1 illustrates a basic perceptron neuron model with p number of elements in input vectors and k outputs. The weighted sum of inputs, , is sent to an activation function which gives a perceptron the ability to classify its input vectors based function limits. The threshold value determines whether or not a neuron fires. Therefore, a neuron output can be written mathematically as;
where b k is the bias value, often 1, and ϕ is the activation function [37] . Back propagation is a common method of teaching a neural network to perform its task. It was first invented in 1969 by Bryson and Ho, but was largely ignored until mid-1980s [38] . It is a supervised learning method which implies delta rule. Delta rule is a gradient descent learning rule for updating the weights of the artificial neuron. For a neuron k with p th weight is given by;
where α is the learning rate, is the target output, and φ' is the derivation of the activation function. Figure 2 shows a feed forward neural network with back propagation training and weight updating technique. 
B. Hybrid Algorithm
An attractive hybrid technique, employing PSO and GD to train the weights of NN, have been proposed and tested in [20] and proven effective for HSE. On each iteration/epoch, the objective function would be optimized to obtain the best estimation of harmonics voltage magnitudes and their corresponding phase angles. This is the case in any NN algorithm. The hybrid technique improves the algorithm speed and efficiency. Hence, the harmonics vectors can be obtained at the NN output at a much faster rate.
Gradient based supervised-learning algorithms are computationally simple to implement. GD is a local algorithm where it makes use of information which is immediately available at current weight vector. The training system using GD does not recognize the global minima and it simply proceeds downhill until it finds a place where the error gradient is zero. However, the local minima is not the desired solution. Fig. 3 illustrates the error-weight relation schematically on local and global minimums.
One way to avoid getting stuck at local minima is to combine PSO and GD techniques to train the weights of neural network. However, PSO algorithm on stand-alone is also inefficient as it is seen that square of error fluctuates randomly and it may take many iterations to converge. PSO is a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality, while GD is a first-order optimization algorithm. In each iteration, the hybrid algorithm first applies PSO on a population of weights beforecalculating weights of NN using GD [40] . In each generation in PSO, the velocity of each particle is updated to its personal best position (pbest) and global best position (gbest) using: (9) The algorithm output is the gbest particle, which contains final trained weights.
