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Ideals and simplicity of crossed products of
graph C∗-algebras by quasi-free actions
George A. Elliott and Xiaochun Fang
(Communicated by Joachim Cuntz)
Abstract. Let E be a row-finite directed graph without sinks, let G be a locally compact
abelian group with dual group Γ, and let ω be a labeling map, then, as defined by the second
author in [16], one has the quasi-free action αω of G on the graph C∗-algebra C∗(E). In this
paper, we introduce the notion of E-class of subsets of Γ, and using this, obtain a description
of the gauge-invariant ideal structure and also a characterization of simplicity for the crossed
product C∗-algebra C∗(E)×αω G in the case of a row-finite directed graph E without sinks.
Moreover, if the labeling map ω is in-phase and each loop in E has an exit, we prove that
every ideal of the crossed product is gauge invariant.
1. Introduction
In the last twenty years important progress has been made in the classi-
fication of amenable C∗-algebras. Much is now known about many special
classes of C∗-algebras, for example AH algebras, purely infinite C∗-algebras,
the crossed products associated with certain C∗-algebra dynamical systems,
quasi-diagonal C∗-algebras, and so on. Graph C∗-algebras are a generalization
of the well-known Cuntz algebras and Cuntz-Krieger algebras. Many results
concerning their properties, and the properties of their ideal lattices and K-
groups, have been obtained recently (for example see [1], [11], [14], [22], [23]).
Quasi-free actions on the Cuntz algebras have been studied by D. E. Evans, A.
Kishimoto, T. Katsura and others (for example see [10], [20], [21], [17], [18],
[19]), especially the full ideal structures of the crossed product C∗-algebras of
O∞ and On by quasi-free actions of abelian groups were obtained in [18] and
[19] respectively. As a generalization, the second author in [16] introduced the
quasi-free action αω of a locally compact abelian group G with dual group Γ
on the graph C∗-algebra C∗(E) of a row-finite directed graph E with respect
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to what was called a labeling map ω from E∗ to Γ. In [16], a sufficient con-
dition was obtained for the AF-embedding of the crossed product C∗-algebra
C∗(E) ×αω G for certain directed graphs, in such a way as to generalize the
AF-embedding result of [17] from On ×αω G to C
∗(E)×αω G.
In this paper, we introduce the notion of E-class of subsets of Γ, and using
this, obtain a description of the gauge-invariant ideal structure by the similar
known stratagem as in [19] and also a characterization of simplicity for the
crossed product C∗-algebra C∗(E) ×αω G of a row-finite directed graph E
without sinks. Moreover if the labeling map ω is in-phase (Definition 4.1), we
obtain the full ideal structure of the crossed product C∗-algebra C∗(E)×αω G
for a row-finite directed graph E without sinks and in which each loop has an
exit.
This paper is organized as follows. In Section 2, we first recall some basic
definitions such as the labeling map ω : E∗ → Γ and the quasi-free action
of G on C∗(E) associated with ω, and then introduce the gauge action on
the crossed product C∗-algebra C∗(E) ×αω G. In Section 3, we introduce the
E-class of subsets of Γ. After the discussion of the relation between the E-
classes of subsets of Γ and the ideals, the gauge-invariant ideal structure is
obtained. In Section 4, the simplicity characterization is obtained. Moreover,
if the labeling map ω is in-phase and each loop in E has an exit, we prove that
every ideal of C∗(E)×αω G is gauge invariant.
2. Quasi-free actions and the gauge action
A directed graph E = (E0, E1, r, s) consists of countable (possibly infinite)
sets E0 of vertices, E1 of edges, and maps r, s : E1 −→ E0 identifying the range
and source of each edge. The graph is called row-finite if each vertex emits
at most finitely many edges. We write En for the set of paths µ = e1e2 · · · en
with length |µ| = n, which are sequences of edges ei such that r(ei) = s(ei+1)
for 1 ≤ i < n. Then the maps r, s extend naturally to E∗ =
⋃
n≥0E
n and s
extends naturally to the set of infinite paths µ = e1e2 · · · . In particular, we
have r(v) = s(v) = v for v ∈ E0. A path µ with |µ| ≥ 1 is called a loop if
s(µ) = r(µ) and it has distinct vertices except for s(µ) = r(µ), and a loop µ is
called a 1-loop if |µ| = 1. A vertex v ∈ E0 which emits no edges is called a sink.
For convenience, in this paper we shall always assume that E is a row-finite
directed graph without sinks. The relation ≤E on E
0 is defined by v ≤E w if
there is a path µ ∈ E∗ with s(µ) = w and r(µ) = v.
Let E be a row-finite directed graph, and let A be a C∗-algebra. A Cuntz-
Krieger E-family in A consists of a set {pv : v ∈ E
0} of mutually orthogonal
projections in A and a set {se : e ∈ E
1} of partial isometries in A such that
s∗ese = pr(e) for e ∈ E
1 and pv =
∑
{e:s(e)=v} ses
∗
e whenever v is not a sink.
Clearly, if each se (e ∈ E
1) is not zero, then the product sµ = sµ1sµ2 · · · sµn ,
where µi ∈ E
∗(1 ≤ i ≤ n) and µ = µ1µ2 · · ·µn, is non-zero precisely when
µ is a path in E∗. Since the range projections ses
∗
e(e ∈ E
1) are mutually
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orthogonal, we have s∗esf = 0 unless e = f for any e, f ∈ E
1. For convenience,
since vertices are paths of length 0, we write sv = pv for v ∈ E
0.
Let E be a row-finite directed graph. As was shown in [1], there is a C∗-
algebra C∗(E) (called the graph C∗-algebra of E) which is generated by a
Cuntz-Krieger E-family {se, pv} in C
∗(E) of non-zero elements such that, for
any Cuntz-Krieger E-family {Se, Pv} in B(K) for some Hilbert space K, there
is a representation pi = piS,P of A on K such that pi(se) = Se, pi(pv) = Pv, for
all e ∈ E1, v ∈ E0. With the convention that pv = sv = svs
∗
v for v ∈ E
0, the
C∗-algebra C∗(E) is generated as a Banach space by the subset {sµs
∗
ν : µ, ν ∈
E∗ and r(µ) = r(ν) ∈ E0}.
Let G be a (we always assume second countable) locally compact abelian
group with dual group Γ (also a second countable locally compact abelian
group).
Definition 2.1. ([16]) A map ω : E∗ =
⋃
n≥0E
n → Γ is called a labeling map,
if ω(µ) = ω(e1) + ω(e2) + · · ·+ ω(en) for µ = e1e2 · · · en ∈ E
n and ω(µ) = 1Γ
for µ ∈ E0, where 1Γ is the unit of Γ.
It is clear that a labeling map ω is determined by ω|E1 , and so is really just
a labeling of the edges of the directed graph E by elements of the group Γ.
For convenience, we denote ω(µ) by ωµ. Clearly, the image ω(E
∗) of ω is a
countable set.
Let ω : E∗ → Γ be a labeling map. For any t ∈ G, set s˜e = (t, ωe)se,
p˜v = pv. It is easy to see that (s˜e, p˜v) is a Cuntz-Krieger E-family in C
∗(E).
We have then an endomorphism αωt : C
∗(E) → C∗(E) with αωt (se) = s˜e
and αωt (pv) = p˜v. Since α
ω
−t = (α
ω
t )
−1, αωt is an automorphism of C
∗(E),
and moreover (C∗(E), G, αω) is a C∗-dynamical system. It is easy to see that
αωt (sµs
∗
ν) = (t, ωµ − ων)sµs
∗
ν for any µ, ν ∈ E
∗. We shall call the action αω of
G on C∗(E) the quasi-free action corresponding to ω. In the case that G is
the circle T, whose dual is the group of integer Z, one obtains what we shall
call the gauge action is the special quasi-free action determined by the labeling
map ω : E∗ → Z given by ω(e) = 1 for any e ∈ E1.
With C∗(E) viewed as a C∗-algebra on a Hilbert space H, with respect to
a faithful representation pi on H, since G is abelian, the regular representation
p˜i×λ of C∗(E)×αωG on L
2(G,H) is faithful (see [25, 7.7]). Let u : L2(G,H)→
L2(Γ,H) be the Fourier transformation, (uξ)(σ) =
∫
G(t, σ)ξ(t)dt, ∀σ ∈ Γ,
ξ ∈ L2(G,H), then for any µ ∈ E∗, g ∈ Cc(G) ⊆ C
∗(G), η ∈ L2(Γ,H), we have
(u(p˜i × λ)(g)u∗η)(σ) = gˆ(σ)η(σ), and (u(p˜i × λ)(sµ)u
∗η)(σ) = sµ(η(σ − ωµ)),
where gˆ is the Fourier transformation of g, gˆ(σ) =
∫
G
(t, σ)g(t)dt. Under the
spatial isomorphism defined by u above, C∗(E)×αω G then can be considered
as a C∗-algebra on L2(Γ,H). For the sake of convenience, through the rest of
the paper, we will use the short notation sµ to replace u(p˜i × λ)(sµ)u
∗ in case
it acts on L2(Γ,H), and then we have that for η ∈ L2(Γ,H),
(sµη)(σ) = sµ(η(σ − ωµ)), and fsµ = sµσωµ(f) (on L
2(Γ,H)),
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where f ∈ L∞(Γ), σγ0(f)(γ) = f(γ + γ0), ∀γ, γ0 ∈ Γ, and f acts on L
2(Γ,H)
by pointwise multiplication. Therefore for f ∈ L∞(Γ), f commutes with sµs
∗
µ
and pv for any µ ∈ E
∗ and v ∈ E0. Moreover since Ĉ∗(G) = C0(Γ), we have
that
C∗(E)×αω G = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈ E0, f ∈ C0(Γ)}
⊆ B(L2(Γ,H)),
where by “span” we mean the linear span.
Let us denote by β the gauge action on C∗(E) of the circle T; this is defined
(cp. above) by βz(se) = zse and βz(pv) = pv for any e ∈ E
1 and v ∈ E0. By
the definition of the crossed product C∗-algebra C∗(E) ×αω G, corresponding
to a labeling map ω : E∗ → Gˆ, there is a unitary representation u of G
on M(C∗(E)×αω G) ⊆ B(L
2(Γ,H)) such that (id, ut, L
2(Γ,H)) is a covariant
representation of the C∗-dynamical system (C∗(E), G, αω) (with C∗(E) viewed
as a subalgebra of M(C∗(E) ×αω G)), i.e., α
ω
t (x) = u
∗
txut (for t ∈ G, x ∈
C∗(E)). Then
βz(α
ω
t (sµs
∗
ν)) = βz((t, ωµ − ων)(sµs
∗
ν)) = (t, ωµ − ων)z
|µ|−|ν|(sµs
∗
ν)
= αωt (βz(sµs
∗
ν)),
i.e., βzα
ω
t = α
ω
t βz. Therefore,
βz(α
ω
t (x)) = α
ω
t (βz(x)) = u
∗
tβz(x)ut, for x ∈ C
∗(E),
i.e., (βz , ut, L
2(Γ,H)) is also a covariant representation of (C∗(E), G, αω).
Moreover βz × u is a homomorphism from C
∗(E) ×αω G to C
∗(E) ×αω G
with inverse βz¯×u, and so βz×u is an automorphism. We shall denote βz×u
by βz later for convenience. It is easy to see that (C
∗(E) ×αω G, βz ,T) is a
C∗-dynamical system, and βz(sµfs
∗
ν) = z
|µ|−|ν|sµfs
∗
ν for any µ, ν ∈ E
∗ and
f ∈ C0(Γ).
3. Ideal structure of the crossed product
If I is an ideal of C∗(E) ×αω G, v ∈ E
0, we define
FI,v = {f ∈ C0(Γ) : pvf ∈ I} and XI,v = {γ ∈ Γ : f(γ) = 0, ∀f ∈ FI,v}.
Then FI,v is an ideal of C0(Γ), and XI,v is a closed subset of Γ, and moreover
C0(Γ\XI,v) = {f ∈ C0(Γ) : f |XI,v = 0} = FI,v. We shall denote the set
{XI,v : v ∈ E
0} by XI .
Definition 3.1. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, and let
ω : E∗ =
⋃
n≥0E
n → Γ be a labeling map. A family of sets X = {Xv :
v ∈ E0} where Xv is a closed subset of Γ will be called an E-class of subsets
of Γ. An E-class X of subsets of Γ will be called ω-hereditary if for any
µ ∈ E∗, Xr(µ) + ωµ ⊆ Xs(µ); it will be called ω-saturated if for any v ∈ E
0,
Xv ⊆
⋃n
i=1(ωei +Xr(ei)), where e1, e2, · · · , en (n ≥ 1) are all the edges which
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v emits; it will be called trivial if either Xv = Γ (for all v ∈ E
0), or Xv = ∅
(for all v ∈ E0).
Lemma 3.2. Let I be an ideal of C∗(E)×αω G, let v ∈ E
0, emitting the edges
e1, e2, · · · , en (with n ≥ 1), and let µ ∈ E
∗ with s(µ) = v.
(1) If f ∈ FI,v, then σωµ(f) ∈ FI,r(µ).
(2) If f ∈ C0(Γ) is such that σωei (f) ∈ FI,r(ei) (1 ≤ i ≤ n), then f ∈ FI,v.
Proof. (1) Since f ∈ FI,v, we have fpv ∈ I. It follows that σωµ(f) ∈ FI,r(µ):
pr(µ)σωµ(f) = s
∗
µsµσωµ(f) = s
∗
µfsµ = s
∗
µfsµs
∗
µsµ = s
∗
µ(fpv)sµs
∗
µsµ ∈ I.
(2) Since σωei (f) ∈ FI,r(ei), we have pr(ei)σωei (f) ∈ I, i.e., s
∗
eiseiσωei (f) ∈ I.
Therefore,
seis
∗
eif = sei(σωei (f)s
∗
ei) = sei(σωei (f)s
∗
eisei)s
∗
ei ∈ I,
and so pvf =
∑n
i=1 seis
∗
eif ∈ I, i.e., f ∈ FI,v. 
Theorem 3.3. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, and let
ω : E∗ =
⋃
n≥0E
n → Γ be a labeling map. If I is an ideal of C∗(E) ×αω G,
then XI = {XI,v : v ∈ E
0} is a ω-hereditary and ω-saturated E-class of subsets
of Γ.
Proof. Let µ ∈ E∗ with s(µ) = v and r(µ) = w, and let γ ∈ XI,w. We
want to prove that γ + ωµ ∈ XI,v = {α ∈ Γ : f(α) = 0, ∀f ∈ FI,v}, i.e.,
f(γ + ωµ) = σωµ(f)(γ) = 0 for any f ∈ FI,v. In fact, since f ∈ FI,v, by
Lemma 3.2 (1), σωµ(f) ∈ FI,w. Therefore σωµ(f)(γ) = 0.
Let v ∈ E0, emitting the edges e1, e2, · · · , en (with n ≥ 1), and let γ ∈ Γ.
If γ 6∈
∑n
i=1(ωei + XI,r(ei)), i.e., γ − ωei 6∈ XI,r(ei) for 1 ≤ i ≤ n, there is
fi ∈ FI,r(ei) such that fi(γ−ωei) = σ−ωei (fi)(γ) 6= 0. Let gi = σ−ωei (fi), then
gi(γ) 6= 0 and fi = σωei (gi). Let g = g1g2 · · · gn, then
σωei (g) = σωei (g1)σωei (g2) · · ·σωei (gi) · · ·σωei (gn)
= σωei (g1)σωei (g2) · · · fi · · ·σωei (gn),
and so σωei (g) ∈ FI,r(ei). By Lemma 3.2 (2) g ∈ FI,v. Since
g(γ) = g1(γ)g2(γ) · · · gn(γ) 6= 0,
γ 6∈ XI,v. Therefore, XI,v ⊆
∑n
i=1(ωei +XI,r(ei)). 
Let X = {Xv : v ∈ E
0} be an E-class of subsets of Γ. Define an ideal IX of
C∗(E)×αω G as follows:
IX = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈ E0, f ∈ C0(Γ\Xr(µ))},
where by “span” we mean the linear span.
Let β denote the gauge action on C∗(E) of the circle T, which is extended
to the action on the crossed product C∗(E) ×αω G and denoted also by β as
above, then βz(sµfs
∗
ν) = z
|µ|−|ν|sµfs
∗
ν for any µ, ν ∈ E
∗ with r(µ) = r(ν), and
f ∈ C0(Γ).
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Theorem 3.4. Let X = {Xv : v ∈ E
0} be a ω-hereditary E-class of subsets
of Γ. Then IX is a gauge invariant ideal of C
∗(E)×αω G.
Proof. Since C∗(E) ×αω G = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈ E0, f ∈
C0(Γ)} and βz(sµfs
∗
ν) = z
|µ|−|ν|sµfs
∗
ν (for z ∈ T), clearly IX is a gauge-
invariant ∗-closed subset of C∗(E)×αω G. Now it is enough to prove that for
any µ, ν, α, β ∈ E∗ with r(µ) = r(ν) and r(α) = r(β), f ∈ C0(Γ\Xr(µ)) and
g ∈ C0(Γ), we have (sµfs
∗
ν)(sαgs
∗
β) ∈ IX . In fact, if (sµfs
∗
ν)(sαgs
∗
β) 6= 0, then
(1) ν = αν1, in this case, we have
(sµfs
∗
ν)(sαgs
∗
β) = sµfs
∗
ν1gs
∗
β = sµfσων1 (g)s
∗
βν1 ∈ IX .
(2) α = να1, in this case, we have
(sµfs
∗
ν)(sαgs
∗
β) = sµfsα1gs
∗
β = sµα1σωα1 (f)gs
∗
β .
For any γ ∈ Xr(µα1) = Xr(α1), since X is ω-hereditary, γ + ωα1 ∈ Xs(α1) =
Xr(ν) = Xr(µ), and so σωα1 (f) ∈ C0(Γ\Xr(µα1)), i.e., sµα1σωα1 (f)gs
∗
β ∈ IX . It
completes the proof. 
Lemma 3.5. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, let ω :
E∗ =
⋃
n≥0E
n → Γ be a labeling map, and let X = {Xv : v ∈ E
0} be
a ω-saturated E-class of subsets of Γ. For any v ∈ E0 and k ≥ 1, Xv ⊆⋃
µ∈Ek,s(µ)=v(ωµ +Xr(µ)).
Proof. We prove it by induction. First for k = 1, it is clear by the definition of
ω-saturation. Assume that it works for k ≤ n, and let k = n+ 1, and γ ∈ Xv.
By the inductive assumption, there is ν ∈ Ek such that γ ∈ ων + Xr(ν),
i.e., such that γ = ων + γ1 for some γ1 ∈ Xr(ν). By ω-saturation, there is
e ∈ E1 with s(e) = r(ν) such that γ1 ∈ ωe + Xr(e). Set µ = νe. Then
|µ| = n + 1, and γ ∈ ων + ωe + Xr(e) = ωµ + Xr(µ). This shows that Xv ⊆⋃
µ∈Ek,s(µ)=v(ωµ +Xr(µ)). 
Theorem 3.6. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, let ω : E∗ =⋃
n≥0E
n → Γ be a labeling map, and let X = {Xv : v ∈ E
0} be an E-class of
subsets of Γ which is ω-hereditary and ω-saturated. Then XIX = X, i.e., for
any v ∈ E0, XIX ,v = Xv.
Proof. Let v ∈ E0. By definition IX = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈
E0, f ∈ C0(Γ\Xr(µ))}, we see that for any f ∈ C0(Γ\Xv), pvf = pvfpv ∈ IX .
Since FIX ,v = {f ∈ C0(Γ) : pvf ∈ IX}, C0(Γ\Xv) ⊆ FIX ,v = C0(Γ\XIX ,v),
i.e., XIX ,v ⊆ Xv. It is enough to prove thatXv ⊆ XIX ,v for any v ∈ E
0. In fact,
otherwise there is γ ∈ Xv\XIX ,v. We can get a g ∈ C0(Γ\XIX ,v) = FIX ,v with
g(γ) = 1, and so pvg ∈ IX . Then there is µ1, µ2, · · · , µn, ν1, ν2, · · · , νn ∈ E
∗,
fi ∈ C0(Γ\Xr(µi)) (1 ≤ i ≤ n) such that r(µi) = r(νi) (1 ≤ i ≤ n) and∥∥∥∥∥pvg −
n∑
i=1
sµifis
∗
νi
∥∥∥∥∥ < 12 .
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Since then ‖pvg −
∑n
i=1 pvsµifi(pvsνi)
∗‖ < 12 , we may assume that s(µi) =
s(νi) = v. Let k be an integer such that k > max1≤i≤n{|µi|, |νi|}. Since
γ ∈ Xv, by Lemma 3.5, take a µ ∈ E
k such that s(µ) = v and γ ∈ ωµ +Xr(µ).
Then ‖gsµ −
∑n
i=1 sµifis
∗
νisµ‖ <
1
2 . Since k > max1≤i≤n{|µi|, |νi|}, s
∗
νisµ 6= 0
if and only if µ = νiαi, and then in this case v = s(µ) = s(µi) = s(νi),
r(µi) = r(νi) = s(αi). So there is a subset Λ of {1, 2, · · · , n} such that∥∥∥∥∥sµσωµ(g)−
∑
i∈Λ
sµiαiσωαi (fi)
∥∥∥∥∥ < 12 ,
and γ − ωµ + ωαi ∈ Xr(µ) + ωαi = Xr(αi) + ωαi ⊆ Xs(αi) = Xr(µi) for X is
ω-hereditary. Therefore,
σωµ(g)(γ − ωµ) = g(γ) = 1 and σωαi (fi)(γ − ωµ) = fi(γ − ωµ + ωαi) = 0.
Take a h ∈ H such that ‖h‖H = 1 and ‖sµh‖H = 1, and take a η ∈ L
2(Γ) such
that ‖η‖L2(Γ) = 1,
∑
i∈Λ ‖σωαi (fi)η‖L2(Γ) ≤
1
4 and ‖σωµ(g)η‖L2(Γ) ≥
3
4 . Then
h⊗ η ∈ L2(Γ,H), and ‖h⊗ η‖L2(Γ,H) = 1. Since for any τ ∈ Γ,
(sµσωµ(g)(h⊗ η))(τ) = sµ((σωµ(g)η)(τ − ωµ)h) = sµ(h)(σωµ (g)η)(τ − ωµ),
we have ∥∥sµσωµ(g)(h⊗ η)∥∥L2(Γ,H) = ‖sµ(h)‖H‖σωµ(g)η‖L2(Γ) ≥ 34 .
Similarly for any τ ∈ Γ, i ∈ Λ,
(sµiαiσωαi (fi)(h⊗ η))(τ) = sµiαi((σωαi (fi)η)(τ − ωµiαi)h)
= sµiαi(h)(σωαi (fi)η)(τ − ωµiαi),
and so∥∥∥∥∥
∑
i∈Λ
sµiαiσωαi (fi)(h⊗ η)
∥∥∥∥∥
L2(Γ,H)
≤
∑
i∈Λ
‖sµiαiσωαi (fi)(h⊗ η)‖L2(Γ,H)
=
∑
i∈Λ
‖sµiαi(h)‖H‖σωαi (fi)η‖L2(Γ)
≤
∑
i∈Λ
‖σωαi (fi)η‖L2(Γ) ≤
1
4
.
Therefore,∥∥∥∥∥sµσωµ(g)−
∑
i∈Λ
sµiαiσωαi (fi)
∥∥∥∥∥
L2(Γ,H)
≥
∥∥∥∥∥[sµσωµ(g)−
∑
i∈Λ
sµiαiσωαi (fi)](h⊗ η)
∥∥∥∥∥
L2(Γ,H)
≥
3
4
−
1
4
=
1
2
.
This contradiction completes the proof. 
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Let I be a gauge-invariant ideal of C∗(E)×αω G. Then I is invariant under
the gauge action of βz (for z ∈ T), and so βz (for z ∈ T) induces a canonical
action, still denoted by βz for convenience, on (C
∗(E) ×αω G)/I. Therefore,
there is a mapping ΦI : (C
∗(E) ×αω G)/I −→ (C
∗(E) ×αω G)/I defined as
follows:
ΦI(x) =
∫
T
βz(x)dz ∀x ∈ (C
∗(E)×αω G)/I.
Clearly, ΦI is a linear contractive mapping, and it is faithful, i.e., if x ≥ 0 and
ΦI(x) = 0, then x = 0. Let
F = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈ E0, |µ| = |ν|, f ∈ C0(Γ)}.
Then it is clear that the image of ΦI is F/I = F/(I ∩ F), and moreover
ΦI |F/I = id, i.e., ΦI is a conditional expectation from (C
∗(E) ×αω G)/I onto
F/I. For any natural number k and v ∈ E0, let
Ekv = {µ ∈ E
k : r(µ) = v},
and
Fk(v) = span{sµfs
∗
ν : µ, ν ∈ E
k
v , f ∈ C0(Γ)}.
Clearly Fk(v) is orthogonal to Fk(w) if v 6= w, and let
Fk =
⊕
v∈E0
Fk(v) = span{sµfs
∗
ν : µ, ν ∈ E
k, f ∈ C0(Γ)}.
Let e1, e2, · · · , en be all the edges which v emits, then
sµfs
∗
ν =
n⊕
i=1
sµeiσωei (f)s
∗
νei
for any µ, ν ∈ Ekv and f ∈ C0(Γ). Therefore Fk ⊆ Fk+1, and moreover
F = limk Fk =
⋃
k Fk. Similarly let
Ek(v) = span{sµs
∗
ν : µ, ν ∈ E
k
v }
and
Ek =
⊕
v∈E0
Ek(v) = span{sµs
∗
ν : µ, ν ∈ E
k},
then Ek(v) is an elementary C
∗-algebra, moreover Ek ⊆ Ek+1 and let E =
limk Ek =
⋃
k Ek.
Lemma 3.7. Let Ψv,k : Ek(v) ⊗ C0(Γ)→ Fk(v),
Ψv,k(sµs
∗
ν ⊗ f) = sµfs
∗
ν ∀µ, ν ∈ E
k
v , f ∈ C0(Γ),
then Ψv,k is a well defined isomorphism.
Proof. Clearly Ψv,k is a mapping from algebraic tensor product Ek(v)⊙C0(Γ)
to Fk(v). Let x ∈ Ek(v) ⊗ C0(Γ), then there exists unique element fµ,ν ∈
C0(Γ) for each µ, ν ∈ E
k
v such that x =
∑
µ,ν∈Ekv
sµs
∗
ν ⊗ fµ,ν . Let Ψv,k(x) =∑
µ,ν∈Ekv
sµfµ,νs
∗
ν . Since x = 0 if and only if fµ,ν = 0 for each µ, ν ∈ E
k
v , it is
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well defined and injective. By direct computation, Ψv,k is a ∗-homomorphism,
and so an isomorphism. 
Set Ek(Γ) = Ek ⊗ C0(Γ) =
⊕
v∈E0(Ek(v) ⊗ C0(Γ)), and Ψk =
⊕
v∈E0 Ψv,k :
Ek(Γ) → Fk =
∑
v∈E0 Fk(v). Since for v 6= w, Fk(v) is orthogonal to Fk(w)
and Ek(v) is orthogonal to Ek(w), Ψk is an isomorphism. Since Fk ⊆ Fk+1,
we have a unique injection φk : Ek(Γ)→ Ek+1(Γ) such that Ψk+1φk = Ψk. By
direct computation, for any v ∈ E0 which emits e1, e2, · · · , en, µ, ν ∈ E
k
v , and
f ∈ C0(Γ), we have
φk(sµs
∗
ν ⊗ f) =
n∑
i=1
sµeis
∗
νei ⊗ σωei (f).
Set E(Γ) = limk(Ek(Γ), φk), then there is a unique isomorphism Ψ : E(Γ)→
F which is defined by Ψk (for all k ∈ N).
Let X = {Xv : v ∈ E
0} be an E-class of subsets of Γ, similarly we denote⊕
v∈E0
Ek(v) ⊗ C0(Xv) =
⊕
v∈E0
Ek(v)⊗ (C0(Γ)/C0(Γ\Xv))
=
⊕
v∈E0
Ek(v)⊗ C0(Γ)/Ek(v)⊗ C0(Γ\Xv)
by Ek(X).
Theorem 3.8. Let I be an ideal of C∗(E) ×αω G, XI = {XI,v : v ∈ E
0} be
the ω-hereditary and ω-saturated E-class of subsets of Γ defined by I. Then
for each k ∈ N, there is a unique injective homomorphism φI,k : Ek(XI) →
Ek+1(XI) such that
φI,k(sµs
∗
ν ⊗ f) =
n∑
i=1
sµeis
∗
νei ⊗ σωei (f)
for any v ∈ E0 which emits the edges e1, e2, · · · , en, µ, ν ∈ E
k
v , and f ∈
C0(XI,v). Moreover F/I ∼= limk(Ek(XI), φI,k), which we denote by E(XI).
Proof. Let Ψv,k : Ek(v) ⊗ C0(Γ) → Fk(v) be defined as in Lemma 3.7. Then
for any x =
∑
µ,ν∈Ekv
sµs
∗
ν ⊗ fµ,ν , where fµ,ν ∈ C0(Γ), since
Ψv,k(x) =
∑
µ,ν∈Ekv
sµfµ,νs
∗
ν =
∑
µ,ν∈Ekv
sµpvfµ,νpvs
∗
ν ,
Ψv,k(x) ∈ I if and only if pvfµ,ν = pvfµ,νpv ∈ I (for all µ, ν ∈ E
k
v ) if
and only if fµ,ν ∈ FI,v = C0(Γ\XI,v) (for all µ, ν ∈ E
k
v ). Then Ψv,k de-
fines an isomorphism, denoted by ΨI,v,k, from Ek(v) ⊗ C0(XI,v) = Ek(v) ⊗
(C0(Γ)/C0(Γ\XI,v)) = (Ek(v)⊗C0(Γ))/(Ek(v)⊗C0(Γ\XI,v)) to Fk(v)/I. Let
ΨI,k =
⊕
v∈E0
ΨI,v,k : Ek(XI) =
⊕
v∈E0
Ek(v)⊗ C0(XI,v)→ Fk/I,
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then ΨI,k is an isomorphism. Since Fk/I ⊆ Fk+1/I, we have a unique in-
jection φI,k : Ek(XI) → Ek+1(XI) such that ΨI,k+1φI,k = ΨI,k. By direct
computation, we have
φI,k(sµs
∗
ν ⊗ f) =
n∑
i=1
sµeis
∗
νei ⊗ σωei (f)
for any v ∈ E0 which emits the edges e1, e2, · · · , en, µ, ν ∈ E
k
v , and f ∈
C0(XI,v). Since E(XI) = limk(Ek(XI), φI,k) and F/I = limk Fk/I, these
ΨI,k (for all k ∈ N) define an isomorphism from E(XI) to F/I, i.e., F/I ∼=
E(XI). 
Corollary 3.9. Let I and J be two ideals of C∗(E)×αω G. If XI = XJ , then
I ∩ F = J ∩ F . In particular, I ∩ F = IXI ∩ F
Proof. Consider the two isomorphisms ΨI : E(XI) → F/I = F/(I ∩ F) and
ΨJ : E(XJ) → F/J = F/(J ∩ F) defined above. It is easy to see from
the definition that for any x ∈ F , ΨJ(ΨI)
−1(x + I ∩ F) = x + J ∩ F , and
so I ∩ F = J ∩ F . Since XI = XIXI by Theorem 3.3 and Theorem 3.6,
I ∩ F = IXI ∩ F . 
Theorem 3.10. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, let ω :
E∗ =
⋃
n≥0E
n → Γ be a labeling map, and let I be a gauge-invariant ideal of
C∗(E) ×αω G. Then IXI = I.
Proof. Since both I and IXI are gauge-invariant ideals of C
∗(E)×αω G, there
are faithful conditional expectations ΦI : (C
∗(E)×αωG)/I −→ F/I and ΦIXI :
(C∗(E) ×αω G)/IXI −→ F/IXI defined by the integration over T and given
above. Since sµfs
∗
ν = sµpr(µ)fs
∗
ν , clearly by definition we have IXI ⊆ I, and
so we have the following commutative diagram:
(C∗(E)×αω G)/IXI
ΦIXI−−−−→ F/IXI = F/(IXI ∩ F)
pi1
y ypi2
(C∗(E)×αω G)/I
ΦI−−−−→ F/I = F/(I ∩ F)
where pi1 and pi2 are the canonical quotient mappings. By Corollary 3.9 pi2 is
an isomorphism, and so pi2ΦIXI is faithful. Therefore pi1 is injective, and so
IXI = I. 
Let X be the set of all E-classes of subsets of Γ which is ω-hereditary and
ω-saturated. We define a relation on X by setting X ≤ Y if and only if for
each v ∈ E0, Xv ⊆ Yv, where X = {Xv : v ∈ E
0} and Y = {Yv : v ∈ E
0} are
two elements in X . Clearly (X ,≤) is a partially ordered set.
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Lemma 3.11. (X ,≤) is a lattice.
Proof. Let Θ be an index set, {Xθ : θ ∈ Θ} ⊆ X , and∨
θ∈Θ
Xθ = {
⋃
θ∈Θ
Xθ,v : v ∈ E
0}.
Then it is easy to see that
∨
θ∈ΘXθ is ω-hereditary and ω-saturated, i.e.,∨
θ∈ΘXθ ∈ X . Let X,Y ∈ X , then X ∨ Y = {Xv ∪ Yv : v ∈ E
0} ∈ X is the
least upper bound of X and Y . Let {Xθ : θ ∈ Θ} be all the elements in X such
that Xθ,v ⊆ Xv ∩ Yv (∀v ∈ E
0), then
∨
θ∈ΘXθ is the greatest lower bound of
X and Y . Therefore (X ,≤) is a lattice. 
Theorem 3.12. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, and let
ω : E∗ =
⋃
n≥0E
n → Γ be a labeling map. Then the mapping X 7→ IX is
an isomorphism of the lattice (X ,≤) onto the lattice of closed gauge-invariant
ideals of C∗(E)×αω G.
Proof. By Theorem 3.4 the mapping X 7→ IX is well defined. By Theorem
3.6 and Theorem 3.10 the mapping I 7→ XI is the inverse of this mapping.
Clearly, the mappings X → IX and I 7→ XI both preserve inclusion, and so
an isomorphism. 
4. Simplicity of the crossed product
Definition 4.1. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, and let
ω : E∗ =
⋃
n≥0E
n → Γ be a labeling map. ω will be said to be in-phase
if for any E-class X = {Xv : v ∈ E
0} of subsets of Γ which is ω-hereditary
and ω-saturated, we have Xv = ωe + Xr(e) for any v ∈ E
0 and any edge e
from v. ω will be called simple if any ω-hereditary and ω-saturated E-class
X = {Xv : v ∈ E
0} of subsets of Γ is trivial, i.e., either Xv = Γ for any v ∈ E
0,
or Xv = ∅ for any v ∈ E
0.
Clearly if ω is simple, then ω is in-phase; and if ω is in-phase, then for
any E-class X = {Xv : v ∈ E
0} of subsets of Γ which is ω-hereditary and
ω-saturated, we have Xv = ωγ +Xr(γ) for any v ∈ E
0 and any path γ from v.
Before we proceed to the simplicity characterization, the following points
should be noted.
(1) If ω is simple, then there is no nontrivial saturated subset of E0; that
is for any subset H of E0, if v ∈ H and w ≤ v imply w ∈ H , and {r(e) :
s(e) = v} ⊆ H implies v ∈ H , then we have H = E0 or H = ∅. In fact, if
H 6= E0 and H 6= ∅, let Xv = 0 for v ∈ H and Xv = Γ for v ∈ E
0\H , then
X = {Xv : v ∈ E
0} is a nontrivial ω-hereditary and ω-saturated E-class of
subsets of Γ.
(2) Let En be the directed graph whose C
∗-algebra is Cuntz algebraOn, i.e.,
En is the directed graph consisting of one vertex v with n 1-loops e1, e2, · · · , en
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attached. Then ω is simple if and only if Γi = Γ (i = 1, 2, · · · , n), where Γi is
the closed subsemigroup of Γ generated by ω(e1), ω(e2), · · · , ω(en) and −ω(ei).
In fact, let Xi = {(Xi)v} (i = 1, 2, · · · , n), where (Xi)v = Γi, then Xi is a ω-
hereditary and ω-saturated En-class of subsets of Γ. If ω is simple, then clearly
(Xi)v = Γi = Γ (i = 1, 2, · · · , n). In the other hand, let X = {Xv} be a ω-
hereditary and ω-saturated En-class of subsets of Γ with Xv 6= ∅, and let
γ ∈ Xv. Since X is ω-hereditary and ω-saturated, there is i0, 1 ≤ i0 ≤ n, such
that kω(ei0) + γ ∈ Xv (for all k ∈ Z), and moreover Γi0 + γ ⊆ Xv. If Γi = Γ
(i = 1, 2, · · · , n), then Xv = Γ.
Theorem 4.2. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks and in which every loop has an exit, let G be a locally compact abelian
group with dual group Γ, let ω : E∗ =
⋃
n≥0E
n → Γ be an in-phase labeling
map, and let I be an ideal of C∗(E)×αω G. Then there is a unique conditional
expectation ΦI from (C
∗(E)×αω G)/I onto F/I such that
ΦI

 ∑
(µ,ν)∈Λ
sµfµ,νs
∗
ν + I

 = ∑
(µ,ν)∈Λ,|µ|=|ν|
sµfµ,νs
∗
ν + I,
where Λ is a finite subset of {(µ, ν) ∈ E∗ × E∗ : r(µ) = r(ν)}, fµ,ν ∈ C0(Γ)
(for all (µ, ν) ∈ Λ).
Proof. Let pi be the quotient map from C∗(E) ×αω G onto (C
∗(E) ×αω G)/I,
then pi extends to a homomorphism fromM(C∗(E)×αωG) ontoM((C
∗(E)×αω
G)/I), and we denote it also by pi for the sake of convenience. Since C∗(E)×αω
G = span{sµfs
∗
ν : µ, ν ∈ E
∗, r(µ) = r(ν) ∈ E0, f ∈ C0(Γ)}, to prove that ΦI
is well defined, it is sufficient to prove that ‖pi(
∑
(µ,ν)∈Λ,|µ|=|ν| sµfµ,νs
∗
ν)‖ ≤
‖pi(
∑
(µ,ν)∈Λ sµfµ,νs
∗
ν)‖ for any finite subset Λ of {(µ, ν) ∈ E
∗ × E∗ : r(µ) =
r(ν)}, and fµ,ν ∈ C0(Γ) (for all (µ, ν) ∈ Λ).
Let k = max{|µ|, |ν| : (µ, ν) ∈ Λ}. Since sµfs
∗
ν =
∑n
i=1 sµeiσωei (f)s
∗
νei
for each µ, ν ∈ E∗ with r(µ) = r(ν) and f ∈ C0(Γ), where e1, e2, · · · , en are
all the edges which v = r(µ) emits, we may assume that for each (µ, ν) ∈ Λ,
min{|µ|, |ν|} = k (and so if µ, ν ∈ Λ with |µ| = |ν|, then |µ| = |ν| = k). For
the sake of convenience, let
a =
∑
(µ,ν)∈Λ
sµfµ,νs
∗
ν , b =
∑
(µ,ν)∈Λ,|µ|=|ν|
sµfµ,νs
∗
ν ,
then it is sufficient to prove that ‖pi(b)‖ ≤ ‖pi(a)‖. Without loss of generality,
we assume that b 6= 0. Let E0Λ = {r(µ) : (µ, ν) ∈ Λ and |µ| = |ν|}, and for
v ∈ E0Λ, let
Λk = {(µ, ν) ∈ Λ : |µ| = |ν| = k}, Λv = {(µ, ν) ∈ Λ : r(µ) = r(ν) = v},
and
Λv,k = {(µ, ν) ∈ Λ : |µ| = |ν| = k and r(µ) = r(ν) = v}
= {(µ, ν) ∈ Λ : µ, ν ∈ Ekv }.
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Then b =
⊕
v∈E0Λ
∑
(µ,ν)∈Λv,k
sµfµ,νs
∗
ν , and so there is a vertex w ∈ E
0
Λ such that
‖pi(b)‖ = ‖pi(b1)‖, where b1 =
∑
(µ,ν)∈Λw,k
sµfµ,νs
∗
ν ∈ Fk(w).
Let Ekw,Λ = {µ ∈ E
k
w : ∃ν ∈ E
∗ such that (µ, ν) ∈ Λ or (ν, µ) ∈ Λ}, then Ekw,Λ
is a finite subset of Ekw. Since each loop in E has an exit, by [1, Lem. 3.2] there
is an infinite path λ∞ such that s(λ∞) = w and βλ∞ 6= λ∞ for any finite path
β. Since Ekw,Λ is finite, we can truncate λ
∞ to get a finite path λ such that
s(λ) = w and that αλ doesn’t have the form λβ for any subpath α of any path
in Ekw,Λ. Let
Q =
∑
τ∈Ek
w,Λ
sτλs
∗
τλ,
then Q is a projection in C∗(E) ⊆ M(C∗(E) ×αω G). Since min{|µ|, |ν|} = k
for each (µ, ν) ∈ Λ, and s∗αsβ = 0 for all α, β ∈ E
k with α 6= β, we have
QaQ =
∑
(µ,ν)∈Λ
Qsµfµ,νs
∗
νQ =
∑
(µ,ν)∈Λw
Qsµfµ,νs
∗
νQ.
For (µ, ν) ∈ Λ, if |µ| 6= |ν|, say |µ| < |ν| (the proof is similar if |µ| > |ν|),
i.e., |µ| = k, and |ν| > k, then
Qsµfµ,νs
∗
νQ =
( ∑
τ∈Ek
w,Λ
sτλs
∗
τλ
)
sµfµ,νs
∗
ν
( ∑
τ∈Ek
w,Λ
sτλs
∗
τλ
)
= sµλs
∗
λfµ,νs
∗
ν
( ∑
τ∈Ek
w,Λ
sτλs
∗
τλ
)
=
∑
τ∈Ek
w,Λ
sµλσωλ(fµ,ν)s
∗
νλsτλs
∗
τλ.
For τ ∈ Ekw,Λ, if ν 6= τν1, then s
∗
νλsτλ = 0; if ν = τν1, then s
∗
νλsτλ = s
∗
ν1λ
sλ =
0 by the choice of λ. Therefore
QaQ =
∑
(µ,ν)∈Λ
Qsµfµ,νs
∗
νQ =
∑
(µ,ν)∈Λw
Qsµfµ,νs
∗
νQ
=
∑
(µ,ν)∈Λk
Qsµfµ,νs
∗
νQ =
∑
(µ,ν)∈Λw,k
Qsµfµ,νs
∗
νQ = QbQ = Qb1Q.
Let
ΨI,w,k : Ek(w)⊗ C0(XI,w)→ Fk(w)/I
be the isomorphism defined in the proof of Theorem 3.8, then
ΨI,v,k(sµs
∗
ν ⊗ f |XI,w ) = sµfs
∗
ν + I = pi(sµfs
∗
ν),
where µ, ν ∈ Ekw, f ∈ C0(Γ) and f |XI,w ∈ C0(XI,w) = C0(Γ)/C0(Γ\XI,w). Let
Fλk,Λ(w) = span{Qsµfs
∗
νQ : µ, ν ∈ E
k
w,Λ, f ∈ C0(Γ)} ⊆ C
∗(E)×αω G.
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Since for µ, ν ∈ Ekw,Λ and f ∈ C0(Γ), we have
Qsµfs
∗
νQ =
( ∑
τ∈Ek
w,Λ
sτλs
∗
τλ
)
sµfs
∗
ν
( ∑
τ∈Ek
w,Λ
sτλs
∗
τλ
)
= sµλs
∗
λfsλs
∗
νλ = sµλσωλ(f)s
∗
νλ = sµλs
∗
νλσ−ων (f),
and so Fλk,Λ(w) is a C
∗-algebra. Let
Eλk,Λ(w) = span{Qsµs
∗
νQ : µ, ν ∈ E
k
w,Λ} ⊆ C
∗(E).
Since for µ, ν ∈ Ekw,Λ, Qsµs
∗
νQ = sµλs
∗
νλ, E
λ
k,Λ(w) is an elementary C
∗-algebra
with the matrix unit {Qsµs
∗
νQ}µ,ν∈Ek
w,Λ
, which is isomorphic to the subalgebra
Ek,Λ(w) = span{sµs
∗
ν : µ, ν ∈ E
k
w,Λ} of elementary C
∗-algebra Ek(w), and we
denote this canonical isomorphism by Φλw,k,Λ, then
Φλw,k,Λ : E
λ
k,Λ(w)→ Ek,Λ(w) ⊆ Ek(w), Φ
λ
w,k,Λ(Qsµs
∗
νQ) = sµs
∗
ν , ∀µ, ν ∈ E
k
w,Λ.
Define
Ψλw,k,Λ : E
λ
k,Λ(w) ⊗ C0(Γ)→ F
λ
k,Λ(w)
by
Ψλw,k,Λ(Qsµs
∗
νQ⊗ f) = Qsµσ−ωλ(f)s
∗
νQ.
Since Qsµs
∗
νQ⊗ f = sµλs
∗
νλ ⊗ f and Qsµσ−ωλ(f)s
∗
νQ = sµλfs
∗
νλ, Ψ
λ
w,k,Λ is a
well defined isomorphism by the same discussion as in the proof of Lemma 3.7.
Since
Ψλw,k,Λ(x) =
∑
µ,ν∈Ek
w,Λ
sµλpr(λ)gµ,νpr(λ)s
∗
νλ
for any x =
∑
µ,ν∈Ek
w,Λ
Qsµs
∗
νQ⊗ gµ,ν in E
λ
k,Λ(w)⊗C0(Γ), where gµ,ν ∈ C0(Γ),
we have that Ψλw,k,Λ(x) ∈ I if and only if pr(λ)gµ,νpr(λ) ∈ I (for all µ, ν ∈ E
k
w,Λ)
if and only if gµ,ν ∈ FI,r(λ) = C0(Γ\XI,r(λ)) (for all µ, ν ∈ E
k
w,Λ). Therefore,
we have the isomorphism
Ψλ,Iw,k,Λ : E
λ
k,Λ(w) ⊗ C0(XI,r(λ))→ F
λ
k,Λ(w)/I
defined by Ψλw,k,Λ. Moreover
Ψλ,Iw,k,Λ(Qsµs
∗
νQ⊗ σωλ(f)|XI,r(λ)) = Qsµfs
∗
νQ+ I = pi(Qsµfs
∗
νQ),
where µ, ν ∈ Ekw,Λ, f ∈ C0(Γ). Since Λw,k ⊆ E
k
w,Λ×E
k
w,Λ ⊆ E
k
w×E
k
w, we have
Qb1Q =
∑
(µ,ν)∈Λw,k
Qsµfµ,νs
∗
νQ ∈ F
λ
k,Λ(w), b1 =
∑
(µ,ν)∈Λw,k
sµfµ,νs
∗
ν ∈ Fk(w).
Since ω is in-phase, ωλ +XI,r(λ) = XI,w. Then we have the isomorphism
Ψλ : E
λ
k,Λ(w) ⊗ C0(XI,r(λ))→ E
λ
k,Λ(w)⊗ C0(XI,w)
such that for any µ, ν ∈ Ekw,Λ, f ∈ C0(Γ),
Ψλ(Qsµs
∗
νQ⊗ σωλ(f)|XI,r(λ)) = Qsµs
∗
νQ⊗ f |XI,w .
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Therefore,
Ψλ(Ψ
λ,I
w,k,Λ)
−1(pi(Qb1Q)) = Ψλ
( ∑
(µ,ν)∈Λw,k
Qsµs
∗
νQ⊗ σωλ(fµ,ν)|XI,r(λ)
)
=
∑
(µ,ν)∈Λw,k
Qsµs
∗
νQ⊗ fµ,ν |XI,w ∈ E
λ
k,Λ(w) ⊗ C0(XI,w).
Since Φλw,k,Λ : E
λ
k,Λ(w)→ Ek,Λ(w) ⊆ Ek(w) is an isomorphism, so is
Φλw,k,Λ ⊗ id : E
λ
k,Λ(w)⊗ C0(XI,w)→ Ek,Λ(w) ⊗ C0(XI,w) ⊆ Ek(w) ⊗ C0(XI,w).
Since
(Φλw,k,Λ ⊗ id)Ψλ(Ψ
λ,I
w,k,Λ)
−1(pi(Qb1Q)) =
∑
(µ,ν)∈Λw,k
sµs
∗
ν ⊗ fµ,ν |XI,w
= (ΨI,w,k)
−1(pi
( ∑
(µ,ν)∈Λw,k
sµfµ,νs
∗
ν
)
) = (ΨI,w,k)
−1(pi(b1)),
we have that
‖pi(b1)‖ = ‖(ΨI,w,k)
−1(pi(b1))‖ = ‖(Φ
λ
w,k,Λ ⊗ id)Ψλ(Ψ
λ,I
w,k,Λ)
−1(pi(Qb1Q))‖
= ‖pi(Qb1Q)‖.
Therefore,
‖pi(b)‖ = ‖pi(b1)‖ = ‖pi(Qb1Q)‖ = ‖pi(QaQ)‖ = ‖pi(Q)pi(a)pi(Q)‖ ≤ ‖pi(a)‖.

Theorem 4.3. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks and in which every loop has an exit, let G be a locally compact abelian
group with dual group Γ, let ω : E∗ =
⋃
n≥0E
n → Γ be an in-phase labeling
map, and let I be an ideal of C∗(E)×αω G. Then IXI = I.
As a consequence, each ideal of C∗(E) ×αω G is gauge invariant, and the
mapping X → IX is an isomorphism of the lattice (X ,≤) onto the lattice of
closed ideals of C∗(E)×αω G.
Proof. The proof is almost the same as that of Theorem 3.10, and we need
only to make the following remarks:
(1) By Theorem 4.2, under the given condition, without the assumption
that I be gauge invariant, we still have the conditional expectation ΦI from
(C∗(E)×αω G)/I onto F/I such that
ΦI
( ∑
(µ,ν)∈Λ
sµfµ,νs
∗
ν + I
)
=
∑
(µ,ν)∈Λ,|µ|=|ν|
sµfµ,νs
∗
ν + I,
where Λ is a finite subset of {(µ, ν) ∈ E∗ × E∗ : r(µ) = r(ν)}, fµ,ν ∈ C0(Γ)
(for all (µ, ν) ∈ Λ).
(2) In the proof of Theorem 3.10 it is not necessary as a hypothesis that ΦI
be faithful.
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The final statement follows by Theorem 3.12, which implies in particular
that each ideal I (as I = IXI ) is gauge invariant. 
By the above proof without the assumption that ω is in-phase, Theorem
4.2 and Theorem 4.3 still hold for these ideals I of C∗(E)×αω G with XI,v =
ωe +XI,r(e) for any v ∈ E
0 and any edge e from v.
Theorem 4.4. Let E = (E0, E1, r, s) be a row-finite directed graph without
sinks, let G be a locally compact abelian group with dual group Γ, and let
ω : E∗ =
⋃
n≥0E
n → Γ be a labeling map. Then C∗(E)×αω G is simple if and
only if ω is simple and every loop in E has an exit.
As a consequence, On×αωG is simple if and only if Γi = Γ (i = 1, 2, · · · , n),
where On is the Cuntz algebra, and Γi is the closed subsemigroup of Γ generated
by ω(e1), ω(e2), · · · , ω(en) and −ω(ei) ([20, Thm. 4.4]).
Proof. If C∗(E)×αω G is simple, first of all, C
∗(E) is also simple, and so every
loop has an exit by [1, Thm. 5.1]. Secondly if ω is not simple, then there is a
nontrivial ω-hereditary and ω-saturated E-class X = {Xv : v ∈ E
0} of subsets
of Γ. Then IX is a gauge-invariant ideal by Theorem 3.4. Since XIX = X by
Theorem 3.6 andX is nontrivial, IX is also nontrivial, which is a contradiction.
If ω is simple and every loop in E has an exit. Let I be an ideal of C∗(E)×αω
G, then XI is ω-hereditary and ω-saturated, and so trivial. Since IXI = I by
Theorem 4.3, I is trivial, i.e., C∗(E)×αω G is simple. 
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