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ABSTRACT
A knowledgeable observer of a game of football (soccer) can
make a subjective evaluation of the quality of passes made
between players during the game. We investigate the prob-
lem of producing an automated system to make the same
evaluation of passes. We present a model that constructs nu-
merical predictor variables from spatiotemporal match data
using feature functions based on methods from computa-
tional geometry, and then learns a classification function
from labelled examples of the predictor variables. Further-
more, the learned classifiers are analysed to determine if
there is a relationship between the complexity of the algo-
rithm that computed the predictor variable and the impor-
tance of the variable to the classifier. Experimental results
show that we are able to produce a classifier with 85.8% ac-
curacy on classifying passes as Good, OK or Bad, and that
the predictor variables computed using complex methods
from computational geometry are of moderate importance
to the learned classifiers. Finally, we show that the inter-
rater agreement on pass classification between the machine
classifier and a human observer is of similar magnitude to
the agreement between two observers.
Categories and Subject Descriptors
I.5 [Pattern Recognition]: Design Methodology—Feature
evaluation and selection
∗A poster submission has also been made to the Large Scale
Sports Analytics workshop at the KDD conference on this
work. This submission covers the problem definition and
solution framework described in this paper, and also in-
cludes preliminary experimental results on the accuracy of
the framework.
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fication, machine learning
1. INTRODUCTION
There is considerable research into developing objective meth-
ods of analysing sports, including football. Football analysis
has practical applications in player evaluation for coaching
and scouting; development of game and campaign strate-
gies; and also to enhance the viewing experience of televised
matches. Currently, football analysis is typically done man-
ually or using simple frequency analysis. There would thus
appear to be scope to improve the efficiency of the analysis
process as well as the quality of the output.
The contribution that we intend to make is to use methods
from computational geometry to compute complex predictor
variables and to then apply machine learning classification
algorithms to produce quantitative measures of passing per-
formance. This combination is relatively novel and if suc-
cessful, may be applied to domains other than football.
The remainder of the paper is structured as follows. Sec-
tion 2 defines the problem and the model we propose to
solve it. The feature functions that compute the predictor
variables used for pass classification are described in Sec-
tion 3 and the process for obtaining labelled examples in
Section 4. The learning algorithms used are described in
Section 5. The experimental setup and results are reported
in Section 6 and an analysis of the results and areas of future
work is provided in Section 7.
1.1 Related Work
Sports analysis using computational and probabilistic pro-
cesses is a relatively recent innovation [18]. The initial focus
was on sports with more structured play, such as baseball
and cricket, where collection of raw performance data is a
more straightforward proposition. Within the past decade,
advances in computer vision and image processing have re-
sulted in systems that can capture accurate positional data
about players in less structured games like football, hockey
and basketball. However, the analytic capabilities that have
been built on this type of data are currently fairly limited.
One of the primary roles of a football coach is to analyse
the performance of players during matches. However, ex-
periments have found that the level of recollection of critical
events in football matches is as low as 42% [4]. Given this
level of recall, the use of a systematic approach to collecting
data about events occurring during matches is desirable.
The performance evaluation on these data have typically
been through frequency analysis of events, such as the num-
ber of passes made by a player, or the number of unforced
errors [1]. However, the actions taken by players in a match
are influenced by the interactions with other players, and
simple frequency data may not fully capture the situation.
Event data represents only a small proportion of the data
that could conceivably be collected from football matches.
In order to gather sufficient data to perform complex analy-
sis much research has focused on systems that capture posi-
tional data on the players and ball with high frequency and
precision. The volumes of data inherent in such systems
make it necessary to apply computerised solutions.
Collecting positional data is possible using modern image
capture and processing technology [20, 12]. There are com-
mercial companies with similar systems such as Prozone [17]
and Opta [16] which are used in professional leagues. State
of the art systems are currently able to do this with high
accuracy, for example the Prozone system is able to pro-
vide player co-ordinates accurate to 10cm at an frequency
of 10Hz [17].
The availability of accurate positional and event data pro-
vides the basis for complex analysis of matches and player
performance. To date, a range of diverse approaches have
been explored.
Pattern matching has been used in a number of applica-
tions. Borrie et al. uses T-pattern detection to extract sim-
ilar passing sequences from matches [1]. Gudmundsson and
Wolle analysed sub-trajectories using the Fre´chet distance
as a metric to cluster sub-trajectories that occurred multi-
ple times [6]. Furthermore, Gudmundsson and Wolle also
used suffix trees to encode sequences of passes between dis-
tinct players so that common sequences can be clustered [7].
Taki and Hasegawa defined a geometric subdivision called a
dominant region [20], akin to a Voronoi region [3], that sub-
divides the pitch into cells owned by players such that the
player can reach all areas of the cell before any other player.
The dominant region considers the direction and velocity of
the players [3]. This concept is further developed by Fu-
jimura and Sugihara [5] and Nakanishi et al. [15] who define
efficient approximation models for calculating the dominant
region. Gudmundsson and Wolle consider a related problem
of computing the passing options that the player in posses-
sion has, based on the areas of the pitch that are reachable
by the other players [7]. Kang et al. uses a simplified motion
model to compute a similar subdivision in order to define a
set of performance measures for assessing player’s passing
and receiving performance [10]. The defined measures are
easily understandable and could thus be applied directly to
rating player performance.
2. PROBLEM DEFINITION
We consider the problem of classifying passes made dur-
ing a football match based on the quality of the pass. The
approach that we selected was to use supervised machine
learning algorithms to learn a classification function. Such
algorithms accept data of a particular structure, and thus a
significant component of our approach is to take the raw spa-
tiotemporal data and transform it to an appropriate format
for the learning algorithms.
The input to the framework consists of three datasets for
each match: a set of spatiotemporal trajectory sequences for
each player; a sequence of events that occurred during the
match; and a mapping of players to their respective teams.
We used data from four matches played in the English Pre-
miership during the 2007/08 season. The data was provided
by Prozone [17]. These matches contained 2,932 passes in
total.
The input data is used to construct a vector of predictor
variables for each pass made during the match. In addition,
the quality of the passes made in the four matches have
been manually labelled by human observers. These labels
are used to train the classifiers.
2.1 Preliminaries
We formally set up the problem by first defining the nota-
tion.
We will focus on one match and assume that there is a global
clock which increment in steps of size s where S = {si|i ∈
N}. For example, in our case, the data is updated at a
frequency of 10Hz.
Let P = {p1, p2, ..., pn} be the set of players who appeared in
the match. Associated with each player p is a trajectory tp =
{(xi, yi)|i ∈ TI(p)}, where TI(p) is the time interval when
the player p is on the pitch, i.e. has not been substituted.
To access the geometry of the player p at time step s, we will
use the notation: x(tp, s) for the co-ordinates in R
2; γ(tp, s)
for the angle that the player is facing in where γ ∈ [−π, π);
and v(tp, s) for the velocity of the player. We denote the set
of trajectories for all players in P as Tr.
We associate a set of events E with a game. Each event
e ∈ E has a type (from a fixed-set), such as a pass, a shot,
a tackle, etc. Formally, an event e is a three-tuple e =
(s, u,R). Here s is the time step when the event occurred, u
is the type of the event and R is the set of players involved in
the event. A set of events that are of particular interest are
the pass events which are characterized as {(s, u, {p})|u =
Pass, p ∈ P}, where p is the player who makes the pass.
Note, s(e) is defined as the time when the event e occurred.
Now, the predictor variables associated with each event are
defined as follows. The predictor variables can (in principle)
depend upon all the previous and future events. Similarly,
a predictor variable can depend on the current location of
all players, and possibly their previous and future locations.
Thus, the trajectory sequences, event sequence and player
mappings are used to compute the predictor variables for
each pass event. Let φj be the feature function that produces
the j-th predictor variable:
φj : S × Tr × E ×M → R
It is convenient to work with a vector of predictor variables
for the i-th pass event:
x
(i) =


φ1(s(ei), T r,E,M)
φ2(s(ei), T r,E,M)
...
φn(s(ei), T r,E,M)


x
(i) ∈ Rn
Finally, in order to train the learning algorithms, example la-
bels are required for each class as response variables. The re-
sponse variable is drawn from a discrete set of size k: y ∈ Y ,
and |Y | = k. Combining the response variable vectors with
the corresponding predictor variables provides the training
examples matrix for the machine learning algorithms.
X =


(x(1))⊤
(x(2))⊤
...
(x(m))⊤

 y =


y1
y2
...
ym


X ∈ Rm×n y ∈ Rn
Formally, we can define the classification problem as follows:
Given the training set of pass events X and labels y, and a
cost function J(X, y, θ), the objective is to learn a parame-
terisation, θ such that:
θ
∗ = argmin
θ
J(X, y, θ)
This parameterisation characterizes the classifier function
hθ(x) that will predict the response variable y, given the
input vector x.
3. PREDICTOR VARIABLES
The challenge of the predictor variable engineering task is
to extract sufficient information from the spatiotemporal
match data so that the classifiers are able to make accu-
rate inferences about the quality of the passes made in a
match. The objective is thus to ensure that sufficient infor-
mation about the match state is inherent in the constructed
predictor variables.
To place this problem in context, consider how an informed
observer of a football match would make an assessment about
the quality of a pass.
At a basic level, the observer would consider the fundamen-
tals of the pass, such as the distance and speed of the pass
and whether the intended recipient of the pass was able to
control the ball. These are the basic geometric aspects of
the pass, but even at this level, the observer is required to
make some inferences, such as who the intended recipient of
the pass is.
They would also likely consider the context of the match
state when the pass was made. For example, was the passer
under pressure from opposition players? To make such as-
sessments, the observer would consider the positions of the
players and the speed and direction that they were moving
in, and the observer would make assumptions about whether
the players are physically able to influence the pass by pres-
suring the passer or intercepting the pass. The observer thus
has an idea of the physiological capabilities of the players,
and will consider this in their estimation of the quality of a
pass made.
At a higher level, players in a football match do not make
passes simply to move the ball from one location to another.
They make passes to improve the strategic position of their
team. Passes can be made to improve the position of the
ball, typically by trying to move the ball closer to the oppo-
nent’s goal in order to have an opportunity to score. Passes
may also be made to improve the match state by moving the
ball from a congested area of the pitch to an area where the
team in possession has a numerical or positional advantage.
Meanwhile, the opposition will be actively trying to reduce
the options of the player in possession to make passes. Thus,
the match observer would need to consider the tactical and
strategic objectives of the passer, and thus would have an
understanding of the tactics and strategies employed by the
player and team, and apply them to their estimate. Like-
wise, the observer would consider the defensive team and
their strategies and tactics.
A football match can also be viewed as a sequence of events
occurring at particular times. Examples of these events
are touches, passes, tackles, fouls, shots on goal, and goals.
The event-type that we are concerned with, Pass, can thus
be viewed as part of a sequence. This sequence can be
subdivided in various ways, for example by unbroken sub-
sequences of events where a single player or team is in control
of the ball, or by a sub-sequence of events that occur between
stoppages in play such as fouls, goals or injuries. When as-
sessing the quality of a pass, the observer may consider the
context of the pass in the sequence of events.
Finally, the observer may also consider the opportunity cost
of the pass. By making the pass, the player forsook the other
options available, such as passing to other players, dribbling
or shooting.
For the trained observer, synthesising all this disparate in-
formation and making a prediction is a mental exercise that
can be done in a matter of seconds. The problem described
in this paper is to replicate this in a computational process.
This section discusses the approach chosen to construct a
set of predictor variables from the spatiotemporal and event
data.
3.1 Feature Functions
Feature functions are used to compute the predictor vari-
ables that are input to the classifier. The feature function
φj(s(ei), T r,E,M) outputs the j-th predictor variable for
the i-th pass event. The predictor variables are divided into
the following categories in a manner consistent with our
analysis of the types of information used by the informed
observer:
Basic geometric predictor variables are the predictor
variables derived from the basic orientation of the play-
ers and ball on the football pitch. The feature func-
tions for these predictor variables implement simple ge-
ometric operations such as determining angles between
points, measuring Euclidean distances, and calculating
velocity of objects over a time interval.
Sequential predictor variables are constructed from the
event sequence data. Currently three types of sequences
are modelled: player possession, where a single player
is in possession; team possession, where players from
the same team are in uninterrupted possession; and
play possession, where events between stoppages are
grouped in a sequence. Examples of these predictor
variables are the ordinal position of the event in a se-
quence, the duration of the sequence, and the event
that is the final outcome of the current sequence.
Physiological predictor variables are predictor variables
that incorporate some aspect of the physiological capa-
bilities of the players, generally how quickly they can
reach a given point. Inherent in these predictor vari-
ables is a motion model that simulates the physical
capabilities of the players. This is discussed in detail
in Section 3.2.
Strategic predictor variables are predictor variables that
are designed to provide some information about the
strategic element of the football match. The approach
taken was to design predictor variables based on the
dominant region construct proposed by [20], see Sec-
tion 3.3.
The physiological and strategic predictor variables required
further data structures for their computation, described in
the following paragraphs.
3.2 Player Motion Model
Consider a player at a certain point, and moving at a given
velocity and direction. The time that it would take this
player to reach another given point would intuitively appear
to be of interest. In particular, if a player can reach a point
before any other player, then that player dominates that
point. This notion is the basis for the physiological and
strategic predictor variables we have defined in our model.
In order to determine the time required to reach a given
point, a motion model of the player is required.
We examined the three motion models. They are intended
to approximate the reachable region of points that a player
can reach in a given time. The time that it would take
for a player positioned at a certain point to reach another
point is determined by a number of factors. The maximum
achievable velocity of the player would be a factor, as would
the speed and direction the player is already heading in.
Indirect factors could also play a part, such as the condition
of the pitch, the wind direction and speed. These factors
could all impact the reachable region, and we propose an
approximation function for this.
Formally, the motion model can be defined as a function fp
for a player p that takes as arguments: the coordinates of
a point in R2, expressed in polar form (θ, d) relative to the
player’s current location; the direction the player is facing
γ; and the current velocity of the player v. The function
returns the time t it would take for the player to reach the
point.
fp(θ, d, γ, v) = t (1)
Gudmundsson and Wolle [7] propose three simple motion
models to approximate the reachable region for a player.
The models discretize the reachable region by introducing a
time-step τ ∈ T to approximate t. The motion model would
thus map a series of boundary curves that surround the ini-
tial starting point of the player. Furthermore, each curve
is approximated by an n-sided polygon. The three motion
models considered are based on a circular boundary, an el-
liptical boundary and a boundary constructed by sampling
the from the trajectory sequences, see Figure 1.
The motion models are used in several of the feature func-
tions, in particular those based on the dominant region, be-
low. The extended version of this paper evaluated these
three motion models [8], however the experiments here are
based on the ellipse motion model, as this model produced
classifiers whose performance in the experiments was gener-
ally close to being optimal.
3.3 The Dominant Region
Taki and Hasegawa presents the dominant region as a dy-
namic area of influence that a player in a football match can
exert dominance over, where dominance is defined as being
the regions of the pitch that the player is able to reach before
any other player [20]. We propose to use the dominant re-
gion as a measure to approximate the strategic position that
a team at a given point in time in the match by constructing
feature functions based on it. Furthermore, we use the dom-
inant region to also construct predictor variables that model
the pressure exerted on the player in possession of the ball
by opposition players in close proximity.
Intuitively, these would appear to be useful predictors for the
task of rating passes. The passing player wants to put the
ball at a point where the intended recipient can reach it first,
and this is, by definition, in the receiving player’s dominant
region. Thus, the proportion of the pitch that the team
in possession dominates is a factor in the passing options
of the passing player. Similarly, the size of the dominant
region surrounding the passing and receiving players would
provide information about the pressure the player is under.
The football pitch can be partitioned into an subdivision of
dominant regions, each dominated by a particular player.
It is thus conceptually similar to the Voronoi region [3], the
difference being the function that determines the region that
a particular point belongs to. The function for a Voronoi
region is the Euclidean distance, and for the dominant region
is the time it takes for a player to reach a given point.
Formally, from [20], a dominant region is defined by the
following equation for a player pk at time-step s:
D(pk, s) = {x ∈ R
2|g(x, pk, s) ≤ g(x, pm, s)
for m 6= k, pm ∈ P, s ∈ T} (2)
In the described setting, Equation (1) determines the time
Figure 1: Reachable region boundaries using different motion models. (a) Circle, (b) Ellipse & (c) Data-driven
Figure 2: Dominant regions constructed using el-
lipse motion model.
taken for a player to reach a point (θ, d). However, this
function is independent of the actual location of player p,
and points are represented in polar form. To reconcile this,
we define the following: θ(x1, x2) accepts as arguments two
points in Euclidean form and computes the angle θ between
them; and, likewise, d(x1, x2) computes the Euclidean dis-
tance between the points. Thus, g is defined as:
g(x, pk, s) 7→ fpk (θ(x(tpk , s), x), d(x(tpk , s), x),
γ(tpk , s), v(tpk , s))
The subdivision of the dominant regions for all players will
thus partition the football pitch, as can be seen in Figure 2.
However, x ∈ R2 is continuous, and there is currently no
algorithm available to efficiently compute this continuous
function. In theory, the dominant region of a player may
not even be a single connected region [20]. Computing the
intersection of surfaces in three dimensions, as required in
Equation (2) is non-trivial and time-consuming. As such, we
use an approximation algorithm to compute the dominant
region. Taki and Hasegawa [20] and Nakanishi et al. [15]
both present approximation algorithms where x is approxi-
mated by a discrete grid Y ⊂ N2, and the dominant regions
are thus computed for all points in Y . In the following sub-
section we present an approximation algorithm that uses the
approximate motion model function to compute the bound-
aries of the dominant regions.
3.4 Approximation Algorithm
In this section we present an approximation algorithm for
efficiently computing the dominant region arrangement of
the football pitch at a given point of time. The algorithm,
presented in Algorithm 1, has three steps. First, for every
pairwise combination of players, the intersection points be-
tween the reachable region polygons are determined. In the
second step, the intersection points are used to produce a
reachable boundary between each pair of players. The third
step constructs the smallest enclosing polygon around each
player from the boundaries, and this is the player’s dominant
region.
Algorithm 1 Approximation algorithm to compute the
dominant region at a given time.
P ← {po, · · · , pn} ⊲ The players
T ← {τ0, · · · , τmax} ⊲ The time-steps for boundaries
VMSP ← ∅, EMSP ← ∅
for all (pi, pj) ∈ {(pi, pj)|pi, pj ∈ P, pi 6=)pj} do
V ← ∅, E ← ∅
for all τ ∈ T do ⊲ Step 1
V ′ ← IntersectionPoints(pi, pj , τ )
E′ ← {(vp, vq)|(τ (vq) = τ (vp) + 1) ∨
(τ (vp) = τ (vq) = min({τ (vr)|r ∈ V
′}))}
V ← V ∪ V ′, E ← E ∪E′
end for
(V ′MSP , E
′
MSP )←MinimumSpanningPath(V,E)
⊲ Step 2
VMSP ← VMSP ∪ V
′
MSP
EMSP ← EMSP ∪E
′
MSP
end for
D ← ∅
for all p ∈ P do ⊲ Step 3
Ep ← {e|e ∈ EMSP ∧ p(e) = p}
d← SmallestEnclosingPolygon(Ep)
D ← D ∪ {d}
end for
D is the set of dominant regions for all players
The first step is to compute the intersection points between
the reachable regions of each pair of players. The intersec-
tion points at time τi are determined using a line segment
intersection algorithm [5]. Each intersection point vj has
a time-step attribute τ (vj) denoting the time-step of the
reachable region polygon that it was constructed from. In
most cases, there will be zero or two intersection points be-
tween the polygons however degenerate cases exist where
Figure 3: The intersection of time-step polygons de-
fines the boundary between player’s dominant re-
gions.
there are one, or three or more intersection points [8]. The
intersection points V = {v0, v1, . . . , vm} between the pair of
players for all time-steps are collected. A graph G = (V,E)
is constructed using V as vertices and adding edges to E be-
tween two points if either: the time-step of the two vertices
are adjacent; or the two vertices have the same time-step and
this time-step is the minimum of all intersection vertices:
E = {(vi, vj)|(τ (vj) = τ (vi) + 1) ∨
(τ (vi) = τ (vj) = min({τ (vk)|k ∈ V }))}
The second step in the algorithm takes the graph G as input
and computes the reachable boundary between each pair of
players. G contains edges between each intersection point for
consecutive time-steps. Typically each vertex in V will have
degree of four, with edges to two vertices whose time-step
is immediately prior to the time-step of the current vertex,
and two edges to the vertices whose time-step is immediately
subsequent. The purpose of this step is to prune the graph
so that each vertex in the graph has degree of no greater than
two, and that the edges retained will be the shortest edges.
The pruned graph will thus be a smooth path. This is per-
formed using a modified version of Kruskal’s algorithm [11].
The algorithm is modified so that an edge (vi, vj) is added
to the output tree only if deg(vi) < 2 and deg(vj) < 2. This
modification means that the algorithm will return“spanning
paths”, i.e. the set of paths from the input graph that span
the connected components of the graph. In most cases there
will be a single path, see Figure 3. If there are two or more
paths, select the one that contains an edge between two
points vi and vj where τ (vi) = τ (vj), as these are the inter-
section points with the minimum time-step and are thus clos-
est to each player’s site. The graphs for each pair of players
are collected into a single graph GMSP = (VMSP , EMSP ).
The edges in this graph are the line segments that form the
reachable boundaries of each player.
The final step of the algorithm is to compute the dominant
region for each player by collecting the line segments that
comprise the boundaries the player has with all other play-
ers, and then determining the polygon that encloses the site
of the player. The algorithm shoots a ray from the site of
the player and locates the closest intersecting line segment.
The algorithm then collects the closest line segments by re-
peatedly “turning left” and walking to the next intersection
with another line segment. This loop stops when the orig-
inal intersection point is again encountered. As such, this
algorithm walks around the innermost polygon surrounding
the player’s site, and this polygon defines the player’s dom-
inant region. The dominant regions of all players induce a
subdivision of the football pitch, as required, see Figure 2.
The following paragraph presents a sketch of the computa-
tional complexity of the approximation algorithm. The time
and space complexity of the first two steps in the algorithm
is O(n log n) in the number of line segments in the reachable
region boundaries. However, the complexity includes a large
constant of
(
22
2
)
as these steps must be carried out pairwise
for all 22 players. The worst-case complexity of the third
step (determine the enclosing polygon) is quadratic on the
number of line segments in the player motion model. For
each line on the polygon boundary, we need to compute the
closest intersecting line segment which is done by computing
the intersection point for the line segment with every other
line segment, which has linear complexity. The number of
lines on the polygon boundary is at most n thus yielding
the quadratic complexity for this step, and for the overall
algorithm. However, in practice this value is much smaller
than n. In particular, the polygons of reachable regions will
only intersect at zero or two points in most cases.
4. LABEL DATA
The supervised machine learning algorithms used in our ex-
periments learn from training examples that have been la-
belled with the ground truth values. In this case, each pass
event that occurs is labelled with a rating of its quality. This
section describes the process used to capture and validate
the label data.
4.1 Labelling Process
The labels used to train the classifiers were created by hu-
man observers watching video footage of the matches and
rating the passes. Each observer individually watched video
clips of the passes made and assigned a rating to each pass.
The labels were chosen from a 6-point Likert Scale contain-
ing the following items: Very Good, Good, Slightly Good,
Slightly Bad, Bad, Very Bad.
The video clip for each pass included two seconds of footage
preceding and following the pass event. The intention was to
provide sufficient context to rate the pass, and also to ensure
that each pass was rated in isolation, but not to include
longer-term considerations such as the eventual outcome of
a sequence of possession.
4.2 Process Validation
The classification process was designed using principles and
techniques described by Lincoln and Guba [13].
Prolonged engagement: Each observer viewed video clips
of over 3,000 passes, consistent with Lincoln and Guba’s
technique of persistent observation. The intention was
to ensure that the observers would identify character-
istics that were most relevant to the quality and risk
of a pass.
Member checking: After the first two matches had been
labelled, the difference between the labels assigned by
the observers was determined. The passes where the
distance between two observer’s ratings was two or
more were selected. The observers then viewed the
footage of these passes together and discussed their
reasoning. The purpose of this was to explore the char-
acteristics of a pass that impacted the classifications,
and was intended to ensure a consensus on the signifi-
cant characteristics.
Triangulation: This describes the technique of using mul-
tiple sources of data to improve understanding. The
labelling task was carried out by two observers so that
the labels used in training the classifier were based on
more than one source. The two labels for each pass
were compared, and where there was not agreement,
the label that was closest to the centre of the scale was
selected as the ground truth.
4.3 Analysis of Classification Results
The ratings made by the observers are subjective - there is
no correct answer. It is thus natural to expect some dis-
agreement between raters in their labels. Cohen’s kappa [2]
is a heuristic measure of agreement between raters that takes
into account the possibility that ratings can agree by chance,
with a value of 0 denoting chance agreement and 1 denoting
perfect agreement. Formally, Cohen’s kappa is defined as:
κ =
po − pe
1− pe
Here, po is the fraction of observations where the raters were
in agreement, and pe is the fraction of observations that
could be expected to agree by chance.
The ratings made by the two observers yielded a Cohen’s
kappa of 0.393 which indicates a moderate level of agree-
ment, see Table 5. Although, Cohen’s kappa does not have
a statistical significance, it suggests that the observers pro-
duced similar outcomes.
5. LEARNING ALGORITHMS
The pass rating task is a classification problem and we eval-
uate several supervised machine learning algorithms for this.
Informally, the goal of the learning algorithm is to produce
a response function hθ(~x) that can predict the ground truth
variable y for a given input vector of predictor variables,
~x. The algorithm is trained on the labelled example data
with the objective of learning a parameterisation θ for the
response function hθ(~x) such that the prediction error is
minimised.
The distribution of example data used in our experiments is
unevenly distributed amongst the classes. The majority of
examples were clustered towards the middle of the scale, see
the frequency column of Table 1. We thus selected learning
algorithms designed to handle class imbalance. The exper-
iments were run on three classifiers. In particular, we used
multinomial logistic regression (MLR) with three different
cost functions. We also examined a support vector machine
(SVM) classifier and a RUSBoost classifier. The intention
was to perform the experiments using diverse types of clas-
sifiers: SVM being a maximum margin classifier [21] and
RUSBoost is an ensemble method that utilises sampling and
boosting of weak classifiers [19].
5.1 Multinomial Logistic Regression
Multinomial logistic regression models the distribution of
response variables using the multinomial distribution, con-
ditioned on the input predictor variables. The probabilities
are modelled using the softmax function.
p(y = i|x; θ) =
eθ
⊤
i x∑k
j=1 e
θ⊤
i
x
The parameterisation of θ is learned by minimising a regu-
larised cost function J(θ), which is the sum of an empirical
risk function R(θ) and a regularization term:
min
θ
J(X, y, θ) = min
θ
R(X, y, θ) + λ‖θ‖p (3)
We evaluated three empirical risk functions. The function (4)
is the risk function derived from the maximum likelihood
estimation of θ. The arithmetic (5) and quadratic (6) risk
functions are intended to perform better under class imbal-
ance conditions by computing the per-class risk [14]. The
arithmetic risk takes the sum of the per-class values, whereas
the quadratic risk uses the root of the sum of the squared
values.
R
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The regularization term includes the norm of θ. We evaluate
the ℓ1- and ℓ2-norms in our experiments, i.e. p ∈ {1, 2} in
Equation 3. Moreover, the ℓ1-norm will induce a sparse
parameterisation of θ [9], and we investigate the predictor
variables whose corresponding value in θ is non-zero as a
measure of the importance of the predictor variable.
6. EXPERIMENTS
We carried out a set of experiments to answer the following
questions:
1. Is it possible to find a classification function and set of
predictor variables to accurately predict the quality of
a pass?
2. Do the predictor variables that are computed using
complex algorithms from computational geometry nec-
essarily lead to better prediction?
Table 1: Per-class frequencies for six-class model
Class Relative Frequency Count
Very Good 0.008 24
Good 0.058 171
Slightly Good 0.624 1829
Slightly Bad 0.206 604
Bad 0.088 257
Very Bad 0.016 47
Table 2: Per-class frequencies for three-class model
Class Relative Frequency Count
Good 0.066 193
OK 0.789 2314
Bad 0.145 425
6.1 Setup
The objective of the experiments conducted for this research
was to learn an optimal set of parameters θ∗ that character-
ize a response function hθ(x) such that the response function
makes correct predictions on unseen examples. In order to
compare the relative performance of the learned response
functions, we held out 20% of the labelled data for test-
ing. The held-out test examples were stratified so that the
per-class frequency of examples in the test set was consis-
tent with the distribution in the training examples. The
classifiers were trained using tenfold cross-validation of the
training examples, and evaluated comparing the classifier
prediction to the ground-truth label on the test examples.
The experiments were conducted using two labelling schemes.
The six-class scheme used the labels that were assigned by
the observers, see Section 4. The three-class scheme aggre-
gated the six classes into three classes: Good, OK and Bad.
Tables 1 and 2 summarise the distribution of examples to
classes.
There are several methods of evaluating the performance of
the response function, and we evaluated the response func-
tions using the following objective functions.
• Accuracy
• Precision
• Recall
• Fβ=1-Score
The metrics for precision, recall and Fβ=1-Score are neces-
sarily calculated on a per-class basis, so a simple mean of
the per-class values was used as the objective function in
these cases.
6.2 Results
The results of the experiments are summarised in Table 3
and 4. The overall accuracy of the classifiers shows that
SVM and MLR using the simple cost function are the op-
timal configurations. The multinomial logistic regression
classifiers using the arithmetic and quadratic loss functions
showed improved recall, but this was at a cost of precision.
This is in line with expectations, as these cost functions
are less sensitive to the class imbalance, and would be more
likely to assign examples to the minority classes. However,
Table 3: Summary results for 6-class model
Classifier Accuracy Precision Recall Fβ=1-Score
MLR 0.669 0.462 0.417 0.455
MLR-Arith 0.520 0.337 0.466 0.401
MLR-Quad 0.527 0.345 0.429 0.408
SVM 0.660 0.395 0.327 0.358
RUSBoost 0.580 0.359 0.453 0.348
Table 4: Summary results for 3-class model
Classifier Accuracy Precision Recall Fβ=1-Score
MLR 0.829 0.666 0.752 0.638
MLR-Arith 0.730 0.580 0.780 0.612
MLR-Quad 0.741 0.581 0.784 0.617
SVM 0.858 0.713 0.734 0.711
RUSBoost 0.756 0.600 0.781 0.646
the improvement in recall was not sufficient to outweigh the
reduction in precision, and so the overall accuracy was also
reduced.
7. ANALYSIS
The experimental results show that we are able to learn a
classifier to perform the pass classification task. We provide
an analysis of the results in this section.
7.1 Classifier Performance
The experimental results in both the three-class and six-
class settings show that it is possible to learn a classifier that
performs better than random, and also better than simply
selecting the class with the most examples assigned to it,
the so-called majority classifier. The error present in these
classifiers appears to be the result of bias, as the accuracy of
the classifiers on the unseen test data is close to the accuracy
on the training data. For example, the SVM classifier in
the six-class setting has an accuracy of 66.0% on the test
data and 66.6% on the training data. This suggests that
the predictor variables used in the classifier do not contain
sufficient information to accurately make the predictions, see
Section 7.4.
7.2 Predictor Variable Importance
The predictor variables were computed by feature functions
of varying complexity. This begs the question whether the
work involved in the complex feature functions resulted in
improved performance. The task of determining the im-
portance of a particular feature is not obvious, however we
investigated a number of approaches to this.
It should be noted that none of the predictor variables used
in our experiments was a strong predictor of the quality
label assigned to the pass. A visual examination of scatter-
plots of pairs of response variables did not reveal any pairs
that clearly separated the labelled data. Moreover, applying
principal component analysis produced a coefficient of 0.03
on the first eigenvector. Therefore, the importance of any
given feature is likely to be incremental.
We selected the features that were computed using the dom-
inant region described in Section 3.3. Six of the 49 features
constructed were based on the dominant region. We inves-
tigated the importance that various algorithms assigned to
these six features.
The first approach was to investigate the weights learned
when using ℓ1 regularization, as this approach is sparsity-
inducing [9]. Informally, this means that features that are
of low importance will have a zero weight and important fea-
tures will be non-zero. We examined the weights vector for
the MLR classifier using ℓ1 regularization. In the three class
setting, seven variables were assigned non-zero weights and
three of these were based on the dominant region. However,
in the six-class setting, only one out of eleven variables were
assigned non-zero weights.
Furthermore, we considered the predictor importances de-
rived from the RUSBoost classifier. In this case, the predic-
tor variable of the dominant region of the passer was ranked
the most important variable in the three- and six-class set-
ting. However, the next most important variable based on
the dominant region was seventeenth.
While some of the dominant region predictor variables are
important to the classifiers, their importance to the classi-
fiers is not clear. Given the overall bias in the model, there
is clearly scope to improve the input predictor variables, and
this is something that we plan to continue researching.
7.3 Inter-Rater Agreement
In Section 4.3 we discussed the fact that it is reasonable
to expect that the observers would rate passes differently,
and we applied Cohen’s kappa [2] as a heuristic to evaluate
the inter-rater agreement between the observers. Here we
extend that analysis to the responses produced by the clas-
sifiers in the experiments. We computed Cohen’s kappa in a
pairwise manner on all labellings, see Table 5. The objective
was to examine whether the inter-rater agreement between
an observer and a classifier was significantly different from
that between two observers.
Comparing the observer-classifier kappa’s, there is a signif-
icant difference between the values for the two observers,
where Observer 1 has higher agreement with the classifiers.
In particular, the value of Cohen’s kappa is greater between
Observer 1 and the SVM classifier than between Observer 1
and Observer 2. The kappa values for Observer 1 with the
other classifiers were of similar magnitude to the kappa be-
tween the two observers. This interestingly suggests that
the classifier will produce results that are as similar to an
observer’s results as the similarity between the results of two
observers.
7.4 Sources of Error
The purpose of the feature functions described in Section 3
is to capture sufficient information to train a classifier that
has good predictive performance. The classifiers described in
this paper tend to exhibit high bias, and thus it is worthwhile
to examine the sources of error in the model.
Sample Bias The trajectory data available is limited to
four matches. All of these matches are home matches
for Arsenal Football Club. Arsenal were a strong team
in the 2007/08 season, finishing third. They were un-
beaten at home, playing 19 games, winning 14 and
drawing 5. The opposition teams in the four matches
were Aston Villa (finished 6-th in season), Blackburn
Rovers (7-th), Bolton Wanderers (16-th) and Reading
(18-th). Given that teams will often vary their tactics
based on whether they are playing home or away, and
also in terms of the relative strength of the opposition,
then there is the possibility of bias here.
Source Data The data used to produce the predictor vari-
ables is limited to trajectory data for the players and
event sequence. The learning algorithm must train the
classifier using only this information. However, the ob-
servers who labelled the training data may consider an
number of other aspects when making their rating, for
example the aesthetics of the pass, their prior belief
about the player making the pass, or the apparent in-
tensity of the current state of the match.
Video Framing The labelling made by the observers was
performed by viewing video footage of the match. This
footage does not display the entire playing field, and
thus the observer cannot take into account the state of
players not in the video frame. The classifier, however,
does not know what parts of the playing field were
visible to the observer, and thus cannot discriminate
based on this.
Facing direction of players The source data used to con-
struct the predictor variables only provides the loca-
tion of each player. The orientation of the player in
not available, and thus must be extrapolated. There
are two plausible extrapolations that were used: that
the player is facing in the direction of motion; or that
the player is facing the ball.
Ball trajectory The trajectory of the ball is not provided,
and thus is extrapolated by using the event data to
determine when a player touches the ball. In between
such events, the location and speed of the ball is inter-
polated using a simple linear model. This is clearly an
approximation, as the ball may not travel in a straight
line, for example if it is kicked in the air. Moreover, the
velocity of the ball will not remain constant between
events as is the case in the model.
Approximation Algorithm The approximation algorithm
used to construct the dominant region necessarily in-
troduces an error in the predictor variables that are
computed using the algorithm.
The training error that was inherent in all classifiers points
to a deficiency of information in the constructed features
and these apparent sources of error reinforce this view.
8. CONCLUSION
In this paper we present a model that is able to learn a
classifier to rate the quality of passes made during a football
match with an accuracy of up to 85.8%. We compared the
ratings made by the classifier with those made by human
observers, and found that the level of agreement between the
machine classifier and an observer was similar in magnitude
to the level of agreement between two observers.
The model uses feature functions based on methods from
computational geometry. We present an efficient approxi-
mation algorithm for computing the dominant region. This
Table 5: Cohen’s Kappa showing inter-rater agreement between human observers and learned classifiers in
six-class setting.
Observer 1 Observer 2 MLR MLR-Arith MLR-Quad SVM RUSBoost
Observer 1 - 0.393 0.360 0.323 0.325 0.464 0.338
Observer 2 0.393 - 0.232 0.205 0.214 0.309 0.222
MLR 0.360 0.232 - 0.410 0.424 0.598 0.350
MLR-Arith 0.323 0.205 0.410 - 0.894 0.343 0.450
MLR-Quad 0.325 0.214 0.424 0.894 - 0.351 0.464
SVM 0.464 0.309 0.598 0.343 0.351 - 0.366
RUSBoost 0.338 0.222 0.350 0.450 0.464 0.366 -
structure is intended to provide information about the strate-
gic and physiological state of the match, however it is costly
to compute. We evaluate the importance to the classifier of
the predictor variables based on the dominant region, and
find them to be of moderate importance.
The model and experiments described provide a foundation
for further research, and several areas to investigate became
apparent during this research, in particular, the design of
new predictor variables to mitigate the sources of error in-
herent in the model. These are issues that we plan to explore
further in subsequent research.
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