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IMPROVED BOUND FOR TOMASZEWSKI’S PROBLEM
VOJTE˘CH DVOR˘ÁK, PETER VAN HINTUM, AND MARIUS TIBA
Abstract. In 1986, Tomaszewski made the following conjecture. Given n real
numbers a1, ..., an with
∑
n
i=1
a
2
i
= 1, then of the 2n signed sums ±a1 ± ... ± an,
at least half have absolute value at most 1. Hendriks and Van Zuijlen (2020) and
Boppana (2020) independently proved that a proportion of at least 0.4276 of these
sums has absolute value at most 1. Using different techniques, we improve this
bound to 0.46.
1. Introduction
Take a1, ..., an real numbers such that
∑n
i=1 a
2
i = 1 and consider the randomly
signed sum
∑n
i=1 ǫiai, where the ǫi are independent, identically distributed (i.i.d.)
Rademacher random variables, i.e. P(ǫi = 1) = P(ǫi = −1) = 12 . In 1986, Tomaszewski
(see [5]) conjectured that P(|∑ni=1 ǫiai| ≤ 1) ≥ 12 . Note that this bound is tight for
n ≥ 2 as we can take for instance a1 = a2 = 1√2 , ai = 0 for 2 < i ≤ n. While various
partial results towards this conjecture were proven, the original problem is still open.
Several papers have focussed on showing bounds from below approaching 1/2.
Holzman and Kleitman [7] proved that P(|∑ni=1 ǫiai| ≤ 1) ≥ 38 . In fact, they showed
the stronger, tight result that P(|∑ni=1 ǫiai| < 1) ≥ 38 as long as there is more than
one non-zero term. Later, but independently and using different techniques, Ben-Tal,
Nemirovski and Roos [1] obtained the weaker bound of 1
3
. Their method was later
refined by Shnurnikov [8] to obtain the bound of 0.36, still weaker than the result of
Holzman and Kleitman.
More recently, Boppana and Holzman [4] obtained a bound of 0.406259. Using a re-
sult of Bentkus and Dzindzalieta [2], their argument can be improved to actually give
a better bound of approximately 0.4276, as was independently observed by Hendriks
and Van Zuijlen [6] and Boppana [3]. We make further progress on Tomaszewski’s
conjecture by using different techniques to prove our main theorem.
Theorem 1.1. Let a1, ..., an be real numbers such that
∑n
i=1 a
2
i = 1 and let ǫi for
i = 1, ..., n be i.i.d. random variables with P(ǫi = +1) = P(ǫi = −1) = 12 . Then
P(|∑ni=1 ǫiai| ≤ 1) ≥ 0.46.
Note that partial sums
∑k
i=1 ǫiai can be interpreted as a random walk with pre-
scribed step sizes. This interpretation suggests common techniques like mirroring,
symmetry and second moment arguments, as have been used in previous papers on
this problem [1, 3, 4, 6, 7, 8]. We manage to set up a framework which allows for
a tight interplay between all these techniques, by combining them with ideas from
linear programming.
Depending on the size of max{|ai|}, we consider four cases: the intermediate ones
represent the core of the proof and to tackle them we use a combination of mirroring,
symmetry and second moment arguments to reduce the problem to an easily solvable
linear program.
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The efficacy of the techniques used in this paper is dependent on the specific values
of the ai’s. Our division into different cases allows us to push each of the ideas to
their limit. Because of the variety of examples of values ai’s showing the tightness of
the conjecture in the sense that P(|∑ni=1 ǫiai| < 1) < 12 (e.g. 13 , ..., 13 , and the infinite
family k−1
k
, 1
k
, ..., 1
k
for each k ≥ 2), it seems inescapable to engage in case analysis.
However, the current state of the literature seems to lack this approach.
2. Set up
Fix a vector a = (a1, a2, ..., an) with
∑n
i=1 a
2
i = 1 and a1 ≥ a2 ≥ ... ≥ an > 0.
Let ǫi for i = 1, ..., n be i.i.d. random variables with P(ǫi = +1) = P(ǫi = −1) = 12 ,
i.e. independent Rademacher random variables. Denote P(a) = P(|∑ni=1 ǫiai| ≤ 1).
To show that P(a) ≥ 0.46, we consider the following four cases depending in which
interval a1 lies: [0, 0.25], [0.25, 0.49], [0.49, 0.67], and [0.67, 1].
We will use induction on the dimension n. Note that for n = 1, 2 the result is
trivial. For n = 3, it follows easily too, by noting that all of the sums a1 − a2 +
a3,−a1 + a2 + a3,−a1 + a2− a3, a1− a2− a3 have absolute value at most 1. Thus we
will further assume n ≥ 4. The only time we will appeal to the induction hypothesis
is in the proof of Lemma 4.4.
We write P(N(0, 1) ≥ x) for the probability that a standard normal attains a value
of at least x.
Several times, we will use the following result of Bentkus and Dzindzalieta [2].
Lemma 2.1. Let a1 ≥ a2 ≥ ... ≥ an > 0 be such that
∑n
i=1 a
2
i ≤ 1, and let ǫi for
i = 1, ..., n be i.i.d. Rademacher random variables. Then we have for any x ∈ R
P
(
n∑
i=1
ǫiai ≥ x
)
≤ 3.18 P(N(0, 1) ≥ x).
3. Easy cases - a1 small or large
In this section, we handle the more straightforward cases when either a1 + a2 ≤
1, a3 ≤ 0.25 or when a1 ≥ 0.67. Here we only need simple mirroring arguments,
accompanied by the tail bound provided by Lemma 2.1.
Proposition 3.1. If a1 + a2 ≤ 1 and a3 ≤ 0.25, then P(a) ≥ 0.46.
Proof of Proposition 3.1. Define the following random process (Xt)
n
t=0. Let X0 = 0,
and for 1 ≤ t ≤ n, let Xt =
∑t
i=1 ǫiai. Let
T =
{
inf{1 ≤ t ≤ n : |Xt| > 0.75} if {1 ≤ t ≤ n : |Xt| > 0.75} 6= ∅,
n + 1 otherwise.
Then T is a stopping time. Also define random process (Yt)
n
t=0 by setting Yt = Xt for
0 ≤ t ≤ T and Yt = 2XT −Xt for n ≥ t > T . Now, Yn has the same distribution as
Xn =
∑n
i=1 ǫiai.
Claim 3.2. P(|Xn| > 1 and |Yn| > 1) < 0.08.
Proof of Claim 3.2. Consider the event |Xn| > 1, and |Yn| > 1. We shall show that
in this case we have either |Xn| > 2.5 or |Yn| > 2.5. By construction it follows
that 1 ≤ T ≤ n. Furthermore, we have 0.75 ≤ |XT | ≤ 1, where the upper bound
follows from the condition a1 + a2 ≤ 1 in the case T = 1, 2, and from the condition
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a3 ≤ 0.25 in the case 3 ≤ T ≤ n. On the one hand by construction we have
2 ≥ 2|XT | = |Xn+Yn| and on the other hand by assumption we have 2 < |Xn|+ |Yn|.
It follows that |Xn + Yn| 6= |Xn|+ |Yn| which implies that Xn, Yn have different signs
which implies that |Xn + Yn| = ||Xn| − |Yn||. Therefore, putting all together we have
that
1.5 ≤ 2|XT |
= |Xn + Yn|
= ||Xn| − |Yn||
= max(|Xn|, |Yn|)−min(|Xn|, |Yn|)
< max(|Xn|, |Yn|)− 1.
We get that either |Xn| > 2.5 or |Yn| > 2.5. We conclude with the following sequence
of inequalities.
P(|Xn| > 1 and |Yn| > 1) ≤ P(|Xn| > 2.5 or |Yn| > 2.5)
≤ 2P(|Xn| > 2.5)
≤ 6.36P(|N(0, 1)| > 2.5) < 0.08,
where the second inequality follows from the union bound and from the fact that
Xn, Yn have the same distribution and the third inequality follows from Lemma 2.1.

Returning to the proof of the proposition, since P(a) = P(|Xn| ≤ 1) = P(|Yn| ≤ 1),
we obtain
P(a) =
1
2
P(|Xn| ≤ 1) + 1
2
P(|Yn| ≤ 1)
≥ 1
2
(1− P(|Xn| > 1 and |Yn| > 1))
≥ 1
2
(1− 0.08)
= 0.46,
which concludes the proof of Proposition 3.1. 
Proposition 3.3. If a1 ≥ 0.67 then P(a) ≥ 0.46.
Proof of Proposition 3.3. Note that
P(a) = P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ ≤ 1
)
≥ 1
2
P
(∣∣∣∣∣
n∑
i=2
ǫiai
∣∣∣∣∣ ≤ 1.67
)
.
Consider the unit vector (b2, ..., bn) with bi =
ai√
1− a21
for i = 2, ..., n, and apply
Lemma 2.1 to conclude that
P
(∣∣∣∣∣
n∑
i=2
ǫiai
∣∣∣∣∣ ≤ 1.67
)
≥ P
(∣∣∣∣∣
n∑
i=2
ǫibi
∣∣∣∣∣ ≤ 1.67√1− 0.672
)
≥ 1− 3.18P(|N(0, 1)| > 2.24) ≈ 0.9202.
and hence that P(a) ≥ 0.46. 
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So far we resolved the case in which a1 ≥ 0.67 and the case in which a1 + a2 ≤ 1
and a3 ≤ 0.25, so it is enough to consider the following two cases:
• 0.25 ≤ a3 ≤ a1 ≤ 0.49
• 0.49 ≤ a1 ≤ 0.67
Each of these cases shall be treated in a separate section.
4. First intermediate case - 0.25 ≤ a3 ≤ a1 ≤ 0.49
In this section we prove the following proposition.
Proposition 4.1. If 0.25 ≤ a3 ≤ a1 ≤ 0.49, then P(a) ≥ 0.46.
The strategy is to produce a carefully designed partition of the probability space
generated by the possible outcomes of |∑i≥3 ǫiai|. In order to bound the probabilities
of these events, the idea is to rely one some mirroring and reflection constructions.
Finally, we reduce the problem to an easy linear program.
Assume throughout this section that 0.25 ≤ a3 ≤ a1 ≤ 0.49. Let S =
∑n
i=3 ǫiai.
Consider the following seven intervals which partition the positive half-line in this
order: I1 = [0, 1−a1−a2], I2 = (1−a1−a2, 1−a1+a2], I3 = (1−a1+a2, 1+a1−a2], I4 =
(1+a1−a2, 1+a1+a2], I5 = (1+a1+a2, 3−3a1+a2], I6 = (3−3a1+a2, 3+3a1−5a2], I7 =
(3 + 3a1 − 5a2,∞). For i = 1, ..., 7, denote pi = P(|S| ∈ Ii).
Considering the four choices for (ǫ1, ǫ2), by the way this intervals are constructed
and by the restrictions on a1, a2, a3 we have that
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1 ∣∣∣ |S| ∈ Ij
)
= P
(
|ǫ1a1 + ǫ2a2 + S| > 1
∣∣∣ |S| ∈ Ij) =

0 if j = 1
1
4
if j = 2
1
2
if j = 3
3
4
if j = 4
1 if j ≥ 5.
Thus we can express
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1
)
=
7∑
j=1
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1 ∣∣∣ |S| ∈ Ij
)
P(|S| ∈ Ij)(4.1)
=
1
4
p2 +
1
2
p3 +
3
4
p4 + p5 + p6 + p7.
We shall bound from above this expression, by exploiting various constraints that
the pi’s satisfy and reducing to a linear program. We collect the constraints into
separate lemmas.
Firstly, as the events {|S| ∈ Ii} for i = 1, ..., 7 partition our probability space, we
know that
(4.2) p1 + ... + p7 = 1.
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Computing the second moment of S, we find
1− a21 − a22 = E(S2)
=
7∑
i=1
P(|S| ∈ Ii)E(S2 | |S| ∈ Ii)
≥
7∑
i=1
pi(inf Ii)
2(4.3)
= (1− a1 − a2)2p2 + (1− a1 + a2)2p3 + (1 + a1 − a2)2p4
+ (1 + a1 + a2)
2p5 + (3− 3a1 + a2)2p6 + (3 + 3a1 − 5a2)2p7
Lemma 4.2. p3 + p4 + p5 ≤ 12
Proof. Consider the random process (St)
n
t=3, given by St =
∑t
i=3 ǫiai for n ≥ t ≥ 3.
Let
T1 =
{
inf{t ≥ 3 : |St| > 1− a1} if {t ≥ 3 : |St| > 1− a1} 6= ∅,
n+ 1 otherwise
Then T1 is a stopping time. Also define random process (Ut)
n
t=3 by setting Ut = St for
3 ≤ t ≤ T1 and Ut = 2ST1 − St for n ≥ t > T1. Now, Un has the same distribution as
S = Sn. The conclusion of the claim follows if we show that at most one of |Sn|, |Un|
can lie in the interval I3 ∪ I4 ∪ I5.
Indeed, if T1 = n + 1, then Un = Sn ∈ I1 ∪ I2. Otherwise, if T1 ≤ n, then
|ST1 | ∈ (1− a1, 1− a1 + a2]. Assume for the sake of contradiction that we have both
|Sn|, |Un| ∈ I3 ∪ I4 ∪ I5. On the one hand, by construction we have 2(1− a1 + a2) ≥
2|ST1| = |Sn + Un| and on the other hand, by assumption we have 2(1 − a1 + a2) <
|Sn| + |Un|. It follows that |Sn + Un| 6= |Sn| + |Un|, which implies that Sn, Un have
different signs which implies that |Sn + Un| = ||Sn| − |Un||. Putting all together we
have that
2(1−a1) ≤ 2|ST1 | = |Sn+Un| = ||Sn|−|Un|| < sup(I3∪I4∪I5)−inf(I3∪I4∪I5) = 2(1−a1),
which gives the desired contradiction.

Lemma 4.3. p4 + p5 + p6 ≤ 12
Proof. The proof is completely analogous to the proof of previous claim, with the
stopping time T2 defined by
T2 =
{
inf{t ≥ 3 : |St| > 1 + a1 − 2a2} if {t ≥ 3 : |St| > 1 + a1 − 2a2} 6= ∅,
n+ 1 otherwise

Lemma 4.4. p1 ≥ 0.115 · 1a1+a2≤0.665
Proof. Let
T˜ =
{
inf
{
t ≥ 4 : ∣∣∑ti=4 ǫiai∣∣ > 0.335} if {t ≥ 4 : ∣∣∑ti=4 ǫiai∣∣ > 0.335} 6= ∅,
n+ 1 otherwise
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Then T˜ is a stopping time. Further write
S =
n∑
i=3
ǫiai = Sa + Sb + Sc, and
S(τa,τb,τc) = τaSa + τbSb + τcSc for any (τa, τb, τc) ∈ {±1}3,
where Sa = ǫ3a3, Sb =
∑T˜
i=4 ǫiai, and Sc =
∑n
i=T˜+1 ǫiai if T˜ < n and Sc = 0 otherwise.
Note that S(τa,τb,τc) has the same distribution as S.
Assume a1 + a2 ≤ 0.665 and recall a3 > 0.25. In order to show that P(|S| ≤
1− a1 − a2) ≥ 0.115 it is enough to show that P(|S| ≤ 0.335) ≥ 0.115.
Observation 4.5. The conclusion follows if we show that P(|Sc| ≤ 0.91) ≥ 0.46 and
that if |Sc| ≤ 0.91 then there exists (τa, τb, τc) ∈ {±1}3 such that |S(τa,τb,τc)| ≤ 0.335.
Indeed, let E be the event that |Sc| ≤ 0.91; we have P(E) ≥ 0.46. For every point
p ∈ E there exists (τ pa , τ pb , τ pc ) ∈ {±1}3 such that |S(τpa ,τpb ,τpc )(p)| ≤ 0.335. Note that by
construction |S(−τpa ,−τpb ,−τpc )(p)| ≤ 0.335. Therefore, there exists (τa, τb, τc) ∈ {±1}3
and an event F ⊂ E with P(F ) ≥ 0.115 such that for every point p ∈ F we have
|S(τa,τb,τc)(p)| ≤ 0.335. As S(τa,τb,τc) has the same distribution as S, it follows that
P(|S| ≤ 0.335) ≥ 0.115.
Claim 4.6. P(|Sc| ≤ 0.91) ≥ 0.46.
Proof. Note that the value of T˜ is independent of the values of ǫi for i > T˜ , so fix a
particular value of T˜ . If
∑n
i=T˜+1 ai = 0, of course the statement is trivial. Otherwise
consider the unit vector (bi)
n
i=T˜+1
defined by bi = ai
(√
1−∑T˜j=1 a2j)−1. By the
induction hypothesis applied to this vector, we find
P(|Sc| ≤ 0.91) ≥ P
|Sc| ≤
√√√√1− T˜∑
j=1
a2j
 = P
∣∣∣∣∣∣
n∑
i=T˜+1
ǫibi
∣∣∣∣∣∣ ≤ 1
 ≥ 0.46,
where the first inequality follows from the fact that T˜ ≥ 4 and a1, a2, a3 ≥ 0.25. 
Claim 4.7. If |Sc| ≤ 0.91, then there exists (τa, τb, τc) ∈ {±1}3 such that |S(τa,τb,τc)| ≤
0.335.
Proof. Assume for the sake of contradiction that |S(τa,τb,τc)| > 0.335 for all (τa, τb, τc) ∈
{±1}3. Furthermore, assume without loss of generality that Sa, Sb, Sc ≥ 0. Recall
that Sa = a3, Sb ∈ [0, 0.335 + a3], Sc ∈ [0, 0.91], that 0.25 < a3 ≤ a1+a22 ≤ 0.3325 and
furthermore that if Sc > 0, then Sb ∈ (0.335, 0.335 + a3].
We have Sa−Sb+Sc ≥ a3−(0.335+a3)+0 = −0.335 and hence Sa−Sb+Sc > 0.335.
Similarly, we have Sa + Sb − Sc ≥ −0.335 by the following dichotomy; if Sc = 0,
then Sa + Sb − Sc ≥ 0.25 + 0 − 0 ≥ 0.25, and if Sc > 0, then Sa + Sb − Sc ≥
0.25+0.335−0.91 > −0.335. Hence Sa+Sb−Sc ≥ 0.335. Combining these inequalities
we get 2Sa = 2a3 ≥ 0.67 which contradicts the hypothesis that a3 ≤ 0.3325. The
conclusion follows. 
The two claims combined with Observation 4.5 conclude the proof of the Lemma 4.4.

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Lemma 4.8. For any parameters a1, a2 such that 0.25 ≤ a2 ≤ a1 ≤ 0.49, the output
L(a1, a2) of the following linear program satisfies L(a1, a2) ≤ 0.54.
L(a1, a2) := max{14x2 + 12x3 + 34x4 + x5 + x6 + x7 subject to
x1, ..., x7 ≥ 0
x1 + x2 + x3 + x4 + x5 + x6 + x7 = 1
x3 + x4 + x5 ≤ 1
2
x4 + x5 + x6 ≤ 1
2
(1− a1 − a2)2x2 + (1− a1 + a2)2x3 + (1 + a1 − a2)2x4+
+(1 + a1 + a2)
2x5 + (3− 3a1 + a2)2x6 + (3 + 3a1 − 5a2)2x7 ≤ 1− a21 − a22
x1 ≥ 0.115 · 1a1+a2≤0.665}
Proof. While we could solve this linear program problem directly, we will instead
reduce it to a finite number of cases as follows. Set the margin of error e = 0.005
and for parameters a′1, a
′
2 ∈ 1100Z of our choice consider the output L′(a′1, a′2) of the
following linear program.
L′(a′1, a
′
2) := max
{
1
4
x2 +
1
2
x3 +
3
4
x4 + x5 + x6 + x7 subject to
x1, ..., x7 ≥ 0
x1 + x2 + x3 + x4 + x5 + x6 + x7 = 1
x3 + x4 + x5 ≤ 1
2
x4 + x5 + x6 ≤ 1
2
(1− a′1 − a′2 − 2e)2x2 + (1− a′1 + a′2 − 2e)2x3 + (1 + a′1 − a′2 − 2e)2x4
+(1 + a′1 + a
′
2 − 2e)2x5 + (3− 3a′1 + a′2 − 4e)2x6
+(3 + 3a′1 − 5a′2 − 8e)2x7 ≤ 1− (a′1 − e)2 − (a′2 − e)2
x1 ≥ 0.115 · 1a′
1
+a′
2
+2e≤0.665}.
Observation 4.9. If we set a′1 (a
′
2 resp.) to be a1 (a2 resp.) rounded to the nearest
one hundredth then we have L′(a′1, a
′
2) ≥ L(a1, a2), as every individual constraint in
the linear program L′ is at most as strict as its counterpart in the linear program L.
Given the constraint 0.49 ≥ a1 ≥ a2 ≥ 0.25, we deduce the constraint 0.49 ≥ a′1 ≥
a′2 ≥ 0.25.
A simple computer check shows that for all parameters a′1, a
′
2 ∈ 1100Z that satisfy
0.49 ≥ a′1 ≥ a′2 ≥ 0.25 we have L′(a′1, a′2) ≤ 0.54. Using Observation 4.9 we conclude
that L(a1, a2) ≤ 0.54 as desired. 
We conclude this section with the proof of the main proposition.
Proof of Proposition 4.1. By Equation (4.2), Equation (4.3), Lemma 4.2, Lemma 4.3,
and Lemma 4.4, the parameters pi satisfy the constraints in Lemma 4.8, so that the
set of x’s over which L(a1, a2) is maximized includes p. Finally, by Equation (4.1)
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and Lemma 4.8, we conclude that
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1
)
=
1
4
p2 +
1
2
p3 +
3
4
p4 + p5 + p6 + p7 ≤ L(a1, a2) ≤ 0.54.

5. Second intermediate case - 0.49 ≤ a1 ≤ 0.67
In this section, we solve the last case we have not tackled yet.
Proposition 5.1. If 0.49 ≤ a1 ≤ 0.67 then P(a) ≥ 0.46.
We shall follow a similar strategy to the previous section employing the same set of
techniques. However, in this section we shall use the linear program only to further
reduce the range of vectors a we are examining. We conclude the remaining cases
using additional analytic arguments.
Assume throughout this section that 0.49 ≤ a1 ≤ 0.67. For i > 1, we call the term
ai big if a1 + ai > 1, and we call it small otherwise.
Lemma 5.2. If we have any small term aj such that aj ≥ 0.25, then P (|
∑n
i=1 ǫiai| > 1) ≤
0.54.
Proof. Assume we have such an aj . Let U =
∑
2≤i≤n
i 6=j
ǫiai, i.e. the sum of all the
signed terms except a1 and aj . Consider the following five intervals which partition
the positive half-line in this order: I1 = [0, 1−a1−aj ], I2 = (1−a1−aj , 1−a1+aj ], I3 =
(1 − a1 + aj , 1 + a1 − aj], I4 = (1 + a1 − aj , 1 + a1 + aj ], I5 = (1 + a1 + aj ,∞). For
i = 1, ..., 5, write pi = P(|U | ∈ Ii), so that, analogous to Equation (4.1), we may write
(5.1) P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1
)
=
1
4
p2 +
1
2
p3 +
3
4
p4 + p5.
Analogous to the previous section we get (after noticing the events {|U | ∈ Ii} form
a partition of our probability space and after computing the second moment)
1 = p1 + p2 + p3 + p4 + p5(5.2)
1− a21 − a2j ≥ (1− a1 − aj)2p2 + (1− a1 + aj)2p3(5.3)
+ (1 + a1 − aj)2p4 + (1 + a1 + aj)2p5
Claim 5.3. For any parameters a1, aj such that 0.49 ≤ a1 ≤ 0.67 and 0.25 ≤ aj ≤
1−a1, the output M(a1, aj) of the following linear program satisfies M(a1, aj) ≤ 0.54.
M(a1, aj) := max{14x2 + 12x3 + 34x4 + x5 subject to
x1, ..., x5 ≥ 0
x1 + x2 + x3 + x4 + x5 = 1
(1− a1 − aj)2x2 + (1− a1 + aj)2x3 + (1 + a1 − aj)2x4 + (1 + a1 + aj)2x5 ≤ 1− a21 − a2j}
Proof. While we could solve this linear program problem directly, we will instead
reduce it to a finite number of cases as follows. Set the margin of error e = 0.005
and for parameters a′1, a
′
j ∈ 1100Z of our choice consider the output M ′(a′1, a′j) of the
following linear program.
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M ′(a′1, a
′
j) := max{14x2 + 12x3 + 34x4 + x5 subject to
x1, ..., x5 ≥ 0
x1 + x2 + x3 + x4 + x5 = 1
g(a′1, a
′
j, e)
2x2 + (1− a′1 + a′j − 2e)2x3+
+(1 + a′1 − a′j − 2e)2x4 + (1 + a′1 + a′j − 2e)2x5 ≤ 1− (a′1 − e)2 − (a′j − e)2}
where g(a′1, a
′
j , e) = 1 − a′1 − a′j − 2e if 1 − a′1 − a′j − 2e > 0, and g(a′1, a′j, e) = 0
otherwise.
Observation 5.4. If we set a′1 (a
′
j resp.) to be a1 (aj resp.) rounded to the nearest
one hundredth then we have M ′(a′1, a
′
j) ≥ M(a1, aj), as every individual constraint in
the linear programM ′ is at most as strict as its counterpart in the linear programM .
Given the constraint 0.49 ≤ a1 ≤ 0.67 and 0.25 ≤ aj ≤ min{1 − a1, a1}, we deduce
the constraint 0.49 ≤ a′1 ≤ 0.67 and 0.25 ≤ a′j ≤ min{1.01− a′1, a′1}.
A simple computer check shows that for all parameters a′1, a
′
j ∈ 1100Z that satisfy
0.49 ≤ a′1 ≤ 0.67 and 0.25 ≤ a′j ≤ min{1.01 − a′1, a′1} we have M ′(a′1, a′j) ≤ 0.54.
Using Observation 5.4, we conclude that M(a1, aj) ≤ 0.54 as desired.

We return to the proof of the lemma. By Equation (5.2), and Equation (5.3), the
parameters pi satisfy the constraints in Claim 5.3, so that the set of x’s over which
M(a1, aj) is maximized includes p. Finally, by Equation (5.1) and Claim 5.3, we
conclude that
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1
)
=
1
4
p2 +
1
2
p3 +
3
4
p4 + p5 ≤M(a1, aj) ≤ 0.54.

Observation 5.5. It was crucial that aj was a small term. If it was big instead, for
the interval I ′1 = [0, a1 + aj − 1) around the origin, we have
P
(∣∣∣∣∣
n∑
i=1
ǫiai
∣∣∣∣∣ > 1 ∣∣∣ |U | ∈ I ′1
)
=
1
2
.
This is in contrast with P(|∑i ǫiai| > 1 ∣∣ |U | ∈ I1) = 0, which we used in the proof
of Lemma 5.2.
Henceforth we shall assume that there exist no small terms of size at least 0.25
and we shall use a mirroring argument similar to the one we used in Section 3 to
conclude. Let k be such that the terms a2, ..., ak are big and the terms ak+1, ..., an
are small. We will need the following easy lemma.
Lemma 5.6. If 2 ≤ l ≤ k, then we have a2 + a3 + ... + al−1 + 2al ≤ 2.
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Proof. Using the fact that
∑l
i=2 a
2
i ≤ 1 − a21 and that al is the smallest term out of
a2, ..., al, we get al ≤
√
1−a2
1
l−1 . Using Cauchy-Schwarz inequality, we get
a2 + a3 + ...+ al−1 + 2al ≤ (a2 + ... + al) +
√
1− a21
l − 1
≤
√
(l − 1)(a22 + ...+ a2l ) +
√
1− a21
l − 1
≤ √l − 1
√
1− a21 +
√
1− a21
l − 1
Next, note that as each big term is bigger than 1− a1, so
1− a21 ≥ a22 + a23 + · · ·+ a2l ≥ (l − 1)(1− a1)2
and thus l − 1 ≤ 1−a21
(1−a1)2 =
1+a1
1−a1 .
Combining these two with the fact that the function x + 1
x
is increasing on the
interval [1,∞), we find
√
l − 1
√
1− a21 +
√
1− a21
l − 1 ≤
√
1− a21
(√
1 + a1
1− a1 +
√
1− a1
1 + a1
)
≤ (1 + a1) + (1− a1) = 2
This concludes the proof of the lemma. 
Proof of Proposition 5.1. Define the following random process (At)
n
t=0. We set A0 =
0, A1 = ǫ1a1 and for n ≥ t ≥ 2, At = ǫ1a1 +
∑n
i=n−t+2 ǫiai. Let
T =
{
inf{1 ≤ t ≤ n : |At| > 1− an−t+1} if {1 ≤ t ≤ n : |At| > 1− an−t+1} 6= ∅,
n + 1 otherwise
Then T is a stopping time. Note that if T ≤ n, then |AT | ≤ 1. Also define the random
process (Bt)
n
t=0 by setting Bt = At for t ≤ T and Bt = 2AT −At for n ≥ t > T . Note
that Bn has the same distribution as An =
∑n
i=1 ǫiai.
Claim 5.7. If |An| > 1 and |Bn| > 1, then |An| > 2.5 or |Bn| > 2.5.
Proof. Assume |An|, |Bn| > 1. Clearly T ≤ n−1 as otherwise if T = n, n+1, then by
construction we have |An|, |Bn| ≤ 1. Now for T ≤ n− 1, note that we have |AT | ≤ 1
and hence
|An|+ |Bn| > 2 ≥ 2|AT | = |An +Bn|
It follows that An and Bn must have opposite signs.
We argue T < n − k + 1. Indeed, assume for the sake of contradiction that
n−k+1 ≤ T < n, and furthermore assume that AT > 1−an−T+1. As n−T +1 ≤ k,
by Lemma 5.6 we have that
An, Bn ≥ AT − (a2 + ... + an−T+1) > 1− (a2 + ... + 2an−T+1) ≥ −1.
This gives the desired contradiction as An and Bn have modulus strictly greater than
1 and opposite signs.
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For T < n− k + 1, we get that an−T+1 is a small term, so |AT | > 0.75. As An, Bn
have opposite signs we have |An+Bn| = ||An|−|Bn||. Therefore, putting all together
we have that
1.5 ≤ 2|AT |
= |An +Bn|
= ||An| − |Bn||
= max(|An|, |Bn|)−min(|An|, |Bn|)
< max(|An|, |Bn|)− 1.
This concludes the claim. 
Similarly to the proof of Proposition 3.1, we now have
P(|An| > 1 and |Bn| > 1) ≤ P(|An| > 2.5 or |Bn| > 2.5)
≤ 2P(|An| > 2.5)
≤ 6.36P(|N(0, 1)| > 2.5) < 0.08,
where the second inequality follows from the union bound and from the fact that
An, Bn have the same distribution and the third inequality follows from Lemma 2.1.
We conclude that, since P(a) = P(|An| ≤ 1) = P(|Bn| ≤ 1), we obtain
P(a) =
1
2
P(|An| ≤ 1) + 1
2
P(|Bn| ≤ 1)
≥ 1
2
(1− P(|An| > 1 and |Bn| > 1))
≥ 1
2
(1− 0.08)
= 0.46.
This finishes the proof of Proposition 5.1. 
We conclude this section, and thus also the entire proof with some remarks. We
believe that with the ideas presented here, by doing a more careful analysis in which
one considers a more refined partition of the parameter space, the bound of 0.46 could
probably be further improved. However, with the current partition into cases, the
bound that we get is close to optimal. Hence, to prove the full conjecture with the
bound of 0.5, new ideas will be needed.
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