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Chapter1. Introduction
Numerical simulation is an important approach in the research of chemically reacting
flows, which may involve both turbulence and complex chemical reactions. Detailed
chemical kinetics is frequently used in today’s flame simulations due to its high fidelity
in the chemical description. However, detailed chemical kinetics is typically complex and
consists of a large number of species and reactions, such that it is frequently challenging
to perform numerical simulations with detailed chemistry, and to analyze the simulation
results. Analytic tools are important for computational flame diagnostics for the analysis
of complex chemically reacting flows when detailed chemical kinetics is involved, due to
the multi-timescale nature of detailed chemical kinetics, which renders simple numerical
tools insufficiently accurate and consequently inapplicable. Analytic tools for detailed
chemical kinetics research are based on analytically derived formula such that the
accuracy in the computation results can be maximally retained. Such analytic tools are
required in many cases to accurately compute flame properties and to enhance our
understanding of various aspects of the combustion processes. For instance, a specific
task in this work involves the determination of flame front locations, and limit
phenomena such as ignition and extinction, in lifted jet flames using the chemical
explosive mode analysis (CEMA) [1] based on the chemical Jacobian analytically
derived for reduced mechanisms.
CEMA is a method based on eigenvalue analysis of the chemical Jacobian, and is
more advantageous compared with the conventional diagnostics to detect critical flame
characteristics based on temperature or an individual species concentration, which frequently
require empirical or arbitrary selection of threshold values or isolines [1]. Eigenanalysis is

1

one of the most important tools to decouple complex couplings in reacting flows. Two
prominent examples in combustion research involving eigenanalysis are the methods of
intrinsic low-dimensional manifold (ILDM) [2] and the computational singular perturbation
(CSP) [3-4]. CSP is a numerical method established in the mid 1980s [3-6], and has been

primarily used in the analysis and reduction of stiff nonlinear ordinary differential
equations (ODEs), particularly those involving detailed chemical kinetics. CSP has been
applied for a variety of purposes in mechanism reduction, including the identification of
quasi-steady state (QSS) species [7-10], elimination of unimportant species and
reactions[11] and stiffness removal [12-14]. It has also been applied to analyze complex
laminar

flow–chemistry

interactions[15],

biochemical

systems[16],

counterflow

ignition[17] and the auto-ignition in flow reactors [18]. CSP is based on a systematic
separation procedure to separate the exhausted fast processes, which may be described
with a set of algebraic equations rather than ODEs, from the slow processes. Hence fast
and slow subspaces are decoupled. It was shown that the solutions with arbitrarily high
order accuracy can be obtained with the CSP refinement procedure for nonlinear stiff
ODEs [4, 19-21]. In many practical cases, the Jacobian matrix of the system of ODEs can
be approximated as locally time-independent, particularly if only the time scales of the
modes or species involved are of interest. In such cases, the time consuming CSP
refinement procedure can be replaced by performing a simple eigen-decomposition of the
Jacobian matrix [2, 9]. The concepts from CSP such as the radical pointer and the
participation index [4], which indicates the contributions of species and reactions,
respectively, can be utilized for mechanism reduction and computational flame
diagnostics. In particular, the radical pointer can be employed to identify the candidate
species to be solved by the algebraic equations. It has also been utilized in the
2

identification of QSS species and the fast species induced by partial equilibrium reactions
[7-9, 22]. Many concepts in CSP were also extended in CEMA to quantify the
contributions of species and reactions to the explosive chemical processes in combustion
systems.
CEMA has been applied in many elementary combustion systems, including
auto-ignition and premixed flames, as well as a turbulent lifted hydrogen jet flame into
heated coflowing air computed by direct numerical simulation (DNS)[23-24]. In
particular, auto-igniting mixtures and the locations of the lean premixed flame fronts
were systematically identified using CEMA. Furthermore, CEMA clearly revealed that
auto-ignition was the dominant stabilization mechanism in the turbulent lifted hydrogen
jet flame in heated coflowing air, whereas it was shown not to be straightforward by
using conventional methods based on individual scalars, such as temperature and a
species concentration, to identify the stabilization mechanism of the lifted flame [23].
The previous CEMA work in [23-24]was based on the analytically derived Jacobian for
skeletal mechanisms. In the present work, the analytic Jacobian for reduced mechanisms
involving QSS species was further derived, such that CEMA can be performed directly
with the reduced mechanisms employed in the DNS. As an extension to CEMA,
explosive mode analysis (EMA) [24] that involve both the mixing processes and the
chemical processes was developed. EMA will be discussed for a homogenous system of
perfectly stirred reactors (PSR). Effort has also been made in the present work to extend
EMA from homogeneous systems to diffusive flames, represented by the counterflow
flames simulated with OPPDIF[25].
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Chapter 2. Comparison of Analytical and Numerical Jacobians
Jacobian analysis is an important diagnostic approach for flames involving detailed
chemistry. The Jacobian matrices in many numerical simulations, e.g. those in the
CHEMKIN applications [26], were evaluated through numerical perturbation of the
variables and re-evaluation of the functions involved. Such numerical perturbation
approach often induces significant errors in the Jacobian that render the numerically
evaluated Jacobian unreliable in computing the small eigenvalues, which is particularly
important for CEMA because the chemical explosive modes are typically much slower
than the fast modes induced by the fast reacting radicals. To resolve this problem,
analytic Jacobian is required in CEMA as discussed in [1]. Analytic Jacobian for detailed
chemistry was obtained by analytically differentiation of each reaction rates, including
those with pressure fall-off and third bodies, with respect to temperature and species
concentrations. Such analytic differentiation ensures that the maximal number of
significant digits is retained in the Jacobian. To demonstrate the need for analytic
Jacobian, Figure 1 shows the normalized errors in each entry of a numerical Jacobians for
a stoichiometric hydrogen-air mixture in PSR at atmospheric pressure, inlet temperature
of 900 K, and residence time of

s. The hydrogen mechanism which was used

is a modification from Dryer's mechanism [27] by Ramanan Sankaran. Each cell in Fig. 1
indicates an entry in the Jacobian, and the normalized error, , was defined as:
(2.1)
where

is defined as:
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(2.2)

and

are the numerical and analytical Jacobian matrices, respectively. In Figure 1

the first row is associated with energy equation and the 2nd to 10th row are associated
with species equations of

and

, respectively . The 1st

to 9th column in Figure 1 are associated with the changes with respect to variations in
species concentration in the aforementioned order, and the 10th column is associated with
the changes with respect to temperature. It is noted that the 10th row in Fig. 1 which is
associated with Nitrogen, which is not sensitive to perturbations, and hence, has the
smallest errors represented by the white colors. On the other hand, column 10 which
belongs to the derivatives of governing equations with respect to temperature which
induces the largest errors as illustrated by darker colors. The dark gray cells in Fig. 1
indicates significant errors in the numerical Jacobian. While such errors will not result in
significant errors in solving equations with Newton solvers, they are typically too large
for CEMA. Therefore analytic Jacobian should be used to obtain reliable results for
CEMA.
In addition to the high accuracy, analytical Jacobian is also efficient to evaluate as
discussed in [28]. This is because the time spent on evaluating analytic Jacobian is
linearly proportional to the number of reactions or species, while that for numerical
Jacobian is a quadratic function of the number of reactions or species [28]. To
demonstrate the higher efficiency of the analytical Jacobian, Figures 2 and 3 illustrate the
computation time using analytic Jacobian in comparison with that with numerical
Jacobian for hydrogen-air auto-ignition at different pressures and equivalence ratios. It is

5

seen that the CPU time and number of Jacobian evaluations were both reduced
significantly using analytical Jacobian. Similarly, computation time for solving the PSR
equations, and individual Jacobian matrix evaluation for different mechanisms using
numerical and analytical Jacobian were shown for in Figs. 4-5, respectively. It is seen
from Fig. 5 that the time saving by using the analytic Jacobian increases for larger
mechanisms. The accuracy and efficiency of analytic Jacobian is therefore demonstrated.
In the following, analytic Jacobian will be employed for diagnostics of detailed chemical
kinetics in various flame applications.
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Figure 1. The normalized error of numerically evaluated Jacobian for the PSR solution
of a stoichiometric hydrogen-air mixture at atmospheric pressure, inlet temperature of
900 K, and a residence time of
s. Dark colors indicate larger errors.
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Figure 2. Comparison between the number of Jacobian evaluations using numerical and
analytical Jacobian in Senkin for hydrogen auto-ignition with an inlet temperature of 900
K.
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Figure 3.Comparison between required CPU time using numerical and analytical
Jacobian in Senkin for autoignition of hydrogen-air mixtures with different equivalence
ratios and an inlet temperature of 900 K.
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Figure 4. Comparison between the total CPU time using numerical and analytical
Jacobian in PSR for different stoichiometric mixtures under atmospheric pressure and an
inlet temperature of 900 K.
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Figure 5. Comparison between the required CPU time per Jacobian evaluation using
numerical and analytical Jacobian in PSR for different stoichiometric mixtures under
atmospheric pressure and an inlet temperature of 900 K.
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Chapter 3. Chemical Explosive Mode Analysis (CEMA) for
Flame Diagnostics with Reduced Chemistry

3.1. Methodology of CEMA
CEMA is a systematic method for computational flame diagnostics involving detailed
chemical kinetics [1]. As a brief review of CEMA, a general chemically reacting system
can be formulated as the following ODE:
(3.1.1)

where

is the material derivative, y is the vector of dependent variables, such as

species concentrations and temperature, g is the total source term which consists of the
chemical source term , and all the non-chemical sources s, such as diffusion and
homogeneous mixing. It’s worth mentioning that for high dimensional flows, temperature
and species concentrations at different locations correspond to different entries in y.
Moreover, the convective term is included in the material derivative in eq. (3.1.1). The
material derivative in eq. (3.1.1) can be replaced by

in the Lagrangian coordinate

system. The chemical Jacobian is defined as:
(3.1.2)

A chemical mode is an eigenmode associated with the chemical Jacobian. Furthermore, if
the eigenvalue associated with a chemical mode has a positive real part, the chemical
mode is a chemical explosive mode [1]. It is seen that if there is no mixing or loss
12

processes, i.e. s = 0, the chemical explosive mode will eventually lead to ignition. When
the mixing or loss term is present, the chemical explosive mode may be strained by the
loss or mixing, such that the system may not explode. Nevertheless, the presence of a
CEM indicates the mixture’s propensity to explode.
The chemical explosive modes are functions of temperature, mixture composition,
and chemical reactivity. Therefore they can be considered as a chemical property of the
mixture. These chemical properties of the mixture have been utilized for detection of
ignition and extinction point, as well as flow classification in the upcoming sections [1,
23].

3.2. Sample Applications of CEMA: auto-ignition and lifted flames

It was shown in previous work that the existence of chemical explosive modes
indicates the mixture’s propensity to auto ignite if no loss is present [24, 29]. However,
the temperature dependency of species enthalpy has not been considered in the evaluation
of Jacobian matrix. Such a property can be used to detect both ignition and extinction in
combustion systems. To demonstrate this point, Figure 6 shows the temperature profile
and the reciprocal time scale of the chemical explosive mode in auto-ignition under
constant pressure for a stoichiometric hydrogen-air mixture obtained by considering the
temperature dependency of species enthalpies. The detailed chemistry of the present
calculation was from Ref. [27]. It is observed that the explosive mode (

) exists before

ignition and crossovers to become a decaying mode after the ignition point, such that the
mixture becomes non-explosive. The location where the positive mode crosses zero,
referred to as the crossover point, can be defined as the ignition point. Interestingly, the
13

ignition point obtained in this manner is close to the inflection point on temperature
profile, which has been widely accepted as the ignition point in previous literature.
The second example of CEMA involves a direct numerical simulation (DNS) of a
turbulent lifted ethylene jet flame in heated coflow which was performed in a threedimensional slot-burner configuration [30]. As a brief review of the conditions for the
DNS, the inlet fuel jet volumetrically consists of 18% ethylene and 82% nitrogen under
atmospheric pressure and at a temperature of 550K with a jet velocity of 204m/s. The air
coflow is at 1550K with a velocity of 20m/s. The jet Reynolds number is 10,000 based on
the slot width, H = 2mm. The size of the computational domain is 15H × 20H × 3H in the
streamwise (x), transverse (y) and spanwise (z) directions, respectively. The compressible
Navier–Stokes, species continuity and total energy equations were solved using the
Sandia DNS code S3D [31]. A 22-species reduced ethylene mechanism was used to
reduce the computation cost of the DNS. Navier-Stokes characteristic boundary
conditions (NSCBC) and improved inflow/outflow boundary conditions were used to
prescribe the boundary conditions in the x- and y-directions [32-35]. Periodic boundary
conditions were used in the z-direction. More detailed information of the DNS can be
found in Ref [30].
It is noted that the CEMA in ref. [30] was performed using the analytic Jacobian
for the 32-species skeletal mechanism, in which the QSS species concentrations were
reconstructed using the algebraic QSS equations from the major species concentrations
transported in the DNS. In the present work, the analytic Jacobian of the skeletal
mechanism was wrapped using the following equations such that the analytic Jacobian
for the reduced mechanism can be directly evaluated from the major species
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concentrations in the reduced mechanism. In the following derivations, the concentrations
of the QSS species are denoted as
denoted as

, and the concentrations of the major species are

:
(3.2.1)

The column of the Jacobian for the reduced mechanism can be then computed using
chain rule:

(3.2.2)

Since the production rates of QSS species are zero based on the QSS approximations, we
have:

(3.2.3)

Consequently, the second multiplier of the second term in equation set (3.2.2) can be
obtained from the above equation:

(3.2.4)

The computation of the Jacobian of the reduced mechanism in (3.3.1.2) is hereby
complete.
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(3.2.2)

Figure 7 shows the reciprocal time scale of the CEM calculated with analytic
Jacobian for the reduced mechanism for the 2-D spanwise slice (z = 0) of the DNS results
in ref. [30]. The unburned/explosive mixtures are shown in red and burned/non-explosive
mixtures are in blue. The transition layer between the burned (red) and unburned (blue)
mixture is therefore a (partially) premixed flame front, as discussed in [23]. When no
CEM exists in the mixture, the least negative chemical modes are shown instead of CEM.
The flame fronts detected by CEMA are shown with white isoline. Furthermore, these
results which are based on the CEMA of the reduced mechanism, are in complete
agreement with those of the skeletal mechanism [1].

3.3. CEMA for Counterflow Flames

Combustion phenomena are highly nonlinear due to the nonlinear Arrhenius reaction
rates. In particular, steady sate combustion is frequently characterized by the “S”-curves,
which consist of an upper branch, associated with strongly burning flames, a lower
branch, or weakly reacting flames not identifiable by experiments, and a middle branch
which is typically unstable. These branches are connected by turning points which
features singular Jacobian [36-37]. In the present study, 1-D opposed-flow flames will be
selected for flame diagnostics with CEMA, considering that the counterflow flame is
frequently used in combustion research, e.g. for the study of flame dynamics and
16

validation of chemical kinetics. Figure 8 shows the configuration of a counterflow
diffusion flames [25], where the fuel and oxidizer exit from the opposite nozzles and the
flow diverges as approaching the stagnation plane in the domain center. The steady state
strongly burning flame typically will be established near the stagnation plane, and
extinction will occur if the strain rate keeps on being increased.
OPPDIF is a CHEMKIN application to simulate steady state counterflow flames
[25]. To obtain the “S” curve using OPPDIF, one can first establish a solution on the
upper branch, starting from a rough initial guess, and then march along the curve toward
the turning point. However, difficulty arises as the solution approaches the turning point
because of the singularity of the Jacobian matrix of the governing equations. Such
difficulty therefore motivated the change in the OPPDIF code to swap the coordinate for
the marching when getting close to the turning points. To swap the coordinate for
OPPDIF, temperature at the stagnation plane will be fixed and the inlet velocities will be
set as dependent variables instead, such that the Jacobian for the revised equations and
boundary conditions is no longer singular at the turning point. The equations and
boundary conditions for the revised OPPDIF code are shown in the following pages.
The configuration shown in Fig. 8 produces an axisymmetric flow field with a
stagnation plane between the nozzles. At steady-state, the original governing equations
for the opposed-flow are given in [25]:

Continuity:
(3.3.1)
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where

is the mixture density, u and v are the axial and radial velocity components,

respectively, and r, and x are the radial and axial directions, respectively. If one further
defines variables F(x) and G(x) as:
(3.3.2)
Then equation (3.3.1) becomes
(3.3.3)
Following Kee, et al [36] the pressure gradient equation satisfies
(3.3.4)
where p is pressure.

Momentum equation in r-direction:

(3.3.5)

where

is the dynamic viscosity.

Energy equation:

(3.3.6)

where T is temperature,
pressure, and

is the mixture averaged specific heat capacity at constant

is the mixture averaged heat conductivity. The subscript k indicates the

18

kth species, and

,

and

are the specific heat capacity at constant pressure,

mass fraction, diffusive velocity, specific enthalpy, and chemical production rate of the
kth species, respectively. It is noted that

can be computed by either the

multicomponent or the mixture-averaged diffusion models [25].

Species conservation equation:

(3.3.7)
where

is the Molecular weight of the

Boundary conditions at fuel the side,

species.

, and the oxidizer side

:

(3.3.8)

where L is the distance between the nozzles. The subscripts F and O indicates the fuel
and the oxidizer boundaries, respectively.
The differential equations and boundary conditions in Eqs. (3.3.3-3.3.8) then form
a closed boundary value problem for the dependent variables. OPPDIF calls the
TWOPNT [38] for solving the boundary value problem using the Newton iteration
method.
19

To swap the coordinate in the above equations, the differential equations in
(3.3.3-3.3.7) will be used in conjunction with the following revised boundary conditions.
First, the stagnation plane is fixed at the domain center, e.g.:
(3.3.9)

As such, the boundary condition for axial velocity at the fuel boundary can be replaced
with (3.3.9). Furthermore, the inlet velocities at both boundaries have been removed from
the boundary conditions and were included as an independent variable in the equation set,
Secondly, the temperature at the stagnation plane, denoted by

, is specified as a

given value:
at

(3.3.10)

such that it is removed from the set of variables in the equation set and the total number
of variables, equations, and boundary conditions remain the same as those in the original
OPPDIF. Furthermore, a residence time, , for the flow is defined as

(3.3.11)

When marching on the upper branch using the original equations, one can reduce the
residence time , which is equivalent to increasing the strain rate, by a small step size
and then solve the flow field. While when marching around the turning point using the
revised equations, one can increase the temperature at the stagnation point by a small
value

, and then solve for the inlet velocities and other variables in the flow field. In

general, the calculations converge more easily for smaller values of

. Here

is set

to 3K in most of the following marching. The revised OPPDIF was then used to obtain
20

solutions for various fuels as shown in Figs. 9-11, for hydrogen, methane, and ethylene,
respectively. The results from the revised OPPDIF were then compared with that from
the original version to ensure that the solutions from both versions are identical to each
other.
The solutions on different branches of the “S”-curves obtained with the original
and the revised OPPDIF were then employed for CEMA. Figures 12-14 show
temperature profiles and the reciprocal time scales of the chemical explosive mode as
functions of the axial location x. Figure 12 shows a point on the upper branch of the “S”curve for a strongly burning methane-air flame with a strain rate of 12.59 (

,

calculated with GRI-Mech 1.2 [39]. It is seen in Fig. 12b that no explosive mode is
present at this point. Figure 13 shows a point near the upper turning point with a strain
rate of 79.445 (

. It is seen that CEM is present in this near-extinction flame near the

reaction zone. Figure 14 shows a case on the middle branch below the turning point with
strain rate of 102.615 (

. It is seen that CEM is also present near the reaction zone.

Therefore it is shown that CEM exists in near-extinction counterflow diffusion flames,
similar to the observations made for near-extinction PSR flames [1].

3.4. Explosive Mode Analysis (EMA)
While CEMA is focused on the chemical property of the local mixture, eigenanalysis for
the full Jacobian can provide such information as the stability of the system. Therefore it
is of interest to extend CEMA to the full Jacobian in the present study.
After discretization, the governing equation for a general convective-diffusive-reactive
system can be expressed in the form of Eq. (3.1.1). The full Jacobian matrix J can
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therefore be divided to a chemical Jacobian and a non-chemical Jacobian, denoted as
and

, respectively:

(3.4.1)

(3.4.2)

The real part of the eigenvalues of the full Jacobian indicates the reciprocal time scale of
the corresponding eigenmode, which can be either negative or positive. A large negative
value indicates fast decaying mode [24], which will become exhausted in a transient
period and can be described by an algebraic equation [2]. A positive eigenvalue of the
full Jacobian indicates that the system is unstable, since any small perturbation will be
magnified in the direction of the explosive eigenmode. The eigenmode associated with a
positive eigenvalue of the full Jacobian is therefore an explosive mode. The state where
an explosive mode crosses zero indicates the transition from a stable to an unstable
system, and such a state is known as a bifurcation point.
The eigenmode of the full Jacobian consists of the contributions from the
chemical source term and the non-chemical source term. The eigenvalues of

in a

diffusive system are typically all negative due to the dissipative nature of the diffusion
processes. Therefore, if an eigenmode of the full Jacobian is positive, a CEM should be
present and attributes primarily to the positive eigenmode of the full Jacobian. By
analyzing the competition between the chemical modes and diffusive modes, explosive
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mode analysis (EMA) effectively considers all the source terms in the right hand side of
equation (3.4.1) and provides information for explaining the near-limit system behaviors.
To demonstrate the usage of EMA in analyzing near-limit flame behaviors, Figure
15 shows the explosive mode of the entire governing equation of a stoichiometric

-Air

mixture in a steady state PSR under atmospheric pressure and an inlet temperature of
900K. For comparison, the profile of residence time vs. temperature in logarithmic scale
is also plotted. The profile includes the physically stable upper branch of the combustion
S-curve, which is connected to the unstable middle branch at the extinction point. As can
be seen from Figure 15, in the regime with large residence times and high temperatures,
the system is near chemical equilibrium and almost all the reactants have been consumed.
Therefore explosive mode does not exist on the upper branch of the S-curve far away
from the extinction point. By marching toward the turning point on the upper branch, the
concentrations of reactants increase due to the reduced residence time for chemical
reaction and thus lowered temperature, such that the mixture eventually becomes
explosive close to the extinction point. The chemical explosive mode near the extinction
point then attributes to an increasing eigenvalue in the full Jacobian. At the extinction
point, the chemical explosive mode is balanced by the loss, such that the eigenvalue of
the full Jacobian crosses zero, and the full Jacobian becomes singular. i.e.:
(3.4.3)
Below the turning point, the chemical explosive mode become even stronger while the
loss processes become relatively slower, as such the eigenvalue of the full Jacobian
becomes positive and the system becomes unstable.
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The contribution of the mixing and chemical source term is further shown in
Figure 16. It is observed that the crossover point of

is very close to the singularity

point of explosive mode, which indicates that chemistry balances mixing at the turning
point and the chemical explosive mode is the primary factor driving λ to cross zero at the
turning point.
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Figure 6. Temperature profile and reciprocal time scale,
, of the least negative
chemical mode in auto-ignition of a stochiometric hydrogen- air mixture under constant
pressure of 1atm and an initial temperature of 1200 K.
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Figure 8. Configuration of the axisymmetric opposed-flow diffusion flame. The dashed
line represents the stagnation plane; the shaded region suggests the flame (image from
[25]).
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the extinction point.
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close to extinction point.
32

max(log10(

1800
1600

0

1

2

exp

), 0)

3

4

5

Temperature, K

1400
1200
1000
800
600

(a)
400
200
0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.1

1.15

1.2

Axial direction(x), cm
5

log10(|

|) sign(
exp

), (1/sec)
exp

4

CH4 - Air

3

Tfuel = 300 K

2

Toxid = 300 K

1

P = 1 atm

0
-1
-2
-3
-4
0.8

(b)
0.85

0.9

0.95

1

1.05

Axial direction(x), cm

Figure 14. a) Temperature profile; the color of the circles represents the reciprocal time
scale of the CEM, and b) chemical explosive mode at a point on the middle branch of Scurve below the extinction point.
33

1

x 10

5

10
Temperature
Time Scale of

0.5

exp

10

0

-1

10
-0.5
-1

-2

Crossover Point

H2-Air

10

-1.5
10

-3

-4

Residence Time, sec

Time Scale, 1/sec

0

 =1

-2

P=1 atm

10

-5

-2.5
Extinction Point

-3

1000

1500
2000
Temperature, K

T0=900K
2500

10

-6
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Chapter 4. Concluding Remarks
In summary, analytical Jacobian has been developed for detailed chemistry and 0-D
applications of Senkin and PSR. Effort was also made on deriving the analytic Jacobian
for the counterflow flames, while this will be investigated in the further work. The
analytic Jacobian was shown to be both accurate and efficient, as required by CEMA and
EMA to capture the zero-crossover of the eigenvalues.
The analytical Jacobian was then utilized to study the role of explosive modes in
flame diagnostics especially for the detection of ignition, and extinction point in Senkin
and PSR. The interaction between the mixing processes and CEM was further studied for
perfectly stirred reactors. Analytic Jacobian was developed for reduced mechanism
involving QSS species, and CEMA was then performed for visualizing the structure of a
lifted ethylene jet flame into heated coflowing air simulated by DNS.
The OPPDIF code for steady state 1-D counterflow flame simulation was revised
to allow the marching along the “S”-curves around the turning points. The solution from
the revised OPPDIF code was then employed for CEMA. It was found that no CEM is
present for strongly burning diffusion flames on the upper branches, while CEM appears
as the flame approaches the extinction point. This observation is consistent with that
observed in PSR.
CEMA was then extended to EMA by using the full Jacobian of the governing
equations that consists of the contributions from the chemical source terms and the
mixing term. It was shown that CEM is the dominant factor driving the eigenvalue of the
full Jacobian crossing zero, subsequently changing the stability of the system, while
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mixing plays a dissipative role and balances the CEM at the turning points. More detailed
analysis of the explosive modes of the system, e.g. the contribution from a species or a
reaction to the explosive modes can be an interesting direction to extend the present work
in the future.
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Appendix: Analytical Jacobian Derivation for the chemical
part of the governing equations in SENKIN, PSR, and
OPPDIF
List of Symbols

Molar concentration of the

h

species

Temperature
P

Pressure
Mixture density
Mass fraction of the

h

species

Molecular weight of the

h

species

Mean molecular weight of a mixture
Total number of species
Chemical production rate of the

h

species

Universal gas constant
Molar enthalpy of the

h

species

Mean specific heat capacity at constant
pressure
Specific heat capacity at constant pressure
of the

h

species

Specific heat capacity at constant volume
of the
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h

species

Species molar concentrations can change by either temperature or species mass fractions
as follows:

Mixture average density changes with temperature and species mass fractions as follow:

Mean molecular weight of the mixture which is denoted by
temperature as follows:
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can be just changed with

Chemical term for the

The derivative of

species equation is defined by :

with respect to temperature is:

Where the derivative of the inverse of mixture density with respect to temperature is:

The derivative of

with respect to the mass fraction of species (j) is:

Where the derivative of the inverse of mixture density with respect to species mass
fractions is:

And the derivative of the inverse of mixture average molecular weight with respect to
species mass fractions can be obtained as follows:
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Chemical part of energy equation is defined by:

The derivative of

with respect to temperature is:

Similarly, The derivative of
computed as follows:

with respect to mass fraction of species (j) can be
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