The linear scan algorithm for register allocation provides a good register assignment with a low compilation overhead and is thus frequently used for just-in-time compilers. Although most of these compilers use static single assignment (SSA) form, the algorithm has not yet been applied on SSA form, i.e., SSA form is usually deconstructed before register allocation. However, the structural properties of SSA form can be used to simplify the algorithm.
Introduction
Register allocation, i.e., the task of assigning processor registers to local variables and temporary values, is one of the most important compiler optimizations. A vast amount of research has led to algorithms ranging from simple and fast heuristics to optimal algorithms with exponential time complexity. Because the problem is known to be NP-complete [8] , algorithms must balance the time necessary for allocation against the resulting code quality. Two common algorithms in modern compilers are graph coloring (see for example [5, 8] ), which is suitable when compilation time is not a major concern, and linear scan [22, 28] , which is faster and therefore frequently used for just-in-time compilers where compilation time adds to run time.
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Traditionally, SSA form deconstruction was performed before register allocation. Only recently has it been observed that register allocation on SSA form has several advantages due to additional guarantees on variable lifetime. Lifetime information is essential for register allocation because two variables that interfere, i.e., that are live at the same time, must not have the same register assigned. The interference graph of a program in SSA form is chordal (every cycle with four or more edges has an edge connecting two vertices of the cycle, leading to a triangulated structure).
Many graph algorithms are simpler on chordal graphs, e.g., graph coloring can be performed in polynomial time. These properties were used to simplify register allocators based on graph coloring [14] . When the maximum register pressure is below or equal to the number of available registers, allocation is guaranteed to succeed. This allows to split the algorithms for spilling and register assignment. Traditionally, spilling and register assignment were interleaved, i.e., a variable was spilled when the graph turned out to be not colorable. This led to a time-consuming repeated execution of the graph coloring algorithm. This paper explores the impact of SSA form on linear scan register allocation. The lifetime intervals, which are the basic data structure of the algorithm, are easier to construct and have a simpler structure. Additionally, infrastructure already present in the linear scan algorithm can be used to perform SSA form deconstruction after register allocation, thus making a separate SSA form deconstruction algorithm unnecessary.
Our implementation for the Java HotSpot TM client compiler shows that SSA form leads to a simpler and faster linear scan algorithm. It generates the same or even better code than the current product version that deconstructs SSA form before register allocation. In summary, this paper contributes the following:
• We show how SSA form affects the lifetime intervals used by the linear scan algorithm.
• We present an algorithm for constructing lifetime intervals that does not require data flow analysis. The algorithm can also be adapted to construct the interference graph for graph coloring register allocation.
• We show how to use SSA form properties during allocation.
• We integrate SSA form deconstruction into the resolution phase of the linear scan algorithm.
• We evaluate the algorithm using the Java HotSpot TM client compiler. 
Overview
The linear scan algorithm is used for register allocation in many major compilers, e.g., the client compiler of the Java HotSpot TM VM [11, 16] , the optimizing compiler of the Jikes RVM [1] , and the compiler of the Low Level Virtual Machine (LLVM) [17] . All implementations use different heuristics to make the algorithm fast and to produce good machine code, but none operate on SSA form. However, all three compilers use SSA form for global optimizations, so all provide the necessary infrastructure for SSA-formbased register allocation.
We use our previous work on linear scan register allocation for the Java HotSpot TM client compiler [30] as the baseline for this study. The client compiler is a production-quality just-in-time compiler and thus highly tuned both for compilation speed and code quality. Its source code is available as open source from the OpenJDK project [27] . Implementation details of the linear scan register allocator are available from [29] .
The front end of the client compiler first parses Java bytecodes [18] and constructs the high-level intermediate representation (HIR), which is in SSA form. Several optimizations are performed on the HIR, including constant folding, global value numbering, method inlining, and null-check elimination. The back end translates the HIR into the low-level intermediate representation (LIR). It is not in SSA form in the current product version, so the translation includes SSA form deconstruction.
The LIR is register based. At first, most operands are virtual registers. Only register constraints of the target architecture are modeled using physical registers in the initial LIR. Before register allocation, the control flow graph is flattened to a list of blocks. The register allocator replaces all virtual registers with physical registers, thereby inserting code for spilling registers to the stack if more values are simultaneously live than registers are available. This is accomplished by splitting lifetime intervals, which requires a resolution phase after register allocation to insert move instructions at control flow edges. There is no distinction between local variables and temporary values, they are all uniformly represented as virtual registers. After register allocation, each LIR operation is translated to one or more machine instructions, whereby most LIR operations require only one machine instruction. Figure 1 shows the compiler phases of the current product version that are relevant for register allocation. Figure 2 illustrates the changes necessary for SSA-form-based register allocation. SSA form is no longer deconstructed before register allocation. Additionally, construction of lifetime intervals is simplified because no data flow analysis is necessary. The main linear scan algorithm remains mostly unchanged, but still benefits from some SSA form properties. If SSA form is no longer required after register allocation, as in our implementation, SSA form de- construction can be easily integrated into the already existing resolution phase.
Moving out of SSA form after register allocation is reasonable because register allocation is usually one of the last global optimizations, so SSA form would not be beneficial afterwards. However, it would also be possible to maintain SSA form, which requires the insertion of new phi functions for variables whose lifetime intervals were split. The standard algorithm for SSA form construction [9] can be used for this.
Lifetime Intervals and SSA Form
Our variant of the linear scan algorithm requires exact lifetime information: The lifetime interval of a virtual register must cover all parts where this register is needed, with lifetime holes in between. Lifetime holes occur because the control flow graph is reduced to a list of blocks before register allocation. If a register flows into an else-block, but not into the corresponding if-block, the lifetime interval has a hole for the if-block. In contrast, a register defined before a loop and used inside the loop must be live in all blocks of the loop, even blocks after the last use.
The lifetime intervals resulting from phi functions have characteristic patterns. When SSA form is deconstructed before register allocation, move instructions are inserted at the end of a phi function's predecessor blocks. This leads to a lifetime interval with multiple definition points and lifetime holes before these definitions. SSA form deconstruction inserts the moves in a certain order. While there are some constraints for the order in cases where the same register is both used and defined by phi functions of the same block, the order is mostly arbitrary. Figure 3 (c) shows the lifetime intervals for the LIR fragment (computing the factorial of a number) shown in Figure 3 (a). Four blocks B1 to B4 use six virtual registers R10 to R15. Assume that R10 and R11 are defined in B1, and that R10 and R12 are used in B4. R10 represents a long-living value that is infrequently used but still alive, e.g., the this pointer of a Java method. The LIR operations 20 to 42 (numbers are incremented by two for technical reasons) are arithmetic and control flow operations that use up to two input operands (either virtual registers or constants) and define up to one output operand (a virtual register).
The registers R12 and R13 represent the original phi functions, and the registers R14 and R15 represent the new values assigned to the phi functions at the end of the loop. Therefore, R12 and R13 have the characteristic lifetime intervals i12 and i13 in Figure 3 (c) (virtual registers and intervals use matching numbers). Interval i12 is defined by the operations 20 and 36. Because the definition at 36 overwrites the previous value without using it, there is a lifetime hole before this operation, starting at the last use at operation 32. The intervals i12 and i13 have a similar structure, only i12 ex- tends after operation 42 because R12 is used somewhere later in block B4. Note that although the interval i12 is contiguous from B3 to B4, there is no direct control flow possible between these two blocks.
Building lifetime intervals directly from LIR in SSA form changes the pattern of the intervals. All phi functions at the beginning of a block have parallel copy semantics, i.e., they are not ordered. All phi functions together specify a permutation of registers and not a list of copies. Therefore, it would be counterproductive to assign individual operation numbers to them; we just attach them to the block label. The lifetime interval for the virtual register defined by a phi function starts directly at the beginning of the block. The lifetime intervals for the virtual registers used by a phi function end at the end of the corresponding predecessor blocks (as long as the virtual registers are not used by other operations after the phi function). Figure 3 (b) and Figure 3(d) show the LIR and the lifetime intervals of our example when using SSA form. The two phi functions of block B2 are attached to operation 20. Therefore, the lifetime intervals i12 and i13 both start at position 20. The linear scan algorithm, which processes intervals ordered by their start position, can freely decide which interval to process first, i.e., in cases of high register pressure it can better decide which intervals to spill at this position. Interval i13 no longer has a lifetime hole. Interval i12 still requires a lifetime hole because the value is live at the beginning of B4 but not at the end of B3, however the lifetime hole ends at a block boundary.
These patterns of lifetime intervals show two advantages when performing linear scan register allocation on SSA form: (1) No artificial order is imposed for moves resulting from phi functions, resulting in more freedom for the register allocator. (2) The lifetime intervals for phi functions have fewer lifetime holes, leading to less state changes of the intervals during allocation.
Note that both with and without SSA form, no coalescing of non-overlapping lifetime intervals is performed. Without SSA form, i.e., in the current product version, it would be too slow and complicated. With SSA form, it is not allowed because it would violate SSA form. In both cases, register hints are used as a lightweight replacement. Intervals that should be assigned the same physical register are connected via a register hint. The linear scan allocator honors this hint if possible, but is still allowed to assign different registers. The source and target of a move are connected with such a hint. With SSA form, the input and result operands of a phi function are also connected. In our example, the intervals i11, i13, and i15 are connected, as well as the intervals i12 and i14. In this small example, the register hints lead to machine code without any move instructions, both with and without SSA form.
Lifetime Analysis
Traditionally, lifetime information has been computed using an iterative data flow analysis that is repeated until a stable fixedpoint is reached. Using properties guaranteed by SSA form in combination with a special block order allows us to eliminate the data flow analysis. With SSA form, each virtual register has a single point of definition. This definition is "before" all uses, i.e., the definition dominates all uses [7] . If the definition and a use are in different blocks, this means that the block of the definition is a dominator of the block of the use.
The linear scan algorithm does not operate on a structured control flow graph, but on a linear list of blocks. The block order has a high impact on the quality and speed of linear scan: A good block order leads to short lifetime intervals with few holes. Our block order guarantees the following properties: First, all predecessors of a block are located before this block, with the exception of backward edges of loops. This implies that all dominators of a block are located before this block. Secondly, all blocks that are part of the same loop are contiguous, i.e., there is no non-loop block between two loop blocks. Even though the current product version of the client compiler's linear scan algorithm could operate on any block order, this order turned out to be best. 
BUILDINTERVALS

Algorithm
Input of the algorithm:
1. Intermediate representation in SSA form. An operation has input and output operands. Only virtual register operands are relevant for the algorithm.
2. A linear block order where all dominators of a block are before this block, and where all blocks belonging to the same loop are contiguous. All operations of all blocks are numbered using this order.
Output of the algorithm: One lifetime interval for each virtual register, covering operation numbers where this register is alive, and with lifetime holes in between. Thus, a lifetime interval consists of one or more ranges of operation numbers. Figure 4 shows the algorithm. In addition to the input and output data structures, it requires a set of virtual registers, called liveIn, for each block. It is used to propagate the virtual registers that are live at the beginning of a block to the block's predecessors. The algorithm requires one linear iteration of all blocks and all operations of each block. The iteration is in reverse order so that all uses of a virtual register are seen before its definition. Therefore, successors of a block are processed before this block. Only for loops, the loop header (which is a successor of the loop end) cannot be processed before the loop end, so loops are handled as a special case.
The initial set of virtual registers that are live at the end of block b is the union of all registers live at the beginning of the successors of b. Additionally, phi functions of the successors contribute to the initial live set. For each phi function, the input operand corresponding to b is added to the live set. For each live register, an initial live range covering the entire block is added. This live range might be shortened later if the definition of the register is encountered.
Next, all operations of b are processed in reverse order. An output operand, i.e., a definition of a virtual register, shortens the current range of the register's lifetime interval; the start position of the first range is set to the current operation. Additionally, the register is removed from the set of live registers. An input operand, i.e., a use of a virtual register, adds a new range to the lifetime interval (the new range is merged if an overlapping range is present). The new live range starts at the beginning of the block, and again might be shortened later. Additionally, the register is added to the set of live registers.
Phi functions are not processed during this iteration of operations, instead they are iterated separately. Because the live range of a phi function starts at the beginning of the block, it is not necessary to shorten the range for its output operand. The operand is only removed from the set of live registers. The input operands of the phi function are not handled here, because this is done independently when the different predecessors are processed. Thus, neither an input operand nor the output operand of a phi function is live at the beginning of the phi function's block.
The steps described so far are sufficient to create the lifetime intervals for methods without loops. With loops, the intervals are incomplete: When a loop's end block is processed, the loop header has not been processed, so its liveIn set is still empty. Therefore, registers that are alive for the entire loop are missing at this time. These registers are known at the time the loop header is processed: All registers live at the beginning of the loop header must be live for the entire loop, because they are defined before the loop and used inside or after it. Using the property that all blocks of a loop are contiguous in the linear block order, it is sufficient to add one live range, spanning the entire loop, for each register that is live at the beginning of the loop header.
Finally, the current set of live registers is saved in the liveIn field of the block. Note that liveIn is only a temporary data structure. Because the loop handling adds live ranges but does not update liveIn sets, they remain incomplete. If the liveIn sets were needed by a later compiler phase, a fixup would also be necessary. However, we do not need them later.
Example
The example shown in Figure 3 The first complete block of the example is B3. The liveIn set of its successor B2 is empty since B2 has not been processed yet. B2 has two phi functions, whose operands relevant for B3 are R14 and R15. They are added to the live set, and the initial ranges spanning the entire block B3 are added. When the definitions of R14 and R15 are encountered at operation 28 and 30, respectively, the ranges are shortened to their final starting points. Ranges for R12 and R13 are added, and these two registers are in the liveIn set of B3. Note that the live range of R10 for B3 is not yet present.
The initial live set of B2 is the union of liveIn of B3 and B4, i.e., it contains R10, R12, and R13. These three registers are live for the entire block. Because R12 and R13 are defined by phi functions of B3, they are removed from the live set when the phi functions are processed, so R10 is the only register live at the beginning of B2. Because B2 is a loop header, the special handling for loops is performed: The loopEnd block is B3, so a live range spanning from the beginning of B2 to the end of B3 is added to the interval of R10. This live range is merged with the existing one, resulting in R10 being live contiguously.
Finally, B1 is processed. The register R10 is initially live because it is in the liveIn set of the successor B2, and R11 is live because it is the relevant operand for a phi function. Live ranges are added to the intervals of these two registers. The remaining handling of B1 is outside the scope of this example. 
Irreducible Control Flow
The algorithm presented in the previous sections does not work properly for irreducible loops, i.e., for loops with multiple entry points. Java bytecodes are usually created from structured languages like Java, so irreducible loops do not occur normally. However, since Java bytecodes themselves are unstructured, they are possible with handcrafted bytecodes. Figure 5 shows such a loop: it can be entered via the blocks B4 and B5. The figure shows definitions and uses of the registers R10 and R11. For R11, the algorithm works correctly: the register is in the liveIn sets of B4 and B5 and thus the liveness information is correctly propagated to the blocks B3 and B2. However, the register R10 is only in the liveIn set of B4, since it was not yet regarded as live when B5 was processed. It is therefore not considered live in B2, which is erroneous. There are two solutions to handle this problem:
1. Perform a precise loop analysis for irreducible loops that correctly detects all entry blocks. Irreducible loops must be contiguous, i.e., all non-loop blocks leading to a loop entry must be placed before the first loop entry. After all blocks of a loop have been processed by our algorithm, the liveIn of all loop headers must be set to the union of the registers flowing into the loop. This solution requires a more complicated loop analysis as well as modifications to our algorithm.
2. Make sure that no values flow into an irreducible loop, i.e., that the liveIn set of all loop headers is empty. This can be achieved by inserting phi functions at the loop headers for variables that are not modified inside the loop. These phi functions serve as explicit definitions of virtual registers inside the loop.
We use the second solution because the necessary preconditions, the additional phi functions, are already fulfilled by the client compiler. The client compiler uses a conservative SSA form construction algorithm where phi functions are created when they might be needed, and unnecessary phi functions are eliminated later. However, they are not eliminated for irreducible loops because this would complicate the elimination algorithm and the additional phi functions are not harmful. This is a good example how the conservative handling of corner cases in multiple parts of the compiler play nicely together.
One special case where irreducible loops occur in practice are methods compiled for on-stack replacement (OSR) [10, 15] . In order to switch from the interpreter to compiled code in the middle of a long-running loop, the method is compiled with a special entry point that jumps directly into the middle of the method. This leads to a loop with two entry points. However, since values flowing into the loop from the normal pre-loop code and from the OSR entry point are completely disjoint, phi functions must always be present. Therefore, OSR methods need no special handling in our register allocator.
Analogy with Interference Graphs
Our algorithm to build lifetime intervals can be modified to build the interference graph for a graph coloring register allocator in a single pass over the operations. The live sets are managed in the same way. Whenever a definition of a register is encountered, this register interferes with all registers that are currently in the live set. It is sufficient to look at the definition points because SSA form guarantees that two registers that interfere somewhere also interfere at the definition of one of the registers [7] . Again, a special handling is necessary at the loop header: A register live at the loop header interferes with all registers defined inside the loop. It is straightforward to collect all registers defined inside the loop during the iteration of the operations, and to add the interference edges with all registers live at the loop header.
Linear Scan Algorithm
The main linear scan algorithm needs no modifications to work on SSA form. Because the algorithm is extensively described in [30] , we give only a short summary here. It processes the lifetime intervals sorted by their start position and assigns a register or stack slot to each interval. For this, four sets of intervals are managed: unhandled contains the intervals that start after the current position and are therefore not yet of interest; active contains the intervals that are live at the current position; inactive contains the intervals that start before and end after the current position, but that have a lifetime hole at the current position; and handled contains the intervals that end before the current position and are therefore no longer of interest. An interval can switch several times between active and inactive until it is finally moved to handled. If a register is not available for the entire lifetime of an interval, this or another interval is split and spilled to a stack slot, leading to new intervals added to the unhandled set during the run of the algorithm. However, the algorithm never backtracks, i.e., all added intervals always start after the current position.
The main part of the linear scan algorithm is the selection of a free register if one is available, or the selection of an interval to be split and spilled if no register is available. Figure 6 shows fragments of these two algorithms. While the original linear scan algorithm [22] the extensions to support lifetime holes and interval splitting [28, 30] introduced non-linear parts. Two of them are highlighted in Figure 6 where the set of inactive intervals is iterated. The set can contain an arbitrary number of intervals since it is not bound by the number of physical registers. Testing the current interval for intersection with all of them can therefore be expensive. When the lifetime intervals are created from code in SSA form, this test is not necessary anymore: All intervals in inactive start before the current interval, so they do not intersect with the current interval at their definition. They are inactive and thus have a lifetime hole at the current position, so they do not intersect with the current interval at its definition. SSA form therefore guarantees that they never intersect [7] , making the entire loop that tests for intersection unnecessary.
Unfortunately, splitting of intervals leads to intervals that no longer adhere to the SSA form properties because it destroys SSA form. Therefore, the intersection test cannot be omitted completely; it must be performed if the current interval has been split off from another interval. In summary, the highlighted parts of Figure 6 can be guarded by a check whether current is the result of an interval split, and need not be executed otherwise. For our set of Java benchmarks, this still saves 59% to 79% of all intersection tests.
Resolution and SSA Form Deconstruction
Linear scan register allocation with splitting of lifetime intervals requires a resolution phase after the actual allocation. Because the control flow graph is reduced to a list of blocks, control flow is possible between blocks that are not adjacent in the list. When the location of an interval is different at the end of the predecessor and at the start of the successor, a move instruction must be inserted to resolve the conflict. The resolving moves for a control flow edge have the same semantics as the moves necessary to resolve phi functions: They must be treated as parallel copies, i.e., a mapping from source to target locations. The only difference is that moves resulting from interval splitting originate from a single interval, while moves resulting from phi functions have different intervals for the source and the target. In both cases, the moves must be ordered properly so that registers holding incoming values are not overwritten with outgoing values.
Adding SSA form deconstruction requires only small extensions to the existing resolution algorithm. Figure 7 shows the entire algorithm. It visits every edge of the control flow graph, connecting a block predecessor with a block successor, and iterates all intervals that are live at the beginning of successor. The algorithm compares the location of the interval at the end of predecessor and the beginning of successor. If they are different, a move operation is inserted. Because all moves must be ordered properly, they are first added to a mapping and then ordered and inserted afterwards. This part of the algorithm is not shown because it requires no SSA form specific changes. Intervals of phi functions of successor are live at the beginning of successor, but not at the end of predecessor. SSA form properties and the block order guarantee that these intervals start at the beginning of successor. This guarantee allows for a simple check whether an interval is defined by a phi function. Three steps are necessary to compute the source operand of the move operation that resolves the phi function:
1. the phi function that defined the interval is retrieved, 2. the input operand of the phi function that belongs to block predecessor is retrieved, and 3. the interval of this operand is used to add the move operation.
If the input operand is a constant, no interval is present because constants can be directly used as the source of move operations. Figure 8 shows an example for resolution that is necessary at the edges to block B4. Block B4 has two predecessors, B2 and B3. Two intervals are live at the beginning of B4: i10 and i14. Interval i10 is defined before the beginning of B4 (actually it is defined outside the scope of our example). During register allocation, i10 was split twice. At first, the location is the register eax. In the middle of block B3, it was spilled and thus the location changes to stack slot s1. At the beginning of block B4, it is reloaded to register eax.
Interval i14 (with the assigned register ecx) is defined at the beginning of block B4 by a phi function. Assume that the operands of the phi function are R12 (when coming from block B3) and R13 (when coming from block B2). The according intervals are i12 and i13, respectively. Interval i12 was split in block B3 and thus changes the location there from register ebx to stack slot s2, while interval i13 is always in register ecx. The scenario depicted is realistic in that a method call inside block B3 requires all intervals to be spilled.
First, we look at the control flow edge from B2 to B4. The location of interval i10 at the end of B2 is eax, and at the beginning of B4 is also eax. Thus, no resolving move is necessary. Interval i14 starts at B4. Accessing the corresponding phi function, its input operand for block B2, and the interval for this operand, yields the interval i13. Because the location of i13 and i14 are both ecx, again no resolving move is necessary, and the mapping for this control flow edge remains empty. The same steps are performed for the control flow edge from B3 to B4. The location of interval i10 is s1 at the end of B2 and eax at the beginning of B4, so a move from s1 to eax is added. The phi function requires a resolving move from interval i12 to i14, i.e., from the location s2 to ecx. Because the operands of the two moves are not overlapping, they can be emitted in any order, and resolving the mapping is trivial in this case.
Both the source and target operand of a move can be a stack slot. Because one interval is assigned only one stack slot even when it is split and spilled multiple times, moves between two different stack slots can only occur with our added handling for phi functions. Stack-to-stack moves are not supported by most architectures and must be emulated with either a load and a store to a register currently not in use, or a push and a pop of a memory location if no register is free. Our implementation for the Intel x86 architecture does not reserve a scratch register that is always available for such moves. However, the register allocator has exact knowledge if there is a register that is currently unused, and it is also possible to use a floating point register for an integer value because no computations need to be performed. Therefore, a register is available in nearly all cases. Still, a stack-to-stack moves requires two machine instructions, so we try to assign the same stack slot to the source and target of a phi function when the according intervals do not overlap.
Evaluation
We modified the client compiler of Sun Microsystems' Java HotSpot TM VM, using an early snapshot version of the upcoming JDK 7 available from the OpenJDK project [27] . All benchmarks are executed on a system with two Intel Xeon X5140 2.33 GHz processors, 4 cores, and 32 GByte main memory, running Ubuntu Linux with kernel version 2.6.28. The results are obtained using 32-bit VMs.
We compare our modified linear scan algorithm that operates on SSA form with the unmodified baseline version of the JDK. We evaluate using the following groups of benchmarks: (1) SPECjvm2008 [26] excluding the startup benchmarks (because each of these runs in a new VM but we want to accumulate compilation counters of one VM run) and the SciMark benchmarks (because we evaluate them separately), (2) SPECjbb2005 [25] , (3) the DaCapo benchmarks [2] version 2006-10-MR2, and (4) SciMark 2.0 [23] . SciMark is available both standalone and as part of SPECjvm2008. It consists of scientific kernels that require only few methods to be compiled. We use the standalone version because the framework infrastructure of SPECjvm2008 would significantly increase the number of compiled methods.
Impact on Compile Time
Measuring the compile time is complicated because compilation is done in parallel with execution and thus subject to random noise. In particular, the Java HotSpot TM VM does not allow the recording and replaying of a certain set of compiled methods. Therefore, a slightly different set of methods is compiled when repeatedly executing the same benchmark. To reduce this noise, we limit the benchmarks to one benchmark thread if possible, disable compilation in a separate thread, and report the average of 20 executions. The standard deviation of the number of compiled methods and the size of compiled bytecodes is less than 0.8% (relative to the reported mean) for all benchmarks. Nevertheless, Figure 9 shows slightly different numbers when comparing the baseline and our modified version of the client compiler.
The first group of rows in Figure 9 shows the basic compilation statistics. SPECjvm2008 and DaCapo are large benchmark suites where several thousand methods are compiled, SPECjbb2005 is of medium size, and SciMark is small and requires only few methods to be compiled. The average method size of the DaCapo benchmarks is significantly larger than for the other benchmarks. The lower compilation speed indicates that the overall compilation time does not scale linearly with the method size, which is reasonable because some optimizations of the client compiler do not run in linear time. The average method size of SciMark is comparable to SPECjvm2008 and SPECjvm2005, however SciMark consists only of methods with several nested loops. This leads to a higher density of phi functions and thus a different behavior of the compiler. SPECjvm2008 and SPECjbb2005 show roughly the same behavior for all aspects of the compiler that we measured.
Our new register allocator decreases the overall compilation time by 4% to 8%. The percentage for SciMark is larger compared to the other benchmarks because the compiler spends less time optimizing the HIR in the front end. The time spent in the back end optimized by our changes (LIR construction, lifetime analysis, linear scan register allocation, and resolution) is reduced by 13% to 19%. Figure 10 shows the detailed numbers for these four compiler phases. For each benchmark, the first bar (B) shows the baseline and the second bar (S) our modified SSA form version of linear scan. The sizes of the bars are normalized to the baseline of the according benchmark. The numbers shown inside the bars are the total time in milliseconds spent in this phase, so they sum up to the back end time row of Figure 9 . LIR construction is 19% to 27% faster because SSA form deconstruction is no longer performed. The lifetime analysis is 25% to 31% faster because the algorithm described in Section 4 needs no global data flow analysis. The time necessary for the linear scan algorithm is mostly unchanged because our changes are minor. Only SciMark shows a 13% speedup due to a high density of phi functions, whose intervals are simpler now. The elimination of interval intersection checks described in Section 5 does not gain a measurable speedup. The resolution phase is 1% to 10% slower because it now includes SSA form deconstruction. However, the additional time for the resolution phase is much smaller than the time saved during LIR construction, because SSA form deconstruction is only a small addition to the resolution algorithm while it was a complex algorithm during LIR construction.
The reduced compilation time is also accompanied by a reduced memory consumption. Because no intermediate data structures for the data flow analysis are necessary, and the lifetime intervals for phi functions have fewer lifetime holes, the total memory allocated during lifetime analysis is reduced by 9% to 24%. The memory allocated during the linear scan algorithm and resolution is mostly unchanged, only SciMark requires 7% less memory for these phases.
The bottom half of Figure 9 shows how our changes affect the number of move operations. Before register allocation, the number of moves is 11% to 35% lower because phi functions are not yet resolved with moves. But even the sum of the number of moves and phi functions is lower than the original number of moves because one phi function needs to be resolved to at least two moves.
After register allocation, when all phi functions are already resolved, the number of moves is still lower, especially the moves from a register to the stack. This benefit is partially alleviated by two new categories of moves introduced by our changes: (1) moves from a constant to the stack, and (2) moves between two stack slots. These moves are introduced because the lifetime interval of a phi function can have a stack slot assigned at the point of definition. If a block has more phi functions than the processor has physical registers, this assignment is inevitable because the intervals for the phi functions all start at the same position. In the old implementation, the phi functions were already resolved by a series of moves, and spill decisions could be made after each move. This resulted in cases where, for example, a constant was loaded to a register and then the register was immediately spilled to a stack slot. Now, the constant is stored directly into the stack slot, leading to fewer moves in total. Because of the lower number of moves, the overall machine code size is also reduced, however this change is rather insignificant (1% or less).
Impact on Run Time
The impact of our changes on the run time of the benchmarks are low. Because the main allocation algorithm of linear scan is unchanged, mostly the same allocation and spilling decisions are made with and without SSA form. The speedups are generally below the random noise and therefore not statistically significant. The only exception is the FFT benchmark of SciMark with a speedup of 1%, which is statistically significant because of the low variance of SciMark results. It is caused by fewer moves in the heavily executed innermost computation loop of the benchmark. There is no slowdown for any benchmark.
Impact on Compiler Code Size
Our modifications simplify the code of the client compiler and reduce its code size. We measure the impact on the lines of C++ code, not counting empty lines, comments, assertions, verification code, debug outputs, and any other code excluded from product builds. The old code for SSA form deconstruction before register allocation is completely unnecessary, eliminating about 180 lines. Only about 20 lines are added to perform SSA form deconstruction during resolution. The old code for initializing the data structures and performing the global data flow analysis required about 150 lines and is now unnecessary. Our new algorithm for building lifetime intervals, which is an extension of code that was already present, added about 100 lines. Additionally, a number of smaller changes both removed and added some lines. In total, the new code is about 200 lines shorter than the old code.
Related Work
Poletto et al. introduced the linear scan algorithm [22] . Their variant does not use lifetime holes and is not able to split intervals, i.e., an interval has either one register assigned or is spilled for its entire lifetime. This restricts the allocator but allows for a fast allocation because it does not require a resolution phase. They already mentioned that building the lifetime intervals consumes a considerable amount of the allocation time, and experimented with conservative heuristics for fast building of intervals. However, note that it is not possible to do without a lifetime analysis. The second chance binpacking algorithm of Traub et al. added lifetime holes and interval splitting [28] . This makes the linear scan algorithm suitable for architectures with a low number of registers and few or even no callee-saved registers.
In previous work, we presented additional optimizations that improve the quality of linear scan register allocation without impacting compile time overly much [30] . We use register hints as a lightweight alternative to coalescing of intervals, move spill stores and loads out of loops, and eliminate redundant spill stores. The implementation for the Java HotSpot TM client compiler is part of the product version since Java 6 and the baseline for this implementation.
Sarkar et al. claim that their extended linear scan algorithm produces better code than graph coloring algorithms [24] . They show that the abstraction of graph coloring introduces unnecessary constraints that can be avoided by a linear scan algorithm with aggressive splitting of lifetime intervals. However, they only cover spill free register allocation as well as register allocation with total spills where entire lifetime intervals are spilled. This is a severe restriction especially for register constrained architectures. None of the previously mentioned versions of linear scan operates on SSA form.
Mössenböck et al. provide an early approach to perform linear scan register allocation directly on SSA form [19] . However, they still deconstruct SSA form before register allocation during the construction of the lifetime intervals: They insert move instructions into predecessor blocks for phi functions, leading to intervals that start in the predecessor blocks and extending into the successor. They only keep the phi functions in the successor block as a placeholder to start a new interval. They use data flow analysis to construct the lifetime intervals, pre-order the moves and phi functions instead of using the parallel copy semantics of the phi functions, and use no structural properties guaranteed by SSA form.
The original graph coloring register allocators (see for example [5, 8] ) are not based on SSA form. Only recently, the properties guaranteed by SSA form were found to be beneficial [6, 12] . The same properties that we use to simplify linear scan register allocation, namely that the definition of every value dominates all uses and that it is enough to check interference at the definition points of values [7] , simplify the construction of the interference graph and allow spilling decisions to be decoupled from the actual coloring phase. Hack et al. present an implementation for the libFirm library [14] . Copy coalescing of phi functions and their arguments is performed via graph recoloring [13] .
Pereira et al. use the even more specialized static single information (SSI) form for their register allocation based on puzzle solving [20] . SSI form requires not only phi functions for all variables at every join point, but also pi functions at every point where control flow splits. They claim to be faster and better than linear scan register allocation, however their comparison is performed with a linear scan variant not based on SSA form such as our implementation.
Boissinot et al. present a fast algorithm for liveness checking of SSA form programs, using the structural properties guaranteed by SSA form [4] . Their algorithm performs only few precomputations, but still allows fast answers to the question whether a certain value is live at a certain point in a method. It is not designed to allow fast answers for all points in the program, therefore it is not suitable for building lifetime intervals. Our algorithm to build lifetime intervals requires more time than their pre-computation, but then the intervals contain information about the lifetime of all values for the entire method.
Boissinot et al. present an algorithm for SSA form deconstruction that is provably correct [3] . The complications they describe where previous algorithms failed only arise when critical edges of the control flow graph cannot be split. However, this is always possible when compiling from Java bytecodes, so this is not a concern for our simple integration of SSA form deconstruction into the resolution phase of the linear scan algorithm.
Pereira et al. provide an algorithm for SSA form deconstruction after register allocation [21] . It requires the input program to be in conventional SSA (CSSA) form. Additionally to the normal SSA form properties, CSSA form requires that all variables of a phi function do not interfere. For example, the lifetime intervals of a phi function's input parameters must neither overlap the lifetime interval of the phi function, nor themselves. CSSA form can be obtained from SSA form by splitting life ranges that violate this property, leading to a higher number of variables. However, it is then always safe to assign the same stack slot to a phi function and all its input parameters when spilling is necessary. This avoids moves between two different stack slots, which sometimes occur with our algorithm.
Conclusions
Linear scan is a fast algorithm for register allocation especially used by just-in-time compilers. This paper explored how the algorithm benefits from an intermediate representation in SSA form. The dominance property guaranteed by SSA form allows for a simple construction of lifetime intervals and eliminates checks for interval intersection during allocation. Additionally, SSA form deconstruction can be easily integrated into the resolution phase of the register allocator. Our implementation for the Java HotSpot TM client compiler shows that the resulting algorithm is both simpler and faster.
