The inversion of seismic reflection data is challenging due to the oscillatory nature of the seismic data, the nonlinear relation between the data and the Earth's model parameters, and the relative sensitivity of the different subsets of the data to the model parameters. Full-waveform inversion solves this inverse problem in the data space but is known to have shortcomings, especially because of the multi-modality and the numerous locally optimal solutions that its objective function allows. Migration velocity analysis indirectly relates to the inversion of seismic reflection data. Used in velocity model building, the method yields a macro model of the Earth's subsurface but constrains this model only to be kinematically correct. Migration velocity analysis has also its share of well-known pitfalls. Interestingly, the two methods have complementary characteristics which potentially mitigate the drawbacks of each technique. To take advantage of the capability of full-waveform inversion and migration velocity analysis, a bi-objective optimization strategy combines the two methods to solve the inversion of seismic reflection data. A numerical example illustrates the benefits of this new strategy.
INTRODUCTION
Seismic imaging aims for a representation of the contrasts in the Earth's physical properties and for an estimate of a kinematically correct model for wave propagation in the subsurface. One general assumption is that one can distinguish two distinct scales in the velocity model that describes the Earth's subsurface (Jannane et al., 1989; Bleistein et al., 2001 ). First, a smooth long-wavelength component describes the kinematic character of the waves, and second, a sharp short-wavelength component generates the reflections we record at the surface during the seismic experiment.
Sets of complementary techniques have been developed to address the estimation of the smooth and sharp components of the velocity model. Migration velocity analysis (MVA) (Fowler, 1985; Faye and Jeannot, 1986; Al-Yahya, 1989; Chavent and Jacewitz, 1995; Biondi and Sava, 1999; Sava et al., 2005; Albertin et al., 2006) reconstructs the long-wavelength component of the velocity model by application of the semblance principle, i.e., the assumption that the images of reflectors in the subsurface must be invariant with respect to seismic experiments (Al-Yahya, 1989) . Seismic migrated images supply structural information (the short-wavelength component of the velocity model) by mapping in the subsurface the contrasts in physical properties that generated the echoes recorded at the surface. Full-waveform inversion (FWI) (Tarantola, 1984; Pratt, 1999; Sirgue and Pratt, 2004 ) is an adjoint-state technique that reconstructs the sharp transitions of the model parameters. This technique involves matching the observed data with synthetic wavefields directly modeled in a trial model. By matching the kinematics and dynamics of the wavefields, FWI obtains high-resolution images of the changes in subsurface model parameters. FWI and MVA have very different behavior and degrees of robustness. Since FWI tries to exactly match the recorded data (i.e., bandlimited oscillatory signals), this method is very sensitive to the initial model. Unless the initial model accurately describes the kinematic of the waves, FWI may easily converge to spurious solutions (local minima of its objective function). MVA is essentially an estimator of the kinematic of wave propagation and is characterized by wellbehaved, smooth, and mono-modal objective functions (e.g., Santosa and Symes, 1986; Symes and Carazzone, 1991; Stolk and Symes, 2004) . Since MVA relies on the single-scattering assumption (i.e., the first-order Born approximation) underlying most migration schemes, this method is unable to handle nonlinear wave phenomena (such as multiple reflections), and these nonlinear events must be removed from the data before starting the estimation procedure. Because MVA focuses on kinematic features of wavefields and images, this technique also intrinsically limits the model resolution one can achieve.
Standard practice considers MVA and FWI as two distinct steps because the two methods estimate different scale components of the model: first, one estimates a kinematically reliable model through MVA; second, using the MVA solution, one applies FWI to obtain a high-resolution image of the contrasts in model parameters that generated the reflected data. Here, we show that it is indeed possible to integrate the two steps of MVA and FWI into a single bi-objective optimization problem. Our goal is two-pronged: to place a kinematic constraint on FWI to ensure the FWI gradient focuses seismic energy, as well as a data constraint on MVA to match the data which are the only seismic experimental measurements. The images used by the MVA part of our bi-objective optimization strategy are in fact the gradients of the FWI cost function (also known as sensitivity kernels for FWI). The advantages of combining the two methodologies are multifold: MVA constrains the smooth part of the model and makes the FWI contribution less sensitive to cycle skipping and local minima; FWI introduces sharp variations in the optimal solution model that are useful to further constrain the shape of smooth anomalies and to reduce the sensitivity of MVA to the nonlinearity of the data with respect to model parameters (e.g., multiply scattered waves).
THEORY
The physical model m describes the Earth's medium in terms of squared slowness. The inversion of the reflection seismic data d, acquired in a series of shot-profile experiments (sources x S and receivers x R ), is solved in the extended model space m ext (Symes, 2008) :
Figure 1: Models. The red and blue lines indicate the fixed-spread source/receiver geometry. Sources are Ricker wavelets with 12Hz peak frequency. Plane-wave encoding ranges from −20 to +20 degree angles.
where operator T(λ λ λ , τ) shifts a given space-and/or time-dependent variable u by space-lag λ λ λ and time-lag τ:
We consider the bi-objective vector J = (J FW I , J MVA ) that collects the FWI and MVA cost functions and use the weighting method to scalarize the optimization problem by defining the cost function J (e.g., Marler and Arora, 2004) :
where w FW I and w MVA are normalization factors, and the scalar α controls the weight given to MVA with respect to FWI. To solve for an optimal model m opt , a gradient-based method minimizes cost function J using the adjoint-state method to compute the gradient ∇ m ext J at each iteration (e.g., Plessix, 2006) :
The bi-objective optimization strategy integrates the two complementary approaches of FWI and MVA. First, FWI matches the data d with the synthetic state wavefields w modeled with the trial model m (e.g., Tarantola, 1984) so that the misfit between the two signals is measured by cost function J FW I :
where operator δ x R restricts wavefield w to the spatial locations of the receivers x R . Given a source estimate s, the state wavefield w and corresponding adjoint wavefield w † propagate according to
where H is the wave operator and symbol † denotes the adjoint operation associated with FWI. The gradient of functional J FW I in the extended model space is
where symbol denotes zero-time crosscorrelation.
Second, MVA measures the semblance between seismic events in image gathers, penalizes unfocused events, and minimizes the residual energy of these events via an optimization scheme (e.g., Symes, 2008; Yilmaz, 2001 ). In our formulation, MVA applies directly to the extended FWI gradient, instead of image gathers, by extension of the semblance principle to sensitivity kernels (e.g., the FWI sensitivity kernel for squared slowness in this paper). We adapt the method proposed by Yang and Sava (2012) to our bi-objective optimization framework. The annihilator A enhances the defocused energy observed in gradient ∇ m ext J FW I , which is then measured by cost function J MVA :
Considering the MVA state vector (w, w † ), the corresponding adjoint vector (w ‡ , w † ‡ ) is a solution to the following system of equations:
where symbol ‡ denotes the adjoint operation associated with MVA, and the adjoint sources g ‡ and g † ‡ are equal to
The gradient of objective J MVA in the extended model space is
The computation of the gradient of cost function J requires the definition of normalization factors w FW I and w MVA : here,
where model m ext,0 is the starting model for the optimization. We refer to the review article by Marler and Arora (2004) for references to this normalization approach. The combined FWI and MVA gradient ∇ m ext J leads to an optimal solution m opt by means of a Newton-type algorithm that iteratively updates the current model in a gradient-related direction restricted to the physical space (i.e., for λ λ λ = 0 and τ = 0). In the following, notation ∇ m refers to the restriction of the extended gradient (indicated by ∇ m ext ) to the physical space.
EXAMPLES
The bi-objective optimization strategy applies to the acoustic reflection data modeled with the synthetic models in Figure  1 after plane-wave encoding (Whitmore, 1995; Zhang et al., 2005) . Our implementation of the optimization procedure uses (Figure 1a ) contains a wide-spread low-slowness rectangular anomaly and a horizontal reflector that are absent from starting model m 0 (Figure 1b) . After 53 iterations of a steepestdescent algorithm, optimal model m opt (Figure 1c ) for the combined FWI and MVA optimization (α = 0.7) resolves the rectangular anomaly and the reflector at their correct locations in the well-illuminated region of the model. The limited acquisition geometry and the poor structural model constraints (a single reflector below the rectangular anomaly) result in an ambiguity for the resolution of the slowness model below the rectangular anomaly which slightly distorts the shape of the deeper reflector on its sides. It is important to note that the amplitude of the rectangular slowness anomaly, in addition to its shape, is correctly estimated despite the lack of very lowfrequency and diving waves in the data. This result presents a positive contrast to the results obtained when applying only MVA or FWI. For FWI (α = 0.0), optimal model m opt ( Figure  1d ) resolves the contours of the rectangular anomaly and the reflector below, but FWI mispositions these interfaces with the exception of the top reflector of the rectangular anomaly. The slowness anomaly inside the rectangular shape is also not re-covered. For MVA (α = 1.0), optimal model m opt (Figure 1e ) contains distorted sediment layers in the region of the anomalies to account for the slowness error caused by the rectangular anomaly. The MVA model does not retrieve any reflectors present in true model m true .
For the geometry of this inverse problem, the resolution power of MVA alone is too low to retrieve the true rectangular anomaly because of its limited size and its short-wavelength content. MVA, however, has the potential for constraining the inversion of the long-wavelength features of true model m true . FWI, contrary to MVA, is able to constrain the short-wavelength component of optimal model m opt . Unfortunately, FWI alone does not converge to the correct solution because the data is lacking information about the long wavelengths in model m true . The bi-objective optimization strategy combines FWI and MVA to take advantage of the properties of each method. The parameter α controls the weight given to MVA in the inversion procedure. For a high α, MVA is dominant and FWI acts as a regularization by data constraint. For a low α, FWI is the main component of the optimization and the semblance principle of MVA becomes a constraint for the FWI gradient. Figure 2 shows the convergence of our steepest-descent algorithm for the combined FWI and MVA inversion with α = 0.7, which is an intermediate value with higher weight given to MVA. The optimization problem is at first mostly driven by the MVA contribution. We adopt a multi-scale approach for FWI so that the frequency content in the data is at first band-limited to the low frequencies and slowly increases with the number of iterations. This strategy mitigates the sensitivity of FWI to cycle skipping. As a result, the FWI contribution becomes increasingly significant for later iterations when the long-wavelength features are already resolved and short-wavelength components are introduced in optimal model m opt . Interestingly, the FWI and MVA cost functions, J FW I and J MVA , simultaneously decrease during the joint-inversion process so that despite the different weight given to FWI and MVA, the two contributions are jointly optimized. The choice of parameter α is key to regulate this convergence behavior of the combined FWI and MVA method.
To give the reader a better sense of the underlying components of our method, we describe in more detail (Figure 3 ) one step of the gradient-based algorithm used in the optimization procedure (α = 0.7). At iteration 6, we calculate the FWI gradients ∇ m J FW I for the full-band data ( Figure 3a ) and the band-limited data used in the multi-scale FWI approach (Figure 3b) . The latter FWI gradient ∇ m J FW I contributes to the band-limited update of model m at the given iteration. The former FWI gradient ∇ m J FW I aids the computation of the fullband extended FWI gradient ∇ m ext J FW I which we restrict to the locations indicated by the dots in Figure 3a . For example, the extended FWI gradient ∇ m ext J FW I in Figure 3c is calculated at the location represented by the magenta dot. At this location, the annihilator A in Figure 3d penalizes the defocused energy. This MVA procedure in the extended space applies to all locations indicated by the dots in Figure 3a . Conserving the full-band data yields better resolution for the focus estimation in the extended FWI gradients ∇ m ext J FW I . Figure 3e shows the resulting MVA gradient ∇ m J MVA . Weighting and combining the FWI and MVA gradients (Figure 3b and 3e, respectively) yields the gradient ∇ m J for the combined FWI and MVA method, shown in Figure 3f . A line-search algorithm determines the scale to apply to the combined gradient ∇ m J which is necessary to update model m at each iteration. The combined gradient ∇ m J exhibits the joint properties of the FWI and MVA gradients: MVA contributes to the longwavelength component of the gradient while FWI contributes to its short-wavelength component. In other words, MVA essentially estimates the component of the model responsible for the kinematic of seismic wave propagation while FWI simultaneously updates model features with higher resolution. The joint FWI and MVA update yields the convergence to a highresolution optimal model m opt , which exhibits the blended behavior and robustness of FWI and MVA. The method is not as sensitive to the initial model as FWI and is less likely to converge to a local minima solution (because of cycle skipping). The method also achieves higher resolution than MVA and is more likely to handle nonlinear wave phenomena since the MVA procedure does not directly apply to a seismic image but to the FWI gradient, which results from only the backprojection of the data misfit into the Earth's model. It is also worth mentioning that in terms of computational costs, our method costs the same as the selected MVA method because the apparent extra calculation for the FWI gradient is equivalent to the calculation of the seismic image for MVA.
CONCLUSIONS
FWI and MVA are two complementary techniques for retrieving a model of the subsurface in seismic imaging. The combined FWI and MVA method proposed in this abstract facilitates the inversion of seismic reflection data and contributes to solving this inverse problem without the need for separating the long-and short-wavelength components of the inverted model. Instead, our bi-objective optimization strategy solves for a multi-scaled optimal model that jointly minimizes the FWI and MVA cost functions. A global criterion method combines these two cost functions. Our strategy extends the semblance principle to sensitivity kernels instead of just seismic images. Conventional MVA techniques are then applicable to the FWI gradients, and the approach we propose is not limited to the MVA strategy that we selected for this work. Our numerical results motivate further exploration of the application of a bi-objective optimization to the inversion of seismic reflection data. We are currently working on the expansion of our method to geological models and real data.
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