Abstract. We develop a mathematical foundation for operator quantum error correction. This is a new paradigm for the error correction of quantum operations that incorporates the known techniques -i.e. the standard error correction model, the method of decoherence-free subspaces, and the noiseless subsystem method -as special cases, and relies on a generalized notion of noiseless subsystems that is not restricted to the commutant of the interaction algebra. We establish conditions on the noise operators for a given quantum operation that characterize both correctability and the existence of generalized noiseless subsystems. The condition from the standard model is shown to be a prerequisite for any of the known forms of error correction. We present a new class of quantum channels and discuss subsystems that are immune to noise up to unitary conjugation.
Introduction
Recent advances in quantum computing have relied in large part on the development of techniques for the protection of quantum information against undesirable noise. While there have been major successes in the field of quantum error correction, the fragile nature of quantum systems implies that the general problem of error correction in this setting is a delicate and subtle one, both experimentally and theoretically.
A unified and generalized approach to quantum error correction, called operator quantum error correction, was recently introduced in [1] . This model unifies all of the known techniques for the error correction of quantum operations -i.e. the standard model [2, 3, 4, 5] , the method of decoherence-free subspaces [6, 7, 8, 9] and the noiseless subsystem method [10, 11, 12] -under a single umbrella. In addition, operator quantum error correction allows for new possibilities of error correction. Most importantly, it includes a generalized version of noiseless subsystems that does not rest on the structure of the noise commutant and is not restricted to unital quantum operations.
In this paper we develop a mathematical foundation for the operator quantum error correction paradigm. We also provide new proofs for results from [1] . The paper is organized as follows.
In § 2 we recall basics of quantum operations as well as the formulation of the standard active error correction model and the noiseless subsystem and decoherence-free subspace models. We then ( § 3) demonstrate how the latter schemes admit a natural generalization, and study the necessary and sufficient conditions leading to such generalized noiseless subsystems. This generalized method in turn motivates the unified operator quantum error correction approach, discussed in § 4, in which correctable codes are given by certain semigroups and algebras of operators. We describe this approach in detail and establish testable conditions that characterize when error correction is possible within a given noise model. Moreover, we show that the standard error correction condition is a prerequisite for any of the known forms of error correction/prevention to be feasible. The proofs in this section motivate consideration of a new class of quantum operations -called "ampliation channels" -and an extended discussion on this class is included in § 5. In § 6 we discuss "unitarily noiseless subsystems". These are subsystems that are noiseless up to conjugation by a fixed unitary operator.
Preliminaries
2.1. Quantum Operations. Let H be a (finite-dimensional) Hilbert space and let B(H) be the set of operators on H. A quantum operation (or quantum channel, or quantum evolution) on H is a linear map E : B(H) → B(H) that is completely positive and preserves traces. Every channel has an "operator-sum representation" of the form
where {E a } ⊆ B(H) are noise operators or errors associated with E. As a convenience we shall write E = {E a } when the E a are noise operators for E.
The choice of noise operators which give the form (1) is not unique, but there is a tight relationship between operator families which yield (1) for E. If E is a completely positive map with E = {E a } = {F b } (without loss of generality assume the cardinalities of the sets are the same), then there is a scalar unitary matrix U = (u ab ) such that
If the identity operator 1l (the maximally mixed state) evolves under E to the identity operator, so E(1l) = a E a E † a = 1l, then E is said to be unital or bistochastic. Trace preservation of E can be phrased in terms of the error operators via the equation
which is also equivalent to saying that the dual map for E is unital.
2.2.
Standard Model for Quantum Error Correction. The "standard model" for the error correction of quantum operations [2, 3, 4, 5] consists of a triple (R, E, C) where C is a subspace, a quantum code, of a Hilbert space H associated with a given quantum system. The error E and recovery R are quantum operations on B(H) such that R undoes the effects of E on C in the following sense:
where P C is the projection of H onto C. As a prelude to what follows below, let us note that instead of focusing on the subspace C, we could just as easily work with the set of operators B(C) which act on C.
When there exists such an R for a given pair E, C, the subspace C is said to be correctable for E. The existence of a recovery operation R of E = {E a } on C may be cleanly phrased in terms of the {E a } as follows [4, 5] :
It is easy to see that this condition is independent of the operator-sum representation for E.
The motivating case of an error model that satisfies (5) occurs when the restrictions E a | P C H = E a | C of the noise operators to C are scalar multiples of unitary operators U a such that the subspaces U a C are mutually orthogonal. In fact, this case describes any error model that satisfies (5), up to a linear transformation of the noise operators. In this situation the positive scalar matrix Λ is diagonal. A correction operation here may be constructed by an application of the measurement operation determined by the subspaces U a C, followed by the reversals of the corresponding restricted unitaries U a P C . Specifically, if P a is the projection of H onto U a C, then R = {U † a P a } satisfies (4) for E on C.
This construction is contained as a special case of Theorem 4.9 and we discuss a more general class of operations in § 5.
2.3. Noiseless Subsystems and Decoherence-Free Subspaces. Let E = {E a } be a quantum operation on H. Let A be the C * -algebra generated by the E a , so A = Alg{E a , E † a }. This is the set of polynomials in the E a and E † a . As a finite-dimensional C * -algebra [13, 14, 15] (i.e. a †-algebra), A has a unique decomposition up to unitary equivalence of the form
where M m J is the full matrix algebra B(C m J ) represented with respect to a given orthonormal basis and 1l n J is the identity on C n J . Typically A is called the interaction algebra associated with the operation E.
If E is a unital quantum operation, then the fundamental "noiseless subsystem" (NS) method of quantum error correction [10, 11, 12 ] may be applied. This method makes use of the operator algebra structure of the noise commutant associated with E,
a } , to encode states that are immune to the errors of E. As such, it is in effect a method of error prevention. Notice that with the structure of A given by (6) , the noise commutant is unitarily equivalent to
In [16, 17] it was proved that for unital E, the noise commutant coincides with the fixed point set for E; i.e.,
This is precisely the reason that A ′ may be used to produce NS for unital E. We note that while many of the physical noise models satisfy the unital constraint, there are important non-unital models as well. Below we show how shifting the focus from A ′ to Fix(E) (and related sets) quite naturally leads to a generalized notion of NS that applies to non-unital quantum operations as well.
We point out the following fact for interest's sake.
Proposition 2.1. Every †-algebra is equal to the fixed point set of a unital quantum operation.
Proof. Every †-algebra B is spanned by its unitaries. Thus we may define a unital channel F given by the convex sum of conjugation by a spanning set of unitaries in B, and it follows that Fix(F ) = B ′ .
The result follows from the von Neumann double commutant theorem [13, 14, 15] .
Remark 2.2. We note that the NS method contains the method of decoherence-free subspaces (DFS) [6, 7, 8, 9 ] as a special case. Specifically, if we are given an error operation E, then the DFS method encodes information in a subspace of the system's Hilbert space that is immune to the evolution. However, instead of working at the level of vectors, we could work at the level of operators. In particular, as in the standard model, we may identify a given Hilbert space H with the full algebra B(H) of operators acting on H. In doing so, the DFS method may be regarded as a special case of the NS method in the sense that the DFS method in effect makes use of the "unampliated" summands, 1l m J ⊗ M n J where m J = 1, inside the noise commutant A ′ for encoding information.
Generalized Noiseless Subsystems
In this section we describe a generalized notion of noiseless subsystems that serves as a building block for the unified approach to error correction presented below and applies equally well to non-unital maps. We first extend our discussion of Standard NS and recall some nomenclature from the theory of operator algebras.
Note that the structure of the algebra A given in (6) induces a natural decomposition of the Hilbert space
where the "noisy subsystems" H A J have dimension m J and the "noiseless subsystems" H B J have dimension n J . We focus on the case where information is encoded in a single noiseless sector of B(H), so that yield the matrix representation of the corresponding subalgebra of A ′ as 1l
denote the corresponding family of "matrix units" in A associated with this decomposition. In terms of these matrix units, the minimal reducing projections for A ′ are given by
The following identities are readily verified and are the defining properties for a family of matrix units:
With these properties in hand, the following result is readily proved.
Lemma 3.1. The map Γ : B(H) → B(H)
given by Γ = {P kl } satisfies the following:
Note 3.2. While we have stated this result as part of a discussion on a subalgebra of a noise commutant, it is valid for any †-algebra B ∼ = 1l A ⊗B(H B ) with matrix units {P kl } generating the algebra B(H A )⊗1l B .
We now turn to the generalized notion of noiseless subsystems. In the Standard NS method, the quantum information is encoded in σ B ; i.e., the state of the noiseless subsystem. Hence, it is not necessary for the noisy subsystem to remain in the maximally mixed state 1l
A under E, it could in principle get mapped to any other state.
In order to formalize this idea, define for a fixed decomposition
Notice that this set has the structure of a semigroup and includes operator algebras such as 1l
. However, we emphasize that A is not necessarily associated with the decomposition of any particular noise commutant. For notational purposes, we assume that bases have been chosen and define the matrix units P kl as above, so that P k = P kk ,
We also define a map P A by the action P A (·) = P A (·)P A . The following result leads to our generalized definition of NS's.
Lemma 3.3. Given a fixed decomposition H = (H
A ⊗ H B ) ⊕ K and a map E on B(H), the following three conditions are equivalent, and are the defining properties of the generalized noiseless subsystem H B :
Proof. The implications 1. ⇒ 2. and 1. ⇒ 3. are trivial. To prove 2. ⇒ 1., first let |ψ ∈ H B and put P = |ψ ψ|. Suppose that {|α k } is an orthonormal basis for
A and by 2. and the positivity of E we have for all k,
It follows that there are positive operators
In fact, the operators σ ψ,k do not depend on |ψ . To verify this claim, for clarity we shall suppose that dim H B = 2. The case of general H B easily follows. So let |ψ i , i = 1, 2, be an orthonormal basis for H B . Let P i = |ψ i ψ i |, i = 1, 2, and put P ± = |± ±| where
(|ψ 1 ± |ψ 2 ). Fix α = α k . By the above argument, there are operators σ ±,α and σ i,α on H A such that
In particular, as 1l
If we compress this equation by the projection 1l
A ⊗ P 1 , we obtain
(σ +,α + σ −,α ) and since the same identity holds for σ 2,α when we compress by 1l
A ⊗ P 2 , we obtain σ 1,α = σ 2,α . As |α and |ψ i , i = 1, 2, were chosen arbitrarily, the claim holds. Condition 1. now follows from the linearity of E.
To prove 3. ⇒ 2., note that since E and Tr A are positive and trace preserving, 3. implies that P A • E (σ) = E(σ) for all σ ∈ A. Thus, given |ψ ∈ H B and setting σ = 1l A ⊗ |ψ ψ| as above, we conclude from 3. that E(σ) = τ A ⊗ |ψ ψ| for some τ A independent of |ψ . The rest follows from linearity.
Definition 3.4. The subsystem H
B is said to be noiseless for E when it satisfies one -and hence all -of the conditions in Lemma 3.3.
It is clear from the third condition that the fate of the noisy subsystem H A has no importance: only the information stored in the noiseless subsystem H B must be preserved by E. Note that the generalized definition of NS coincides with the standard definition when dim(H A ) = 1. Hence, the notion of DFS is not altered by this generalization.
Given this new notion of a NS, a crucial question is to determine what are the necessary and sufficient conditions for a map E = {E a } to admit a NS described by a semigroup A. Recall that the condition expressed by Eq. (5) gives an answer for standard active error correction. The following theorem provides an answer to this question in the general noiseless subsystem setting. 
for some set of scalars {λ akl } and
Proof. Since the matrix units {P kl } generate B(H A )⊗1l B as an algebra, it follows that 3. is a restatement of 2. We shall prove the equivalence of 1. and 3. To prove the necessity of Eqs. (11,12) for 1., let Γ :
A ⊗ B(H B ) be defined by the matrix units for A as above and note that Lemma 3.1 and Lemma 3.3 imply
As in the proof of Lemma 3.3, the proportionality factor cannot depend on σ, so the sets of operators {P ki E a P jl } and {λP k ′ l ′ } define the same map for some scalar λ. We may thus find a set of scalars µ kiajl,k ′ l ′ such that
Multiplying both sides of this equality on the right by P l and on the left by P k , we see that
This implies Eq. (11) with λ akl = µ kkall,kl .
For the second condition, note that as a consequence of Lemma 3.3, we have P ⊥ A E(P A (σ))P ⊥ A = 0 for all σ ∈ B(H). Equation (12) follows from this observation via consideration of the operator-sum representation for E.
To prove sufficiency of Eqs. (11), (12) for 1., we use the identity
Combining this with the identity
The proof now follows from the fact that the matrix units P kl act trivially on the B(H B ) sector.
Remark 3.6. In the case that the semigroup A is determined by a matrix block inside the noise commutant A ′ for E = {E a }, and hence arises through a Standard NS as in the discussion at the start of this section, the conditions Eqs. (11, 12) easily follow from the structure of A = Alg{E a , E † a } determined by the matrix units P kl . However, Eqs. (11, 12) do not necessarily imply that the noiseless operators of A are in the commutant of the interaction algebra A since, for instance, P A E a P ⊥ A is not necessarily equal to zero. Hence, this generalization does indeed admit new possibilities. We note that conditions 2. and 3. in Theorem 3.5 give an explicit matrix form that the noise operators must satisfy if A is to encode a NS for E. Specifically, with respect to the decomposition H = (H A ⊗ H B ) ⊕ K, the matrix representation for E a must be of the form E a = (λ akl 1l
These are the noise operators for the amplitude dampening (or spontaneous emission in the case γ = 1) channel on
B with respect to the standard basis, so that
With the operator τ A from Lemma 3.3 given by τ
B is noiseless for E. Moreover, observe that, as opposed to all NS constructed from unital maps, we have E(1l
We used the amplitude damping channels in the previous example only to emphasize that the channel need not be unital for NS to exist. For a more general class, let Ψ : B(H 1 ) → B(H 1 ) be an arbitrary quantum operation. Further let Φ : B(H 2 ) → B(H 2 ) be a quantum operation such that there is a decoherence-free subspace
Then for all σ ∈ A we have
and it follows that H B is noiseless for E. 
Definition 4.1. Given such a triple (R, E, A) we say that A is correctable for E if
In other words, (R, E, A) is a correctable triple if the H B sector of the semigroup A encodes a noiseless subsystem for the error map R • E. Thus, substituting E by R • E in Lemma 3.3 offers alternative equivalent definitions of a correctable triple. Since correctable codes consist of operators, we refer to this scheme as operator quantum error correction.
Remark 4.2.
Observe that the standard model for error correction is given by the particular case in the operator quantum error correction model that occurs when m = 1. Lemma 3.3 shows that the DFS and generalized NS methods are captured in this model when R = id is the identity channel and, respectively, m = 1 and m ≥ 1. These facts are succinctly stated in Table 1 . By a "subspace" in this truth table, we mean the natural identification of a subspace H B with the operator semigroup A ∼ = B(H B ) when dim H A = m = 1. Further, the case of Standard NS in the table is a slight abuse of notation for presentation purposes. We are simply indicating that the Standard NS case is a subcase of Generalized NS as discussed in the previous section.
While we focus on the general setting of operator semigroups A as correctable codes, it is important to note that correctability of a given A is equivalent to the precise correction of the C * -algebra A 0 = 1l A ⊗ B(H B ) in the following sense. 
Theorem 4.3. Let E = {E a } be a quantum operation on B(H) and let A be a semigroup in B(H) as above. Then A is correctable for E if and only if there is a quantum operation R on B(H) such that
By trace preservation the proportionality factor must be one, and hence Eq. (16) is satisfied for (Γ ′ • R) • E. The map Γ ′ may be extended to a quantum operation on B(H) by including the projection P ⊥ A onto K as a noise operator. As this does not effect the calculation (17), the result follows.
We next derive a testable condition that characterizes correctable codes for a given channel E in terms of its error operators and generalizes Eq. (5) for the standard model. We first glean some interesting peripheral information.
Lemma 4.4. Let E = {E a } be a quantum operation on B(H) and let P be a projection on H. If E(P ) = P , then the range space C for P is invariant for every E a ; that is,
Proof. Let |ψ belong to C = P H. Then by hypothesis and the positivity of E, for each a we have
Thus P ⊥ (E a |ψ ψ|E † a )P ⊥ ≤ P ⊥ P P ⊥ = 0 and so P ⊥ E a |ψ = 0. As both |ψ and a were arbitrary the result follows.
An adjustment of this proof shows that more is true when E is contractive (E(1l) ≤ 1l). Specifically, E(P ) ≤ P if and only if E a P = P E a P for all a in this event. In the special case of unital operations one can further obtain the following [16] . Proposition 4.5. If E = {E a } is a unital quantum operation and P is a projector, then E(P ) = P if and only if the range space for P reduces each E a ; that is, P E a = E a P for all a.
We now prove a necessary condition for a semigroup A to be correctable for a given error model. We assume that matrix units {P kl } have been identified as above. Theorem 4.6. Let E = {E a } be a quantum operation on B(H) and let A be a semigroup in B(H) as above. If A is correctable for E, then there are scalars Λ = {λ abkl } such that
Proof. By Theorem 4.3 we can assume there is a quantum operation R on B(H) such that R • E acts as the identity channel on A 0 = 1l A ⊗ B(H B ) ⊆ B(H). For brevity, we shall first suppose that R = id is the identity channel. Let C = P A H be the range of the projection P A = P 1 + . . . + P m . Then since P A ∈ A 0 we have E(P A ) = P A and so Lemma 4.4 gives us
With B(C) naturally regarded as imbedded inside B(H), define a completely positive map E C : B(C) → B(C) via
and so E C defines a quantum operation on B(C). Moreover, E C is unital as
Thus by hypothesis and (8) we have
where the latter commutant is computed inside B(C). It follows that
Since the P kl form a set of matrix units that generate (
B as a vector space, there are scalars µ akl ∈ C such that
We now turn to the general case and suppose R = {R b }. The noise operators for the operation R • E are {R b E a } and thus we may find scalars µ abkl such that
Consider the products
Noting that C is invariant for the noise operators R b E a by Lemma 4.4, for fixed a, a ′ and l, l
Remark 4.7. Equation (18) is independent of the choice of basis {|α k } that define the family P kl and of the operator-sum representation for E. In particular, under the changes |α
We next establish a converse for Theorem 4.6 when the scalars Λ satisfy an extra "balancing" constraint. We require the following result on partial isometries.
Lemma 4.8. Let U and V be partial isometries on a Hilbert space H with the same initial projection, P ≡
Proof. Let Q = V V † be the range projection for V and note that QU = V . Thus, if |ψ = P |ψ and |||ψ || = 1, we have ||QU|ψ || = 1. As Q is a projection, this implies QU|ψ = U|ψ for all |ψ ∈ P H. Hence U = QU = V V † U = V P = V, and this completes the proof.
Theorem 4.9. Let E = {E a } be a quantum operation on B(H) and let A be a semigroup in B(H) as above. Then A is correctable for E if there are scalars Λ = {λ abkl } such that
Proof. By Theorem 4.3 it suffices to precisely correct the algebra A 0 = 1l A ⊗ B(H B ). Note that for all 1 ≤ k ≤ m we have,
Consider the polar decomposition for each E a P k given by
where V ak is unitary. Define a family of projections by
Notice that by assumption
where θ akl = λ aakl ( √ λ aakk λ aall ) −1 belongs to the unit circle T by (20). Moreover, we claim that for fixed a, Q ak = Q al ≡ Q a for all k, l. Indeed, it follows from the computation in (22) that
Thus, Lemma 4.8 may be applied with U = V ak P kl , V = θ akl V al P l (and P = P l ) to conclude that the ranges of these two operators coincide for all choices of a, k, l. This verifies the claim since Q al is the range projection for V al P l .
Thus we may define a quantum operation R = {R ak } where
For trace preservation, observe that
Note that if Q = 1l, we could include R 0 = Q ⊥ as a noise operator to make R trace preserving. Then Q ⊥ E(·)Q ⊥ ≡ 0 since Q ⊥ E a = 0 for all a, and hence for the purposes of proving the theorem we can ignore the effects of R 0 .
Observe that for all k, l
Now let σ ∈ A 0 and note that
Thus, by virtue of (20), (21), (23) and (24) we have for all σ ∈ A 0 ,
and this completes the proof. 20) is trivially satisfied. In § 5 we present a class of channels that satisfy this condition for non-subspace semigroups A. Equation (18) generalizes the quantum error correction condition Eq. (5) to the case where information is encoded in operators, not necessarily restricted to act on a fixed code subspace C. However, observe that setting k = l in Eq. (18) gives the standard error correction condition Eq. (5) with P C = P k . This leads to the following result. , and the map P k is defined by
, so that σ = P k σP k . Let E = {E a } and R = {R b }. By Theorem 3.5 there are scalars λ abkl such that
, the proportionality factor independent of σ. In fact, this factor is one. To see this, fix k and note that Theorem 3.5 shows that
Hence, trace preservation of R • E yields a,b,l
As k was arbitrary, the result follows.
Remark 4.12. Theorem 4.11 has important consequences. Given a map E, the existence of a correctable code subspace C -captured by the standard error correction condition Eq. (5) -is a prerequisite to the existence of any known type of error correction/prevention scheme (including the generalizations introduced here and in [1] ). Moreover, Theorem 4.11 shows how to transform any one of these error correction/prevention techniques into a standard error correction scheme.
Ampliation Channels
In this section we describe a new class of quantum channels that are motivated by the proof of Theorem 4.9. We refer to these channels as "ampliation channels" because correctable codes for this class include algebras of the form 1l m ⊗ M n ⊆ A with m ≥ 2. We note that the motivating class of examples for the Standard QEC model (see § § 2.2) are obtained in the case m = 1. As we shall see, in general these codes require a non-trivial correction operation R. Hence the triples (R, E, A) associated with ampliation channels E fit into the operator quantum error correction scheme, but are not captured by Standard QEC (when m > 1) or the NS/DFS methods (when R = id).
We shall describe the general class, then go into more detail for a particular case. Let {P kl : 1 ≤ k, l ≤ m} be a family of matrix units on a Hilbert space H with rank(P k ) = n for all k. Let C k = P k H and let C be the subspace with projection P C = P 1 + . . . + P m . The C * -algebra A = span{P kl : 1 ≤ k, l ≤ m} is isomorphic to M m ⊗ 1l n , and the compression to C of its commutant is unitarily equivalent to
Let A ⊇ A 0 be the semigroup determined by {P kl } as in (10) .
Fix a positive integer r ≥ 1 and let {Q i : 1 ≤ i ≤ r} be a family of projections on H with mutually orthogonal ranges and rank(Q i ) = n for all i. Let {V ik : 1 ≤ i ≤ r, 1 ≤ k ≤ m} be a family of unitaries such that
Condition (i) says that Q i is the range projection for the partial isometry V ik P k for all k, and (ii) implies the orthonormal bases for the subspaces C k that determine the matrix units P kl are naturally identified through the actions of the V ik . In fact, (ii) implies that P kl V † il V ik P k = P k and hence Lemma 4.8 implies that V ik P k = V il P lk . (See Example 5.1 for further discussions in a special case.)
Next let α k = (α ik ) r i=1 ∈ C r for 1 ≤ k ≤ m be an orthonormal set of vectors in C r (necessarily m ≤ r) so that
Define error operators as follows:
Then a computation shows that
Thus E = {E i } is trace non-increasing. We may include the extra noise operator E 0 = P ⊥ C (when C = H) to ensure that E is trace preserving.
As this does not affect the discussion, for clarity let us assume that C = H. Observe that for all 1 ≤ k, l ≤ m we have
Hence Eqs. (19) and (20) are satisfied and following the proof of Theorem 4.9 we may construct a correction operation R = {R jk } such that R • E (σ) = σ ∀σ ∈ A 0 ∼ = 1l m ⊗ M n by defining for 1 ≤ j ≤ r and 1 ≤ k ≤ m,
Let us finish with a description of a subclass of ampliation channels with C = H = C 4 and m = 2 = n.
Example 5.1. Let {|a , |b , |a ′ , |b ′ } and {|a 1 , |b 1 , |a 2 , |b 2 } be two orthonormal bases for C 4 . Let P 1 be the projection onto span{|a , |b } and P 2 the projection onto span{|a ′ , |b ′ }. Let Q i , i = 1, 2, be the projection onto span{|a i , |b i }. Define partial isometries (i.e. unitary operators restricted to a subspace)
Then define noise operators as
The action of E 1 and E 2 is indicated in Figure 1 .
Here the matrix units are given by
The equations (19) are computed as follows: Figure 1 .
The operation R corrects for all errors induced by E on A 0 ∼ = 1l 2 ⊗M 2 . Specifically, (R • E)(σ) = σ for all σ ∈ B(C 4 ) which have a matrix representation of the form σ = σ 1 0 0 σ 1 , σ 1 ∈ M 2 , with respect to the ordered basis {|a , |b , |a ′ , |b ′ } for C 4 . Thus R corrects for all σ which are "equally balanced" with respect to the standard bases for the ranges of P 1 and P 2 .
Unitarily Noiseless Subsystems
In this section we discuss error triples (R, E, A) such that the restriction of R to E(A) is a unitary operation. Consideration of this case leads to generalizations of both the Standard NS and Generalized NS methods that fall under the Operator QEC umbrella. Let us focus on the standard case first. In such instances Eq. (8) becomes
for some unitary operator U. When A 0 satisfies Eq. (25) for a unitary U we shall say that A 0 is a unitarily noiseless subsystem (UNS) for E. Of course, a subsystem A 0 that satisfies Eq. (25) is not noiseless, but it may be easily corrected by applying the reversal operation U † (·)U. As we indicate below, this can lead to new non-trivial correctable subsystems not obtained under the NS regime. If E is a unital operation, it is possible to explicitly compute all UNS's for E. 
Proof. The set of σ that satisfy Eq. (25) is equal to the set of σ that satisfy U † E(σ)U = σ. Thus, here we are considering the fixed point set for the unital operation U † E(·)U, which has noise operators {U † E a }. The result now follows from Eq. (8).
Let us consider a simple example of how this scheme can be used to identify new correctable codes for a given channel. In particular, the C * -algebra A 0 = {U † Z i } ′ is unitarily equivalent to A 0 ∼ = M 2 ⊕ C ⊕ C and all operators σ ∈ A 0 may be corrected by applying U † (·)U since they satisfy E(σ) = UσU † .
In a similar manner we can extend this discussion to the case of generalized NS, to obtain "generalized UNS". The analogue of Eq. (25) in this case is
where U is a fixed unitary on H B . In this context the conditions of Lemma 3.3 yield the following. 
Conclusion
We have established a mathematical foundation for the general model of quantum error correction called operator quantum error correction introduced in [1] . This model unifies the fundamental paradigms under a single umbrella. Conceptually, we have generalized the method of active error correction by implementing the condition at the level of operators instead of subspaces. Correctable codes in the unified approach take the form of operator semigroups A. We proved that correctability of a code depends on the precise correction of a distinguished operator algebra A 0 inside A.
We have also generalized the notion of noiseless subsystems by relaxing the constraints imposed on the "noisy" sector of the algebra; i.e., that it remains in the maximally mixed state. In addition, we have demonstrated that the standard error condition Eq. (5) is a necessary condition for any type of error correction -either passive or active -to be possible, and we have shown how to convert any such scheme into a standard error correction protocol. We derived testable conditions for the existence of correctable codes and generalized noiseless subsystems. A further generalization of noiseless subsystems, called "unitarily noiseless subsystems", that fits into the unified approach was also discussed.
We have presented a number of examples of error models in an attempt to demonstrate the various subtleties and conditions derived. We expect that further physical examples could be found which make use of the operator quantum error correction paradigm.
