A constructive approach to steady nonlinear kinetic equations  by Babovsky, Hans
ELSEVIER Journal of Computational nd Applied Mathematics 89 (1998) 199-211 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
A constructive approach to steady nonlinear kinetic 
equations 
Hans Babovsky 
Institut fiir Mathematik, Technische Universitiit Ilmenau, D-98684 Ilmenau Germany 
Received 26 August 1996; accepted 23 September 1997 
Abstract 
We study steady boundary value problems of nonlinear kinetic theory. Using a continuation argument based on the 
variation of the Knudsen number we derive a method for the construction of steady solutions of discrete velocity models 
in a slab. This method is readily transformed into a numerical code. In a preliminary numerical test case the numerical 
scheme turns out to yield solutions even for Knudsen umbers mall enough to calculate with high precision the asymptotic 
flow field adjacent to a kinetic boundary layer. Thus, we are able to numerically simulate in a simplified situation the 
transition from a (mesoscopic) kinetic boundary layer to the (macroscopic) far field. @ 1998 Elsevier Science B.V. All 
rights reserved. 
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I. Introduction 
High-resolution umerical schemes for gas-kinetic equations provide a challenging task - even in 
times of  rapidly growing computer capabilities. Because of  the complexity of  the Boltzmann collision 
operator, classical discretization schemes are practically not applicable. The Boltzmann equation in its 
simplest form requires a five-dimensional collision integral to be solved at each iteration step - for 
each point in a six-dimensional phase space, a task, which is simply not possible to be solved 
for relevant applications on a modem super-computer. For time-evolution problems (and partially 
for exterior flows at high Mach numbers), a way out is to solve the Boltzmann collision integral 
with stochastic integration methods. This leads to the so-called Monte Carlo methods which indeed 
provide reliable numerical schemes and are proven to converge if the number of  stochastic integration 
points goes to infinity [3, 7, 15]. Such schemes (and further developments o these, see [6]) have 
in the past been used in a variety of  scientific and engineering applications, ranging from rarefied 
gas dynamics with space reentry simulation as a major application (see [9] and the references cited 
there) over semiconductor simulation (e.g. [13]) to problems of  high-energy physics [12]. (See [14] 
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for a review on the state of the art of particle methods for the Boltzmann equation.) Of course, 
it is very unlikely to get a high accuracy with stochastic integration methods. For high-resolution 
schemes one usually restricts to strongly simplifying kinetic equations (see [1] and the references 
cited there). 
More involved are steady kinetic equations (and in particular interior flows). Stochastic schemes 
based on time averages of Monte Carlo particle ensembles are subject o a systematic error (see [4]). 
Many steady flow problems cannot be satisfactorily solved with such a tool. To our knowledge, there 
is no mathematically justified numerical scheme which is relevant for a broad range of applications. 
In our opinion, investigations into two directions are necessary to provide sufficient numerical tools 
for steady boundary value problems: 
• A way has to be found to satisfactorily reduce the complexity of the problem. 
• Powerful numerical techniques for the reduced problem have to be developed. 
In [5], first, the steps have been introduced for the systematic construction of model problems which 
preserve characteristic quantities of gas-kinetic dynamics. There the focus lay on the discretization 
of the collision integral and, in consequence, in the derivation of an appropriate discrete velocity 
model. 
The present paper addresses the second of the above problems in the context of discrete velocity 
models. It provides a next step in a conceptual approach for numerical solutions of boundary value 
problems (BVP) for steady kinetic equations. We are studying ways for the construction of solu- 
tions of one-dimensional steady boundary value problems for discrete velocity models which (as a 
minimum requirement) 
• are constructive and allow for efficient numerical schemes, 
• can - in a next step - be applied to higher-dimensional problems, 
• is not restricted to small data, 
• gives criteria for a break down for parameter-dependent solutions. 
The importance of these points becomes more evident in the light of theoretical existency and 
uniqueness results for steady kinetic problems. Many results rely on smallness of data or on non- 
constructive compactness arguments like Tychonoff's fixed point. See [2, 11] and the literature cited 
there for some of the more recent work on this subject. There does not exist a general existence 
and uniqueness proof for steady kinetic equations. A numerical scheme should provide a clear in- 
dication of when existence or uniqueness may break down. Furthermore, a code should be capable 
of constructing kinetic boundary layers to asymptotic fluid flow states - a situation certainly far 
away from the small-data situation. (Another problem which is open in the general framework is 
that of convergence of time-dependent solutions to the steady solution under consideration. This is 
connected with the physical relevance of the steady problem. See [8] as one contribution to stability 
of constant steady states of a class of discrete velocity models.) 
We propose a continuation method for constructing a sequence of solutions corresponding to 
a decreasing sequence of Knudsen numbers. Given one member of this sequence, the problem of 
constructing the next member is analyzed. An algorithm for this is described and a sufficient criterion 
for its convergence is provided. In a low-dimensional test case it is shown that the numerical scheme 
is applicable even for quite low Knudsen numbers and for the calculation of an asymptotic fluid- 
dynamic state adjacent to a kinetic boundary layer. 
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2. A continuation method 
2.1. The kinetic boundary value problem 
Kinetic equations describe the dynamics of gas particles in physical phase space which is the 
product of the physical space I with the set ~/~ of all velocities the individual particles may assume. 
We consider boundary value problems in a slab and thus choose I = [0, 1]. The set ~/ of velocities 
is assumed to be a bounded subset of ~a. Of course, this is a model assumption which is not 
in agreement with the classical nonlinear physical situation and the Boltzmann collision operator. 
However, since we want to do numerics, we have to find a way to restrict to bounded sets. In 
[5], a model was proposed which simplifies the original Boltzmann collision operator such that the 
important characteristics of two-particle collisions are preserved and on the other hand the model 
equation may serve as a basis for a numerical scheme. This equation is the starting point of our 
investigation: 
vx ~ f(x, v) = ) J ( f ,  f),  (2.1) 
where v,. denotes the component of the velocity v into the direction of the slab, 2 - the in- 
verse of the Knudsen number - is a nonnegative real number. In continuous-velocity models, 
J(.,.)'Ll(~ "~) x LI(~J)--~L~(~U) is an integral operator of the form 
d(f ,  f )  = d+(f, f)(v) - fp[f](v) (2.2) 
= ~" f K(vlv',w')f(v')dv'f(w')dw'- f (v )1 ;  f (w)dw (2.3) 
with K(.lv',w') being a probability density for all v ' ,w 'E¢.  Define ~J* :={v~ ~: v,. >0},  
¢ ..... := { v E "/~: v~< 0} and :/j,~0 := {v E "~tJ': v~. = 0}. 
With 
f (0 , . ) l ,  + =:  950, f (1 , . ) l ,  - = :  9b~, 
this equation admits the following integral representation: 
f(x, v) = 
~bo(V) exp( -  ~fop[f](s) ds) 
,~ x +TfoJ+(f,  f)(s, v) exp(-  ~ f ;  p[f](a) da) ds 
if v E ~+ and 
• I 
~b, (v) exp(-  ~ fx p[f](s) ds) 
+ r,',J; f~J+(f,f)(s,v)exp(-~, )~p[j](a)da)ds• 
if v E ~ . 
(2.4) 
(2 .5 )  
The kinetic equation has to be supplemented with boundary conditions, which are conditions for the 
inflows q~0 and ~b~. For example, we may assume the inflow at x --- 0, q~0 to be given. At the right 
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boundary, x = 1, either the inflow q~ may be given explicitely, or a reflection law may hold: 
= Z + IwxlR(vlw)f(1,w)dw, (2.6) 
where R(v, w) dw represents for all w E ~+ a probability distribution in ~J- .  
For discretization, we replace tl~- with a finite set ~= {v(~): i = 1 . . . .  ,N}. To avoid difficulties 
related to the singularities of the integral representation at vx = 0, we assume ,if-(0):= ~/g-~ {v~ = 0} 
to be empty. After discretization of  the collision integrals 
f . K(v]v', w')f (v')f (w') dr' dw' 
N 
/~( i )  4 ~ 4 ~ 
- -+  lXk ,  l J k  J l  
k,l=l 
(2.7) 
and 
N 
f(v) f f(w) dw ~ fi ~_, fk, 
k=l  
(2.8) 
we end up with a kinetic equation for f,. = f (v  (i)) of  the form 
k,l=l k=l  
(2.9) 
and the boundary conditions 
f i (0) = qS~ i) if v (n E ~#'~+ := Y¢" A {vx > 0}, (2.10) 
and 
.£-(1) = 4¢[ ) if v(~)e ~/! .... :-- ~I~'N {vx < 0}, (2.11) 
resp. 
= Z .) ,(k) R~ )'x I f - ( l )  if E ~- .  (2.12) 
k:c(k)C Y * 
Eq. (2.9) represents a special steady case of a discrete velocity model. See [10] for a review on 
discrete velocity models. 
2.2. Decreasing Knudsen umbers 
For inflow boundary conditions as those presented above, one may easily check that the boundary 
value problem has a unique solution in the free-flow situation, i.e., for 2 = 0 (resp. Knudsen number 
vc). Our approach here is a variant on what in numerics is known as the continuation method: The 
construction of a solution for some 2o > 0 from solutions corresponding to an increasing sequence 
of  )3s. To indicate the dependence on 2 we sometimes write f [2 ]  for the solution. We are not 
interested in the particular coefficients of the original boundary value problem but instead consider 
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a differential equation with a general quadratic right-hand side: 
~ ~.xf(x)= ), ~ A~i)Jk(x)f(x) • 
/<. I= 1 
(2.13) 
We also formulate more general affine linear boundary conditions. To this aim, denote by F+ resp. 
F_ fixed k-dimensional resp. (N -  k)-dimensional subspaces of ~:v, 1 ~< k < N, and by P± the 
X corresponding orthogonal projections. With f := (f~);=l, the boundary conditions under consideration 
are  
P+f (0)  = P_ f (1 )  = (2.14) 
with given q~0 E F+, q~_ E F_. Now, suppose for some 20 >~ 0 there exists a solution j[20] to the 
boundary value problem (2.13) and (2.14). We now derive a scheme for the construction of j[).], 
for some 2 > 2o and study conditions under which this scheme breaks down. 
Suppose 2 = )o0 + e with e > 0 small, and write f[2] =: f[20] + e.g. Then g has to solve the 
differential equation 
,,(i) ~ N N ~--~ ~(i),~,, ~ (i) 
- -  = Ak.;(Jkg; + #k f )  
k,l=l k, l=l 
, ) (0  +g A(i)( J 'kg;+gkf)+(2°+e) Z Ak,;Ykg; k.l 
k,l=l k,l=l 
with the homogeneous boundary conditions 
(2.15) 
P+g(0) = 0, P_g(1) = 0. (2.16) 
We assume for simplicity that A (;) a(;) which can be achieved by symmetrization. Introducing k,l z "*l ,k,  
vector notations in an obvious manner, we write in short 
vx w- 9 = fTAf  + 22of TAg + e[2fTA# + (20 + e)gTA9]. 
CX 
(2.17) 
The problem of constructing solutions to this boundary value problem is decomposed into the fol- 
lowing two problems: 
1. Existence and uniqueness of the solution of the auxiliary linear problem 
vx ~-~ 9 = fTAf  + 22of TAg + edp (2.18) 
with given ~b, f = f[20] and homogeneous boundary conditions. 
2. Formulation of the full nonlinear problem for g as a fixed-point problem and derivation of a 
contraction property. 
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3. Solutions of the boundary value problem 
3.1. The auxiliary linear problem 
We are going to construct solutions to the BVP 
vx o-~g = ho + 22of TAg, (3.1) 
with P+g(O) = 0 and P_g(1) = 0. Denote by F~ the orthogonal complement of F+. We use the 
boundary conditions in the following form: 
g(O)eF+ ~, P_g(1) = 0. (3.2) 
Given 3,+~ F~, define g[7+ ~] as the unique solution of the initial value problem 
0 
- -  ~'± (3.3) VxOx g=ho+22ofTAg,  g(O)= +. 
It has the integral representation 
£ g[7+~](x) = cl)(x,O)7~+ q)(x, ~)ho(~)d~ (3.4) 
with 4~(., .) = q~[2o](., ) being the flux related to the homogeneous initial value problem. 4~ is con- 
tinuous and depends on f ,  A and 20 only. Define the mapping :~,. ' F~-+F_  as ~,.7+ ~ =P_g[7+~](1). 
Lf o,± with ~,. is affine linear: .~,.7+ ~ = 7o + ~t 
7o = 7o[ho] = 2,.0 = P_ ~b(x, ~)ho(~) d~ (3.5) 
and 
L,~ : S[)~0] = P of(1,0). (3.6) 
The boundary condition at the right boundary of the boundary value problem corresponds to a choice 
of °'± at the left-hand side such that ~,-7'+: = 0. If 5~ is invertible, then o'= is uniquely given as {+ I+ 
°'± : -5°-170 (3.7) [+ 
and the boundary value problem may be reformulated as an equivalent initial value problem. 
Lemma 3.1. Suppose Y is invertible. Then for all ho ~ C[0, 1], the boundary value problem (3.1), 
(3.2) has a unique solution g : 9[h0]. g is equal to the solution of  the initial value problem 
v,, ~?~g = ho + 22of TAg, g(0) : --S-170 (3.8) 
with 7o as defined in (3.5). There exists a constant ~0>0 such that for a//h0 E C[0, 1], 
IMho]l] <~ollholl. (3.9) 
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Proof. The equivalence of the boundary value and the initial value problem follows easily from the 
arguments indicated above. Existence and uniqueness follow from classical ODE theory, since ./ 
and A are bounded. The flux q~(.,.) is well defined and bounded. Thus, there exists an zq >0 such 
that ]7o] ~<~ IIh01]. The estimate for g[h0] follows from the integral representation (3.4). 
Thus, a sufficient condition for the (locally) unique solvability of the linear problem is the in- 
vertibility of Y. Given A, 5( 9 depends on the pair (2, f )  only. Let us call (2, f )  regular, if ~--1 
exists. 
3.2. The nonlinear f ixed point problem 
Set f=f [ ) ,o ]  as in Section 2.2. For short, we call f regular, if the pair (20,f)  is. Denote by 
~[Ah], the solution of 
v,.~-~t = fVAf  + Ah + 22of TAg (3.10) 
with the boundary conditions (3.2). From Section 3.1 we know that 7 ~ is well defined if ~ is 
invertible. 
The continuation problem of Section 2.2 is equivalent to the fixed-point problem in C[0, 1] 
with 
y- -  (3. l l)  
G,:(.q) = 2 fTAg + (20 + 4:)gTAg. (3.12) 
For e small, we expect y to be a perturbation of 
go = ~[0]. (3.13) 
If a contraction principle holds, then the locally unique fixed point is constructed as limit of the 
iteration scheme: 
,ql: °~ := ~[eG,:(0)] = 7~[0] (3.14) 
and 
:= 
We find 
(3.15) 
Theorem 3.2. IJ f is re#ular, then there exists eo >0 and a 6-neighborhood U~(7-'[0]) C C{0, 1] 
of  7"[0] such that .for all aE(0, r:0] the sequence 9~ ") converges in C[0, 1] to the (in U,~(~[0]) 
unique) solution ,ok: of  the fixed-point Problem 3.1 1. The mapping from (0, e0] to C[0, 1], ~: ~ ,q,:, is 
continuous, eo >0 can be chosen such that all correspondin# solutions f[20 + e] --f[20] + ~,ct,: are 
regular. 
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Proof. Define an arbitrary constant Co> IlfrAf]l. From Lemma 3.1 follows by induction that for el 
small enough, and for 0<s~<Sl and arbitrary n E N, 
IIg ~LI ~< ~0" co (3.16) 
with ~0 the constant of the lemma. Define ~b <'+1) : :  g/,+l)_ g~,,)~+l) solves the differential equation 
c~ dp (~+l) ~(G~:g C'') G~:g("-l))+ 2)oofTAdp ~'+l) (3.17) Vx ~X = -- 
and the boundary conditions (3.2). Further, 
IIG,:g ( ' ) -  G,:g¢"-')ll ~ l l2fTA#')ll + ().0 + e){llq~(')Ag¢")ll + [[g("-l)A~b(")]]} (3.18) 
~< c(l + ]lg~)ll + II¢"-')ll)[[q~0*)l] .<< c(1 + 2~0c0)11#~)11 (3.19) 
with an appropriate constant c >0. Applying Lemma 3.1 once again, we find 
IIq~n+*)[I ~< sc0c(1 + 2~oC0)l[~b~")I[. (3.20) 
For eo ~e~ small enough follows that ~P is a contraction. The convergence of the iteration scheme 
to the locally unique solution follows from Banach's fixed-point heorem. 
The continuity with respect to s follows from the boundedness of the solution of the auxiliary 
linear problem (Lemma 3.1 ) which yields continuity of the iterates g~"). 
From the invertibility of 5 ° for (20, f[)'0]) follows the regularity of f[2o + e] for s small. [] 
Given the regular solution, f[)'0], the theorem allows to find regular solutions f[2] for ).0 4). 
20+ e0, provided ~o is small enough. Using this argument i eratively allows to extend to larger values 
for ).. We immediately find a criterion for largest possible value. 
Corollary. Suppose that for some number 21 90  there exists a classical solution f[)' l] of the 
boundary value problem, and that the linear mapping 50121] is invertible. Define ),max as the supre- 
mum of all numbers ).o >~ 2~ for which there exists a continuous mapping 
2 ~ f[2] (3.21) 
fi'om [21, ).0] into C[0, 1], mapping ). to a solution of the boundary value problem with parameter 2. 
Then ).max ~> *)q. I f  )~max <CO, then lim sup~_~ ..... IIf[).JH = oc or lim inf),~,m~ x 1150[)']11 = 0 
Proof. From the previous arguments follows: The continuation problem can be solved for ). ~ 20 + c5 
where fi depends on ).0 and the norm of f[)'0] only. [] 
4. A numerical example 
4.1. The Broadwell model 
For a numerical example, we choose a nonlinear model equation which allows for sufficient 
information about the exact solution to test the reliability of the numerical scheme. This model 
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is given by a version of the Broadwell equations. These describe a 4-velocity gas with densities 
8. 
(~mx f, = ,;,0[ f2 f4 - f~f3], (4.1) 
v2 cTxf2 = ),o[f~f3 - f2f4], (4.2) 
--Vl ~jXj3 = }.0[,f2,[4 -- f l  f3],  (4.3) 
c 
-v2 ~xf4  = ).o[f~f3 - f2f4]. (4.4) 
4-v~ and +v2 are the x-components of velocities of the four particle species. We assume v~, u 2 >0. 
Natural boundary conditions are conditions for f l  and f2 at the left boundary (x = 0) and for .li~ 
and f4 at the right boundary (x = 1). So let us choose the inflow boundary conditions 
f j (0) :=Ti ,  f2(0) := 72, (4.5) 
712 given. Inflow boundary conditions at the right boundary 
f3(1):= 73, f4(1) := 74 (4.6) 
are not covered by the theory presented above. This may become clear after the analyzing of the 
analytic structure of the solution. 
Define the vector bE ~4 by b= (1 /v , , -1 /v2 , - l / v1 ,  1/v2) v and denote as b0 := Hbll ~b its normal- 
ized version. Solutions of (4.1)-(4.4) can easily be seen to be of the form 
j=  f~(x)  + c(x)b (4.7) 
with f± Lb. Taking projections hows that f± is x-independent and that the scalar function c(.) 
satisfies a quadratic differential equation which can be solved explicitly for given boundary conditions 
for f .  This representation shows that the Broadwell model with inflow conditions on the left and 
the right is, in general, not solvable. In terms of the theory presented above, we are in a position 
where Lf -~ does not exist. When choosing the reflection boundary conditions on the right 
j ] ( l )  = f3(1), f2(1) = f4(1), (4.8) 
it is immediately clear that f± = ( r , s , r , s )  T and c(1 )= 0. The numerical reconstruction of this non- 
linear boundary value problem will be the first test case in the following section. 
As a second test case, we are interested in certain asymptotic properties: the reconstruction f the 
outflow conditions at x = 0 for 2o large. Instructive is a short look at the solutions of the linearized 
problem. Look at the solutions of the form f = m + g where m satisfies 
mzm4 -mlm3 =0 (4.9) 
and g is a small perturbation which is calculated from the Broadwell equations by neglecting 
quadratic terms. The linearized equations read 
~,x g = 2oDAg (4.10) 
f. = f (x ) ,  i = 1 .... ,4, given by the equations 
121 
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with 
D= 
1 0 0 
/)1 
1 
0 0 
/22 
1 
0 0 0 
/31 
1 
0 0 0 - -  
/)2 
0 
0 
--m3 m4 --ml m2 / 
--m3 m4 --ml m2 
A = . (4.11) 
--m3 m4 --ml m2 
--m3 m4 ml m2 
The matrix DA has zero as a threefold eigenvalue, and as a further eigenvalue l0 = (m,b) with 
eigenvector b. A careful analysis shows that 
exp(20(m, b)x) - 1 
exp(2oDAx) = I + DA. (4.12) 
(m,b) 
Therefore, solutions 9 are of the form 9(x)= 9(0)+ c(x)b. We recognize for large 2o the generation 
of a boundary layer at the left or right boundary, depending on the sign of (m,b). Under the 
assumption (m, b) > 0 and for 2o large, a natural choice for m is the vector satisfying the equilibrium 
condition (4.9), the inflow conditions mt -71,  m2 = 72 and - for specular eflection at the right 
boundary - the additional condition (m2--m4)/(m3--ml)=Vl/V2.  The solution to the differential 
equation (4.10) with boundary conditions for 9 = f -m derived from (4.5) and (4.8) is then given 
as 
/ ° 0 9(x) = Co + co(m~ - ml) exp(2o(m, b)x) - 1 
ml - m3 (m,b)  b (4 .13)  
m 2 -- m 4 
with 
Co = 1 + 2(m 1 _ m3)2 + (m2 - m4) 2 (exp(20{m, b)) - 1) (4 . ]4 )  
We see that for 20 ---+ oc, Co ~ 0. Thus, for 20 large, the outflow conditions for f = m + ,(4 at x = 0 are 
given by the values m3,m4 of the equilibrium state. We will use this statement (which in a similar 
form also holds in the nonlinear case) as a test case to test numerical solutions for large 2o. 
4.2. Numerical results 
As proposed in Section 3.1, the linearized problem is solved numerically by solving several (in our 
case: three) initial value problems, and by thus establishing and solving a linear system of equations 
for the correct outflow conditions at the left boundary (x = 0). The solution of the linearized problem 
is then obtained as the solution of a well-posed initial value problem. For the numerical solution of 
the system of ordinary differential equations, we implemented an Adams predictor corrector scheme 
of third order. A uniform discretization of the interval [0, 1] with step size h0 = 0.01 was chosen. 
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Fig. 1. Generation of boundary layer: density profiles. 
Starting from the explicit second order Adams-Bashforth solution, one Adams-Moulton iteration step 
was performed. For the initialization at the left boundary, a first order Euler scheme was chosen in 
the first partial interval, using a step size of h~ = 0.001 • h0. The fixed-point iteration for the nonlinear 
problem was performed until two consecutive iterates differed no more than 10 -8 (resp. 10 -6 for 
large 20). As increments ~ for 20, we used e,=0.1 for 20<1, e,= 1.0 for 1~<20<10 and c -5  for 
20 >~ 10. (For optimal step sizes, step size controls have to be developed in the future.) Notice that 
large values for e are allowed as long as the contraction property is satisfied. They allow to reach 
large values of 2o with only few increments for 2o. However, more fixed point iterations are needed. 
We tested the algorithm for the Broadwell model with velocities v~ = cos(~/5)~ 0.809 and v2 = 
sin(r~/5) ~ 0.588. As boundary conditions we chose the inflow conditions 7'1 = 0.9 and 72-- 1.1 at the 
left boundary, and specular reflection: f l  = f3, f2 = f4 at the right boundary. The exact solution has 
the form ( r , s , r , s )  T - c (x)b  with 
A 1 - exp(22oAB(x -  1)) 
c(x)  ~ ~ 1 + exp(2) ,oAB(x -  1)) 
(4.15) 
and 
/ 
A = - ,<  B = - (4.16) 
Notice that r and s are not known a priori and depend in a highly nonlinear way on the inflow 
conditions 7] and 72. Fig. 1 shows c(.) for the values 2o =0.1, 1.0, 10.0 and 100.0. For large 2o, 
we recognize the establishment of a boundary layer at the right boundary and outside of it the 
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Fig. 2. Numerical errors. 
equilibrium solution which can be shown to be the same as that for the linearized problem in the 
second part of Section 4.1. 
Fig. 2 compares the calculated functions f ( . )  with the exact ones. For 20~< 10 we obtained very 
good results. The decrease of precision for increasing 2o may well be explained by the develop- 
ment of the condition number of the auxiliary linear problem, which increases from 67(1 ) for small 
20 to 6:(107) for 20 =80. However, even for 20= 100, the boundary layer was reasonably recon- 
structed. The asymptotic equilibrium state at the left boundary was found with a precision of the 
order 6~(10-s). To our knowledge, this is the first numerical algorithm able to calculate the correct 
asymptotic state far away from the boundary layer created by a specific boundary condition (here: 
specular reflection). For more realistic situations, knowledge of this state is very important since it 
provides the kinetic corrections to fluid dynamic boundary conditions due to kinetic boundary layers. 
References 
[ 1 ] K. Aoki, K. Nishino, Y. Sone, H. Sugimoto, Numerical analysis of steady flows of a gas condensing on or evaporating 
from its plane condensed phase on the basis of kinetic theory: effect of gas motion along the condensed phase, Phys. 
Fluids A 3 (1991) 2260-2275. 
[2] L. Arkeryd, C. Cercignani, R. Illner, Measure solutions of the steady Boltzmann equation in a slab, Commun. Math. 
Phys. 142 (1991) 285 296. 
[3] H. Babovsky, A convergence proof for Nanbu's Boltzmann simulation scheme, Eur. J. Mech. B/Fluids 8 (1989) 
41-55. 
[4] H. Babovsky, Time averages of simulation schemes as approximations to stationary kinetic equations, Eur. J. Mech. 
B/Fluids 11 (1992) 199-212. 
H. Babovsky / Journal of Computational and Applied Mathematics 89 (1998) 199 211 211 
[5] H. Babovsky, Discretization and numerical schemes for stationary kinetic model equations, WIAS preprint No. 179, 
Berlin, 1995, Comput. Math. Appl., to appear. 
[6] H. Babovsky, F. GropengiefSer, H. Neunzert, J. Struckmeier, B. Wiesen, Application of well-distributed sequences 
to the numerical simulation of the Boltzmann equation, J. Comput. Appl. Math. 31 (1990) 15-22. 
[7] H. Babovsky, R. Illner, A convergence proof for Nanbu's simulation method for the full Boltzmann equation, SIAM 
J. Numer. Anal. 26 (1989) 45 64. 
[8] H. Babovsky, M. Padula, A new contribution to nonlinear stability of a discrete velocity model, Commun. Math. 
Phys. 144 (1992) 87-106. 
[9] C. Cercignani, Mathematical models in rarefied gas dynamics, Surv. Math. Ind. 1 (1991) 119-143. 
[10] R. Illner, T. P~tkowski, Discrete velocity models of the Boltzmann equation: a survey on the mathematical spects 
of the theory, SIAM Rev. 30 (1998) 213-255. 
[11] R. Illner, J. Struckmeier, Boundary value problems for the steady Boltzmann equation, preprint DMS-708-1R, 
University of Victoria, Victoria/Canada, 1995. 
[12] A. Lang, H. Babovsky, W. Cassing, U. Mosel, H.-G. Reusch, K. Weber, A new treatment of Boltzmann-like collision 
integrals in nuclear kinetic equations, J. Comput. Phys. 106 (1993) 391-396. 
[13] S.E. Laux, M.V. Fischetti, D.J. Frank, Monte Carlo analysis of semiconductor devices: the DAMOCLES program, 
IBM J. Res. Develop. 34 (1990) 466-494. 
[14] H. Neunzert, J. Struckmeier, Particle methods for the Boltzmann equation, Acta Numer. (1995) 417-457. 
[15] W. Wagner, A convergence proof for Bird's direct simulation Monte Carlo method for the Boltzmann equation, 
J. Statist. Phys. 66 (1992) 1011-1044. 
