This paper investigates the problem of relative spacecraft attitude estimation between three vehicles from a decentralized point of view. Decentralized attitude estimation is achieved through the use of local extended Kalman filters and a data fusion process known as the Covariance Intersection algorithm. Because the global attitude parameterization is the quaternion, the Covariance Intersection algorithm is modified in order to handle the quaternion norm constraint using the method of Lagrange multipliers. A multivariate Newton-Raphson iteration is developed so that state vectors containing multiple quaternions may be fused. A formation flying simulation shows that the results of state fusion via the Covariance Intersection algorithm provides substantially better results than available from any one local source.
I. Introduction
An exciting new area of research involves using multiple small vehicles in cooperation to achieve a common mission objective, where in the past a single larger vehicle would have been employed. Many benefits arise from this new approach. Several applications using multiple vehicles have begun to take advantage of this technology. The robotics community is using cooperative robots which have the potential to revolutionize the manufacturing industry.
1, 2 While other applications include underwater 3 and unmanned air vehicles, 4, 5 the most profound impact of cooperative vehicles seems to be in the space industry-here, the technology may realize its fullest potential. Unlike most terrestrial based applications, the space industry is highly limited by the size and mass of the spacecraft that can be launched. This limitation is motivation enough to prompt the development of cooperative vehicles for space missions. The use of multiple spacecraft together is typically referred to as formation flying and less-commonly known as distributed space systems (DSS) or fractionated spacecraft. One of the most common and well documented examples of using formation flying spacecraft is for the formation of synthetic apertures for high resolution space imaging. 6 An additional advantage of formation flying is the ability to distribute data and information among processors, or nodes spread throughout the formation. With limited computational processing available on modern-day space missions, the ability to distribute the computational burden allows for more complex missions as well as better system performance. 7, 8 The distribution of data for control or estimation purposes results in what is called a decentralized system. Also, by using decentralized schemes, the entire formation is less vulnerable to failures of individual spacecraft. 9 The benefits that arise from a cooperation of vehicles also comes with the cost of more complex dynamics, estimation and control algorithms. References [10] and [11] provide an in-depth review of the guidance and control issues associated with spacecraft formation flying applications. It is often the case in these applications that relative position and attitude information is more important than the inertial information. Reference [12] develops an extended Kalman filter for the relative attitude estimation of a pair of spacecraft using line-of-sight measurements. When the formation includes three spacecraft, a deterministic solution exists for relative attitudes within the formation. 13 This approach assumes all the necessary information is present to determine the attitude. When all the information is not present a deterministic solution is not possible. In this case an extended Kalman filter is used to estimate pertinent system states, presumably onboard each vehicle in the formation. In order to achieve the best possible estimates given this decentralized scheme, it is desirable to combine all available estimates in some optimal manner. Because of the nature of the formation, each set of state estimates is correlated, with the correlation being unknown. Thus simple averaging techniques can lead to inconsistent estimates. Here, we adopt the definition of consistency to mean that the estimated error is always greater than or equal to the actual error.
One solution to the consistency problem is the Covariance Intersection (CI) algorithm. 14, 15 The CI algorithm provides a means to consistently fuse data with unknown correlations. The CI method has previously been applied to decentralized spacecraft attitude estimation onboard a single spacecraft. 16 Additional complexity arises in relative attitude estimation for a formation due to the additional attitude quaternions within the state vectors. For spacecraft attitude estimation, the four-dimensional quaternion is the attitude paramerization of choice for several reasons. 17 However, since a four-dimensional vector is used to describe three dimensions, the quaternion components cannot be independent of one another. For this reason the quaternion must maintain a unit norm. This norm provides increased complexity when combining quaternion estimated with the CI algorithm.
The paper is arranged as follows. First the CI algorithm is reviewed. A modification to the CI algorithm in order to include state vectors containing an arbitrary number of quaternions is presented. A solution to the CI algorithm is then given in terms of a Newton-Raphson iteration. Next, an extended Kalman filter is developed to estimate the relative attitudes within a formation of three spacecraft using line-of-sight and gyro measurements. A formation flying simulation with results completes the paper by showing the benefit of using the CI algorithm.
II. Decentralized Attitude Estimation
Since each estimator in a decentralized estimation scheme only processes a subset of the total measurements, the resulting estimates will be suboptimal. By utilizing information from each individual estimate, we strive to come up with a better representation of the estimated quantities. However, because some measurements may be utilized by more than one estimator, the resulting estimates will in general be correlated, with no means to determine the correlation. This redundancy can cause naive data fusion schemes to result in inconsistent estimates. The Covariance Intersection algorithm is a data fusion algorithm which preserves consistency when fusing estimates with unknown correlations.
A. The Covariance Intersection Algorithm
The CI algorithm is routed in the fundamentals of Gaussian intersection. 15 Appreciation for the CI algorithm can be gained by considering a simple two-dimensional state vector, estimated by two separate sources. In ℜ 2 the estimate covariances can be represented by ellipses as shown in Fig. 1 . When the correlations between the two estimates are exactly known, the optimal fused covariance lies completely within the intersection of the two individual covariance ellipses. As seen, the CI solution covariance ellipse passes through the intersections of the individual covariances.
The CI algorithm can be formally stated by saying that a consistent estimate x CI and associated covariance P CI can be constructed by fusing consistent estimates {x i , P i }, i ∈ (1, n) by
where γ i ∈ [0, 1] is a scalar weight that satisfies i γ i = 1. The conditions on the weights ensure that the CI solution maintains consistency. The weights are somewhat arbitrary but typically chosen to minimize the trace or determinant of the fused covariance matrix P CI .
B. Covariance Intersection for Attitude Estimation
The form of the CI algorithm shown in Eq. (1b) is limited to fusion of state vectors containing only unconstrained quantities. For attitude estimation it is typical that the four-dimensional quaternion will be used to parameterize the attitude. Because the quaternion is subject to a norm constraint, it is advantageous to express the CI algorithm as an optimization problem. This allows the constraints to be handled using the method of Lagrange multipliers. 18 Reference [16] has shown that the optimization problem for the CI algorithm can be written as
where
is the i th error vector associated with the state vector x defined as
and the quaternions is defined as q = ̺ T q 4 T . The vector b includes any unconstrained quantities such as gyro biases. The matrix P i is the covariance associated with the state vector x i and is assumed to be the reduced order form associated with the small half-angle attitude errors and all remaining quantities. 19 The quaternion errors, given by Ξ T (q i )q represent the small roll, pitch and yaw half-angle errors between the quaternion estimates (q i ) and the fused quaternion (q). The matrix Ξ(q) is given by
It is convenient to express the error vector as
where n b is the length of the unconstrained vector b. Substituting Eq. (6) into (2) gives the following quadratic form for the cost function:
After taking the appropriate partials, the necessary conditions for optimality become
Equation (9) represents 5N + n b equations which must be simultaneously solved in order to determine the optimal fused estimate. Because b is unconstrained, it can be expressed in terms of the constrained variables.
Begin by expressing Eq. (9a) as the block equation
where Q is given the obvious definition of the vector containing all of the optimal quaternions. The lower n b equations in Eq. (10) can be solved for the optimal b as
Substituting Eq. (11) back into Eq. (10) results in
Equation (12) along with (9b) now represent the 5N equations which must be solved to determine the optimal fused quaternions. The strategy here is to determine the optimal values of the Lagrange multipliers, after which the optimal quaternions may be computed directly from Eq. (12) . Once the optimal quaternions are determined it is a trivial manner to compute the optimal b with Eq. (11) . Through this entire development we have only concerned ourselves with expressions for the optimal state vectors. The optimal covariance is calculated using Eq. (1a) just as one would do assuming the state vectors were unconstrained. The covariance is typically calculated before fusing the states owing to the fact that, in most cases, the weights γ i are dependent upon the covariance calculation. Further discussion of the covariance and weight calculations can be found in Refs. [14] [15] [16] .
C. A Newton-Raphson Solution to the CI Equations
While an analytic solution to Eq. (12) has yet to be found, it can be solved easily via Newton-Raphson iteration. The multivariate form of the Newton-Raphson iteration is given by
where f j is the j th constraint equation from Eq. (9b) expressed as
and J is the Jacobian matrix:
. . . . . .
Realization of the constraints begins by solving for the optimal quaternion vector from Eq. (12)
The individual quaternions can be extracted from the vector Q as
. . .
Defining Y(λ) ≡ (F + Λ) and using Eqs. (18) and (17) in Eq. (15) allows the constraints to be expressed as
where I(j) is defined as the [4N × 4N ] matrix of zeros with its (j, j) [4 × 4] sub-block equal to I 4×4 . As an example, when N = 3, I(2) would be equal to
The Jacobian is evaluated by utilizing the chain rule. The (i, j) th term in the Jacobian, J ij , is given by
The partial derivatives are easily computed using the following identity
where Y is any [m × n] matrix and x is any scalar. Application of the identity leads to
which because of symmetry can be reduced to
Newton-Raphson Computational Considerations
Initialization of the Newton-Raphson iteration requires the initial guesses for the Lagrange multipliers to be sufficiently close to their true values. One method for attaining a good initial guess is to determine the average quaternions from the set of individual estimates. The j th average quaternion is given by the eigenvector corresponding the the maximum eigenvalue of the matrix
where P jji is the (j, j) th [3 × 3] sub-block of the inverse of P i . Once the average quaternions are determined the Lagrange multipliers can be determined by first rearranging Eq. (12)
Equation (26) is then premultiplied by the following [N × 4N ] matrix:
Evaluating the multiplication leads values for the "average" Lagrange multipliers
These values can then be used to initialize the Newton-Raphson iteration. In many cases, choosing starting values of λ(0) = 0 is also a good approximation.
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The Newton-Raphson iteration uses a linear projection of the constraint errors in order to update the Lagrange multipliers at iteration. Because the constraint functions f j are highly nonlinear, care must be taken so that the Newton update does not overstep the zero by an inordinate amount. While quasi-higher order iterative techniques exist, they are very complex and difficult to implement. 24, 25 A more simplistic solution to this problem is to incorporate a contraction factor, ε k < 0 into the Newton-Raphson iteration as
The proper selection of ε k will ensure that the Newton-Raphson iteration will converge given an appropriate initialization. However, because the step size is reduced the rate of convergence will, in general, be much slower.
III. Three-Spacecraft Formation
The motivation behind the derivation of the CI algorithm presented is to apply the technique to the relative attitude estimation of a formation of three-spacecraft using a decentralized approach. In this scenario, two deputy spacecraft orbit about a chief spacecraft in simplified circular orbits. The formation can be seen in Fig. 2 . Each spacecraft is equipped with two wide field-of-view (WFOV) optical line-of-sight (LOS) sensors housing focal plane detectors. In addition each spacecraft is equipped with inertial three-axis gyros. Communications links exist between neighboring spacecraft and have the necessary bandwidth to transmit measurement and state data. While unnecessary for the presented analysis, it is assumed that the chief has the required hardware to maintain knowledge about its inertial attitude and estimate its gyro bias. In the following sections, an extended Kalman filter (EKF) for estimating the relative attitudes of the deputies with respect to the chief will be derived. To avoid confusion, we now introduce some of the notation that will be used. The body reference frame for the chief is denoted by C while the two deputy body frames are denoted by D 1 and D 2 , respectively. LOS vectors are defined using the following convention:
z r x/y is a unit vector originating at x and terminating at y, expressed in coordinate frame z. A LOS vector can be expressed in a different coordinate system by applying the proper coordinate transformation. This constitutes pre-multiplying a vector by the appropriate attitude matrix. For example, y r x/y = A y x
x r x/y where A y x is the attitude matrix which maps the x coordinate frame to y. For completion, we note that the attitude matrix is a proper orthogonal matrix and so has the following property, A T . Similar to the attitude matrix, quaternions are given the notation q y x is the quaternion corresponding to the attitude matrix A y x . The attitude matrix can be written as the function of the quaternion by
IV. Kalman Filtering for Spacecraft Relative Attitude Estimation
This section reviews the derivation of a multiplicative EKF for relative attitude estimation using LOS and gyro measurements. A more complete and detailed derivation of the presented material can be found in Refs. [12] and [26] . The goal of the EKF is to estimate the relative attitudes between the Chief and Deputy 1, q D1 C , and between the Chief and Deputy 2, q D2 C , as well as the gyro biases onboard the Deputy 1 and 2 spacecraft given by β d1 and β d2 , respectively.
A. Kinematic Model
The multiplicative EKF 27 for attitude estimation uses a multiplicative representation of the error quaternion in order to calculate state errors and propagate the covariance. This form was first introduced in 1982 by Lefferts, Markley and Shuster. 19 The error quaternion between an estimated quaternion and its truth value is given by
where δα is the three-vector of the small roll, pitch and roll errors as discussed previously. For the case of relative quaternions, Ref. [12] has shown that the small angle error kinematics follow
whereω d1 is the estimate of the angular rate of the Deputy 1 spacecraft with respect to the inertial frame, δω ≡ ω −ω is the error between the true and estimated angular rates. Assuming Farrenkopf's gyro model 28 the angular rate errors of the Deputy 1 spacecraft can be expressed as
where ∆β d1 ≡ β d1 −β d1 is the error between the true and estimated gyro biases, and η v d 1 is a zero-mean Gaussian white noise process with covariance
). Assuming that the Chief gyro biases are known exactly, i.e. δω c = 0, and substituting Eq. (33) into (32) gives the following for the linearized small error kinematics
The Deputy 1 gyro biases are driven by another zero-mean Gaussian white noise procesṡ
The EKF however, assumes no kinematics on the gyro biases,β = 0, and therefore Eq. (35) is also valid for the gyro bias error kinematics. Similar expressions to Eqs. (34) and (35) hold true for the Deputy 2 kinematics:
The linearized error kinematics are then expressed as the following linear time-varying state space model
∆ẋ(t) = A(x(t), t)∆x(t) + B(t)w(t)
(37a)
B. WFOV Sensor Model
The optical sensors located on each spacecraft determine a LOS vector from a set of focal plain detector measurements. The sensors work by measuring two angles ϑ and ϕ, which are the projections of the LOS vector onto the focal plane, m ≡ [ϑ ϕ] T . The measurements,m = m + w m , are corrupted by zero-mean Gaussian white noise where
where σ is the standard deviation of the noise associated with m and d is on the order of 1. Assuming a focal length of unity, the true and measured LOS's can be determined from the focal plane measurements as
where the superscript S denotes the sensor coordinate frame. Reference [29] has shown that the covariance of the LOS measurement can be constructed using a first order Taylor-Series expansion about the focal plane axis:
Similar to the QUEST Measurement Model, 30 the WFOV covariance is singular with an eigenpair (0, S r). For filtering, the measurement covariance is required to be non-singular. This is achieved through a rank-one update of the covariance matrix
where Tr[·] is the matrix trace operator. Finally the covariance from Eq. (42) must be rotated to the appropriate vehicle coordinate frame via
The body frame to sensor attitude, A S B , will be known prior to launch or can be calibrated during on-orbit checkout. With the above results, the six LOS measurements along with their associated error covariance can be expressed as
Clearly, the six LOS vectors cannot be independent of one another. Using the relative attitudes we can formulate the three vehicle-paired truths
so that the measurement vector and output vectors arẽ
While the true attitude A D1 C is unknown, it can be expressed in terms of the estimated attitude and error quaternion by utilizing the quaternion property of successive rotations:
The first order approximation to of the attitude matrix of the error quaternion is given by
Substituting Eqs. (47) and (48) into the first output term of Eq. (46) gives
(49)
Noting that [a×]c = −[c×]a, Eq. (49) can be rearranged as
A similar expression holds true for h 2 (x k )
The third term, h 3 (x k ) is a little more complicated due to the coupling of the attitudes. This term can be expressed as
Using the first order approximation for each of the attitude matrices yields
where we have also used the fact that [a×]
Expanding results in
After distributing D2r d2/d1 , neglecting the second order term and rearranging we end up with
The sensitivity matrix can then be easily calculated from Eqs. (50), (51) and (55):
D. Kalman Update
The update and propagation equations for the relative attitude Kalman filter are equivalent as those used in a standard attitude estimation Kalman filter. They are presented here for completeness. The Kalman gain, K k , is defined as
where R is the measurement noise covariance matrix. The measurement noise covariance matrix is block diagonal,
. After determining the updated error states
the quaternion and gyro biases are updated viâ
The covariance update is given by P
E. Discrete Propagation
The state and covariance from the relative attitude Kalman filter can be efficiently propagated in a discrete manner assuming that the spacecraft angular rates are constant over an interval ∆t. The relative quaternions propagate as
A numerical solution allows discrete propagation of the covariance matrix. 31 First define the 2n × 2n matrix
where Q is the continuous time process noise covariance matrix, Q = E{w w T } and E{·} is the expectation operator. The matrix exponential of K is then computed and blocked as follows
The covariance then propagates as P
The summary of the relative attitude estimation EKF can be found in Table 1 .
F. Decentralized Kalman Filtering
The communications links between two neighboring spacecraft only transmit measurement and state data pertaining to these two spacecraft only. Thus, information regarding the inter-neighbor link is unavailable.
As an example, consider the Chief spacecraft with data links between itself and the two deputies. From these links the Chief receives the measurements Table 1 must be slightly altered. Table 2 shows the necessary alterations in order for the EKF to accommodate the missing measurements. Similar changes are made for the filters running aboard the Deputy 1 and Deputy 2 spacecraft after omitting the appropriate missing measurements.
While each filter processes its own subset of the available measurements, they also utilize common information. By using the same gyro measurements within each filter, as well as some of the LOS's, the state estimates from each filter will be correlated. Improved state estimates are obtained by fusing the individual estimates with the CI algorithm as described in Section II. 
V. Formation Flying Simulation Results
In this section the results of a simple simulation involving a three-spacecraft formation are shown. Three spacecraft equipped with LOS sensors and gyros are arranged as shown in Fig. 2 . The deputies are assumed to be in circular orbit about the chief in a stationary formation with ω f = 0.011 rad s . The true body angular rates of the three spacecraft are assumed arbitrarily to be
The WFOV-LOS sensors aboard the Chief spacecraft has a noise standard deviation of 3.5 arc-sec, while the Deputies each have WFOV-LOS sensors with noise standard deviations of 35 arc-sec. It is assumed that, once the LOS establish contact with the neighboring spacecraft's beacon, that the connection is never lost. Local EKFs as described in Sec. IV are run onboard each spacecraft resulting in a full state estimate and associated covariance.
The CI algorithm was used to fuse the local state estimates. The weights γ i were determined using a CVX bounded optimization routine 32 while minimizing the trace of the fused covariance matrix. The values of the weights can be seen in Fig. 3(a) . Because of stiff numeric difficulties associated with the Newton-Raphson iteration, the CI algorithm was carried out using multi-precision computing. Multi-precision computing was done in C++ and interfaced with MATLAB using mex files. 33 Multi-precision computing allows the user to select an arbitrary number of bits with which to compute and store variables. For this simulation an arbitrary number of 500 bits was selected for the multi-precision variables. It was found that the Newton- 
Raphson iteration converged when
It should be noted that neither the number of multi-precision bits nor the contraction factor ε k were optimized in order to find the minimum values necessary for computation. All iterations were initialized with λ 1 (0) = λ 2 (0) = 0 and given a stopping criteria of f ≤ 10 −4 . The determined values of the Lagrange multiplier, which can be seen in Fig. 3(b) , were generally obtained within 100 iterations. The 3σ attitude bounds for each of the local filters and CI algorithm are found in Fig. 4(a) . Note how the results from the CI algorithm quickly approach the results from a global EKF processing all LOS and gyro measurements. The Deputy 1 local filter performs the best when estimating q D1 C but is the poorest in estimating q D2 C . This is because the Deputy 1 filter has independent information regarding q D1 C but only coupled information about q D2 C . The converse is true for the Deputy 2 filter. Since the Chief filter has only independent knowledge of q D1 C and q D2 C , it provides the median estimate of each. Also because the Chief filter does not view the attitudes as coupled, it predicts zero cross-correlations between the two. As can be seen, the CI algorithm utilizes all of the available knowledge to attain better estimates than any of the local filters. The 3-axis attitude errors for q D1 C and q D2 C can be found in Figs. 4(b) and 4(c) , respectively, and show that the error estimated are well contained in the 3σ bounds. These plots show the 3-axis attitude errors from the CI algorithm juxtaposed with those expected from the global filter. Note that for most of the simulation the two are indiscernible. Although not shown here, swift convergence was also achieved for the deputy gyro bias estimates.
VI. Conclusions
In order to overcome the obstacle of unknown correlations in decentralized estimation systems, the CI algorithm can be used to consistently fuse state estimates. When applying the CI algorithm to attitude estimation, there is an increased level of complexity due to equality constraints within the state vector. A novel approach uses the method of Lagrange multipliers to handle these state constraints. When state vectors contain more than one constraint, an analytic solution is not possible. The development of a multivariate Newton-Raphson iteration provides a means for fusing state vectors containing an arbitrary number of equality constraints. However, because of persistent numeric problems, multi-precision computing was necessary in order to obtain convergence of the Newton-Raphson iteration. The benefit of the CI algorithm is showcased via a simple formation flying simulation. Using LOS and gyro measurements, each spacecraft estimates the relative attitudes within the formation using EKFs. These estimates are then combined using the CI algorithm in order to obtain estimates better than any of the individual estimates. The CI results proved nearly indiscernible from the global, optimal solution.
