A computer-aided design of multi-storey steel frames by Parrott, R. J.
A COMPUTER-AIDED DESIGN 
OF MULT I-STOREY STEEL FRAMES 
L7. 
AC " Lý-; LO; -; ATION 
79-51048 ýý161 
ACKN0WLEDGEMENTS 
The work was supervised in the initial stages by Dr BS Lee 
and finally by Dr J Knapton. It was supported financially by the 
Science Research Council. 
Thanks are due to my supervisors for their guidancet 
assistance, criticism and support. Thanks are also due to Mr A Wood 
and Mr J Gilchrist for providing a practical base from which to start 
the research. The following organisations cooperated in varying 
degreess Redpath Dorman Long, Teeside., Ward Brothers Limited, Maltong 
Yorkshire., William Press Limited, Howden-on-Tyne., Durham Structural 
Steelwork Limited, Gateshead and The Cleveland Bridge and Engineering 
Companys Darlington. 
Finally thanks are due to my wife for her continued 
encouragement and sacrifice throughout the research and the preparation 
of the thesis. 
.1 
ii 
C0NTENTS 
CHAPTER I 
INTRODUCTION 
1.1 Introduction 
1.2 Structure Selection 
1.3 Framework Selection 2 
1.4 Examination of Current Practice 4 
1.5- Improvement of Current Pracice Using Computer 
Techniques 
CHAPTER 2 
BRACED RIGID FRAME DESIGN METHODS 
2.1 Introduction 7 
2.1.1 Limited Frames 9 
2.1ý2 Local Buckling 11 
2.1.3 Plastically Designed Beams 11 
2.1.4 Elastically Designed Beams 
2.1.5 Column Behaviour 
2.1.6 Initial Imperfections 12 
2.1.7 Restraint 12 
2.2 The Steel Structures Research Committee 1936 13 
2.3 Horne's Design Method 1955 14 
2.4 Lehigh University Design Method 1965 16 
2.5 Column Research Council 19 
2.6 The Joint Committee Report 1971 21 
2.7 Young's Design Method 1973 25 
2.8 The Building Research Station Design Method 1974 26 
2.9 Conclusions 28 
CHAPTER 3 
OPTIMIZATION TECHNIQUES AND THEIR APPLICATION TO STRUCTURAL 
ENGINEERING 
3.1 Introduction 34 
3.2 The Optimum Structural Design Problem for Prismatic 
Framed- Structures - 
36 
iii 
3.3 A Classification of optimization Problems 39 
3.4 Analytical Algorithms 41 
3.4.1 Differentiation 41 
3.4.2 Lagrangian Multipliers 42 
3.5 Linear Algorithms 44 
3.5.1 The Simplex Algorithm 44 
3.5.2 The Gradient Algorithm 46 
3.6 Non-Linear Continuous Algorithms 49 
3.6.1 Algorithms which Simplify the Problem 49 
3.6.1.1 Sequence of Linear Programmes (S. L. P. ) 49 
3.6.1.2 Geometric Programming 53 
3o6.1.3 Penalty Functions 56 
3.6.2 Algorithms which do not Simplify the Problem 62 
3.6.2.1 Direct Search Algorithms 62 
3.6.2.2 Unvariate Search 63 
3.6.2.3 Multi-Variable Search Algorithms 63 
3.6.2.4 Powell's Direct Search Algorithm 65 
3.6.2.5 The Non-Linear Simplex Algorithm 66 
3.6.2.6 Gradient Algorithms 70 
3.6.2.7 The Method of Alternate Base Planes or Alternate 
Steps 71 
3.6.2.8 Gradient Projection Algorithms 74 
3.6.2.9 Iterative Design Algorithms 76 
3.7 Discrete Variable Algorithms 81 
3.7.1 Random Algorithms 82 
3.7.2 Integer Linear Programming 84 
. 
3.7.3 Zero-one Programming 86 
3.7.4 Dynamic Programming 87 
3.7.5, Direct Search Algorithms 92 
3.8 Problem Orientated Algorithms 95 
3.8.1 Iterative Satisfaction of Compatibility 95 
3.8.2 Substructuring 97 
3.8.3 Truss Applications 98 
3.9 Conclusions 100 
iv, 
CHAPTER 4 
0 
STRUCTURAL DESIGN 
4.1 Introduction 
4.2 Frame Generation and Modification 
4.3 Frame Design Checking 
4.3.1 The Design of Major Axis. Beams (all Design Methods) 
and Minor Axis Beams (B. C. S. A. Method) 
. 4.3.2 The Design of Minor Axis Beams (J. C. R. and B. R. S. 
Design Methods) 
4.3.3 The Design of Stanchions Using the B. C. S. A. Design 
Method 
4.3.4 The Design of Stanchions Using the J. C. R. Design 
Method 
4.3.5 The Design of Stanchions Using the B. R. S. Method 
4.4 Connection Design 
4.4.1 Major Axis Beam/Column Connections 
4.4.2 Minor Axis Beam/Column Connections 
4.4,3 Stanchion Splice Connections 
4.4.4 Base Plate Design 
4.5 Conclusions 
CHAPTER 5 
A COST MODEL 
5.1 Introduction 
5.2 Structural Steelwork Estimating Practice 
5.2.1 Applications of Manual Estimating 
5.2.2 Applications of Computer Estimating 
5e3 Cost Models Used by Previous Investigators 
5.3.1 Summary of Work by Previous Investigators 
5.4 The Cost Model Developed 
5.5 Material Costs 
5.5.1 Steel Section Costs 
5.5.2 Steel Plate Costs 
5.5.3 Bolt Costs 
5.6 Fabrication Costs 
5.6.1 General Comments 
109 
ill 
112 
112 
113 
113 
114 
115 
116 
117 
122 
126 
131 
136 
138 
139 
139 
141 
142 
143 
147 
147 
148 
148 
152 
154 
159 
159 
v 
5.6.2 Source of Data 
5.6.3 Marking Out 
5.6.4 Hand Fillet Welding 
5.6.5 Hand Flame Cutting 
5.6.6 Machine Flame Cutting 
5.6.7 Cold Sawing 
5.6.8 Drilling 
5.6.9 Handling Within a Works 
5.6.10 Surface Treatment 
5.7 Significant Farbication Costs Omitted from the 
Cost Model 
597ol Subassembly 
5.7.2 Site Erection 
5.8 Factors Affecting Fabrication Costs 
5.8.1 The Use of High Strength Steels 
5.8.2 Performance of Labour and Multiplying Factors 
5.8.3 Repetition 
5.9 The Costing of a Frame 
5.9.1 The Costing of Sections 
5.9.2 Major Axis Beam End Plate 
5.9.3 Minor Axis Beam End Plate Without Continuity 
5.9.4 Minor Axis Beam End Plate With Continuity 
5.9.5 Ptanchion Stiffeners 
5*9s6 Stanchion Splice 
5.9.7 Stanchion Base Plate 
5.10 Conclusions 
CHAPTER 6 
OPTIMIZATION TECHNIQUES 
6.1 Introduction 
6.2 End Moment Constraints 
6.3 Geometric Constraints 
6.4 Iterative Design Algorithm 
6.4.1 Application to the B. C. S. A. Design Method 
6.4.1.1 Major and Minor Axis Beams 
6.4.1.2 Stanchions 
6 
160 
161 
164 
169 
171 
176 
182 
184 
187 
190 
19d 
191 
192 
192 
193 
194 
195 
195 
196 
198 
199 
201 
203 
206 
207 
211 
213 
220 
225 
227 
227 
228 
vi 
6.4.2 Application to the J. C. R. Design Method -231 
6.4.2.1 Major and Minor Axis Beams 231 
6.4.2.2 Stanchions 231 
6.4.3 Application to the B. R. S. Design Method 234 
6.4.3.1 Major and Minor Axis Beams 234 
6.4.3.2 Stanchions 234 
6.4.4 Geometric Constraints 235 
6.4.5 Constraints Which Bring About Convergence 237 
6.4.6 Summary of the Iterative Design Algorithm 238 
6.4.7 Example of the Iterative Design Algorithm 239 
6.5 - The Enumeration Algorithm 247 
6.5.1 Limiting the Number of Combinations 247 
6.5.2 Limiting the Number of Members to be Checked for 
Stress Constraints 248 
6.5.3 Checking of Geometric Constraints 248 
6.5.4 Limiting the Basic Cost of the Sections 248 
6o5.5 Summary of the Enumeration Algorithm 250 
6.5.6 Example of the Use of the Enumeration Algorithm 251 
6.6 The Dynamic Programming Algorithm 254 
6.6.1 Comptational Points 258 
6,6.2 Summary of the Dynamic Programming Algorithm 260 
- 6.6.3 Example of the Use of the Dynamic Programming 
Algorithm 260 
6.7 Efficiency of the Enumeration and Dynamic Programming 
Algorithms 264 
6.8 Conclusions 268 
CHAPTER 7 
RESULTS 
7.1 Introduction 269 
7.2 Investigation of a Typical Design Space 270 
7.2.1 Corner Stanchions 212 
7.2.2 North and South Side Stanchions 272 
7.2.3 East and West Side Stanchions 274 
7.2.4 Internal Stanchion 276 
7.2.5 Minor Axis External Beams and Corner Stanchions 277 
vii 
e 
7.2.6 Minor Axis Internal Beams and North and South Side 
Stanchions 279 
7.2.7 Minor Axis External Beams and East and West Side 
Stanchions 282 
7.2.8 Minor Axis Internal Beams and Internal Stanchion 282 
7.2.9 External Major Axis Beams 286 
7.2.10 Ifiternal Major Axis Beams 288 
7.2.11 Conclusions of the Design Space Investigation 291 
7.3 Development of a Design Strategy 293 
7.3.1 Application of the Design Strategy 
7.4 Investigation of Column Splicing and the Design 
Strategy 299 
7.5 Proportions of Cost 306 
7.6 Effect of Various Factors on the Cost of Frames 310 
7.6.1 Effect of Local'Factor 310 
7*6.2 Effect of Grade of Steel 313 
7.6.3 Effect of a Minimum Weight Objective Function 314 
7.7 Effect of Building Geometry 314. 
7.8 Connection Cost Investigation 317 
7.8.1 Relationship Between Force on a Connection-and 
Cost of the Connection 318 
7.8.1. 1 Major Axis Beam Connections 318 
7.8.1. 2 Minor Axis Beam Connections 320 
7.8.1. 3 Stanchion Splice Connections 323 
7.8.1. 4 Stanchion Base Plates 325 
7.8.2 Relationship Between Connection Cost and Section 
Properties 329 
7.8.2. 1 Major Axis Beam Connections 329 
7.8.2. 2 Minor Axis Beam Connections 334 
7.8.2. 3 Stanchion Splice Connections. 335 
7.8.2. 4 Stanchion Base Plates 339 
7.9 Conclusions 347 
viii 
CHAPTER 8 
CONCLUSIONS 
8.1 Introduction 
8.2 Problem Formulation 
8.2.1 Variables 
8.2.1 Objective Function or Cost Model 
8.2.3 Constraints 
8.3 Problem Solution 
8.3.1 Available Algorithms 
8 3.2 The Algorithms Developed 
8.3.3 The Design Strategy Developed 
8.3.4 Comments on the Algorithms and the Strategy 
8.4 Multi-Storey Braced Rigid Steel Frames 
8.4.1 Design Methods 
8.4.2 The Optimum Design 
8.4.3 Connections 
8.5 Optimum'Structural Design 
APPENDIX 
Available Structural Steel Sections 
Y 
349 
349 
350 
350 
350 
351 
351 
351 
35i 
352 
353 
353 
353 
354 
354 
355 
ix 
. 
I GU R E S 
Figure No. 
Skeletal Arrangement 
2.1 Limited Frame for Beam 10 
2.2 Limited Frame for Column 10 
2.3 Typical Subýassemblage 18 
3.1 Comparison of Fully Stressed and Optimum Designs 40 
3.2 Typical Linear Programming Problem 45 
3.3 Shape Optimization Using S. L. P. 54 
3.4 Interior Penalty Function 58 
3.5 Exterior Penalty Function 58 
3.6 Interior Penalty Function Response Surfaces 60 
3.7 Typical Non-Linear Simplex Application 67 
3.8 Alternate Step Algorithm 73 
3.9 Properties of Discrete Optima 83 
3.10 Flow of Data Between Stages 88 
3.11 Design of Cantilever Trusses 90 
3.12 Diagonal Enumeration Example 94 
3.13 Equilibrium Linear Programming 96 
3.14 Optimization of Geometry and Topology 99 
4.1 Data Bank 110 
4.2 Major Axis Connection Detail 118 
4.3 Major Axis Beam/Column Connection 120 
4.4 Typical Interaction Curve 121 
4.5 Minor Axis Connection Detail 123 
4.6 Minor Axis Connections 125 
4.7 Stanchion Splice Detail 127 
'4.8 Stanchion Splice Dimensions and Loading 12A 
4.9 Stanchion Splice Interaction Diagram 130 
4.10 Column Base Connection Detail 132 
4.11 Design Parameters for a Column Base Plate 134 
4.12 Typical Design Space for a Column Base Plate 134 
x 
4 
0 
5.1 The Relationship Between Price and Cost 144 
5.2 Transportation Costs 149 
5.3 Bolt Costs 156 
5.4 Time V Fillet Weld Size 167 
5.5 Relative Time V Fillet Weld Size 168 
5.6 Hand Flame Cutting Time V Plate Thickness 170 
5*7 Machine Flame Cutting 172 
5.8 Machine Flame Cutting Time V Plate Thickness 174 
5.9 Machine Flame Cutting Data 175 
5.10 Cold Sawing Time V Section Dimensions A 177 
5.11 Cold Sawing Time V Section Dimensions B 178 
5.12 Cold Sawing Time V Section Dimensions C 179 
5.13 Cold Sawing Time V Section Dimensions D 180 
5.14 Drilling Time V*Bolt Diameter 183 
5.15 Handling Times for Various Components 188 
5.16 Major Axis Connection 196 
5.17 Minor Axis Connection Without Continuity 198 
5.18 Minor Axis Connection With Continuity 199 
5.19 Tension Stiffeners 201 
5.20 Compression Stiffeners 202 
5.21 Stanchion Splice 203 
5.22 Stanchion Base Plate 206 
6.1 Maximum Moments and End Moments for a Beam 215 
6.2 Moments in a Column 216 
6.3 Moment Redistribution Example 1 217 
6.4 Moment Redistribution Example 2 218 
6.5 Moment Redistribution Algorithm 1 221 
6.6 Moment Redistribution Algorithm 2 222 
6.7 Geometrical Constraints 224 
6.8 Typical Constraint Surfaces 229 
. 
6.9 Geometric Constraint Checking 236 
6.10 Iterative Design Example Frame 240 
6.11 Enumeration and Dynamic Programming Example Frame 252 
6.12 Analysis of Designs 253 
6.13 Total Cost V Cost of Sections 255 
xi 
6.14 Evaluation of the Minimum Fabrýcation Coefficient 255 
6.15 Division of a Corner Stanchion into Stages 256 
6.16 Geometric Constraint Checking 259 
6.17 The Effect of Geometric Constraintst Enumeration 266 
6.18 The Effect of Geometric Constraints, Dynamic 
Progrýmming 266 
6.19 Comparative Efficiencies of Algorithms 1 267 
6.20 Comparative Efficiencies of Algorithms 2 267 
7.1 Design Space Investigation Corner Stanchions 273 
7.2 North and South Side Stanchions 273 
7.3 East and West Side Stanchions 275 
7.4 Internal Stanchion 275 
7.5 Minor Axis Beam and Corner Stanchion 278 
7.6 Minor Axis Internal Beams and North and South 
Side Stanchionp 278 
7.7 Minor Axis Internal Beams and North and South 
Side Stanchions (Constraints Relaxed) 280 
7.8 Minor Axis External Beams and East and West Side 
Stanchions 280 
7.9 Minor Axis Internal Beams and Internal Stanchion 283 
7.10 Minor Axis Internal Beams and Internal Stanchion 
** 
(Constraints Relaxed) 283 
7.11 Minor Axis'Internal Beams and Internal Stanchion 
(North and South Side Stanchions Section No. 34) 285 
7.12 External Major Axis Beams and Corner Stanchions 
Neglecting Redistribution 287 
7.13 External Major Axis Beams and Corner Stanchions 
Including Redistribution 287 
7.14 Internal Major Axis Beams and East and West Side 
Stanchions Neglecting Redistribution 290 
7.15 Internal Major Axis Beams and East and West Side 
Stanchions Including Redistribution 290 
7.16 Stanchion Splice Investigation Building Type 1 301 
7.17 Stanchion Splice Investigation Building Type 2 302 
7.18 Stanchion Splice Investigation Building Type 3 303 
xii 
0 
7.19 Example Frames 311 
7.20 Relationship Between Cost and Load Factor 312 
7.21 The Effect of Building Geometry 1 316 
7.22 The Effect of Building Geometry 2 316 
7.23. The Effect of Building Geometry 3 316 
7.24 Relationship Between Cost and Load Major Axis 
Connection 319 
7.25 Relationship Between Cost and Load Minor Axis 
Connection 322 
7.26 Relationship Between Cost and Load Stanchion Splice 
Connections 324 
7.27 Relationship Between Cost and Load Stanchion Base 
Plate Connection 327 
7.28 Section Basis Cost V Connection Cost. Major Axis 
Connections 331 
7.29 Section Basis Cost V Connection Cost. Minor Axis 
Connections 331 
7 . 30 Additional Length of Section. Major Axis Connections 333 
7.31 Additional Length of Section. Minor Axis Connections 333 
7.32 Section Basis Cost V Connection Cost. Stanchion 
Splice Connections 1 340 
7.33 Section Basis Cost V Connection Cost. Stanchion 
Splice Connections 2 341 
7.34 Additional Length for Stanchion Splice Connections 342 
7.35 Additional Length for Stanchion Base Plate Connections 342 
7.36 Section Basis Cost V Connection Cost. Stanchion Base 
Plates 345 
xiii 
SUMMARY 
This thesis'describes the application of computer aided 
optimum design techniques to the design of braced multi-storey steel 
frameworks. 
I Optimization methods which have been used successfully in 
structural enGineering are described and classified. Applications 
of the methods to structural design are reviewed and. conclusions are 
drawn concerning the current state of the structural optimization art, 
The development of a model which assigns a cost to a typical 
multi-storey framework is described. A computer programme which 
comprises this model and-structural design routiness allowing the 
interactive cost comparison of alternative designs is also described. 
The thesis goes on to describe the development of suitable 
problem orientated optimization algorithms which can be combined with 
the cost model and structural design routines. A design strategy is 
then developed which, if followed will produce economic designs. 
The results of using the design system are presented and conclusions 
are drawn concerning optimum structural design. Finally avenues of 
possible further researcht which this research indicates will prove 
profitable are indicatede 
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CRAPTER1 
INTRODUCHON 
0 
1.1 SUMMARY 
This chapter describes the structure of multi-storey buildings 
and frameworks. It tells why braced multi-storey rigid steel frames were 
chosen for investigation. Current commercial design and execution 
practice is examined, and ways in which computer aided design techniques 
can improve on current methods are discussed. 
1.2 STRUCrURE SELEMON 
Multi-storey structures were chosen for investigation because 
they represent a substantial proportion of commercial building development, 
and in thbir simplest form they are relatively simple to design. 
The structure chosen comprises a three-dimensional rectangular 
steel framework, cladding$ flooring, stabilizing elements and foundations. 
The steel framework comprises the main vertical-load carrying components 
of the structure, the framework selected is described in the next sections 
The cladding forms a weatherproof skin around the sides of the structurep 
it may consist of facing elements which are either supported on the 
-2- 
framework or self-supporting on mullions. The horizontal wind loads 
which act on the cladding are transferred to the floors which act as 
rigid diaphragms transferring these loads to the stabilising 4ýlements. 
The floors may span in one or two directions. The stabilising elements 
comprise eitheiý lift cores, shear walls or diagonally braced steel 
frames. The whole structure is supported on a foundation which varies 
in its construction to suit the ground and site conditions* 
. 
1.3 FRAMEWORK SELECTION 
The possible types of frameworks which can be used in a 
multi-storey building are many and varied. The three-dimensional braced 
rigid frame that has been selected was chosen because of three reasons. 
Firstly this form of construction is often used in multi-storey 
construction. Secondly three-dimensional frames involve considerable 
0 
problems with the fitting together of steel sections with suitable 
connections. This results in the selection of sections because of 
geometric and stress considerations. Thirdly the abseýce of wind loading 
on the framework renders optimization of the framework possible. If sway 
frames had been used the elastic response of the structure to sway 
loading would be complexp resulting in an optimization problem that would 
be impractical using present day computers, 
The 
-steel framework 
is that part of the structure which carries 
vertical loading from the floorsp roof and possibly the cladding. This 
framework consists of major axis beams, minor axis beams and stanchions. 
The stanchions are placed vertically on a rectangular grid. At each 
floor levels the major axis beams span between the stanchion flanges and 
the minor axis beams span between the stanchion webs. Connections occur 
at each node point of the framework. Stanchion splices may be used just 
above any floor level. The types of connections are all based on shop 
-welding and site bolting which is current practice in Great Britain. A 
typical framework is shown in figure 1.1, in which each element is sho wn. 
A design can be considered c. omplete when available steel sections can be 
assigned to each member and boltsp welds and plates can be assigned to 
eacli connection. 
-3- 
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1.4 EXAMINATION OF CURRENT PRACTICE 
When a multi-storey structure is to be constructed, the 
developer approaches an architect. The architect, acting as the developer's 
agent., will decide on the form of the structure. A Consulting Engineer 
will then either design the structural elements, complying with the 
constraints set by the architect or he will allow the fabricator to 
perf om the design. 
The fabricator will be given sufficient information for him to 
tender a price for designing, supplying and erecting the framework. The 
fabricator having decided to tender a price, hands the information to 
his designer, who determines the structural sections required. The 
designer's results are passed to be fabricator's estimator who calculates 
a tender price. The tender is returned to the Consulting 
, 
Engineer who 
compares it with those submitted by other fabricators and so selects one 
to undertake the work. 
- The decisions that are taken during this process affect the 
final costo these decisions will now be considered. Once it has been 
decided to develop a site, the general shape of the structure is 
determined by the architect., taking into account the shape of the sitep 
planning considerations and the use of the structure. Within the shell 
of the structure the lift shafts$ stairs$ walls and stanchions have to 
be located. The architect ideally requires large unobstructed areas 
with shallow beams and small. stanchions. In practice this is not 
&4.4- 
' generally possible and a compr; ýse solution has to be developed with the J, - 
Consulting Engineer. The decisions taken at this stage have the greatest 
effect on the cost of the final structure. The structural arrangement 
is constrained by aesthetics habitability, heating, ventilating and 
structural criteria. An arrangement which satisfies all the criteria 
is unlikely to be found and therefore compromises have to be evolved. 
This decision process cannot be readily defined in a mathematical 
sense and therefore mathematical optimization techniques cannot be used 
for its solution. The next decision that has to be taken is the 
selection of available sections for the beams and stanchions. These 
decisions are taken by the designer who uses his intuition and his 
- 
previous experience of estimating. The designer is expected to produce 
details in the minimum time possible, this effectively prohibits the 
costing of alternative solutions. The estimator may tale decisions on 
how a component is to be manufactured, however he is bound by the details 
provided by the designer. 
Thus an examination of current practice shows that there are 
two decision processes which permit reductions in cost. Firstly the 
structural arrangement is deviseds any reductions in cost are in this 
case passed directly to the developer. Secondly, available sections are 
allocdted to the members of the frameworks any reductions in cost may be 
Passed to the developer, via lower tender prices or alternatively they. 
may be absorbed by the fabricator as additional profit. It is therefore 
apparent that rapid estimation of costs of various structural arrange- 
ments may aid the first decision process and that the selection of 
optimum steel sections may aid the second'decision process. 
0 
IMPROVEMENT OF CURRENT PRACTICE USING COMPUTER TECHNIQUES 
This thesis explains the development of a computer aided 
design methodp which selects a set of economic steel sections for a 
framework and then systematically improves this set of sections. 
Before this design method could be developed, research was 
necessary into several topics. Firstly a design method which had been 
"codified! ' had to be selectedo therefore a survey of design methods was 
undertaken. Secondly an optimisation algorithm had to be selectedy a 
survey of the algorithms used by previous investigators was therefore 
undertaken, These two surveys form a two part literature review which 
follows this chapter. 
The optimization techniques were found to require a means by 
which a chosen set of sections could be tested for satisfaction of the 
-structural constraints. The description of this process is the subject 
of Chapter 4. The optimisation algorithms also require the evaluation 
of the objective function which, in this case, is the cost. The cost 
model that has been developed is described in Chapter 5. This model was 
- 
developed in cooperation with members of the structural steelwork industry 
and it includes all the major factors that influence the cost of the 
framework. 
Once a means of checking the validity and determining the 
cost of a set of steel sections was available, it then became possible 
to develop suitable optimisation algorithms. These algorithms take 
advantage of the particular properties of the problem to facilitate a 
solution. These algorithms and their development are described in 
Chapter 6. 
A design strategy was then developed which could be applied 
to various frameworks. This strategy was then used on a number of 
frameworks to test its efficiency. This strategys together with the 
results of using the design programmes for various investigationss are 
given in Chapter 7. In the final chapters conclusions are drawn 
concerning the structure, the optimisation algorithms developed and the 
applicability of computer aided design to a*structure of this type. 
-. 7-- 
CHAPTER2 
, Braced Rigid Frame Design Methods 
2.1 INTRODUCTION 
The scope of this review is confined to the consideration of 
rigidly jointed, rectangular space frames, braced against sidesway by 
a system of bracing. The design of the bracing system, which may be 
steel bracing, lift and service cores or sheir walls, will not be 
considered further. 
The design of steel frames in the U. K. and elsewhere is 
4 
currently regulated by the provisions of BS449 . The design philosophy 
of the standard is based on either: - 
(a) A semi-empirical design methods based on assuming 
pin-jointed connections when finding moments, but rigid 
joints when assessing the stability of the columns* 
or 
(b) Using the same allowable stresses as the simple elastic 
design method (a) and performing a complete elastic 
analysis. 
These methods do not take account of the magnification of 
minor axis moments due to the effect of axial load. Therefore the load 
- 8- 
factors which occur in practice when these methods are used can be very- 
10 
variable . The second method was devised for use with any type of 
structural frame and therefore cannot exploit the particular characteriptics 
of the braced rigidly jointed frame. For these reasons the provi 
4ý4-1010 
s3. ons-. 
of BS449 will not be considered further for the design of members. 
The different types of braced frames which have been considered 
12 in the literature have been classified by HORNE . The classification 
is based on the type of restraint afforded by the beams to the columns. 
The types of restraint which can occur are: - 
(a) Elastic (E): the beam concerned remains fully elastic 
up to the point of failure of the column, 
(b) Plastic (P): the beam concerned always develops a 
plastic hinge at the beam/column connection before the 
point of failure of the column. 
(c) Pinned (0): the joints between the beam and column can 
rotate without providing restraint to the column. 
(d) Elastic-Plastic (E-P): the beam concerned may or may 
not have developed a plastic hinge at the beam/column 
connection at the point of failure of the column* The 
moment/rotation characteristics of the beam are perfectly 
elasto-plastic. 
The last type of restraint has been included in order to 
help in. the description of some of the design methods to be reviewed. 
12 The type of restraint is also classified by HORNE on the basis of 
the axis of the stanchion about which it occurs, e. g. Px denotes plastic 
restraint about the x axis. The design methods to be presented are 
classified according to Homes classification in Table 2.1. 
- 
X* \ x 0 E P E-P y x. - _x - x- . X. 
,L (6) (1) (2)p (6) (3) 
0 Y. (7) 
E N. P (1) (4), (5) N. P 
y 
P (2), (6) N P 
(2)2 (6) N. P y (7) . (7) 
E-P N. P N. P 
y 
i- I I 
(1) = Steel Structures Research 
Committee 1936 
(2) = Home 1955 
(3) = Lehigh Unv. 1965 
(4) = Joint Committee report 1971 
(5) = Wood's Method (BRS) 1974 
(6) = Youngs Method 1973 
(7) = American Inst. Steel Construction 
and CRC guide 1977 
NP denotes this case is not practical 
Table 2.1 - Classification of Design Methods 
1, 
No significant gaps appear in the range of practical cases which 
could occur. The design methods included above are described within 
this chapter. The design methods to be reviewed have common 
assumptions which are now described: - 
2.1.1 Limited Frames 
All the design methods are based on the concept of a 
limited frame or subassemblage. For instancep when 
considering the design of a beamp only those members which 
are in the plane of the beam and are directly joined to it 
10 
are considered. For example,, -see figure-2.1. Depending on 
the design method the remote ends i. e. the perimeter nodes 
of the subassemblage, of the numbers may be assume4 to 
deform in various ways. The validity of the limited frame 
concept can be verified theoretically, by showing that the 
loads on other parts of the frame have little effect on the 
moments within the limited frame. This is also true for 
columns for which a more complex limited frame is used,, 
see figure 2.2. This approach allows the consideration of 
Figure 2.2, 
Limited Frame for Column A. B 
all the load cases which affect a particular member 
without a full scale frame analysis* Because of the degree 
of repetition implicit in the use of limited frames.. the 
limited frame concept is eminently suitable for computer 
aided design. 
Figure 2.1 
Limited Frame for Beam A. B 
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2.1.2 Local Buckling 
In all the design methodsp limitations are put: on the ratios 
of breadth of section divided by flange thickness and depth 
of section divided by web thickness. This is the case both 
for beams and columns. These are invariably found from an 
elastic buckling analysis, the differences reflecting the 
safety factors in use by the design methods. 
2.1.3 Plastically Designed Beams 
For the design methods which use plastically designed beamss 
the procedure is to find a three hinged mechanism for the 
beam being designed. The resulting moments are then 
compared witli the full plastic moment of the section. The 
plastic moment of the section may be modified to include 
the effects of shear, if this is significant. Deflection 
under working load is also checked. 
2,1.4 Elastically Designed Beams 
In the design methods which use elastically designed beamst 
the procedure is to analyse the limited frame for 3 load 
cases which give the maximum moments at the two supports 
and at midspan respectively. The maximum of these 
moments is compared with the full elastic moment of the 
section. The deflections under working load are also 
checked. 
2.1.5 Column Behaviour 
With these points in mind it can be seen that the problem 
becomes one of the design of a single column. Numerous 
investigations of column strength have been undertaken and 
many computer models of columns have been proposed. An 
excellent review of this work is provided by the C. R. Co 
8 
guide . The behaviour of columns can be predicted 
accurately, but all of the models are far too complex for 
design office use* Therefore design methods which consider 
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the behaviour of a column in a simplified way have to be 
used. There are many variables which affect the strength 
of columns in braced frames. The effects of some of the 
main variables will now be considered: - 
2.1.6 Initial Imperfections 
The main imperfections in columns are due to initial 
curvature, initial twist and residual stresses. American 
practice tends to favour the use of residual stresses to 
define the strength of columns. British practice tends 
to use initial curvature. Residual stresses decrease the 
stiffness of the column under load which magnifies 
deflections and causes failure by Euler buckling or 
excessive bending. Initial curvature causes an increase in 
the central bending moment in the column causing. the 
development of plastic zones. The mode of failure is 
similar to that caused by residual stress. 
2.1.7 Restraint 
By rotationally restraining a stanchion at its ends about 
its minor axis the failure load can be increased. This is 
due to the fact that the stiffness of the beams contributes 
to the stiffness of the column by reducing rotation of the 
ends. This is related to the coEmonly used "effective 
length" concept. If a stanchion is unrestrained it can 
never carry a load greater than the Euler load for its 
length. However restraint allows the use of loads greater 
than the Euler load. The restraint provided by beams which 
frame into the minor axis and have a plastic hinge within 
the beam is negligible. Some design methods are based on 
directional restraint provided about the minor axis of the 
stanchion within the height of the stanchion. This 
constrains buckling to occur within the plane of the major. 
axis beams, resulting in higher collapse loadss but 
requiring inconvenient bracing. 
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The design methods previously listed represent all of the 
main design methods proposed for the design of braced rigid jointed 
steel frames, These design methods will now be described in detail. 
2.2 THE, STEEL STRUCTURES RESEARCH COMMITTEE 1936 
24 
The steel structures research committee was set up in 1929, 
to investigate the application of modern theory to the design of all 
forms of steel structures. TI 
investigation of multi-storey 
this work were published as a 
interest in the design method 
BS449 5 of the recommendations 
he first seven years were spent in an 
steel building frames. The results of 
final report 
24 in 1936. Since that time 
has been revived by the inclusion in 
for design of the final report. 
The design method was an attempt to provide a rational basis 
for the design of braced multi-storey frames in which the major and 
minor axis beams were'designed elastically. The development of the 
2 design method is described by BAKERl HORNE and HEYMAN 
The design method for beams is based on elastic design taking 
into account the effect on the restraining moments of flexible 
connections. An effort was made to make the design of beams independant 
of the stanchions by making conservative assumptions, as to the stiffness 
of the stanchions, and the second moment of area of the beams. The 
method consists of choosing a type of connection from a set of 
standard bolted connection types, A trial beam section is chosen and 
by the use of a chart which is dependant on the type of connection, the 
end restraining moments are found. These charts are based on the moment 
rotation characteristics found from tests, The section is then checked 
to ensure that the elastic stress produced is not greater than 
9tons/in 2 (145N/mm 2 ). 
The design method for stanchions again makes a number of 
simplifying conservative assumptions. The allowable bending stresses 
are based on a pinned ended stanchion bent about the y-axis in either 
S/C or partial D/C curvature, taking into account stresses due to 
initial curvature. The allowable bending stress is read from a chart 
which depends on the slenderness ratio and axial stress in the stanchion. 
The bending moments at the ends of the stanchion are devised for the 
- 14 - 
. worst cases that may occur and are read f rom a table. 
The design method gained little favour from itsInception 
because the large num ber of s. implifying assumptions produced an 
expensivd frame. The method was recently revived in BS449 
5 
as a 
semi-rigid elastic design method. As far as the author knows the 
design method has not been used for any actual building design. The 
committee found that it was difficult to produce a rational totally 
elastic design method for this type of frame and in order to solve the 
problem made a large number of conservative simplifying assumptions. 
2.3 HORNE'S DESIGN METHOD 195512 
I 
This design method is applicable to frames in which the 
beams are assumed to be failing plastically at the point of failure of 
the column. The minor axis beams may be pin jointed. to the columns as 
an extreme case. The definition of failure used is the attainment of 
first yield in any fibre of the column. 
The theory behind the design method was developed by Horne 
and his co-workers 
3., ll,, 12 in the early 1950's at Cambridge University. 
The method has gained widespread acceptance within the British Steelwork 
industry because of the prominence given to it by the British Construct- 
6,14 ional Steelwork Association A summary of the development is 
3 given in a report of the investigations at Cambridge . The design 
method was chosen at that time because: - 
(a) The inelastic failure of restrained stanchions was too 
difficult to predict by means of simple formulae. 
and (b) The choice of a pinned ended elastic stanchion was not 
thought to have a large reserve of strength, especially 
as redistribution does not in this case occur 
I theoretically. 
The deýign method for minor and major axis beams is based on 
Plastic analysis. The effect of shear on the plastic moment of 
resistance is taken into account. 
The design method for columns is based on satisfying the 
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following interaction equations: - 
NMC, V It C 
+xx mx +yy my + fi < fy 
zz 
xy 
for the column as a whole. 
and 
p+ it 
x+my< fy 
XTT 
xy 
at each end of the column. 
where 
p= direct load 
A= sectional area 
Mx maximum moment about the x axis 
MY maximum moment about the y axis 
Nx magnification factor about the x axis 
Ny magnification factor about the y axis 
C 
mx = equivalent moment 
factor for x axis moments 
C 
my-- = equivalent moment 
factor for y axis moments 
Zx= major axis section modulus 
fi = stress due to initial curvature 
-iy = yield stress 
This is checked for each of eight possible S/C and D/C load cases. 
The analysis of the stanchion is based on elastic analysis 
allowing for initial curvature and torsional buckling. The analysis is 
done for single curvature bending and the result is modified using the 
equivalent moment factors C 
Mx 
and C 
MY so 
that it can be used for any 
type of bending. 
The magnification factors Nx and Ny express the effect of 
axial load and twisting on the bending moments within the stanchion* 
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As the axial load approaches the Euler load of the stanchion Ny approaches 
infinity. 
The equivalent moment factors C mX 
and C 
my 
are based on the 
elastic theory, for bending about one axis combined with direct loady 
for a pinned end stanchion 
11 
, 
The stress due to initial curvature is also based on a 
non linear analysis-assuming the column is pinned ended. The stress is 
derived from the bending moment produced by the axial load not acting 
at the centroid of the section. This bending moment is modified to 
include the effect of twisting. The initial curvature of the stanchion 
is given in terms of the minor axis radius of gyration and the distance 
from the centroid of the section to the extreme fibre in the y direction. 
This approximation allows the minor axis section modulus to be removed 
f rom the f ormulas. 
The method has been extended by HORNE 
13 
to take in the case 
where a plastic hinge may occur at one end of the stanchion before 
failure. However minor axis moments must not occur. This method is 
primarily suited to the checking of stanchions in single storey 
structures. 
15,, 16 The design method was first applied to two structures 
both at Cambridge University. Design examples are given in both these 
papers. The design method is also allowed by'the Joint Committee 
Report Design Method (see section 2.6) as an alternative design method. 
This design method provides a simple conservative technique 
for the design of unrestrained stanchions. Despite the very 
conservative nature of the design method it is perhaps the most 
accepted design method in British Industry for 3-dimensional braced 
frames with plastically designed beams, 
294 LEHIGH UNIVERSITY DESIGN METHOD 1965 19 
In 1965 Lehigh University attempted to collect all of the 
results of experimental and theoretical investigations done by them 
into a coherent plastic design method for multi-storey frames. The 
design method is described in a set of lecture notes 
19 
provided at the 
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resulting conference. Design methods were presented for braced and 
unbraced frames, The design method was the first method proposed which 
dealt with elasto-plastic design. 
The design method is applicable to the design of beams and 
columns in braced frames which are rigidly connected to the major axis 
beams, and pin connected to the minor axis beams. The design method 
takes account of residual stress. 
The design of beams is done by plastic theory assuming a 
three hinged mechanism. The effect of local bucklingp bracing spacing 
and shear are also considered. 
The design of the columns is done by the consideration of the 
moment-rotation characteristics of the column as it is loaded up. The 
column in question is isblated into a limited frame or subassemblage as 
shown in figure 2.3. Assumptions are made as to the'rotation of the. 
remote ends of the beams, in accordance with the load condition being 
considered. The relationship between the applied moment and the 
rotation of the members in the subframe are then found from curves. 
If the moment rotation characteristics of the beam and column are added, 
the resulting moment rotation characteristic is that of the subassemblagee 
The maximum moment from this curve must be greater than the unbalanced 
joint moment for the frame to be stable. In order to render the 
problem suitable for hand computation, it is usual to assume that the 
bending-of the column corresponds to one of three cases. The design 
method is strictly only applicable to columns braced in the y-direction. 
However a modification is given which, by ensuring that the column 
moment is never greater than the elastic critical moment, will be 
applicable to members which are unbraced in the y-direction. 
21., 38 The design method has been verified by tests The 
first set of tests was done on a 3-storey, 2-bay plane frame with 
welded connections. The general observations were that: - 
(a) The design method was satisfactory in that all the 
columns failed at loads greater than the theoretical 
maximum load. 
(b) Beams and columns not directly connected to a member had 
little effect on that member. 
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(c) The bracing used took almost all the lateral load and 
the lateral load had little effect on the behaviour of 
the columns. 
The second set of tests were performed on subassemblages which 
tested the validity of adding moment rotation curves. It was also 
found that stanchions bent in D/C had a large reserve of strength 
because they strain harden. 
The design method has been used in at least three tall framed 
it 9 
structures . These are all in Maryland, U. S. A. However the method 
is difficult to apply manually., and recourse was taken to using a large 
number of computer produced tables in order to simplify the design 
calculations 
This design method represents an attempt to apply clasto-plastic 
design principles to braced frames. The method has two main failingst, 
(1) Minor axis restraint is not allowed for. 
(2) The data required for design is only available for 
American sections. 
2.5 COLUMN RESEARCH COUNCIL8 
The column research council was founded in 1944 in order to 
foster research on the behaviour of compressive components of metal 
structures. ' The finding of the council are periodically published in 
the form of a guide, the most recent of which was published in 1976. 
The guide provides a review of research and design methods which have 
been proposed. Those design methods which show good correlation with 
experiment are described in detail. These design methods represent 
current American practice. 
The guide concentrates on biaxially loaded coltumst without 
restraint at the ends. The design methods reviewed are based on 
interaction formulae. Two sets of interaction equations are proposed 
for the case where the column is inelastic. 
The first set of interaction equations were proposed a 
number of years ago 
7 
and are of the fom: - 
- 20 - 
cmcm 
p mx x MY y 
+ 1.0 
U ux ex uy ey) 
for the column as a whole and 
-P 0.85 m 0.6 My 
-++ 
pym 
px py 
mm 
x 
-+< mm 
px py 
for each end of the colum. 
where 
P= applied axial load 
PU= ultimate load for the centrally loaded column 
MX maximum applied "lent about x axis neglecting the 
effect of axial load 
C 
MX = moment reduction 
factor dependant on the shape of the 
bending moment diagram 
M 
ux = ultimate 
bending moment in the absence of axial load 
taking account of out of plane bending 
P 
ex :! = elastic critical 
load for buckling about the x axis 
Py= yield load of the column 
M 
px = plastic moment of column 
about the x axis. 
These equations are similar to those derived from HORNE12 but 
they are applied empirically to inelastic failure. The method applies 
to an isolated column which forms a plastic hinge at one or both ends. 
Such a formulation has some of the disadvantages of the elastic limiting 
stress approach in that in certain cases it can still be very 
conservative. 
The second set of interaction equations is of the form: - 
MXMy 
M+(M1.0 
PCX PCY 
at the column ends, 
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(C.. M. cmymy +1<1.0 
Mm 
ucx UCY) for the colwm as a whole. 
where 
M 
PCX 
= Plastic moment about axis x taking into account the 
reduction due to axial load 
M 
ucx = 
the maximum uniform single curvature moment., which can 
be resisted by the member about the x axis in the 
presence of axial load and no other moment. 
variables depending on the shape of the section and 
the axial load. 
These equationb were proposed by TEBEDGE and CHEN25 in 1974 
and are less conservative than the previous equations. The Suide 
concludes that these formulae should prove useful in the future for 
inclusion in design codes. 
Where restraint exists about either axis the guide recommends 
that an effective column length should be used, instead of the true 
length of the column, in the stability equations. The effective length 
used is taken from charts. 
The above design equations are simple to apply and accurate* 
Both sets of interaction equations have the disadvantage that some of 
the terms in the equations are based on steel sections which are 
available only in America. 
2.6 THE JOINT COMMITrEE REPORT 1971 17,18 
This design method is applicable to frames in which the minor 
axis of the stanchions are elastically restrained by the minor axis 
beamsp the major axis beams being designed by plastic theory* 
The theory behind the report was a rationalization of work 
undertaken during the 1950's at the Building Research Station by WOOD 
260 27,32 and his co-workers A summary of the development of the 
20 design method is given by PARTRIDGE . The design method for major axis 
beams is based on plastic analysis, using a three hinge mechanism under 
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the maximum load. The effect of shear force on the plastic section 
modulus is taken into account by using a Von-Mis6s yield criteriono 
The deflection of the beam at working load is also checked. 
The design method for minor axis beams is based on elastic, 
analysis, three loading conditions being chosen for each beam which 
cause maximum moments at each of the supports and midspan. A maximum 
value of shear stress is given. Deflections are checked at working 
load, 
The design method for columns is based on satisfying the 
following interaction equation: - 
fa +m fy + fx + fie < Fy 
where 
fa = the stress due to axial load 
fy = maximum bending stress about the minor axis - 
neglecting axial load effects 
fx = maximum bending stress about the major axis 
neglecting axial load effects 
m= magnification factor which represents the effect 
of axial load on the minor axis moment 
fic = stress due to initial curvature of the stanchion. 
The magnification factor is dependant on the ratio of 
stanchion end momentsp the elastic critical load and the axial load on 
the stanchion, The value of m is derived from a theoretical elastic 
analysis of the stanchion, which takes account of the effects of axial 
26p 27 load . The bending moment diagramp when axial load effects are 
includedt is part of a sine wave. Theoretical equations can be found 
which locate the point of maximum momentp and then the bending moment 
can be found at this point. WOOD 
28 
shows that the relationships given 
in graphical form, within the report, are approximations to the 
analytical equations which exhibit a small amount of scatter about the 
rel. ationship chosen. This procedure makes the evaluation of ma simple 
process. In order to determine m it is however necessary to evaluate 
the elastic critical load of the stanchion. The elastic critical load 
27 can be read from charts similar to those given by WOOD . These charts 
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- give the elastic critical load as a function of the stiffness of the 
adjoining members. 
The stress due to initial curvature is also based on an 
26 
elastic theory which takes axial load into account The member is 
assumed to be initially bent in the shape of a sine wave. The stress 
due to initial curvature is found from a chart which requires 
knowledge of the stiffness of the adjacent members, The analysis 
uses a simplified limited frame which is symetrical. A simple 
mathematical expression gives the value of the stres's in terms of the 
axial load and member stiffnesses. The use of initial curvature is 
the only way in which imperfections are taken into account in the 
design method. 
The interaction equation is evaluated for four load cases 
for each stanchion. The load cases are such that the load case which 
causes the largest component of single curvature bending will always 
be among them. The use of single curvature bending as a criterion of 
failure neglects the fact that a double curvature bending load case 
may cause plasticity in the ends of the stanchion. WOOD 
28 
says that 
this was allowed by the committee in order to mitigate the conservation 
of pure elastic design. The design method is described 
28 
as 
"conservative partial-plastic design of restrained columns". 
The effect of lateral torsional buckling is included by the 
use of semi-empirical charts. The derivation of the charts is 
28 described by WOOD . Analytical equations do not exist for the 
relationship given in the charts 
31 
0 
The design method allows the reduction of support moments 
for major axis beams at joints with unbalanced moments due to applied 
loads. This mechanism allows the choice of columns which would not 
otherwise be suitable. The end moments can be reduced within limits 
which ensure that the resulting stanchion is not too slender. 
The load factor recommended by the committee is 1.5. 
PARTRIDGE 20 has stated that the accuracy of the design method allows 
the use of a constant load factor. This is contrasted with the 
provisiors of BS4499 which uses a higher variable load factor with a 
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less accurate design method. I 
The design method has been verified by two large scale frame 
229 33 tests . The frame which was tested first had no internal columnsp 
and the joints were of unconventional design in order to produce full 
rigidity. The results of the test can be summarized: - 
(a) The beam deflections were lower than predicted. 
(b) The end moments in the minor axis beams were approximately 
10% in error. 
(c) The design method overestimated the column stresses by 
up to 23%. 
(d) A large reserve of strength occurs in the stanchions 
above the elastic limiting load. 
(e) The use of S/C load cases is safe even when D/C load 
cases produce plasticity in the columns, 
WOOD 33 concluded that the accuracy of the design method in 
estimating elastic stresses was excellent. However he believed that 
the failure criterion could be improved. 
The second set of frame tests was performed on a frame with 
one internal column . high yield steel and conventional end plate 
joints. The results of these tests can be summarized: - 
(a) Beam deflections were slightly increased by the use of 
conventional joints. 
(b) The minor axis support moments were about 10% lower 
than predicted by the design method. 
(c) For an internal column the loads outside the limited 
frame have a significant effect on the column moments, 
(d) The major axis beams fdiled at loads greater than the 
load given by the design method despite torsional 
failure in some cases. 
(e) The perimeter columns showed good agreement with 
elastic stresses. 
(f) The columns failed at substantially higher loads than 
theelastic limiting load without any torsional 
buckling. 
33: The conclusions were similar to those made by WOOD 
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The Joint Committee Report design method represents an 
attempt to provide a simple design method which can be applied to 
frames with plastically designed major axis beams, elastically 
designed minor axis b6ams and elastically designed stanchions. 
2.7 YOUNG'S DESIGN METHOD 1973 34 
Recently BW Young of Cambridge University proposed a design 
method for stanchions which are connected to plastically designed 
beams. 
The design method for beams is similar to other plastic 
design methods. The design method for stanchions consists of 
satisfying an interaction formula of the form: - 
yh px 
where 
MX = maximum major axis moment on the stanchion 
M 
PX = major axis plastic moment of the stanchion 
section 
Kx., Ktq Ky0Kh= reduction factors. 
Satisfaction of this equation ensures that the maximum moment on the 
stanchion is less than an allowable moment. The reduction factors are 
dependant on: - 
(a) Flexural buckling under axial load and major axis 
moment, 
(b) Flexural torsional buckling under major axis moment 
only. 
(c) Flexural Mickling under axial load and minor axis 
moment. 
(d) The interaction of minor axis momentp major axis moment 
and axial load when buckling is neglected. 
These reduction factors are found from charts and formulae. The analysis 
on which the charts' are based takes into'account residual stress and 
initial curvature, modified to reflect test results. The design method 
has been verified by tests* 
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The interaction equation used has no theoretical basis and 
therfore tends to become innaccurate where the axial load or major axis 
moment are low 
35 
9 Another problem which occurs is that of the 
estimation of minor axis moments to be used for design. This is 
especially difficult when the stanchion has large plastic regions 
35 
35., 37 The design method is described in detail in two publications 
The major disadvantages of the method are: - 
(1) A large number of complex charts are required in order 
to use the design method. 
(2) Much of the data contained in the charts is not based on 
simply analytical equations, and therefore it cannot be 
easily automated. 
This design method has not yet gained widespread acceptance within the 
industry and has not as yet been iised in the design of a building. 
2.8 THE BUILDING RESEARCH STATION DESIGN METHOD 1974 
30 
The full scale frame tests which were performed to verify the 
Joint Committee Report Design Method showed a large reserve of strength 
in the stanchions. During the tests a new design method was developed 
in order to try to reduce the difference between predicted and observed 
30 loads* The design method is described in a recent report . The 
concept of the design method is based on the fact that failure of a 
stanchion occurs when the stiffness of the stanchion reduces to zerop 
i. e. the deformation becomes very large. 
The design method consists of using the requirement of the 
Joint Committee Report for the design of major and minor axis beamsy 
except that in the case of minor axis beams the stanchions are 
assumed to have no stiffness. The design of stanchions involves the 
use of an intuitive approach. The minor-axis stiffness of the stanchion 
alone is assumed to be affected by: - 
(a) The relationship of maximum moment about the x-axis to 
the allowable moment at the ends, 
(b) The shape of the major axis bending moment diagram. 
(c) The ratio of axial load to "squash load! ', Le. area 
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times yield stress. 
(d) The unbalanced moment and member stiffness about the 
minor axis. 
The minor axis stiffness of the stanchion is found. Then the elastic 
critical load of the stanchion is found using charts, taking into 
account of the stiffness of the adjoining- beams. The applied axial 
load should then be less than the critical load. In order to ensure 
that all restraint is not lost at the ends of the stanchionp it is 
necessary to check that the major axis moments are less than the fully 
plastic moment. 
The relationships which define the reduction in stiffness 
are semi-empirical, and are made to reflect test results. The portions 
of the stanchion which are assumed to be plastic at failure have been 
observed from tests. When major axis S/C bending is considered the 
whole of the compression flange is assumed to become plastic-at 
failure, resulting in a true stiffness of 40% of that of the elastic 
stanchion. When considering major axis D/C bending. less of the stanchion 
becomes plastic, resulting in a true stiffness of 80% of that of the 
elastic stanchion. The effect of axial load and major axis moment is 
based on simple linear and quadratic functions. 
It is necessary also to assess the effect of minor axis 
bending on the value of the reduced stiffness. Curves which give the 
reduced stiffness as a function of the beam and column stiffnessess 
yield moment and the unbalanced moment at the joints have been derived 
from tests* These curves show close agreement to S/C bending and a 
large spread for D/C bending. The, principle effect of minor axis 
bending is to increase the central deflection of the stanchion and so 
increase the eccentricity of the direct load, resulting in the spread 
of the plastic regions. The minor axis stiffness charts are based on 
the relative rotation of the stanchion and adjoining beams under minor 
axis moments, The actual minor axis moments in the stanchion are not 
calculated because they would require an involved non-linear analysis. 
The reduced stiffness which is used is the minimum of the minor axis 
stiffness produced using major and minor axis bending cases. 
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The elastic critical load of the stanchion with reduced 
29 
stiffness is found from charts derived by WOOD . These charts are 
based on the determinant of the stiffness matkix of the structure., 
taking into account axial loado being zero at the elastic critical 
load. This reduced elastic critical load must be greater than the 
applied axial load for the stanchion to be stable. This procedure is 
repeated for each of four S/C load cases. 
This design method has been simplified by the use of direct 
design charts for particular cases, The method is extremely quick 
to use in comparison with other design methodsp and tests have shown 
it to be accurate. The design method has been used in the design of 
two buildings. 
2.9 CONCLUSIONS 
The design methods described range from conservative 
applicationss which are simple to use, to complex analytical methods 
which are tedious to use. It can be seen that none of the design 
methods are universally applicable and that there is no unifying theme 
which runs through them all. For the purposes of this investigation 
it was necessary to choose one or more design methods for tise in the 
cost optimization study. Three design methods were chosen: - ý-, O 
(a) Hornes method: because it has gained widespread use 
within British industry, it is simple to apply and is 
-based on sound (if conservative) theory. 
(b) The Joint Committee Report method: because it is an 
analytical method which allows consideration of axial 
loads greater than the Eurler load. It has been 
verified by tests and represents the opinions of a 
committee taken from industry. It will form the 
basis of one design method in the forthcoming revision 
of BS449. 
(C) The Building Research Station Design Method: because 
it is a semi-empirical design method which is rapidly 
gaining acceptance in industry. It will also form 
the basis of a design method in the forthcoming revision 
of BS449. 
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The other methods were rejected because of one or more of the 
followina reasons: - 
(a) Non acceptance by industry. 
(b) Difficult to apply to British Steel sections. 
(c) Insufficient practical useage. 
The design methods chosen cover the range of restraint 
conditions and. each is currently being used or developed for use in 
Britain and elsewhere. 
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CHAPTER3 
Optimization Techniques and Their Application 
to Structural Engineering 
3.1 INTRODUCTION 
The use of computer orientated optimization techniques has 
developed considerably in recent years, Therefore,. in pres enting this 
review of previous work, it has been necessary to confine the scope to 
those algorithms which have been, applied within structural engineering. 
The aim of an optimization algorithm is to solve a problem 
which Can be defined mathematically as: - 
Minimize (or Maximize) 
Subject to conditions that 
bi 
and e j(ý) =C 
i=1............ 
0000000000 
-0 where 
Z=f 
(ý)= 
The objective or ta rget function which may be of 
any form, e. g. linear or non linear. 
(2XI) 
= The variables which may be continuous or discrete, 
bi&ci= Constants. 
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0 
Equation 2 represents a set of inequality constraints 
0 
and equation 
0 
represents a set of equality constraints. 
The objective function may represent such quantities as cost 
(which has to be minimized)p profit (which has to be maximized), or 
any other criterion which allows the rational comparison of combinations 
of the values of the variables. The variables represent those 
quantities which may be varied., in order to minimize the objective 
function. The variables may be split into dependant and independant 
variables. Independant variables are not affected by changes in 
other variables. Dependant variables are affected by changes in other 
variables. The variables represent such factors as the forces in a 
structure, the size of the sections in a structure, the geometry of a 
structure or any other s. et of factors which will fully define the 
objective function and constraints. 
The constraints represent a set of conditions which ensure 
that the final set of variables found by the optimization algorithm 
will be satisfactory. These constraints represent such conditions as: - 
(a) The deflection of a structure at a certain point must 
be less than a given amount. 
(b) The total stress at a point in a structure must be 
less than the allowable stress. 
(c) The size of two sections within a structure must be 
the same. 
Any set of values of the variables which satisfy the constraints 
is tenned feasible. 
Many optimization algorithms have been developed in recent 
yearss and a number of these algorithms have been used successfully 
for structural engineering problems. This chapter will consider some 
of these applications. The usual formulation of structural design 
problems is examined first, and a simple classification of optimization 
problems is then described. Examples of problems in each category are 
given, with the algorithms which have been used to solve them. Finally 
algorithms which take advantage of a particular characteristic of the 
problem are examined. 
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3o2o THE OPTIMUM STRUCTURAL DESIGN PROBLEM FOR PRISMATIC FRAMED STRUCTURES 
The optimum structural design problem has been considered by 
many authorso the formulation of the problem is very similar in almost 
all cases. Therefore the usual statement of the problem will now be 
given. The problem can be stated mathematically as: - 
nm 
Minimize ZCiAiLi 
Subject to es <0 Stress constraints 
9<0 Deflection constraints 
gb '< 0 Upper and lower bounds on variables 
where 
ec=0 Compatibility constraints 
C Cost factor for section used for member 
A Weight of section used for member i* 
L Length of member i 
nm = number of members in the frame. 
In the non idealized probleml the variables associated with 
the objective and constraint functions are shown in Table 3.1. It can 
be seen that no single set of variables can be used to fully define 
all of these functions. In order to formulate the problem in a 
continuous form, it is necessary to use relationships between the 
variablese Such relationships allow the objective function and all the 
constraints to be def ined in terms of one variable. Many such 
relationships have been proposed. For British Universal Beam Sections) 
TEMPLEMAN 70 has proposed the following non linear relationships: - 
A=0.78 Z 
%, 
-0 
A=0.56 1 
'2 
Other investigators 37.. 57 have cast the problem in a linear 
form by using the relationship: - 
A Cl( 
Such approximations involve a certain amount of error, but are necessary 
- 37 - 
Variables Normally Associated With 
Type of Function This Type of Function 
Objective Function The cost/unit weight of the section or 
the crossectional area of the 
section used for each member. 
Stress Constraints Forces within the members, Sectional 
Area of the Members, Section 
Modulus of the Membersq Radius of 
Gyration of the Members. 
Deflection Constraints Moment of Inertia and/or sectional 
area of each member, 
Compatability Constraints Moment of Inertial and/or sectional 
area of each member, forces within 
the members. 
Upper and Lower Bound Section deptho section area. 9 width of 
Constraints 
section for member. 
Table 3.1 
if the problem is to be solved by continuous variable optimization 
techniques. TOAKLEY 73 and MAJID 
38 
used discrete variable techniques 
in order to avoid using the above relationships. For this type of 
application the objective function may be of the form: - 
nm 
L1 (A S 
11 
+A2S i2 AnS in) 
subject to the additional constraints. 
n 
S091 and ES ij j=l IJ 
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where 
to A= The areas of the n sections from which the n 
section to be used must be chosen. 
A constrairýt such as: - 
Depth of member i> Depth of member 
would be of the fom: - 
n -. n EDis ik >EDis jk k=l k---l 
This approach involves no errors but it makes the problem 
more difficult to solve because of the large number of variables which 
are required. 
frame. The use of weight has many advantages: - 
The objective function is usually taken as. the weight of the 
(a) The wbight of the frame is easily related to the 
. 
section properties, in a continuous variable formulatione 
(b) The cost of the material in a frame, based on the weight 
of the frames represents a major part of the cost of the 
frame. 
(c)-*Little information is freely available on the cost of 
fabrication of structures. 
(d) When fabrication costs are available they are difficult 
to relate to the chosen variables. 
(e) For a frame in which dead weight is a major factors the 
resulting solution will be close to minimum weight. 
The major disadvantages of an objective function based on 
weight, is that costs not related to weight may invalidate the use of 
minimum weight as a criterion for design.. 
When more than one material is used in the structure 
(e. g. reinforced concrete), it is usual to have an objective function 
based on the weight of each material comprizing the structures with a 
6,7 different. unit cost for each material 
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The most common formulation of the optimal structural design 
problem is characterised by two attributes%- 
(a) The use of functionalized relationships between section 
properties. 
(b) The use of a minimum weight objective function. 
A term which is often used in literature on optimum structural 
design is a "fully stressed design! '. Such a design occurs at the 
intersection of as may stress constraints as there are variables, There 
may be more than one fully stressed design, and the minimum weight 
design may not be fully stressed. CORNELL, REINSCHMIDT and BROTCHIE 
12 
give examples of the relationship between minimum weight and fully 
stressed designs, Figure 3.1 shows the design space for a tied 
cantilever, It can be seen that in this case the optimum and fully 
-stressed designs do not coincide. 
The designer performing a manual design generally attempts to 
produce a fully stressed design, in that he attempts to find sections 
in which the stress is as close to the allowable stress as possible$ 
Such a design will often be close to the optimal design. 
3.3 A CLASSIFICATION OF OPTIMIZATION PROBLEMS 
Optimization problems may be classified on the basis of the 
type of variables, objective function and constraints which occur in 
the formulation of the problem. Such a classification will now be 
given. 
(a) Analytical. The objective function and constraints are 
in a form which can be differentiated analytically. 
The number of variables is small and they are defined 
continuously. Solution is by one of the classical 
methods of optimization. 
(b) Continous Linear. The objective function and constraints 
are linear. The number of variables may be large and 
they are defined continuously, Solution is by the 
methods of linear programming. 
(C) Continuous Non Linear. The objective function and 
Constraints may be linear or non linear, The number of 
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Pl" 
Cable area 
FIG. 3.1 COMPARISON OF FULLY STRESSED AND 
OPTIMUM DESIGNS(AFTER CORNELL) 
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variables depends on the characteristics of the problem 
and the variables are defined continuously. The method 
of solution is usually by the application of a. search 
strategy. This class of problem also includes those 
which are discretized artificiallyp i. e. where a 
continuous formulation exists but for some reason only 
discrete values of the design variables are chosen. 
(d) Discrete or Mixed. The objective function and constraints 
may be linear or non linear. Some or all of the 
variables are discrete (i. e. they are defined only at 
certain points). The number of variables is usually 
small. The most common solution method is some form of 
search strategy which embodies a means of reducing the 
size of the feasible region. This class of problems 
represent the most difficult type to solve. 
Various techniques which take account of particular aspects 
of the problem have also been proposed. 
When discussing structural optimization techniques two 
problems arise, Firstlys many applications use more than one 
optimization algorithm. Secondly almost all investigators*report 
success with the algorithms which they have chosen. Therefore objective 
comparisons are difficult to make. 
Examples of the structural engineering applications within 
these classifications will now be discussed. 
3.4 ANALYTICAL ALGORITHMS 
3.4.1 Differentiation 
The algorithms within this class form-the classical methods 
of optimization., they rely on the constraints and 
objective function being continuous and differentiable. 
The most simple problem is that of unconstrained optimizat ion, 
I in which case the normal methods of differential calculus 
applyl i. e. satisfying the conditions that: - 
z=Iz=9zz 
xl 3 x2 cl X3 Xn 
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Clearly most structural problems are constrained and 
-therefore this algorithm has limited application. 
The simplicity Of this approach has led to a number of 
methods of removing constraints THAKKAR and BULSARI 
71 
C21- 
optimized the dimensions of prestressed concrete telegraph 
poles by examining the active constraints. The active 
copstraints are combined as equalities with the objective 
function. The resulting function is then differentiated 
to find the constrained optimum. This approach has been 
58p 63,67 
used by many authors 
Another method of solving this type of problem is to 
modify the objective function in such a way that the 
constraints are removed. Such an approach has been used 
in the design of structures in which reliability is 
considered. MAU and SEXSMITH 
40 
define the cost of a 
structure as: - 
Expected cost = Initial cost + (Cost of failure) x 
(Probability of failure) 
This has the effect of rendering the problem unconstrained) 
because violation of a stress constraint gives a high 
probability of failure, this increases the value of the 
objective function. This approach has been applied to the 
design of determinate trusses, by making simplifying 
assumptions about the relationship of failure probability 
to the area of the members. The expected cost may be 
found as a simply analytical function# which may be 
differentiated to find the minimum cost design. 
3.4.2 Lagrangian Multipliers 
The method of Lagrangian multipliers takes account of 
equality constraints, which by the use of slack variables 
may be turned into inequality constraints, This algorithm 
(x) states that the minimum of a function f 7, subject to 
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equality constrdints: - 
ej 0jS 
is to be found among the turning points of: - 
f (? X, ) + 
S 
where ý are known as Lagrange multipliers. This requires 
values for A and -: Y- to be found from the equations: - ew 07. - 
10 
4 
x 
ej 
(, 
_) 
=0j........... s 
and 
fS ej 
-+E -- 0 for i .......... m 
a xi j=l i 
Clearlyp in all but small problems these equatioqs can 
become unweilding because of their non linear nature. 
27 
K CHER has examined the relationship between fully stressed 
and minimum weight designs by the use of Lagrange 
multipliers. The study was confined to linear elastic 
structures which are simple in concept. By using Lagrange 
multipliers and the Kuhn Tucker Conditions (which state 
that at a constrained minimum, the gradient of the objective 
function is a linear combination of the gradients of the 
active constraint functions) a set of equations can be 
derived which define the minimum weight design. Examination 
of the Lagrange multipliers corresponding to each constraint 
shows whether that constraint is active therefore if: - 
>1 x x must be active and if k+0 'E"k 
G) 
e is not active 
By examination rather than solution of the equations a 
relationship was found between minimum weight and fully 
stressed designs. Examples were given of the application 
of the technique to the design of ribbed plates and 
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determinate trusses. From this study the following 
conclusions were drawn: - 
(a) Minimum Weight designs are fully stressed foe a larg 
Ie 
class of structures under single loadtsystems. 
(b) The minimum weight design for a determinate stress 
limited truss will occur when each member is fully 
stressed under at least one load condition. 
(c) Minimum weight designs for structures with many load 
cases are indeterminate and will not in general be 
fully stresseds 
3.5 LINEAR ALGORITHMS 
The methods of linear progranming can be applied to linear 
objective functions with linear constraints. The available algorithms 
are well developed and only two will be discussed. 
3.5.1 The Simplex Algorithm 
The simplex algorithms developed by DANTZIG 
13 
in 1947p has 
in a variety of versions the widest application. The 
algorithm will be explained with the aid of figure 3.2. 
The algorithm proceeds as follows: - 
p 
(a) The constraints are made into equalities by the 
addition of slack variables* 
(b) The constraint and objective functions are tabulated 
in a standard form. 
(c) The values of the slack variables are modified 
systematically in order to reduce the objective functions 
If the simplex starts at point At depending on the 
details of the approach the search would follow the 
route A: F: E: D. This in effect consists of searching 
each vertex either explicitly as in the case of 
As Fs1, E and D or implicitly &s in the case of B and C. 
A number of variations of this algorithm exist which allow 
the consideration of negative variables or which reduce 
computation. The benefits of this algorithm lie in the 
45 - 
I' 
0. 
X2 
lnýtral Starting Point 
Infeasible 
Region 
Optimum 
c 
Fea5i ble 
Rýgiqn\, 
B, 
xi 
FIG. 3.2 TYPICAL LINEAR PROGRAMMING PROBLEM 
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fact that standard computer programmes exist which can 
easily be applied to a problem. 
3,5.2 The Gradient Algorithm 
The gradient algorithm is a particular case of the non linear 
gradient algorithm. - This algorithm proceeds in the 
following manner: - 
(a) An initial feasible solution is required say point A 
in figure 3.2. 
(b) Movement is made in the direction of reducing costp the 
distance and direction to be moved can be found from 
the geometry of the problem by using simple rules. 
This corresponds to moving from A to G. 
(c) When a constraint is met the direction of movement 
which is to be followed is determined by considering 
a smaller linear programming problem. The direction 
of movement is along any active constraint in the 
direction of decreasing cost. The distance of 
movement is again determined by considering the 
geometry of the problem. This corresponds to moving 
from G to D. 
(d) Step (c) is repeated until no further reduction in 
cost can be achieved. 
Due to the differences in these twoapproaches the gradient 
algorithm tends to show economies over the simplex algorithm 
for problems with large numbers of constraints. 
LIVESLEY 37 has applied linear programming to the plastic 
analysis and design of framed structures. The formulation 
of the plastic analysis of structures is involved and will 
only be touchedhere. The required information is the load 
factor at collapse. The load factor can be expressed as a 
linear equality constraint function of the loads$ internal 
moments and geometry of the structuree The condition 
that plastic hinges occur at a limiting moment can be 
expressed as linear inequality constraints on the internal 
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moments in the structure. The problem then becomes (in 
matrix notation): 
Maximise 
1D 
Subject to 0 =-"-P +C Equilibrium r 
and r<rU Moment not greater than the 
rr 
plastic moment, 
where 
*ý"O' load factor 
P vector of applied loads 
r internal moments 
ru= plastic moment of resistance of the 
section. 
This problem can be solved by either of the algorithms 
presented. When using the simplex method there is a large 
increase in the number of variables because the variables 
have to be made positive in order to solve the problem. 
Livesley shows how the basic ideas used in the simplex 
method may be employed in the solution of this problem 
.. with a significant reduction 
in computer storage. The 
formulation of the plastic design of structures using a 
linear objective function as previously outlined is also 
given by Livesley. 
The linear programming formulation of the design problem 
has three main shortcomings. Firstly the use of a linear 
objective function assumes a continuous range of sections, 
therefore it is necessary to round up to available 
sections. Secondly the effect of axial loads on the fully 
plastic moment in the stanchions cannot be included. 
Thirdly the effects of frame instability cannot be 
included. 
HORNE and MORRIS 
24 
and MORRIS 
42 
describe a computer programme 
(based on earlier work by TOAKLEY 
74 ) for the automatic 
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design of sway frames. T his programme is intended for 
practical use and overcomes some of the above shortcomingse 
The steps that the algorithm takes aret- 
(a) Solve the problem using the formulation given by 
Livesleye 
(b) Select discrete sections with a greater plastic 
modulus than that given by stage (a). 
(c) Using thediscrete sections chosen find the reduction 
in plastic moments due to axial load. 
(d) An elastic analysis of the structure is performed to 
determine the deflection at each storey. 
(e) The problem is reformulated including the effects of 
axial load and the change of geometry due to deflection. 
M The reformulated problem is then solved and a return 
is made to stage (b), unless convergence has occured. 
The method of solution used is a variation of the simplex 
method. The results of this iterative algorithm are not 
claimed to be optimalq however they produce a design which 
is botb practical and efficient. 
KIRSCH 
29 
has considered the elastic design Of continuous 
beams and trusses. By introducing lack of fit and sinking 
supports it is unnecessary to consider compatibility and 
the problem reduces to a linear form, The solution consists 
of a two stage prOcess9 the first stage finds an optimal 
structure ignoring compatibility (as in plastic design)f the 
second stage finds the lact of fit and "controlled" forces 
which are required to bring about compatibility. The 
solution of each stage was by the simplex algorithm.. The 
solution method breaks down if there is not a single set 
of controlled forces which will satisfy all load cases* 
This algorithm produces prestressed trusses which have a 
lower weight than conventionally designed elastic trusses* 
3 ARORA has formulated "the inverse problem of structural 
optimization! '. He states this problem to be "given a 
structure, how much load can this structure support safely". 
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The applied forces are the variables and the stua of these 
forces is the objectiveýfunction. The nodal displacements$, 
stresses and applied loads are related through the 
structure and member stiffness equations, manipulation of 
these equations results in a set of linear constraints in 
terms of the applied forces. This problem can then be 
solved by a linear programming algorithm. 
3.6 NON-LINEAR CONTINUOUS ALGORITHMS 
Algorithms in this class can be applied to optimization 
problems in which some of the constraints or the objection function are 
non linear. The solution is complicated by the need to prove that the 
problem is convex, in order to ensure the selection of a global optimum. 
In practice it is often impossible to prove convexity, resulting in the 
need to start the algorithm at a number of starting ýoints. The global 
optimum is assumed to be the most optimal of the optima found. 
The available algorithms can be classified according to the 
manner in which they facilitate solution: - 
(a) Methods which simplify or transform the problem in such 
a way that the problem is either reduced in complexity 
or is solved as a series of smaller problems. This 
transformed problem may be solved by using another 
algorithm. 
(b) Methods which attempt to solve the problem without 
-simplification. 
A description will now be given of some of the algorithms in 
these classes which have been applied to structural design* 
3.6.1 Algorithms which Simplify the Problem 
3.6.1.1 Sequence of Linear Programmes (S. L. P) 
This class of algorithms (also termed the cutting 
plane method) takes advantage of the well tried 
algorithms of linear programming. This feature has 
made it extremely popular among investigators in 
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structural design. The basic method is to devise 
linearized forms of the constraints and objective 
function in the region of the current design point 
either by using the low order terms of a Taylor 
Series expansion, piecewise linearization or numerical 
approximations. To ensure that the approximation 
used remains accurate, limits are set on the permissable 
change in design variables at each stage. The 
resulting linear problem is then solved by the 
algorithms of linear programming. This results in 
a new design point about which the approximations 
are again made until convergence occurs. Convergence 
is assured by reducing the size of the moves in a 
predetermined fashion. Convergence on a local optimum 
may occur and therefore a portion of the feasible 
design space will not be considered in the solution* 
DOUTY and CROCKER 
17 
have used this approach for the 
design of cold formed truss purlins to an American 
design code. This design problem is characterised 
by a large number of non linear, discontinuous 
design constraints and many variables. The constraints 
were linearized about the current design point using 
a Taylor series expansion, producing the following 
formulation: - 
Minimise Z 
0000 
Subject to 
(X 
in whi ch cf 
(Z) 
and a 13 gi 
U) 
xj xi 
The supercript 0 refers to the values of the 
variables at the current design point. After a 
linear programming cycles these equations are 
reformulated at the new current design point. In 
this application there are forty-one constraints, 
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including stress constraints for each load cases 
buckling constraints on members or the frame and 
upper and lower limits on section sizes. These 
constraints must be differentiated with respect to 
the twenty-four design variables, resulting in a 
large number of formulae. It was found that only 
five or six variables could be optimized at a time, 
0 therwise the computing costs became very high. ý. 
Although the objective function considered material 
weight only the results of the. proaramme have been 
used in industry. 
MOSES 
43 
used a similar approach for the design of 
plane frames and trusses using the usual formulation 
of the optimum structural design problem. He used 
a method of accelerating convergence which consists 
of altering the design variables until the non 
linear constraints are satisfied after each cycle. 
JOHNSON and BROTTON 
25 
have applied this approach to 
the design of elastic trusses subject to stress 
constraints. They considered three difterent 
formulatiorsof the problem which are summarised in 
Table 3.2. The first formulation is the most common 
formulation used. The second formulation reduces 
linearization errors because stress and the 
reciprocal of section area are essentially linearly 
related. The third formulation also reduces 
linearization errors because the permissable%force 
is linearly related. to section area. It was shown 
that the third formulation involved the smallest 
linearization errors and therefore produces the 
fastest convergence. This investigation shows how 
essential it is to devise the most efficient 
formulation of any problem. 
DAVIES and WANG 
14 
have produced a hybrid algorithm 
which makes use of the cutting plane method, The 
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Formulation 
Number 
Objective 
Function in 
Merms- of. 
Type of 
Objective 
Function 
Constraint 
Functions in 
Terms -of 
Type of 
Constraint 
Function 
1 Section Linear Stress Non Linear Area 
2 Reciprocal 
of Section Non Linear Stress Non Linear 
area 
3 Section Linear Force Non Linear 
area 
Table 3.2 
algorithm is applied to the design of railway 
carriage underframes using the usual formulation 
previously described. The constraints and objective 
function are linearized about the current design 
point, this linearized problem is then, solved. The 
next stage is to analyse the structure to-determine 
the stresses and deflections at the current design 
Point. Using this information it is possible to 
move closer to the constraints by interpolation. 
The constraints are again linearized and the process 
repeated. During each iteration the linearized 
constraints which do not encroach on the feasible 
design space are accumulated to provide a composite 
feasible region made up of linear segments. This 
procedure allows data from previous iteratiorE to 
influence the current*iteration, however in practice 
the problem becomes complex and requires a steadily 
increasing amountof computer storage. This 
algorithm has been compared with simple constraint 
accumulation and has been found to be more efficient 
where the optimum occurs at the intersection of 
ponstraints. 
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An application of S. L. P. which uses linearization 
determined numerically has been described by 
1 ANDERSON and SALTER . This application applies to 
structural frames subject only to deflection 
constraints. The variables chosen are the moment 
of inertia of the members. Each variable is 
incremented in turn and the structure analysed andp 
by using linear interpolation, a set of linear 
equations are formed. The results of the algorithm 
are claimed to be efficient and not necessarily 
optimal. 
ZEINKIEWICZ and CAMPBELL 
78 
present the formulation 
of S. L. P. to the optimization of the shape of 
structural continua using the finite element method. 
The applications discussed include the design of 
gravity dams, arch dams and rotating discs. A 
typical application is shown in figure 3.3. This 
type of problem is characterised by large numbers 
of variables (in this case the node coordinates) and 
large numbers of continuous constraints (in this 
case stress and displacement at each node). In order 
to make the problem manageable, stress and deflection 
constraints are only considered at a few critical 
locations within the structure. The linearization 
is performed using an analytical derivation* 
Solution proceeds by the use of a standard linear 
programming algorithm coupled with move limits and 
the accumulation of constraints, 
3.6.1.2 Geometric Programming 
This algorithm can be applied to objective and 
constraint functions which are polynomials and have 
positive coefficients. The objective function is of 
the form: - 
TN 
aij Z=EC. T-I X. 
j=j J i-l J 
N 
where TT indicates repeated multiplication N times. 
i--1 
FIG. 3.3 SHAPE -OPTIMIZATION USING S. L. P. (AFTER ZIENKIEWICZ & CAMPBELL) 
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The M constraints are of the fom: - 
mN amji <1M -ý 1 690969.6606 M Ec I-I xI 
j=j mj i--i 
A summary of the solution method will now be given. 
The above problem is termed the primal problem. This 
problem may be replaced by a dual problem whicho has 
a maximum with the same numerical value as the 
minimum of the primal problem. It then becomes 
necessary to maximise the objective function of the 
dual problem with respect to the dual variables, 
subject to constraints on the dual variables. The 
ease by which the problem may be solved depends on 
"the degree of difficult3,4',, this is defined ast- 
(number of terms in the objective function) + (number 
of variables) -1 
If the degree of difficulty is zero the solution is 
trivials if it is greater than zero the dual problem 
may be linear or non linear. With a large degree of 
difficulty the dual problem may be more difficult to 
solve than the primal problem. TEMPLEMAN 
70 
claims 
that it is often simpler to solve the dual problem 
for two reasons. Firstly linear constraints may 
occur in the dual problem which can be exploited by 
special algorithms. Secondly the dual problem will 
give a global optimum because it is always convex. 
TEMPLEMAN 
709 69 
has been the main proponent of the 
algorithm (applied to structural engineering). He 
gives a description of the algorithm, and 
modifications necessary to deal with negative terms 
in the polynomial equations. He applies the 
algorithm to the design of a floor system composed 
of concrete slabs, supported by encased steel 
beams. The section properties of the available beam 
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sections were approximated by using equations 5 and 
6. The problem had ten variables and fifteen 
coristraints. The objective function included the 
costs of concrete, reinforcing steel, universal 
beams and formwork taken from published "measured 
rates". The solution was found to be very sensitive 
to the cost of the beams which caused accuracy 
problems when selecting discrete sections. 
BRADLEY., BROWN and FEENEY 
6 
have applied the geometric 
programming algorithm to the approximate optimization 
of factory type buildings. The objective functionp 
which consisted of polynomial functions, included 
elements of the total building cost such as the 
steel frame, purlins., cladding., foundationsp floor 
slab and fixings. The types of stiuctural framing 
considered. included portal framest trusses and grids. 
-The constraints consisted of upper and lower bound 
constraints on variables, stress and deflection 
constraints. The final costs were shown to be 
similar irrespective of the framing system and were 
very insensitive to any change other than span. 
HALL 
23 
formulated the design of redundant trusses. 
The primal problem corresponds to the principle of 
minimum complementary energy and the dual problem 
was shown to correspond to the principle of minimum 
potential energy thus showing, in this case# a 
physical meaning for the dual problem. 
3., 6.1,3 Penalty Functions 
This class of algorithm is also termed the sequential 
unconstrained minimization technique (S. U. M. T. ) or 
the created response surface technique. As the name 
implies the violation of a constraint causes a 
penalty to be added to the objective function. This 
has the effect of rendering the problem unconstrained. 
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The solution procedure varies according to the type 
of penalty function chosen. There are two general 
types of function which will now be described* 
Interior Penalty Functions: - Using this type of 
61 
function the objective function is modifieds using 
a typical formulation, -from f(x) to say: - 
.1 
(x, rk) = f(x) + rk E CX7 
Where the m constraints are of the form g, (X) >, 0 
and rl, is a constraint. (termed the response factor) 
which is varied during the solution. An example of 
how such a penalty function modifies the objective 
function is given in figure 3.4. It can be seen that 
successive reduction of rk produces a surface which 
more closely models the true objective futiction and 
constraints. The solution procedure starts with an 
initial feasible design and a large value for rk* 
The resulting problem is then solved using a direct 
search or gradient technique, relating the step 
length to rk so that a step cannot be taken beyond 
a constraint. This process is' then repeatedp using 
the final point of the previous iteration as the 
next starting points with a smaller value of rks 
until a low value of rk is reached. Therefore a 
constrained problem is replaced by a series of 
simpler unconstrained problems. 
Exterior Penalty Functions: - The objective function 
is again modified using a, typical formulation from 
f(x) tog- 
2 
O(xork) ý f(x) + rk E (min (O, g, (x))) 
An example of how this type of penalty function 
modifies the objective function is given in figure 3.5. 
In this case successive increases in rk result in a 
more closely modelled surface. The solution procedure 
4 
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is similar to thai of the interior penalty function 
except that an initial feasible point need not be 
known. 
Numerous penalty functions have been proposed, as 
have combinations (termed extended penalty functions) 
of the two types. The lagrangian multiplier 
(section 3.4.2) is related to penalty functions in 
that it modifies the objective function in a similar 
fashion. 
MOE 
41 
gives two formulations of the optimum 
structural design problem which can be solved with 
the aid of penalty functions. The first formulation 
consists of formulating the equilibrium equations 
relating the section sizes (independant design. 
variables) and the stresses (dependant design 
variables) and introducing these relationships into 
the inequality constraints. This results in a small 
number of variables and all the constraints being 
inequalities. The second formulation relates the 
section sizes and stresses by equality constraints 
using the equilibrium equations. The stress 
constraints remain as inequalities. This formulation 
is less attractive in that the penalty function 
method is not suited to the use of equality constraints* 
It is however often essential because the equilibrium 
equations cannot be solved analytically (e. g. in large 
plane frames). The second formulation uses a 
modified penalty function method which consists of 
minimising the amount by which the equality constraints 
are violated while also considering the inequality 
constraintse 
KARLIE and MOE 
26 
have applied the penalty function 
method to the elastic design of framed structures. 
A simple grillage (previously examined by MOSES and 
ONODA 
46 ) was examined (see figure 3.6). Three 
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successive response surfaces are shown. It can be 
seen that there are three local optima in the final 
solution. An important property of the penalty 
function method can be seenp the penalty function 
smooths over the true surface and the successive 
optima found are likely to correspond to the global 
optimum. The method was also applied to a more 
complex gkillage and a tanker bulkhead. The large 
numbers of constraints and variables result in th4 use 
of large amounts of computer time. Therefore 
Karl. ie and Moe used different approaches. Firstly 
complete optimization was performed using 
relationships between the variables to reduce the 
number of independant variables. Secondly only 
section shapes were optimized, with analysis at the 
end of each stage. Thirdly combinations of section 
shapes and frame variables were optimised. All of 
these approaches result6d in drastic reductions in 
computation time, 
BOND 
5 
presents the design of prestressed concrete 
bridge decks using an interior penalty function. 
The variables included section dimensions, concrete 
strengthsp size and area of reinforcement. The 
objective function included material costss formwork 
costs and_falsework costs which in contrast to 
steelwork design can all be easily related to the 
variables. The constraints included, stresss 
deflection, tendon coverp section size and 
accomodation of reinforcing bars. Upper and lower 
bound onstraints were included bn all variables and -3 
these were included within the penalty terms. The 
search algorithm used consisted of line searches in 
the direction of steepest descent with a single 
parabolic interpolation once the minimum was bracketed@ 
In order to cut the amount of computing time, an 
approximate method of analysis was used with full 
'analysis periodically. 
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62 
SHAMIE and SCHMIT describe the design of planar 
frames which include constraints on the first mode 
natural frequency# which can be used to prevent 
frame instability. In contrast to many applications 
the dimensions of the members are allowed to vary 
in a continuous fashion. The objective function is 
the weight of the structure, which can be detemined 
as a continuous function of the variables. An 
extended interior penalty function was used which 
takes on a different form when the constraint is 
satisfiedv to when the constraint is not satisfied. 
The problem was solved using a gradient method 
because analytical expressions were available for 
the objective function and constraints. 
In a similar vbin CASSIS and SCHMIT 
8 investigated 
the design of plane frames subject to earthquake 
loading with constraints on natural frequency and 
dynamic response of the structure. An exterior 
penalty function in which a penalty was only included 
when a constraint is violated was used. The exterior 
ýenalty function was used because the design is 
disjoint and therefore if a feasible design is known 
it may not be in the optimum region. The constraints 
were modelled using a Taylor series expansion in 
order to reduce computing effort. 
3.6.2 Algorithms Which Do Not Simplify The Problem 
3.6.2.1. ý Direct Search Algorithm 
This class of algorithm consist of selecting a 
direction in which to search which will reduce the 
objective function. A large number of algorithms 
exist within this class and so only a few will be 
described together with their application to 
structural optimization. 
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3.6.2.2 Univariate Search 
This is the simplest non linear algorithm which has 
been developedp the algorithm consists Of altering 
each variable in turn until either a constraint is 
reached or a minimum is found. The algorithm is 
slow to converge when the path of descent is not 
parallel to one of the coordinau--axis. The slow 
convergence for certain problems and simplicity of 
the algorithm have resulted in few practical 
applications being reported. 
LANE 33 has used this algorithm for the design of a 
reinforced concrete column bases. The independant 
variables were the plan dimensions and the thickness 
of the base. The objective function consisted of 
the cost of reinforcing steel and concrete. The 
constraints consisted of stress constraints for 
both the soil and the concrete, and minimum base 
dimensions. The approach used consisted of varying 
the ratio length to breadth by increments and each 
time selecting an optimum length. When this shows 
little improvement the algorithm then varies the 
length directly until an optimum is found. The 
thickness is then varied until the optimum is found. 
Lane argues that such an approach can show 
substantial savings if it is taylored to the 
requirements of the problem by previous investigation 
of the design space. 
3.6.2.3 Multi-Variable Search Algorithms 
This class of algorithms seeks to orientate the 
search direction along the axis of the objective 
function. Typically a univariate search is made in 
each variable and the resulting direction of 
movement is extrapolated and a minimum found along 
this direction. The process is then repeated from 
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this point until convergence occurs. This method 
is more efficient than univariate search because it 
can negotiate valleys in the objective function 
which are not parallel to a coordinate axis. 4k 
Algorithms of this class vary in detail and because 
of their availability as "black boiel computer 
programmes. They are often used in conjunction 
with the penalty function method. 
SURTEES and TORDOFF 
68 
have used an algorithm of this 
type combined with an exterior penalty function for 
the design of steel box girder bridge structures. 
The variables consist of section dimensions and 
plate thicknessess andp although they are defined 
continuously, they are restricted to discrete 
values* The objective function consists of the cost 
of fabrication and material costs and may be 
discontinuous. The constraints are taken from 
relevant Codes of Practice and are very large in 
number. The algorithm consists of using two 
types of moves exploratory and pattern moves. The 
exploratory moves consist of moving a step length 
about each axis in turn, moving the current point 
each time. The pattern moves consist of travelling 
along the line of total progress of the previous 
exploratory moves in search of a further reduction 
in the objective function. The ability of this 
algorithm to move between discrete points is in 
this'case very useful. 9 however the variables could 
have been treated as continuous. 
LANE33 used a multiva*riate search algorithm for the 
design of a column base (see section 3.6.2.2). 
This algorithm consists of searching in each of 
n orthonormal directions successively using variable 
step lengths until a successful move has been 
followed by an unsuccessful move in each direction. 
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A new set of orthonormal vectors is then generated, 
the first of which lies in the direction of total 
recent-progress of the search. Lane compared this 
algorithm with the problem orientated univariate 
search algorithm previously described and found it 
to be less attractive.. This algorithm has the 
advantage that it is available as a "black boie' 
subroutine and that it is usually more attractive 
than simple univariate search. 
3*6.2.4 Powell's Direct Search Algorithm 
Algorithms which can guarantee to reach the minimum 
of a quadratic function in a specified number of 
steps are said to be quadratically convergent* 
Such algorithms are attractive because many objective 
functions approximate to a quadratic in the region 
of the optimum. The usual procedure for minimising 
such functions is to set up a set of conjugate 
directions which, if followedo will result in 
convergence in a set number of steps. POWELL'S 
algorithm 
51 
seeks these directions but in order to 
ensure that, for non quadratic functions, a false 
result is not achieved modifications are made which 
affect the quadratic convergence. The procedure 
consists of: - 
(a) Starting with an initial set of directions 
(e. g. the coordinate axes), line searches are 
made in each direction in turn resulting in the 
design X1. 
(b) A further step is then made in the direction of 
total progress in this iterationp to design X2* 
One of two procedures may then happen: -' 
M If the direction of total progress of the 
last iteration will not help to bring 
about conjugacy, which can be defined 
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mathematically, when it is included in 
the current set of directions, the search 
is restarted at X, or x2. 
(ii) If the direction of total progress of the 
last iteration will help to bring about 
conjugacy it replaces one of the current 
set of directions. 
(c) -A-ýeturn is then made to step (a) using the 
current set of directions. 
This algorithm is very efficient because it uses 
information from previous iterations to direct the 
search in future iterationso resulting in rapid 
c6nvergence, This algorithm is available as a 
"black boie' subroutine and is therefore often used. 
Applications of this algorithm used in conjunction 
with penalty functions have been made by BOND 
4 
and 
MOE 41 9 these applications being similar to those 
previously described in section 3.6.1.3. MOSES 
44 
has also used a penalty function combined with 
Powell's algorithm for the reliability based design 
of reinforced concrete beams. 
3.6.2.5 The Non Linear Simplex Algorithm 
This algorithm is essentially a gradient algorithm 
which does not explicitly calculate gradients. 
Essentially the simplex algorithm consists of the 
selection of (n + 1) points in the design space of 
n variables* The procedure consists of reflecting 
the point with the largest objective function value 
through the centroid of all the points in the 
simplex. This is illustrated in figure 3.7. If the 
new point has the, largest function value in the new 
simplext the next largest point is reflected. 
Failure to proceed results in the simplex being 
O'shrunk" about the lowest point. The procedure is 
repeated until it has shrunk to a predetermined size. 
- 677- 
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FIG. 3.7 TYPICAL NON-LINEAR SIMPLEX APPLICATION 
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The shape of the simplex is usually equilateral, 
however the shape is a function of the scaling Df 
thd variables and therefore this shape need not be 
maintained. For this reason automatic scaling 
procedures have been suggested so that under 
unfavourable conditions the simplex may scale itself 
to the shape of the objective function. A variation 
of the simplex algorithm (termed the complex 
algorithm) is also available which makes use of 
more points and can be used for problems with convex 
constraints. 
KNAPTON 31 and LEE and KNAPTON 
34 have used the simplex 
algorithm for the design of industrial buildings for 
minimum cost. The algorithm was tried as a method 
of selecting discrete sections foi the design of . 
pitched portal frames, the results were disappointing 
because the large number of local optima contrived 
to halt the algorithm at unsuitable designs, A 
procedure based on the method of selecting sections 
which is used in industry was then used and the 
simplex was used to optimize the geometry of the 
building including such variables as plan dimensions. 9 
roof pitch and frame spacing. Despite the non linearp 
discontinuous nature of the objective function, the 
algorithm rapidly found local optima close to the 
global optimum using a number of starting points. 
The cost modelo which defined the objective function# 
is described in Chapter 5. 
LIPSON and RUSSELL 
36 have examined the cost 
optimization of a structural roof system using the 
complex algorithm. The variables were divided into 
two sets.. The first subset consisted of the 
independant variables which defined the geometry of 
the roof system and includedt truss spacingt truss 
depth, truss panel width and purlin spacing. The 
second subset consisted of the member sizes which 
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were dependant variables. The objective function 
consisted of the cost of materials fabrication and 
sheeting. For a given set of independant variables 
the dependant variables were determined by producing 
a fully stressed design and using discrete sections. 
The frame was then costed using these sections. 
This procedure makes the objective function 
discontinuous, however the complex algorithm can 
still operate on such a surface as long as the 
surface does not consist of plateaus and there is a 
trend which the complex can follow, Stress constraints 
were avoided by separating the variables and using ' 
fully stressed design principles. The only constraints 
considered were upper and lower bound constraints on 
the independant variables, The operation of the 
complex algorithm is essentially similar *to that of 
the simplex algorithms however there are two major 
differences. Firstly the complex contains a surplus 
of points above the minimum requiredp this prevents 
the complex flattenting against the first constraint 
met. Secondly when generating new designs the complex 
tests for feasibility, if a constraint is violated 
the distance of the new point from the centroid is 
halved until the constraint is satisfied. This 
procedure will always find a feasible point if the 
design space is convex. The algorithm was found to 
be efficients despite the discontinuous nature of 
the objective function. Starting the algorithm from 
different points resulted in substantially similar 
final designs and the results were shown to be close 
to optimal by the the use of an exhaustive search. 
LIPSON and AGRAWAL 
35 in an extension of the above 
work have used the complex algorithm for the minimum 
weight design of pin jointed trusses for multiple 
load cases. The independant variables consisted of 
the geometry and topology of the frame.. -the dependant 
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variables were the section sizes which were again 
discrete. The selection of discrete sections wýs 
performed by selectingo from a table of sections and 
allowable forces for those sectionso the minimum 
weight section which could carry the applied force* 
When using the complex algorithm an initial complex 
was generated using a random number generator. 
When the algorithm was started a rapid improvement 
occured for thirty to fify iterations, ending with 
the complex either tightly clustered around its 
centroid or flattened against a constraint. A new 
complex was generated around the current best 
point and the algorithm was restarted. This procedure 
resulted in an improvement if repeated one or two 
times. The algorithm terminated if the complex 
showed no improvement after a certain number of 
iterations or if a new feasible point could not be 
devised. A number of examples of the use of the 
algorithm were given including a transmission tower 
investigated by other authors. The algQrithm produced 
a design with a similar weight but a different geometry. 
3.6.2.6 Gradient Algorithms 
This class of algorithms are used if the gradients 
of the objective function can be determined 
analytically. This information can be used to move 
in the direction of steepest descent. The procedure 
when a constraint is met varies but it can be 
simplified by a knowledge of the constraint gradientse 
Occas, slonally investigators have determined gradients 
by the use of finite difference techniques, however 
this is generally inefficient as it requires at least 
three function evaluations for each gradient 
evaluation. 
In describing the available algorithms it will be 
assumed that the gradients of both the objective 
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function and constraints are available in an 
analytical form. The procedure followed consists of 
determining a direction of steepest descent from the 
gradients of the objective functionp this is a simple 
mathematical process and will not be enlarged upon 
here. Movement. is then made in this direction until 
one or more constraints are violated, The procedure 
then followed depends on the particular algorithmp 
however only two main strategies are used. The first 
strategy consists of finding the point at which the 
constraint is exactly satisfied by interpolation and 
then finding a new direction of movementq which 
re&ices the objective function and minimises constraint 
violations, by solving a small linear programming 
problem. Movement along this direption tends to 
violate constraints in a convex design spaces and 
it becomes necessary to return to the feasible 
regiorý this is performed using the second strategy. 
The second strategy tries to return to the feasible 
region in an "optimal fashioW'. The return to the 
feasible region may either, be made along. a contour 
of constant objective function such that constraint 
violations decreases or a return may be made along 
the direction of steepest descent of the constraint 
function. 
3.6.2.7 The Method of Alternate Base Planes or Alternate Steps 
This algorithm consists of using either the gradient 
method or any other non linear algorithm until a 
constraint is violated, at this point the condition 
of constant weight is substituted into the constraint 
equation and movement is made along the resulting 
plane in a direction which ensures reduction in the 
violation of the constraint, Movement is stopped 
when the current point has moved well into the 
feasible region. The whole procedure is then repeated., 
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The final point is reached when it is not possible 
to reduce weight without violating the constraints. 
One of the first investigations of non linear 
optimization to a structural design problem wa s made 
SCHMIT 59,, 60 using this algorithm. Schmit looked at 
the classical problem of the three bar truss, trying 
to produce a minimum weight design with constraints 
on stress, buckling and member size. The variables 
were the member areas. For this problem it was 
simple to find analytical expressions for the 
objective function and constraint functions. When a 
constraint was violated a set of random directions 
of search were found using a random number generatort 
the distances along these directions to each of the 
side constraints were found analytically. A set of 
random distances were then found and proposed new 
designs were given by using the random distances and 
directions together with the condition that the 
structure weight should remain constant. This 
condition is. usually linear and so is easily 
satisfied. The proposed designs are checked for 
feasibility, If a feasible design is not found, 
new random designs are generated and the procedure 
repeated. When a feasible design is found the 
algorithm continues by moving in the direction of 
steepest descent. DE SILVA 
15 
reports that this 
algorithm has two major disadvantages. Firstly, for 
realistic problems, the cost of searching a large 
number of random (and often not beneficial) directions 
becomes prohibitive and secondly the algorithm will 
not operate with large numbers of variables. 
DE SILVA 
15 
has proposed aEimpler alternate step 
procedure, consider figure 3.8. The points A, B and 
C represent successive designs each with reducing 
cost and found using the gradient algorithm. Point C 
is a boundary point. The procedure when point C is 
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reached is to examine point D. If point D is 
infeasible an alternate step is taken along the 
direction DC2 away from D, otherwise the direction 
is reversed. The algorithm can be modified to 
consider multiple constraints. This algorithm was 
compared with the previous algorithm and was found 
to'be far superior and easier to programme for the 
general case. 
ZARGHAMEE 
77 
has used the method of alternate steps 
for the minimum weight design of tall truss towers* 
The variables are the sectional areas. The 
constraints which were considered included member 
stress and buckling criterior and frame instability. 
The gradients of each constraint could be found 
analytically at any point, The algorithm consisted 
of travelling in the direction of steepest descent 
until. a constraint is met., then a movement is made 
tangentially to the constraint, (producing an 
infeasible design in a convex space). An alternate 
step is then taken along the constant weight contour 
until feasibility is achieveds then the process is 
repeated, 
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Figure 3.8 Alternate Step Algorithm (after De Silva) 
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In a similar investigation ZARGHAMEE 
76 
used the same 
algorithm for the design of radio antennas. The 
constraints include a relative deflection constraint 
which ensure that the deflectiom of the bowl 
approximate to a paraboloid, stress constraints were 
satisfied implicitly by changing the lower bound 
size of each member. 
3.6.2.8 Gradient Projection Algorithms 
This class of algorithms chooses the best direction 
. of movement when a constraint is met. The direction 
chosen allows movement with a minimum of constraint 
violation and with a decreasing weight. A 
correction is then made back to the feasible region 
by movement along the gradient of the constraint 
functions which are violated. 
BROWN and ANG 
7 
have used an algotithm of this type) 
developed by ROSEN 56 , for the design of plane frames 
using the formulation of'the structural design 
problem outlined in Section 3.2. The procedure 
used by the algorithm was to move from an initial 
feasible starting point along the direction of 
steepest descent until a constraint is met. The 
planes which are tangential to the active constraints 
at this point are then found. The gradient of the 
objective function is then projected onto the 
intersection of these hyper-planes. A step is then 
taken along this direction. The new point will be 
on the boundary of the feasible region, a step is 
then taken normal to the projected gradient and in 
the direction which reduces constraint violations 
This process is repeated until cycling occurs between 
two points, movement is then made along the 
intersection of the two proje-cted gradients towards 
the feasible region. The process is repeated with a 
smaller step length until the minimum is found within 
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a given accuracy. This algorithm has three major 
advantages over the S. L. P. algorithm with 
accumulation of constraints* Firstly the number of 
constraints remains constant. Secondly it is 
necessary to linearize only active constraints and 
finally it can easily Oeal with non vertex solutions. 
The final sections found by the algorithm were taken 
from a list of discrete sections, selecting those 
which were close to the continuous solution. 
61 
SEABURGH and SALMON used a similar gradient 
projection algorithm for the minimum weight design 
of light gauge members, in accordance with American 
Codes of Practice. The variables were divided into 
independant variables (the section dimensions) and 
dependant variables (the section thickness). The 
section thickness was made a dependant-variable by 
rearranging the stress constraint equations such that 
for any set of section dimensions a minimum section 
thickness could be found. Fabrication constraints 
relating several independant variables were introduced. 
A gradient projection algorithm similar to that 
discussed above was used. The gradients where either found 
analytically or, where the function which determines 
thickness was complext they were found by finite 
difference techniques. 
In an investigation of the design of trusses with 
variable geometry VANDERPUATS and MOSES 
75 
used a 
gradient projection algorithm. The design procedure 
consisted of two parts which were repeated: - 
(a) Varying member areas for a given geometry, in 
the "area design space". 
(b) Varying joint locations for a given set of areas, 
in the "coordinate design space". 
Investigations in the area design space were performed 
using the "fully iterative design technique! ' (see 
section 3.6.2.9). Step (b) is performed using a 
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gradient projection algorithm which considers the 
optimum direction of movement at a boundary point by 
solving a small linear programming problem involving 
the gradients of the objective function and constraints* 
It was found that a large saving in weight could be 
achieved by varing the geometry of a, truss. 
RIDHA and WRIGHT 
55 
used a gradient projection algorithrd 
for the minimum cost design of plane frames with 
welded joints. The variables consisted of the 
independant variables (i. e. the section sizes) and 
the dependant variables (i. e* the forces in the 
joints). The objective function contained the material 
costs (based on weight) and the connection costs 
(based on the joint forces). The objective function 
was made continuous by using a continuous 
idealization of the trte costs. The algorithm found 
the best direction to move when a constraint was 
violated and return to the feasible region was in 
the direction of steepest descent of the constraint 
function. It was found that a noticeable difference 
existed between minimum weight designs and minimum 
cost designs for plane rectangular frames, 
3.6.2.9 Iterative Design Algorithms 
Iterative design algorithms make use of approximations 
to the gradients of the objective function and 
constraintso and so can be classed as gradient 
algorithms, indeed in their most elegant form they 
are little different to a gradient algorithm. 
The basic procedure is to set up an iterative 
relationship whicho ensures that as many constraints 
as variables are satisfied exactly. This may not 
produce an optimum design because either there may 
be more than one vertex, one of which may be more 
desireable than that found or the optimum design may 
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not occur at a vertex, It is usual to start the 
algorithm at a number of widely spaced points and to 
select the most optimal solution. The problem of a 
vertex optimum may be overcome by theuse of special 
computational approaches to the problem (e. g. the 
addition of extra "contrived! ' constraints). 
The algorithm is most easily applied to the design 
of pin jointed trusses because simple iterative 
relationships may be derived for siich structures. 
A fully stressed design will have been found in such 
a structure when each member is fully stressed in at 
least one load condition. 
GALLAGHER 
20 
examined two fully stressed iterative 
design algorithms for use in the design of trusses 
subject only to stress constraints* 
The first algorithm, termed the stress ratio method, 
uses an iteration formula of the fom: - 
A. 
n+l 
= A. 
nx6. n 
"-ia 
where A The area of member i in iteration j 
eb The stress in member i in iteration 
hia The allowable stress in member i 
This algorithm is essentially similar to the approach 
taken by a designer and therefore has an intuitive 
appeal. This algorithm has the disadvantage that it 
may not reach convergence and therefore requires 
additional criterias such as move limits, to bring 
about convergence. 
The second algorithm, termed the complex stress ratio 
method, accounts for the influence of all member 
sizes on the stress in a given member. The iteration 
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formula in this case is more complex, the change in 
stress in a member is estimated by using the formula: - 
F Ci C id Fi 
+ 
A A A 
where F. = The force in member i I 
C1= The compliance of member i, which may 
be calculated. 
The gradients found are those of the stress constraint 
functions. The iteration relationship is similar in 
form to that used in Newton's Algorithm (i. e. linear 
extrapolation) and is therefore subject to all the 
disadvantages associated with that algorithm. When 
flexural members are included the design variables 
must be the section modulig because the use of non 
linear area-modulus relationship will cause 
convergence diffuculties. 
Gallagher proposed that these algorithms should be 
used in a two stage process. Firstly the simple 
stress ratio method is used to produce rapid 
improvement and secondly the complex stress ratio 
method is used because it is more likely to result 
in convergence, The quantities calculated in the 
complex stress ratio algorithm can be used to 
determine whether the fully stressed design is 
optimal. It was found that in general the optimal 
design closely approximated to the lowest weight 
fully stressed design. It was also found thats in 
contrast to other algorithms, the number of cycles 
required to reach convergence was insensitive to the 
number of variables. He concluded that the use of' 
fully stressed design algorithms provides an efficient 
and economical method of calculating low weightý 
design proportions for complex structurese 
In a previous investigation CORNELL, REINSCHMIDT and 
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12 
BROTCHIE developed four algorithms for iterative 
design. The first algorithm was the simple stress 
ratio algorithm described previously, however to 
improve convergence the areas of the members were 
slightly over-estimated to compensate for force 
redistribution. The second algorithm included 
differential terms within the iteration formula to 
take account of changes in the area of the member 
considered only (i. e. only the dominant term of the 
Taylor series expansion was taken). For certain 
problems both of these algorithms failed to converges 
This led to the development of the third algorithm 
which was essentially the complex stress ratio, 
algorithm. Extension of the third algorithm to 
include consideration of the objeQtive function 
resulted in the fourth algorithm which was in fact 
the cutting plane algorithm. In the development of 
the algorithms it was found that the correct 
choice of variables was the most important decision, 
it was found that the selection of a formulation 
which results in linear constraints2 even-at the 
expense of a non linear objective functionf is 
advantageous. This investigation showed the 
relationship of iterative desing algorithms to 
familiar non linear programming algorithms. 
FRIND and WRIGHT 
19 
developed two iterative design 
algorithms for the design of plane frames taking 
into account stress, displacement and side 
constraints, The first algorithm, termed the method 
of incomplete gradientss starts from an infeasible 
point and moves towards an intersection of constraints* 
Only the dominant term of a Taylor series expansion 
of the stress constraint equations was consideredp 
resulting in the linearized stress constraints being 
perpendicular to the coordinate axes. For 
displacement constraints a similar analysis was 
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performedq however no assumptions could be made in 
this case as to the dominance of terms. The 
technique consisted of moving to the intersection of 
stress constraints, then each stress constraint was 
removed in turn and replaced by a deflection 
constraint, the solution to the resulting equations 
was a vertex. This was repeated until all vertices 
were found, the vertex with the lowest cost was 
taken as the next design point. The second algorithmo 
termed the method of auxiliary gradients, is 
essentially similar but more terms in the Taylor 
series were usedp resulting in more computation and 
better convergence properties, Both algorithms 
were found'to converge rapidly on the optimum design 
and the rate of convergence was found to be 
independant of the number of variables. 
GEIJATLY and BERKE 
21 
considered the iterative design* 
of trusses using a different approach. The variables 
are partitioned into two subsetsy the passive 
variables which are not'allowed to change during a 
design cycle and the active variables which are 
allowed to change during a design cycle. Considering 
deflection constraints, the total deflection (A) is 
made up of the deflection due to passive members 
(Ap) and the deflection due to active members (Aa) 
and the structure weight (W) is made up of the weight 
of the passive members (Wp) and the weight of the 
active members (Wa). If the allowable deflection is 
then using a lagrangian multiplier 
Wp + Wa + -\ (Zýi p jnsý) 
by differentiating this equation and making assumptions' 
regarding the dominance of terms, the required area 
for each active member can be determinede The 
resulting equation is exact for determinate frames 
and is used iteratively for indeterminate frames. 
I 
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The passive members are chosen each iteration on the 
basis that either their areas are determined by 
stress or side constraintsp or that their increase 
will not reduce deflections. The design resulting 
from the use of this algorithm will be at the 
intersection of stress, side and a single deflection 
constraint. The convergence of the algorithm was 
found to be rapid for large structures, 
3.7 DISCRETE VARIABLE ALGORITHMS 
Discrete variable optimization problems consist of finding the 
minimum of a function of variables which are only def ined at discrete 
points. The function may be linear, non linear or discontinuous. The 
nature of the problem is such that in many cases exhaustive enumeration 
of all cases is the only solution methods clearly for even small 
problems this approach is impractical due to the large number of function 
evaluations which have to be carried out. The types of problems which 
are encountered can be classified into discretized problems and truly discrete 
problems. Discretized problems consist of those problems for which a 
continuous formulation exists but which for some reason uses discrete 
variablest this type of problem comprizes the majority of discrete 
variable structural design investigations. Truly discrete problems 
consist of those problems for which a continuous formulation does not 
exist. 
The addition of linear, non linear or discontinuous constraints 
causes the problem to become even more complex especially when there are 
9 a large number of constraints. CELLA has examined the properties of 
discretized optima in structural optimization. It was found that the 
amount of computation required to prove a particular solution optimal 
would be prohibitive and that it was necessary to define the solution 
as a local optimums called in this instance a terminal. A terminal was 
defined as: - 
xt where f(x t< f(x) for all x in S 
where Sq is the set of all designs which have been evaluated either 
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implicitly or explicitly. A comparison was made between both continuous 
and discretized design spaces for a small frame (see figure 3.9). It 
can be seen that local discrete optima occur at points L. K,, Y,, X,, T 
and at the global optimum Z. The distances between these "terminals" 
are termed their radius. The - terminal with the largest radius 
(Z) has 
a radius of three, all of the other local optima have a radius of one 
or two. If a problem has n variables it is necessary to evaluate 
3n designs, cl'early with large numbers of variables the use of any 
discrete algorithm becomes prohibitive. Cella concludes that there is 
hardly any relationship among the local optima except where the lattice 
is so fine that it closely models the continuous function. A 
description of some of the major algorithms that have been applied to 
discrete structural optimization problems will now be given. 
3.7ol: Random Algorithms 
These types of algorithms are usually applied to truly 
discrete problems, however they can be applied to 
discretized problems. The procedure consists of selecting 
combinations of the design variables at random and 
evaluating each design selected, This process is continued 
indefinitely because there is no guarantee that the global 
optimum will be found. When the process is halted the set 
of variables which produced the lowest cost design up to 
that time is chosen as the optimum. The algorithm is very 
inefficient and is generally only used for problems where 
there is no trend or mathematical relationship between 
variables. 
SMOLENSKI and KROKOSKY 
64 
have used an'algorithm of this 
type for the design of structural sandwich panels. The 
-distribution of random deýigns which was used had a peak 
at the current design. This distribution of designs 
results in designs far from the current design being less 
likely to be chosen as a trial designs than designs close 
to the current design. The algorithm showed a steady but 
slow rate of improvement until the final design was chosene 
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3.7.2 Integer Linear Programming 
When a discretized discrete variable problem can be cast 
in the form of a linear objective function and linear 
constraints, with variables which take on integer values, 
it is possible to use adaptions of continuous linear 
programming algorithms. The simple rounding of continuous 
linear programing solutions will not in general result in 
an optimal solution, therefore it is necessary to consider 
the problem in more detail. Two main algorithms exist for 
the solution of this problem, they both use the fact that 
an integer linear programming problem is a continuous 
variable problem further constrained. The solution is by 
adding extra constraints which reduce the design space and 
cause convergence on an integer design. 
The branch and bound algorithm first finds the continuous 
variable solution. It then systematically divides the 
feasible solutions into sub sets and divides each sub set 
until the solution is found, Most of the feasible solutions 
are eliminated implicitly and only a few are eliminated 
explicitly. This algorithm can also be used on mixed 
intecer/continuous problems. 
GOMORY'S cutting plane algorithm first finds the continuous 
variable solution* It then systematically adds constraints$ 
continuously narrowing the feasible region so that the 
integer solution occurs at the vertex, This algorithm 
suffers convergence problems and is inefficient for large 
Problems. 
TOAKLEY 
73 
has used Gomory's algorithm for the plastic design 
of plane frames using available section, The application 
of the algorithm is as follows: - 
By choosing the redundants Rq the bending moment at any 
section i can be expressed as: - 
e 
iE3. q q 03. q7-1 
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where a iq = parameters 
based on geometry of the frame only 
M 01 
= the free bending moments due to the external 
loads. 
suppose that for each group of members there are ,v 
discrete 
sections possible (v may vary between groups). If Mg is the 
. plastic moment of resistance of group g and 
Wg is. the weight 
. of sectidm 
in group g. then 
Mg = mgi 
ig 
1+ M82682 +*... *'**** 
mßv Eßv 
Wg = Lg (Wg 1 
sg 
1+ Wg2 
&9 
2+ Iheossegese W9V 
99 
V) 
Eg 1 and 
Eg 0 or 1 
G 
structure weight Wg 
where Mgi = The plastic moment of resistance of section i 
Lg = The length of members in group g 
Wg, = The weight of section i 
Any statically admissable moment system for which the 
plastic moment of no member is exceeded is a safe design 
thus: - 
m1m. 
where j is the group of the member at point i. 
This formulation can be solved using Gomory's algorithm, 
It was found that if there were more than approximately 
eight integer variables the algorithm produced disappointing 
convergence. Toakley produced modifications which caused 
better convergence. Firstly, a lower bound on the true 
solution can be found, this lower bound is the solution to 
any stage of Gomory's algorithm as long as 4vG linear 
optimizations have been performed. Secondlys an upper 
bound can be found by using the fact that for any admissable 
moment field, if sections are chosen with plastic moments 
greater than the admissable moments the design is safe. 
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Upper bounds may be found at each stage of the optimization 
process. Thirdly, when the algorithm refuses to converge 
all designs between the upper and lower bounds'are evaluated 
resulting in the optimum deýien. TOAKLEY 
72 
has also used 
this approach for the design of triangulated frameworks., 
however in this case it is more difficult to find a suitable 
upper bound. In both cases the upper and lower bounds 
before the final search were close to each other. 
3.7.3 Zero-One Programming 
A zero-one programming algorithm can be used to solve any 
linear problem and some non linear problems with variables 
which may only take on the values of zero or one, There 
are few available algorithms (see PLANE and McMILLAN 
50 
The available algorithms are termed implicit enumeration 
algorithms. These algorithms systematically search through 
the design spaces eliminating designs either explicitly or 
implicitlye Implicit enumeration of a set of designs is 
carried out by using the constraints to deduce that certain 
combinations of design variables are not feasible. The 
majority of designs are enumerated implicitly with only a 
small number enumerated explicitly. 
The modifications made by TOAKLEY 
73 
to Gomory's algorithm, 
mentioned previously, in effect used an implicit enumeration 
algorithm by eliminating designs outside the upper and 
lower bounds. 
REINSCHMIDT 53 has used an implicit enumeration algorithm 
for the plastic design of plane frames, The formulation of 
the problem was based on a mechanism approach rather than 
an equilibrium approach resulting in a pure integer 
formulation. This algorithm was found to be more efficient 
than that used by Toakley and resulted in less programming 
effort. This application was extended to the elastic 
design of trusses with non linear constraints with less 
success because convergence difficulties were encountered 
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due to the use of successive linearization of the constraints, 
ANNAMALAI,, GOLDBERG and LEWIS 
2 
have used an implicit 
enumeration algorithm for the optimum cost design of welded 
plate girders. The algorithm, termed backtrack programmingt 
systematically examines the constraints and objective 
function to implicitly enumerate designs. Typically the 
systematic examination consists of the following proceduree 
If the cost of the girder is given by f(x,, x2) where x, and 
x2 are positive and f(xl, x2) increases with increasing 
values of X, and x 2' If the current minimum cost is C then 
if f(x 
mPxn)>Cm with xn 
taking any allowable value, then 
all cases with x, greater than xm are disregarded. This 
algorithm can also be used with certain types of constraints. 
Design-may also be rejected because they do not fullfill - i_ 
approximatep conservative constraint functions, iýather than 
continuing through the whole design system each time. For 
the example given there were six variables and approximately 
twenty-four thousand possible design combinations. The 
algorithm was shown to produce optimum designs at very low 
cost. 
3.7.4 Dynamic Programming 
This algorithm has been used more than any other discrete 
variable algorithm for structural design problems. The 
algorithm is applicable to problems which can be cut into 
stages. The optimum is found-using a recurrence relationship 
of the fom: - 
fi Cyi Minimum over 9 (Y (Y )] y i-l -1 i (i-l) 
Y(i) +f i-I i-I 
where fi (Y d= The minimum cost up to stage 
gi(Y )= The cost of moving from stage i-I to i-l-lyi % 
stage i. 
DOUTY16 has studied the use of the dynamic programming 
algorithm applied to the design of a floor system. The 
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floor system considered has the advantage that it is 
determinate and the decision taken at any stage only 
affects subsequent stages. Referring to figure 3.10 the 
V. 
1 %--- Stage Stage 
si 
Figure 3.10 
flow of data between stages consists of two types of datag 
state data (S i) and design variables Vi), 
The state datap 
which defines the general problems is set up at the 
beginning of the algorithm and cannot be altered. The 
design variables are those quantities which can be changed 
at this stage and represent such quantities as beam 
sectionst number of beams etc, To find the optimal value 
of the objective function at stage i it is only necessary 
to look at possible combinations of Vi (these variables 
must be in discrete-form). Each design can thus be made a 
line entry in a table corresponding to the stage in 
question. Such an entry contains the values of V1 and the 
cost up to stage is This table is termed a flutility table" 
and can be used to reduce computer storage requirements. 
Entries in the table are linked according to the optimal 
policy. At the end of the process the optimal policy is 
followed back through the tables. The solution starts 
with the design of the main girdersp the maximum and 
minimum values of the floor beam reaction-are estimated and 
the range is cut up into ten divisions. Then for all 
combinations of floor beam reactions number of floor beams# 
number of stringers and yield stress. 9 a table is set up 
including the cost of this component for each combination... 
A similar process is used for the design of the floor 
beams. The two tables must be linked with due regard to 
the values of the variables being the same in the linkage. 
The tables are finally searched back through for the optinal 
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policy. Douty showed that most structural design problems 
which are indeterminate cannot be solved by the dynamic 
programming algorithm. This because a change in any 
variable will change the constraints on any other variable, 
thi's does not allow the problem to be stated in terms of 
stages. 
47., 48 49 
PALMER and PALMER and SHEPHERD have used the dynamic 
programming algorithm for the design of trusses, continuous 
beams and plane frames. The applicatioii of this algorithm 
to the design of the layout of cantilever and cross braced 
and N girder trusses will now be described. The cost of 
the truss is defined as: - 
E (force x length) over all members. 
This can., with reference to figure 3.11, be rearranged to: - 
E (E (force x length) over all members in a panel) over 
all panel s 
Therefore, by considering each panel in turn the optimal 
design can be found by using dynamic programming. It is 
shown that by, considering the horizontal dimensions of the 
truss as wellp the amount of computation is considerably 
increased. This increase is due to the fact that as the 
number of variables need to define the connection between 
stages increases, the number of calculations required 
increases exponentially. Palmer terms this effect "the 
curse of dimensionality". 
The plastic design of continuous beams was shown to be a 
similar problem. The variables this time were the support 
moments at each stage. The allowable support moments were 
selected from the plastic moment capacities of available 
beam sections. It was shown that if there are p spans and 
q possible sectionss the number of designs to be evaluated 
2 by dynamic programming is (p - 1)(q + 1) +q+1. This 
compares favourably with the pqp designs required by a total 
enumeration. Extension of this approach to the design of 
90 
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plane frames proved to be inefficient, due to the need to 
define the connection between stages (stories in this case) 
by a large number of variables. 
The "curse of dimensionality" restricts dynamic programming 
to the design of long thin structures. Palmer suggested 
five methods of alleviating this problem: - 
(a) Direct Iteration -a coarse initial grid is used, the 
next grid is centred over the optimal policy of the 
first grid. 
Successive Approximation -A trial optimal policy is 
assumed. This policy is modified by carrying out 
dynamic programming with only one set of variables at 
a time . 
(c) State Increment Dynamic Programming - changes between 
variables in each stage are limited to a small range. 
(d) Polynomial Approximation - facilitates minimization 
at each stage. 
(e) Lagrangian Multipliers - may be used to reduce the 
number of state variables as in non linear continuous 
problems. 
22 GOBLE and DE SANTIS applied the dynamic programming 
.. 
algorithm to the design of flanges for plate girders. The 
variables were the plate thicknessesp and the objective 
function included fabrication and materials. The constraints 
included stress constraints, which effectively produced a 
minimum plate thickness at each point in the girder, The, 
flange can be cut into sections (or stages). If two stages 
have identical flange plates then the cost of splicing them 
is zero. The recurrence relationship is made up as 
f ollows: - 
Optimal cost to stage k= (the cost of stage k+ the cost 
of joining stage k to stage k-1+ the optimal cost up to 
stage k- 1). 
This function is minimised over the flange thickness of 
stage k, The flange thicknesses which resulted were taken 
0 
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from a table of discrete sizes and therefore produced a 
practical design. 
MOSES and GOBLE 
45 
used the dynamic programming algbrithm 
for the selection of beam sections for buildings. The 
investigation attempts to solve the conflict between selecting 
many different beam sections and incurring a high. fabrication 
cost, and selecting only a few beam sections which saves 
fabrication cost due to mass production. The problem can 
be cast in the form of dynamic programming by selecting as 
the variables the number of members required for each beam 
section. Starting with the minimum cost beam section, a set 
of cost functions was devised which was used recursively to 
find the optimum number of members to be fabricated from 
each section. The example given used assumed cost savings 
and was purely hypothetical. 
3.7.5 Direct Search Algorithms 
Algorithms of this type try to apply the approaches of 
non linear direct search algorithms to discretized discrete 
problems. Due to the discrete nature of the design space 
it is not possible to be sure of reaching the global 
optimum, however a systematic reduction in the objective 
function can be achieved. 
LAI and ACHENBACH 
32 
have proposed an algorithm for use in 
structural design problems. The algorithm consists of two 
stages: - 
(a) The complex algorithm - this algorithm, modified for 
use with discrete variabless provides initial 
acceleration towards the optimum design. Providing 
the initial complex is large enough the complex will 
follow the trend of the design space. 
(b) A patterned search - this provides final examination 
of the area around the current best design,, a local 
optimum will, in general, be found. 
The algorithm is started from a number of points to reach 
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an eventual "optimiure' design. For each optimization thirty 
to forty iterations are required for a problem. with two 
variables* If the number of variables is very large the 
patterned search takes too much comptation. The algorithm 
was applied to the design of a portal frame and a tied 
cantilever. 
11 ., 10 CELLA and SOOSAR and CELL& and LOGCHER have developed 
an algorithm for the discrete variable optimization of plane 
frames. Restrictions are put on the type of design 
problem: - 
(a) The structure is linear elastic. 
(b) Behaviour constraints are deEined accurately and are 
convex.. 
(c) Section properties are ordered in teps of increasing 
stiffness. 
(d) The objective function is linear or almost convex in 
the design variables. 
These assumptions ensure'that the optimum design is close 
to or on a constraint. The algorithm starts from an initial 
infeasible design. Variations are made in the design 
variables such that each constraint is satisfied with a 
minimum of cost increase. This procedure is similar to 
iterative design. The algorithm then searches a limited 
feasible band close to the constraints using a technique 
termed "diagonal enwneratiod'. The band to be searched is 
totally enumerated so that eventually the optimum design 
will be found. A typical sequence of enumerations is 
shown in figure 3.12. 
52 RAZANI and GOBLE have used, a pattern search algorithm as 
part of a two stage optimization procedure for the design 
of plate girders. The variables considered were plate 
thicknesses and widths. The profile of the flange plates 
was determined using a dynamic programming type of algorithm. 
When designing in the space defined by flange width and beam 
depth, the algorithm used consisted of searching an area 
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defined by twenty-five points on a grid. The grid was 
centred around the current best design point. When a new 
"best desiW' was found the pattern was moved to that 
point. When the algorithm reached a local optimum the 
pattern was shrunk around this point and the process 
repeated. This algorithm was-found to work well despite 
the large numbers of local optima on the design surface. 
3.8 PROBLEM ORIENTATED ALGORITHMS 
Algorithms in this class are specifically taylored to the 
problem being solved. The algorithms make use of theoretical statements 
of the problem, or specific properties of the problem. Three classes 
of problem orientated algorithms can be easily identified, these will 
now be described. 
3.8.1 Iteractive Satisfaction of Compatibility 
Algorithms of this type seek to find an optimum solution 
neglecting compatibility of deflections and to then further 
constrain the problem by proaressively en . suring, compatabilitys 
Compatibility is essentially a set of equality constraints 
which are progressively satisfied. 
REINSCHMIDT and NORABHOOMPIPAT 
54 
have applied an algorithm# 
which they term "equilibrium linear programming", to the 
design of grillagese The algorithm starts by solving the 
linear problem which results from neglecting compatibility 
and using Taylor series expansions of the constraints* 
When a solution is foundadditional constraints are added 
to ensure that compatability will be achieved. This 
algorithm is useful because the initial design space is 
convex and so a global optimum is found. Addition of 
concave constraints produces movement from this optimum to 
a new optimum which is likely to be the true global optimum 
for the final problem. A typical example is shown in 
figure 3.13. 
A similar application has been used by FARSHI and SCHMIDT18 
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for the design of trusses*. The procedure in this case is 
to set up the equations to solve the conditon of 
equilibrium alone. The deflections at the joints will not 
then, in generalp be compatible. Approximate relationships 
are then set up between nodal deflections and the member 
forces. These relationships are then added as constraints 
to the original linear programming problemp successive use 
of these'relationships results in a compatible design, 
The algorithm was found to converge rapidly when a suitable 
choice of redundants was used. 
3.8.2 Substructilring 
The principle of substructuring is that a frame is partitioned 
into substructures and each substructure is optimizeds 
assuming that only those constraints and variables which 
refer to the current substructure are considered. This 
process is repeated until convergence occurs. 
KIRSCH, REISS and SHAMIR 
30 
have used this type of algorithm 
for the design of continuous beams and beam grids, The 
subproblems were solved using a direct search algorithm 
combined with an exterior penalty function. The algorithm 
was applied to the design of six span continuous beams. 
Two choices of substructures were used and the beam was 
also designed without substructures. The final solution 
was found to be the same in each case (a fully stressed 
design ). It was found that the use of substructures which 
overlapped led to better convergence. The algorithm was 
also applied to a beam grid with similar resultse It was 
concluded that, large scale structures can be optimised 
using this technique and that convergence is generally 
rapid. 
28 In a similar investigation KIRSCH described two algorithms 
which use substructures. The first algorithm termed "the 
model coordination method" 0 makes use of coordination 
variables, which are the forces between the substructurese 
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The coordination variables are fixed and each substructure 
is solved. An analysis is then performed and 'new values 
for the coordination variables are found, the process is 
repeated until convergence is achieved. The second 
algorithm, termed the "goal coordination method"., allows 
the coordination variables to vary at each side of the 
cut. The differences in these variables were included as 
a penalty on the objective function. This procedure was 
applied iteratively until no differenceoccurred. These 
algorithms were applied to trusses and reinforced concrete 
frames. 
3.8.3 Truss Applications 
Few applications of the design of truss geometry and topology 
have been investigatedj however such investigations are 
likely to show a large reduction in the cost of trusses. 
Two such applications will now be described. 
SPILLERS 
65 
and SPILLERS and FRIEDLAND 
66 
have investigated 
the design of both geometry and topology of trusses. The 
algorithm proposed consisted of starting with a simple 
truss and adding one member at a time, until an optimal 
design was found. Consider figure 3.14. The basic truss 
is shown in figure 3.14a. This truss can have members 
added as shown in figures 3.14b, c. d. The procedure used 
Was to optimize the geometry of these three trusses to give 
the trusses in figures 3.14es fs g. The cheapest of these 
trusses was then considered for. additions of members. This 
heuristic procedure is continued until an optimal design 
is found. The geometrical optimization was performed using 
linearized relationships between the objective function and 
the node coordinatesp a gradient algorithm was used for 
this stage. The results were found to be similar to 
Mitchell trusses,, which represent the absolute 'Minimum 
weight design for trusses. 
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MAJID a. nd ELLIOT 
39 
have useq an "Opposite! ' approach for the 
topological design of trusses. The algorithm consists of 
starting with an initial "ground structure" made up of 
members joining every point on a grid of acceptable node 
points. A minimum weight design is then found for this 
struciure using an algorithm similar in concept to fully 
stressed iterative design. Each member is removed, and the 
effect on the objective function of removing that member is 
estimated. The member which reduces the objective function 
by the largest amount is then removed and the cost noted. 
This procedure is repeated until a determinate solution is 
found. For design with several load cases the minimum 
weight design is an indeterminate structure. The inclusion 
of the self weight of the structure was found to produce 
faster convergence. 
3,9 CONCLUSIONS 
Applications of optimization algorithms to structural design 
are many and varied. Applications with small numbers of continuous 
variables are well developed and the majority of continuous problems can 
be solved with a reasonable chance of finding the- global optimum. 
The nature of structural design problems which select sections 
for members are however discrete in nature* Discretized discrete 
variable applications are confined to *a 
few particular types of problems 
utilizing only a small number of constraints and variables. The chance 
of finding the optimum design for discretized discrete variable problems 
is generally low except for certain types of problems and at best when 
using a search algorithm a local optimum can only be expected. Truly 
discrete applications are confined to a few problems which can be cast 
in the form of dynamic programming and generally result in the optimum 
design. Efficient truly discrete algorithmss applicable to general 
problems, are not available and recourse has to be made to exploiting 
the particular aspects of a problem. 
Problem orientated algorithms provide useful techniques which 
can be applied both to continuous and discrete problems and which can 
assist in the solution of optimization problems, 
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CHAPTER4 
Structural Design 
4.1 INTRODUCTION 
structural design computer programme was developed for the 
design of multi-storey braced steel frames. The organisation of the 
programme is such that each of three separate parts access a common data 
bank, which describes the building being designed. The three parts to 
the system include: - 
(a) The frame generation and modification section. 
(b) The frame design checking section. 
(c) The frame optimization sectionp described in Chapter 6. 
The data banks which is stored on magnetic disc, may be 
modified or accessed by each section. The organisation of the bank is 
shown diagrammatically in figure 4.1. The parts of the data bank are 
as follows: - 
(a) Cqsting data: - A complete set of fabrication and materials 
costs are stored within this part, This data is outlined 
in Chapter 5. 
110 
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(b) Frame dimensions: - The geometry and topology of the. 
frame is stored in this part. 
(c) Major Axis Beam Records: - All the necessary information 
required to design the limited frame, which includes each 
major axis beam is stored within this part. 
(d) Minor Axis Beam Records: - The information stored in this 
part is substantially similar to the major axis beam 
records. 
(e) Column records: - All the necessary information required 
to design the three dimensional 
, 
limited frames which 
includes each stanchion is stored within this part. 
(f) Group records: - The properties of the steel section 
being considered for each group of members are stored 
within this part. 
(g) End of. bank record: - This record defines the end of the 
data bank and contains no data. 
Each part of the design programme will be described, paying 
particular attention to the requirements of each design method. The 
design of the connections is also briefly considered. 
4.2 FRAME GENERATION AND MODIFICATION 
This section of the design system when used in conjunction 
with the data bank allows the generation of building descriptions within 
the data bank and the modification of those descriptions. The progranme 
allows certain operations to be performedt these will now be described: - 
(a) Set up data bank for a new buildings- This operation 
generates a description of a new building within the 
bank. 
(b) Apply floor loading: - This operation applies uniformlly 
distributed dead and live loads to areas of floor. These 
loads are distributed to the supporting beams assuming 
either one or two way spanning slabs* 
(c) Group members together: - This operation groups members 
together so that they will have the same section during 
design. 
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(d) Initialize groups: - This operation allocates a section 
from a table of available sections to each group. 
Sections may be designated as variable or constants 
(e) Initialize costs: - This operation selects a set of costs 
for fabrication and material from a library of costs and 
places this in the bank. 
(f5 Distribute loadings: - The direct loads on each column, 
. allowing for reduction in live load due to the number 
of floors supportedp and shears from each beam are 
evaluated using statics. 
Some of these operations may be repeated during the design and 
optimization stages. 
4.3 FRAME DESIGN CHECKING 
The frame design checking section is organised so that different 
design methods may be easily included. This is achieved by loading a 
library'of subroutines for a design method along with the main programme* 
The operation of the programme is such that a set of sections is 
postulated for the frame and these are checked against the requirements 
of the design code in use. The programme then returns a set of "stress 
ratios" which show how highly stressed each member is, The process may 
include checking all or some members depending on the application. A 
description of the main features of each design method will now be given. 
Henceforth each design method will be referred to by the use 
of initials. Horne's design method will be termed the B. C. S. A. method# 
referring to the publisher's of the design method, The joint committee 
report design method will be referred to as the J. C. R. method. The 
Building Research Station design method will be referred to as the 
B. R. S. method. 
4.3.1. The Design of Major Axis Beams (all design methods) and 
Minor Axis Beams (BCSA method) 
The checking of major axis beams for bending strength is 
in accordance with the plastic theoryp taking account of 
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the effect of shear stresses and assuming continuous 
restraint to the compression flange. When the whole of 
the web yields in shear the design is not allowed. 
The deflection of beams under live load is limited to span 
divided by three hundred and sixty and is determined using 
an elastic analysis of the limited frame. 
Local buckling of the beam flange and web are controlled 
by limiting the breadth to thickness ratio as a function 
of the yield stress. 
4.3.2 The Design of Minor Axis Beams O. C. R. and B. R. S. Design Methods) 
The checking of minor axis beams for bending strength is in 
accordance with the elastic theory, which ensures minor axis 
restraint to the stanchions. The limited frame is analysed 
for three load pases which produce maximum momenis at the 
supports and midspans the stiffness of the columns is 
neglected in the B. R. S. design method. The maximum bending 
stress under factored loading is taken as the yield stress* 
The average shear stress in the web is limited to a function 
of the yield stress, Deflection and local buckling are 
treated in the same way as the major axis beams, 
4.3.3 The Design of Stanchions Using the B. C. S. A. Design ýethod 
The background to this design method has already been 
examined in Chapter 2. Briefly the procedure for checking 
a section for each of eight possible load cases is as 
follows; 
(a) The limited frame is analysed assuming all fully 
loaded beams have zero stiffness. 
(b) The elastic stresses produced by axial load and bending 
about both axes are calculated at each end of the 
stanchion and compared to the yield-stress, 
(c) The elastic stability of the stanchion is checked by 
summation of the stresses due to axial loads bending# 
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twisting,, initial curvature and bending moment 
magnification at mid height. This stress is compared 
to the yield stress. 
The section is also checked for local buckling by limiting 
the flange breadth to thickness ratio to ýL function of the 
yield stress. 
, The design equations were given by HORNE 
4. 
they are simple 
to programme, simple to use and provide a conservative 
method of design for braced steel frames, 
4.3.4 The Design of Stanchions Using the J. C. R. Design Method 
The background to this design method was also examined in 
Chapter 2. The application of the method by computer was 
found to be difficult and guidance was sought from 
Dr RH WOOD 6. one of the committee members. The design 
method as published makes use of charts for the determination 
of elastic critical loads, stress due to initial curvature,, 
magnification of bending moments and torsional buckling. It 
was necessary to replace these charts with either exact 
analytical solutions or 'suitable approximations. 
The determination of the elastic critical load is performed 
by finding the axial load which reduces the limited frame 
stiffness to zerot this involves the iterative solution of 
non linear simultaneous equations. 
The calculation of stress due to initial curvature can be 
derived as a simple analytical expression. 
The magnification of bending moments due to axial load was 
presented as a set of curvess which had been derived by 
WOOD 7 as safe approximations to the theoretical magnifications. 
The approach used was to calculate the theoretical 
magnification from analytical expressions and to use this 
magnification. 
The control of torsional buckling was achieved by fitting 
polynomial approximations to the curves given. These curves 
4 
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were derived as a safe lower bound on numerous computer 
results for which an analytical solution was not available. 
The procedure for checking a section for each of four load 
cases. is as follows: 
(a) The limited frame is analysed assuming all fully loaded 
major axis beams to have zero stiffness, 
(b) The elastic critical load is found and compared to the 
axial load. 
(C) The overall stability of the member is assessed by 
finding the stress conditions as mid heightp including 
stresses due to initial curvature, magnification of 
minor axis moments, axial load and bending about both 
axbs. The total stress is compared to the yield stress. 
(d) The effect of torsional buckling is checked. 
The section is checked for local buckling by limiting the 
flange breadth to thickness ratio to a function df the 
yield stress. 
The design equations were difficult to derive and difficult 
to use manually without charts. The design method provides 
a reasonably conservative method of design for braced steel 
frames. 
4.5.5 The Design of Stanchions Using the B. R. S. Method 
The background to this design method was also described in 
Chapter 2. The application of the method was found to be 
difficult because of the use of charts which express non 
analytical relationships. Charts are given for the 
determination of elastic critical loads, reduction of minor 
axis stiffness due to axial load and momentp and torsional 
buckling. The evaluation of elastic critical loads and 
torsional buckling are the same as the Joint Committee 
Report Method. 
The reduction of minor axis stiffness is determined from 
curves which are safe lower bounds determined from test 
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results. These curves were. approximated by polynomial 
functions. The procedure for checking a given section for 
each of four load cases is as follows: 
(a) The major axis limited frame is analysed assuming all 
fully loaded beams to have zero stiffness. 
(b) The stresses due to axial load and major axis moments 
are found at each end of the member. These are 
combined to ensure that a plastic hinge does not fully 
occur. 
(c) The reduced stiffness of the member is found using a 
simple interaction formula for major axis moments and 
direct loads. 
(d) The reduced stiffness of the member considering minor axis 
bending is determined from polynomial curves. 
(e) Using the smallest stiffness found for the stanchions 
the elýstic critical load is determined. 
The collapse load can be found and compared to the 
axial load. 
(g) The effect of torsional buckling is checked. 
The design method was easier to adapt to computer application, 
than the Joint Committee Report Method and is simple to use. 
It provides the least conservative design method for braced 
steel frames. 
4.4 CONNECrION DESIGN 
Connection design was carried out in accordance with current 
industrial practice, determined in conjunction with local steelwork 
fabricators, The connections use steel plate and welds of the same 
grade as the sections to be joined and general grade high strength 
friction RriP bolts to BS4604 Allowahl P zt-ri-ccac n 
2. 
-ro in nnt-n-rdn-ne-P 
with BS449 Where necessarys reference was made to a comprehensive 
review of the behaviour and design of all types of connections 
2 
Initially the problem of connection design was tackled by 
developing a library of suitable connections for each set of possible 
sections. This approach was found to have three major disadvantages: 
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(a) The access time required to reference each connection 
was prohibitive. 
(b) The connection chosen was only an approximation , 
because 
a large range of forces may have to be carried. 
(c) The connection costs were found to be insensitive to the 
bolt diametero resulting in widely different bolt 
arrangements for similar load conditions. 
I 
These observations resulted in the decision to design each 
connection individually using a "design policy",, which ensurcs practical 
connection details. The same policy is used throughoutt essentially the 
policy consists of selecting the connection which uses the least number 
of bolts. This has two advantages, firstly small bolts are used for 
lightly loaded connections and. large bolts are used for heavily loaded 
connections. Secondly the cost of erection is related to the number of 
bolts therefore erection costs will be minimised. The policy does not 
produce the theoretically cheapest connection but it gives a realistic 
indication of the true cost of a connection. 
The design of each connection is affected by certain dimensions 
which are related to the bolt size used and. the section dimensions: 
(a) The bolt centres (Z) are two and a half times their 
diametert unless a web or flange lies between the bolts. 
(b) The baclunark distances (L) are standardized but are not 
in accordance with the standard backmarks used in industryt 
because these were found to be too restrictive. 
(c) The bolt edge distances are in accordance with BS449. 
The thickness or size of bolts, plates and welds are restricted 
to a set of available sizes. 
A description of the design of each type of connection will 
now be given. 
4.4.1 Major Axis Beam/Column Connections 
A typical connection detail is shown in figure 4.2. The 
design of the connection is in accordance with an investigation 
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5 by SHERBOURNE . The application of the design method will 
now be described* The main design variables are shown in 
figure 4.3. The main assumptions made are: - 
(a) The centre of compression is at the centre of the 
bottom flange of the beam. 
(b) The upper group of bolts carries all the forces produced 
by the bending moment and, if necessary, shear forces* 
(c) The lower group of bolts takes shear only, 
(d) All loads are factored and permisýtle stresses are 
. based on BS449p assuming a safety factor of 
1.7, or the 
yield stress as appropriate. 
(e) The tension/shear interaction equations for high 
strength friction grip bolts are as given in BS4604. 
(f) In accordance with the assumptions of plastic design 
all bolts above the neutral axis are. equally stressed. 
The top group of bolts are proportioned to take all the 
tensile loads resulting from bending and the bottom group 
of bolts is proportioned to take the shear force which 
cannot be carried by the top bolts. This results in the 
applied moments and shears lying within the bolt group 
interaction diagrams which is shown in figure 4.4. The 
geometry coefficient depends entirely on the geometry of, the 
bolt group. 
The design of welds was performed using a geometrical 
determination. It can be shown that the use of welds of the 
same size as the web or flange thickness of the beam always 
producesa safe result. 
The end plate is designed as a fixed ended beamp spanning 
either vertically between the top two rows of bolts or 
horizontally between the lower rows of bolts andt subject 
to a point load produced by the beam flange or web. The 
design of the plate thickness uses a plastic analysis which 
takes account of shears 
The design of compression stiffeners to the column web 
considers two cases) direct bearing at the root of the 
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stanchion web fillet and web buckling. This problem is 
illustrated in figure 4,3, The web is checked using the 
requirements of BS449, with all stresses factored by 1.7. 
If stiffeners are required they are designed to carry the 
whole flange force. 
Where the column flange is thinner than the end plate 
tension stiffeners are required to control the bending of 
the column flanges. The triangular stiffeners are taken as 
either 6mm or the compression stiffener thickness. 
Geometrical constraints are applied to the layout of the 
connection. Firstly the beam must be deep enough to allow 
all the bolts requited to be fitted between the flanges. 
Secondly the stanchion flange width must be large enough 
to allow the bolts to be fitted. Thirdly the column flange 
must overhang the end plate, which must overhang-the beam 
I f lange. 
The design of the connection consisted of proportioning the 
connection for each bolt size. The bolt size which needed 
the least number of bolts was used. In the event of two or 
more bolt sizes using the same number of boltsp the smaller 
bolts were used. All other items can be designed once the 
number of bolts and their size is known. Failure to produce 
a connection which satisfies all of the criteria results in 
a very high connection cost being'used. 
4.4.2 Minor Axis Beam/Column Connections 
A typical set of connection details for this type of connection 
is shown in figure. 4,5. The design of the connection is 
carried out using either elastic theory (where the beams are 
designed elastically) or plastic theory (where the beams are 
designed plastically). 
The application of the design methods which is similar in 
many respects to the design of major axis beam/column 
connectionsl will now be described. The main design variables 
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are shown in f igure 4.6. ' The main assumptions are similar 
to those for major axis connections$ except that for elastic- 
ally Oesigned connections the final assumption becomes: - 
The bolt group is designed according to the assumptions 
of elastic design. The point of zero strain is assumed 
to lie at the centre of the lowest row of bolts and the 
highest row of bolts is assumed to be fully stressed. 
The design approach consists of determining, by reference to 
the major axis connection, whether or not an extended end 
plate can be used. - 
The design of the bolt group is almost exactly the same as 
for the major axis connections, however the geometry 
coefficient takes on a different value. 
The design of the end plate and welds is similar to the major 
axis connection, except thats for elastically designed 
connections, the lower load in the bolts below the top flange 
of the beam is taken into account, 
Stiffening is provided to the coltum web where a beam only 
frames into one side of the stanchion. This stiffening 
consists of 10mm stiffeners between the stanchion webs. 
These stiffeners are only used when the major axis connection 
design does not require a stiffener. 
Geometrical constraints are*applied to the layout of the 
co 
. 
nnection. Firstly the beam must be deep enough to allow 
all the bolts required to be fitted between the flanges* 
Secondly the end plate must be able to fit between any 
tension or compression stiffeners, taking due regard for 
levels. Finally the end plate must be narrow enough to fit 
in the flat area of the stanchion web and it must be wider 
than the beam. 
The design of the connection with particular loads was 
complicated by the continuity through the stanchion web. 
Where a beam only exists on one side of the stanchion the 
design procedure is the same as for the major axis connection. 
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Where beams exist on both sides of the stanchions the 
connection is designed on each side of the web.., and the 
connection with the highest cost is used on both sides of 
the web. This approach avoids the complex problem of 
arranging the bolts to be in the same position on both sides 
of the stanchion web. Failure to produce a connection which 
satisfies all of the relevant criteria results in a very 
high connection cost being used. 
4.4.3 Stanchion Splice Connections 
A typical detail for this connection is shown in figure Me 
The design of the connection is in accordance with the elastic 
theory throughout* 
The application of the design method will now be described. 
The relevant design variables are shown in figure 4.8. The 
main assumptions made are: - 
(a) The bolt group transmitsall the loads between the 
stanchions. 
(b) The cover plates transmit all the loads between the 
bolt groups. 
(c) The shear forces in each plane are negligible. 
(d) The division plate takes no load. 
(e) The ends of the stanchion are assumed to carry no load 
in face bearing. 
(f) All loads are assumed to be concentrated in the column 
f langes. 
The design of the connection requires a set of axial loads 
and moments applied to the connection. There may be up to 
eight load cases for each spýice depending on the arrangement 
of live load on the beams in the floors above and below the 
splice. These forces, which consist of axial loads# major 
axis moments and minor axis moments, will now be described. 
For each design methods the axial load and major axis 
moments are taken from the first order analysis of the limited 
frame. The minor axis moments used depend on the design 
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method, When considering t4e. B. C. S. A. and J. C. R. design 
methods, the effects of magnification of the minor axis 
moment and stress due to initial curvature are included. 
When considering the B. R. S. design method, the minor axis 
moment that is used is taken as the largest minor axis 
moment that can occur with the applied direct load and major 
axis moment. This approach is taken because minor axis 
moments are not calculated in the B, R, S. design method. 
The bolt group is designed assuming all loads are carried 
through the bolts. The procedure followed consists of 
determining numbers of bolts required for each bolt size. 
This is performed by incrementing the number of bolts until 
all applied load combinations fall within the bolt group 
interaction diagram. The loads in the cover plates which 
are also the loads carried by the bolt group are: - 
direct load 
p /2 Mx /d 
and a moment of M= My 
2 
where P= the axial load on the stanchion. 
Mx = the major axis moment on the stanchione 
My = the minor axis moment on the stanchions 
d= the depth of the lower stanchion. 
The interaction curve of a'bolt group is given byt- 
w2 Mwa m2 
w2mwm2 
0000 
where W The capacity of the bolt group with no 0 
applied moment. 
M0 The capacity of the bolt group with no 
direct load, 
OC =A factor dependant only on the bolt group 
dimensions. 
Such an interaction curve is shown in figure 4.9. The bolt 
size which requires the smallest number of bolts is chosen. 
a 
V 
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The design of the cover plates is in accordance with elastic 
design, using the yield stress as the limiting stress. The 
cover plate thickness is taken from a standard set of 
thicknesses. 
The packing plates are not designed structurally and are made 
up of successively thinner plates. The division plate is 
made the-same thickness as the cover plate and is welded to 
the lower stanchion with a 6mm fillet weld. 
Geometrical constraints are applied to the layout of the - 
connection. Firstly the upper stanchion must be shallower 
than the lower stanchion. Secondly the bolts used must fit 
into the stanchion flange with the required spacing and edge 
distances. 
The design method chooses the connection which uses the 
smallest number of bolts. Failure to produce a connection 
which satisfies all the relevant criteria results in a very 
high connection cost being used. 
4.4.4 Base Plate Design 
0 
A typical connection detail is shown in figure 4.10. The 
design of the connection is in accordance with plastic 
analysis. The application of the design method will now be 
described. The main design variables are shown in figure 
4.11. The main assumptions that are made include: - 
(a) The bolts are assumed to be 24mm diameter black indented 
foundation bolts. 
(b) The yield stress in the bolt is assumed to be attained 
when the bolt strain is greater than the maximum 
concrete strains 
(c) The ultimate bearing strength of the concrete is 40%.. 
of the cube strength and is assumed to have a rectangular 
distribution. 
(d) The base plate can be designed plastically using a yield 
line analysis. 
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The design approach for this type of connection is different 
to that of the other connections. The reason for this 
difference is that, due to the biaxial bending, a simple 
method of positioning the bolts is not available. If an 
arrangement of bolts is postulated the thickness of the end 
plate can be easily determined. I 
The design strategy for this type of connection cannot be 
ea sily defined. Therefore it was decided to institue a small 
optimization procedure for the design of'the connections The 
problem can be defined as follows: - 
Given The number of bolts 
Minimise f(x) = cost of base plate and bolts 
Subject. to: - .0 
(a) The plate being thinner than 70mm. 
(b) The bolt group being satisfactory 
for all load cases. 
(c) x being greater than the minimum 
dimensions required-to fit the bolt 
in. 
(d) y being greater than zero. 
The dimensions x and y are shown in figure 4.11. It can be 
shown thatq if the number of bolts remains constants an 
increase in x or y will in no circumstances reduce the cost. 
The design space tends to be discontinuous due to changes in 
the plate thickness. The procedure used to solve the 
problem consists of: - 
(a) Setting y=0 and x= its lower limit. 
(b) Increment x in 10 millimetre steps* 
(C) If the resulting design-is not feasible goto step Wo 
(d) Store the cost and increment y by 10mm until the upper 
limit is reached set x to its lower limit and return to 
step (b). 
(e) The optimum design is the cheapest design found. 
The operation of this algorithm can be demonstrated with 
reference to figure 4.12. It can be seen that the design 
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space contains three optima_and that the algorithm finds 
the global optimas evaluating a significant number of designs 
implicitly. 
The overall design procedure consists of selecting arrangements 
of bolts with increasing numbers of bolts and using the 
above procedure until a feasible minimum cost design is 
found. 
The design of the holding down bolts is in accordance with 
elastic theory when the concrete stress block covers more 
than half the base plate area and in accordance with the 
plastic theory in all other cases. 
The base plate is designed by using yield line analysis. 
The modes of failure include distributed loads (under the 
concrete stress block) and point loads (from the bolts). 
The thickness of plate required for each'failure mode can 
be determined and the largest taken for use in the connection. 
The fillet welds between the stanchion and base plate are 
designed geometrically using a weld with a leg length equal 
to the stanchion flange thickness. 
The type of base chosen has been usedin preference to a 
gusseted base. The reason that a base plate is used is that 
a gusseted base is more difficult to design and it is 
difficult to devise a design strategy for a gusseted base. 
The cost of each of these types of base is similar because 
a base plate uses a large amount of material with a small 
amount of fabrication and a gusseted bases uses a large 
amount of labour with a small amount of material. 
The design strategy seeks to find a design which uses the 
smallest number of foundation bolts and also satisfies all 
of the above requirements. Failure to find a suitable 
connection results in a very high connection cost., 
0 
- 136 - 
4.5 CONCLUSIONS 
A description of the design programme has been given. This 
programme will generate a building description and check a given set of 
sections against stress contraints defined by three different design 
methods. A set of connections may-also be designed and costed. The 
programme provides a complete design checking system for the type of 
frame being considered. 
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CHAPTER5 
A Cost Model 
1 5.1 INTRODUCHON 
In order to use mathematical optimization in structural 
steelwork design it is necessary to have an accurate cost model. The 
cost model defines the objective function which is to be minimized. 
The model is a formal description of the values of individual costs 
incurred in the fabrication of the frame. The model described is an 
attempt to provide such costs based on the estimating practice of 
five fabrication companies. 
In this chapter the current practiccsof steelwork estimating 
are examined. They are shown to be based to a. great extent on the 
experience of the estimator. It is questionable whether such an 
approach can provide a rational basis for the comparison of designs. 
Computer estimating systems are also examined and are seen to be 
generally applicable to estimating the cost of structural steelwork. 
An. examination of computer cost models which have been used as the 
objective function in the optimum design of steel structures is mades 
each model is shown to be either inexact or applicable only to a 
particular type of structuree The cost model and the costing data 
collected are then described and finally the costing of individual 
components is examined. 
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Before proceeding further it is necessary to define two 
terms, price and cost. The price of a structural steelwork job is the 
price paid by the client for the structure fabricated, erected, and 
painted. The cost of a structural steelwork job is the cost to the 
fabricator of providing the structure fabricated# erected and painted. 
Price and cost are related by profit as shown in figure 5.1. 
All costs quoted in this chapter are those which were 
current in August 1976 in the United Kingdom. Where transport costs 
are quoted they refer to a fabricator located close to Newcastle-Upon-Tynes 
5.2 STRUCTURAL STEELWORK ESTIMATING PRACTICE 
The methods used for estimating the cost of structural 
steelwork should be seen against the background of the system used in 
the process of design and construction of steel framed buildings. 
Estimating practice should not be considered in isolation from design 
and construction, however current practice tends to discourage such 
consideration. Generally two cases occur, firstly when a consulting 
engineer is employed by the client to undertake the design and secondly 
when the fabricator undertakes his own design. 
In the first cases it is usual for the selection of the 
steel sections to be undertaken by the consultant. A bill of quantities 
is prepared by the consultant and the contract is Put Out to tender. 
The successful company will be retained to perform the fabrication$ 
Some fabricators prefer to design the connections themselves once the 
tender is accepted, while others prefer this operation to be left to 
the consultant. The method of payment will vary but will usually be 
in accordance with the bill of quantities. In this case it is 
necessary for each fabricator involved at the tender stage to estimate 
expediently the cost of the job. The method of estimating used has 
the conflicting requirements of speed and reasonable accuracy. Speed 
is required because the fabricator will only be successful occasionallyp 
accuracy is required so that the fabricator can be competitive but 
does not risk a loss if the contract is awarded to him. The principle 
method used for the estimation is to take the weight of the main steel 
sections and to multiply this by a "tonnage rate"-whose value depends 
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upon the type of construction and commercial factors such as labour 
cost and the state of the order book. Little if any attention is paid 
to the structural details such as connections. The value of the 
"tonnage rate" is determined subjectively by the estimator. The 
"tonnage rate" for the type of construction being considered in this 
research varies between Y-380 and Y-400 per tonne for grade 43 steel. 
Tonnage rateý include for profit, erection and overheads as well as the 
cost of sections. Clearly this is a very approximate method of 
determining the cost of a structure, but it is ideally suited to the 
circumstances in which it is used. This method of estimating is not 
suitable for use in defining an objectiv6function in optimization 
because it reduces to using a minimum weipht objective function, 
which does not satisfactorily deal with fabrication costs. A computer 
could be used to estimate costs at the tender stage to improve the 
above method. The improvement would be in terms of rime and cost. It 
becomes feasible to undertake a detailed cost analysis of much of the 
structural detail even though the work may frequently be abortive. 
Only when such a detailed cost analysis is undertaken can-alternative 
structural arrangements be meaningfully comparedo 
In the second case, when a fabricator designs and constructs 
the frame for the cliento it is necessary for him to examine the cost 
of fabrication more closely in order to maximize his profit and to 
determine a realistic price for the client, There are two methods 
used in this case. In the first method it is necessary to calculate 
the total weight of material including bolts, end platesy stiffeners, 
splice plates, sectionsq weld material etc. The resulting weights 
are each multiplied by an appropriate "tonnage rate", this rate varies 
for each material. The basic cost is the summation of all the 
individual costs multiplied by a factor which expresses an approximate 
relationship between material weight and. workmanship costs 
Cost =Z Material Weight x Tonnage Rate x Workmanship Factor* 
This method considers the cost of a detail more satisfactorily than 
the previous method., however it requires periodic modification of the 
factors in order to keep pace with variations in labour and material 
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costs. The factors are usually based on experience or standard desians 
and are therefore subject to error. The basic cost is then modified 
to take account of surface treatment# profit,, erection and overheads. 
The method also provides an inventory of material for orderinc. 
Descriptions of the use of this method and of its application to 
various structures are described by SAUNDgRS21. 
In the second method# which is the method adopted in the 
cost model, the amount of time taken to perform, each of the fabrication 
operations is evaluated from the results of work study. The resulting 
times. are multiplied by the current labour ratet adjusted to take into 
account overheads. This cost is then added to the cost of the material# 
and the total cost is then modified on a tonnage basis to include 
profit and erection. This method of estimating may also be used to 
evaluate the factors for use in the previous methode 
5.2.1 Applications of manual estimating 
A number of structural steelwork applications of the latter 
type of estimating are now described. CORKER5-14 examines 
a number of the fabrication operations involved in the 
construction of tankso pressure vessels and plate girders. 
The fabrication process is examined in great details, every 
operation being broken down to its basic constituent parts, 
Clearly it is necessary to rationalize the data thus 
produced and to this end Corker has provided a number of 
useful but intricate charts. The data provides some 
useful comparisons with the data reported in this cost 
model# this is discussed later. DONNEM15 has produced 
times for the deposition of weld material for welds of 
various types and sizes. The quoted times have all been 
related to the time taken to deposit a 6mm fillet weld. 
These relative times were determined by time study methods 
and so can be useful for making comparisons of the costs 
of various details. It is not possible to use this data 
within the cost model because comparisons with other 
fabrication operations were not included. SAUNDERS21 
examines American estimating practice in great detail and 
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shows that it is very similar to British estimating practice. 
lie recommends the use of the second method of estimating - 
described above, the factors being based on the results of 
time study. Saunders included examples of estimating 
using time study information and inventories of raw 
materials,, the use of actual times was avoided. 
5.2.2 Applications of Computer Estimating 
Computers have been used for the purposes of cost 
estimation and material ordering. Such applications require 
interactive operation and cost data confidential to the 
fabricator. The application is essentially an accounting 
system. WRIGHT AND DAy22 describe a system which# in 
conjunction with computer detailing programmes for plane 
framesq can be used to estimate the cost of steel frames* 
I Their approach is to separate the total cost into 
individual fabrication operation costs. The fabricator is 
allowed to assign suitable costs to each operation. The 
derivation, values and organization of the costs within the - 
computer are confidential to the fabricators therefore the 
model could be used only for comparison purposes if costs 
were readily available, During the estimation process the 
estimator remained in complete control and could perform 
comparisons of various designs interactively. The type of 
programme envisaged by Wright and Day was to be flexible in 
that an estimating system used by any particular fabricator 
could be implemented. The computer was to be used 
essentially for data storage and for simple arithmetic 
calculations. Under the estimator's direction, the 
progra=ne would refer to data taken from manuals of standard 
times and material costss the estimator would direct the 
programme interactively, so maintaining control over the 
estimating process. One example of the need for 
interaction was described, i. e. the sawing of sections. 
If each section is sawn separately the total time taken is 
two minutes per section. If the sections are first fastened 
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together and then sawn# the time taken isý one minute per 
section plus fifteen minutes, In such a case interaction 
is useful'in that it allows the estimator to base his 
estimate upon the fabricators own workshop practice. Although 
Wright and Day's work is valuable in providing a rational 
structure, it has little application to optimum cost design 
since the degree of interaction required makes the time 
taken to optimize a structure prohibitively long. 
5*3 COST MODELS USED BY FREVIOUS INVESTIGATORS 
Applications of cost models to optimization have been used 
frequently but many of these have either been derived for a particular 
type of structure or they do not cover the complete fabrication process. 
Many investigators have used minimum section weight as a cost model and 
this has many advantages such as: - 
(a) Hinimum weight can be approximately related to the primary 
variables such as crossectional area and elastic modulus 
producing continuous functions. Which permit mathematical 
solution. 
. (b) Minimum weight requires no backup data and is therefore 
attractive to users who do not have access to such data such 
as consultants. 
(c) Minimum weight is readily understood by everyone in industry- 
(d) Minimum weight is suitable for use in vehicle design and is 
essential for use in aeroplane design due to the penalties 
associated with additional weight. 
However a minimum weight objective function neglects 
significant factors such as the cost of connecting members and additional 
costs due to ordering small quantities of material. The accuracy 
required in a cost model can mean the difference between profit and loss, 
for example consider figure 5.1 this shows the relationship between 
price cost and profit. The price is fixed at the estimating stage and 
therefore if an innaccurate cost model is used at this stage a reduction 
in anticipated profit may result when the fabrication work is performed. 
4'. 
0 
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For these reasons minimum weight will no longer be considered as a 
valid criterion. 
KNAPTON18 has considered a cost model for the design of 
portal frame structures, in which use was made of time study data for 
the estimation of fabrication operations. Knapton considered welding# 
cuttingp drilling and surface preparation. The fabrication times used 
by the model were rationalized for use with a set of standard 
connections, Thus the model has the benefit of simplicity but the 
data produced was not applicable to non standard connections* 
ZWANZIG23 describes the elements of a cost model for use 
with multi-storey plane frames. The fabrication costs are based on a 
works employing capital intensive equipment such as numerically 
controlled machines. The cost model is very detailed,, the fabrication 
items considered include drilling, welding, straightening welded parts* 
and surface preparation. Material costs are included and so-obscure 
the costs associated with ordering small quantities of material. This 
model is used in conjunction with standard details and reflects 
German practicee No indication of the costs used were given by Zwanzig. 
GOBLE AND DE SANTIS17 and RAZANI AND GOBLE20 have used a 
cost model based on the loads at a section and the size and thickness 
of plates for the optimum design of welded plate girders. The 
functions which relate these variables to the cost of the girder are 
provided by the user as an approximation to his estimating system, 
Clearly this requires work on the part of the model's user in order to 
find suitable, linear* non linear or step functions to model the cost. 
A summary of the assumed relationships are given in Table 5.1. The 
mo, del does not consider small quantity extras but it gives a good 
estimate of cost for the type of structure consideredv providing the 
functions are made to accurately reflect the true production 
Processes. 
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Cost Item Cost assumed to be a function of: - 
Steel Plates Breadth-and thickness of plate. 
Flange or Web Splice Breadth and thickness of smaller 
Welding plate or the moment at the point 
of splicing plus a constant for 
each weld. 
Welding Flange to Web Thickness of web plate or shear 
plus a constant for each weld. 
Longitudinal Stiffeners Volume of longitudinal stiffeners. 
Transverse Stiffeners Number of transverse stiffeners, 
height of stiffener and area of 
stiffener. 
Supporting Structure Height of web and flange width* 
TABLE 5.1 
BRINKERHOFFI gives details of a cost model which includes 
welding# bolting# plate fabrication and steel section material costs* 
Brinkerhoff abstracted the welding costs from DONNELLyl5 based on a 
cost which he determined for a 6mm fillet weld. Bolting and plate 
costs were based on the weight of the material used* Steel section 
material costs were based on the basic cost to the fabricator of steel, 
Plus extras for the type of sections quality of steel and quantity of 
section bought. All other costs were assumed to be related to section 
weight. This model does not consider each of the production processes 
and in consequence the assumed fabrication costs may be incorrectly 
related to their true values. The primary reason for using weight 
related factors in Brinkerhoff's study was his lack of cost 
infomation. 
LIPSON AND RUSSELL19 present a cost model for use in the 
Optimum design of trusses. Material costs are based on the weight of" 
the material with no consideration of extra costs, which vary with the 
section chosen and the quantity. Labour costs are assumed to be a 
function of the number of members only; one cost for member end 
preparation and another cost for welding the member end to other 
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members. This proccedure is justified in that all the connections are 
similar in Lipson's structure irrespective of the size of the members 
meetinp, at the connection. Overheads and other such items were included 
on a tonnare basis. This cost model was derived purely for application 
to truss type structures* 
5.3.1 Summary of work by previous investigators 
Byýcritically appraising each of the foregoing models the 
requirements for a suitable cost model can now be determined. 
To do this the model must be capable of reflecting 
accurately the influence of all variables in the production 
process. Firstly the resulting costs from the cost model 
should represent as far as practicable the true cost of 
fabrication dnd materials for the type of construction 
being considered, Secondly as little standardization of. 
structural detail as possible should be allowed. The 
model should in no way constrain the designer, forcing him 
to abandon a detail because it cannot be costed. 
Estimating should be subservient to design, but the designer 
should respect the influence which his decisions have on 
cost, 
5.4 THE COST MODEL DEVELOPED 
I 
. The cost model which will now be described. was developed with 
all of the above features in mind. Consideration was given to those 
production processes which are used in the fabrication of multi-storey 
steel frames and which can be easily quantified. The model seeks to 
provide a reasonable estimate of production costs of a fabricators 
given the time study information relevant to the fabricator. An effort 
has also been made to establish a reasonable set of fabrication costs 
to use in the cost model in the absence of particular informationp and 
consideration is given of the variations of these costs between 
fabricators. For each production process consideredv relationships 
between the fabrication costs and suitable variables,, such as plate 
thicknesso which have been derived from time study data are givene 
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5.5 MTERIAL COSTS 
The material costs used in the cost codel have been found 
from manufacturers, price lists2 34 16 which are readily available. 
The quantities of materials actually ordered by companies were collected 
from four sources. These companies also cooperated in the study of 
fabrication costs and further details are given in Section 5.6. 
5*5*1 Steel Section Costs 
Steel sections are available from either the British Steel 
Corporation (B. S. C. ) or from steel stockholders. The 
purchasing policy of the companies which were approached 
during the course of the research consists of ordering all 
the steel sections for a given job from the B. S. C. # unless 
very small quantities are required, in which case 
I stockholders are used. It is not common practice to hold 
stocks of steel sections* because in a period of high 
interest rates the amount of capital tied up in stockv' 
which may not be required immediately, may affect the 
profitability of the company. Steel stockholders order 
large quantities of sections from the B, S. C. and use the 
resulting discounts as part of their profit. Therefore* 
-for 
small quantities', steel sections may cost less if 
bought from a stockholder, For larger quantities the 
sections may cost more than sections ordered from the 
B*S. C. 1, however there may be an advantage in that they 
may be readily available from the stockholder. In the 
cost model described it has been assumed that all sections 
will be bought direct from the B. S. C. irrespective of 
quantity. The Particular ordering policy of a given 
fabricator is beyond the scope of this study. It would 
be a simple matter to ammend the model to deal with 
other purchasing policies as long as the policy can be 
defined as a series of rational decisions* 
The cost of steel sections from the B. S. C. is made up of 
a section "basis cosV' plus "section extra costs". The 
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Cost X/tonne for. grade 43 steel 
Section Type 
Minimum Mean Maximum 
Universal Beams 156.20 165.47 173.40 
Universal Columns 161.30 165.53 170.70 
Joists 160.20 169.93 190.00 
Add 121/tonne extra cost 
Add 18Y-/tonne extra cost 
for grade 
for grade 
50 steel 
55 steel 
TABLE 5.2 - Material Cost of Sections 
Hot rolled beam sections are manufactured at Glasgow) 
Scunthorpe, Stoke and Manchesters some sizes being 
manufactured at more than one location* 
The above extra costs can be combined into a table for 
each grade of steel and this table can be used to rapidly 
determine extra costs. Table 5.3 shows the costs for a 
fabricator in Newcastle-Upon-Tyne. It can be seen that 
the extra costs dependant on the quantity ordered have a 
significant effect on the true cost of a section. Other 
extra costs may be applied, for lengths over fifteen metres, 
non standard lengths, other qualities, cold sawing to length 
and for shot blasting. These are not considered because 
they are either not applicable or are considered as a 
fabrication operation. 
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5.5.2 Steel Plate Costs 
Steel plates are available from the British Steel Corporation 
or from stockholders in the same way as steel sections. 
It is common practice to purchase steel plates periodically 
and pot to order plates for each job. The reason for this 
is that there are only a few'thicknesses of plates 
required and also that plates are used in all types of 
steel structures resulting in continuous use. For the 
purpose of this investigation, and because of the above, 
it is assumed that all steel plate is ordered in quantities 
of twenty tonnes or over, direct from the BS*C.. 
The price of steel plates from the B. S. C. is made up of a 
"basis cost" plus extra costs in the same manner as steel 
sections. The prices used are in accordance with the 
price list for heavy steel plates 
2 In terms ot cost per 
-tonne the cheapest plates are between 15mm and 30mms 
outside this range the cost may increase considerably. 
The steel grades considered are 43A, 43Cp 43DO 50B9 50C, 
55C and 55E in the thicknesses allowed by BS449 
24. The 
increase in yield stress is not in proportion to the 
increase in cost, favouring the use of high strength 
steels. The basis prices refer to "quantities of 20 tonnes 
and over of one widthp one thickness$ one specification, 
for delivery from one works at one timej delivered to one 
destination. " 
The extra costs which are applied in the cost model are: - 
(a) for thickness of the plate 
(b) for transport of the plates to the fabricator 
(c) for size of plate. 
Oth 
(a) 
(b) 
(C) 
(d) 
(e) 
(f) 
er extra costs may be incurred for: - 
other qualities 
quantity 
cutting to close tolerances 
surface preparation 
marking 
testing. 
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These costs have not been considered because they are dealt 
with later as part of the fabrication process or because 
they are not applicable to the type of structure considered. 
Extra costs for size and thickness of plate are dependant 
on the width, length and thickness of the plate as ordered. 
Plates between 4m, and 8m long and between 2.25m, and 2.5m 
wide incur the lowest size extra cost. Plates within 
these size ranges with a thickness of 15mm to 20mm incur 
no size extra cost at all. The assumption is made in the 
cost model that plates ordered are 8m long and 2.5m wide 
irrespective of thickness, resulting in the lowest size 
extra cost. The size of plates ordered by a fabricator 
cannot be rationally predetermined from the design of a 
particular job. 
Transport extra costs are determined in the same way as 
for steel sections, All the thicknesses and sizes of 
plates required are available at Middlesborough. 
The above extra costs can be combined to give a cost per 
square metre of plates these are shown in Table 5.4 for 
steel grades 43s 50 and 55. 
Quantity extra costs are determined in the same way as 
for steel sections and therefore if the quantities of plate 
for each thickness usually ordered is known# the costs of 
plates could be readily modified. 
It is usual in the type of work being considered to allow 
a rate for wastage of raw material of 10%. This is low in 
comparison with other types of construction which can 
waste up to 35% where large but intricate shapes are 
fabricated. Wastage occurs when the endplateso baseplates 
and splice plates are cut from large sheets. The plates 
used are generally rectangular and are cut from 
rectangular sheetss thus the amount of waste will be small 
in relation to the size of the sheet. 
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Plate 
Thickness 
Grade 
43 
stppl 
Grade 
50 
ateel- 
Grade 
55 
. --. Steel 
10 12.03 12.68 17.02 
12.5 14.65 15.68 20.59 
15 17.23 18.46 24.35 
20 22.97 24.62 33.49 
25 29.30 31.36 42.45 
30 35.16 39.04 50.94 
35 41.84 46.38 60.25 
40- 47.82 53.00 68.86 
45 55.21 61.04 80.64 
50 61.35 67.82 89.61 
60 73.61 81.39 104.53 
70 86.98 96.05 126.55 
Table 5.4 - Cost per square metre of steel p-late 
5.5,3 Bolt Costs 
High Strength Friction Grip Bolts may be supplied by local 
stockists or by the manufacturers. The cost of bolts is 
determined from price lists 
16 
. which are substantially 
similar for all manufacturers. The price of a boltt 
complete with nut and load indicating washer, is dependant 
on whether it is a stock item, the length of the boltp the 
diameter and the quantity ordered. In order to model the 
cost of bolts in a satisfactory manner, it is necessary to 
rationalize some of these variables. The basic cost of a 
bolt of a given diameter is dependant on the length of the 
bolt* Up to a certain length of bolt the relationship is 
substantially linear, above this length the relationship 
is linear but the cost rises-more rapidly* Typical 
relationships between bolt length and cost are shown in 
figure 5.3. The cost of a bolt with a given grip length 
can be found from linear relationships such as those 
shown in figure 5.3. One set of relationships can be found 
for each bolt diameter. Lengths of bolts within the 
special region are usually required for column splices only. 
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extra costs for the ordering of small quantities) qualities 
other than grade 43 and transport* Section basis costs for 
all the sections which are currently available are given in 
the B. S. C. price list3. The babis costs vary considerably 
depending on the sectioný this variation can be seen by 
examining Table 5.2. this table gives the range of cost 
per tonne of each grade of steel for each type of section 
considered within the cost model. 
Extra costs may be incurred because of the quality of the 
steel being ordereds in the cost model steel of grades 
43As 50C and 55C is considered. Other grade designations 
exist and will be used elsewhere within this chapter. The 
extra costs may be determined from Table 5.2. These extra 
costs are not in proportion to theIncrease in yield stress 
achieved, favouring the use of the higher strength steels. 
Extra costs are also incurred when purchasing small 
quantities of a given section. The section basis prices 
are applied where more than twenty tonnes of one sectionp 
from one workst in one quality are ordered. For other 
quantities an extra price is applied. The cost model 
assumes a minimum order of one tonne per section. These 
extra costs have been combined with those for transport and 
are shown in Table 5.3. 
Extra costs are applied for the delivery of sections from 
the British Steel Corporation's Works to the fabricator's 
works. These costs are given in the "British Iron and Steel 
Carriage Tarrif Schedule" . The costs depend on the 
distance and quantity of sections to be transported, with 
a minimum charge equivalent to that for two tonnes, The 
relationship between the cost per tonne and distance is 
non linear and is shown in figure 5.2. In order to 
calculate this extra cost it is necessary to know from 
which rolling mill the section will be bought (this has 
been taken as the mill nearest to the fabricator at which 
the section is available), the quantity required and the 
distance from the rolling mill to the fabricator's works. 
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It has been assumed that bolts are available in increments 
of 10mm in length and that they are bought in the 
quantities which incur a 75% excess charge for quaýntity. 
These quantities vary for each bolt diameter and 
whether the bolt is a stock item or not. The above model 
may not predict exactly the true cost. to the fabricator 
of bolts, however it is thought to give a reasonable 
estimation of the cost involved. A summary of the cost 
relationships used and quantities assumed are given in 
Table 5.5. The practice of the fabricators which were 
approached was to order the bolts for a given job and so 
small quantity extra costs were very variables 
0 
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5.6 FABRICATION COSTS 
5.6`01 General Comments 
Fabrication consists If changing the raw material into the 
completed steel frame. The method adopted in this cost 
model-for estimating fabrication costs is to estimate the 
time taken for the operatives to perform the various 
fabrication operations. The usual method of finding these 
times is to use the techniques of work study. This method 
of estimating has an advantage in that many companies also 
wish to set up bonus incentive schemes. The resulting 
times can be used both for estimating and for bonus 
payments 
The work study data is usually presented in the form of 
standard minute values for each operation or each part of 
an operation. A standard minute is the number of "real" 
minutes taken to perform a given operations multiplied by 
a factor which provides an allowance for fatigue$ rest 
allowances etc. For the type of work being considered$ which 
requires neither working in cramped conditions nor working 
with intricate parts, an allowance of. 25% for fatigue$ 
rest allowance etc is usually given. A further allowance 
.. 
of 5% is applied for contingencies. The standard time 
for a process is then summed and multiplied by the labour 
rate for the particular process. 
The labour rate is the cost of employing the operative 
who performs the operation. This cost is greater than 
the cost of wages paid to the operative-because such items 
as national insurance, pension contributions and other 
related costs may be included. It is usual to use a 
labour rate which includes a factor to take account of 
plant overheads. Plant overheads represent the cost of 
running the fabrication shops design officesp estimating 
departments depreciation, capital investments and other 
related costs* The application of the overhead factor 
varies between companies in accordance with the accountancy 
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practice of the company concerned, the overhead factor 
represents a measure of the efficiency of the company. 
For this reason the overhead factor is confidential to 
the company concerned. 
Another system of applying overheads is to use the labour 
rate not modified for overheadso and to add the overheads 
on a tonnage basis. A combination of the two systems is 
also feasible. 
The first system is the one used within the cost model. 
This system is justified by the following argument. 
Consider a frame of weight w tonnes, if little or no 
fabrication is required then the amount of fabrication 
shop capacity used is very small and so only a small 
overhead cost should be applied. Alternatively, for the 
same frame, if a large amount of fabrication is performed 
then the fabrication shop capacity used will be greater 
and so the overhead cost applied to the job should be 
greater. With the second system the same amount of 
overhead cost would be applied because the tonnage is the 
same in both cases. The amount of time expended on the 
fabrication is proportioned to the amount of capacity 
used and therefore a factor based on the time taken is 
realistic. In the cost model a value of three is used - 
for the overhead factor on labour, The overhead factors 
quoted as reasonable by the companies approached varied 
between two and four times the labour rate. Some of 
these companies used tonnaGe overhead rates for certain 
overheads in addition to overhead factors. 
5.6.2 Source of Data 
A large number of steel fabrication companies in the North 
of England were approached for information on fabrication 
costs, of these all but five were unwilling to help. The 
five companies which cooperated varied in size and were 
concerned with a large variety of type of fabrication. A 
summary of the information given by each company is given 
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in Table 5.6. The resulting data will now be described in 
the following order: - 
(a) Marking out 
(b) Welding 
(c) Machine flame cutting 
(d) Hand flame cutting 
(e) Cold sawing 
(f) Drilling 
(g) Handling within a works 
(h) Painting and Shot blasting. 
Each operation will be describedp the data collected will 
be described and then the rationalization of the data for 
use in the cpst model is described. 
5.6.3 Marking Out 
At the beginning of the fabrication process it is necessary 
to mark out the raw plates and sectionst in order to show 
the other operatives where holes should be drilled# and 
where plates should be-cut. The usual method of marking 
out a hole is-to use a centre punch to mark the centre of 
the hole to be drilled. For cutting the method used is to 
mark the line with a scriber. Various other markings are 
also required for identification purposes. Due to the 
large variability in, the complexity of the fabrication 
requiredo the thought required to interpret drawings and 
the skill required for marking out, it is difficult to 
derive times for marking out in terms of quantities of 
items marked out, Therefore any standard time derived 
for marking out will be very approximate. It is necessary 
to have two operatives working on marking out at one times 
In the past where an intricate item was to be marked out 
a template was produced for use in the workst this process 
has virtually disappeared because of the large amount of 
labour required when making templates. 
One set of data was collected. This infomation was 
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provided by company "All. Data for marking out was not 
available in any other company, in these cases. an allowance 
was included in the drilling and cutting times., The data 
collected consisted of: - 
(a) for placing plate or section on bench and referring 
to drawings. 0.50 minutes per component per operative 
*(b) for marking out a hole for drilling 0.50 minutes per 
hole per operative 
(c) for marking out a line to be cut 0.33 minutes per 
metre per operative. 
The above values must be multiplied by the number of 
operatives engaged on marking out. Clearly the time for 
placing the plate can be consolidated within handling costs. 
Marking out holes for drilling can be included in the set 
up time for drilling. Marking out for cutting can be 
included in the times per metre for cutting. Thus it is 
not necessary to include marking out as a separate items 
The times given above*were consolidated within the handling, 
drilling and cutting costs. 
CORKER6 has examined the operational elements involved in 
marking out plated structures. The times given are similar 
to those collected but are given in greater detail and so 
it is therefore not possible to make an exact comparison 
between Corker's data and that obtained from company "A". 
Corker gives factors by which to multiply the total 
fabrication time to give an approximate time for marking 
out. This is justified by the fact that the amount of 
marking is proportional to the amount of fabrication required, 
He suggests a factor of 8 percent for the type of work 
being considered. 
5.6.4 Hand Fillet Welding 
Fillet welding is used to make right angle connections 
between steel components, and for the applications being 
considered it is usual to use electric arc welding* 
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Refinements to the arc welding process and other methods of 
welding are more time consuming and thus more costly, this 
tends to outweigh the advantages of using these methods@ 
Preparation for welding consists of clamping (tightly 
together) the components to be joined, to avoid waste of 
weld metals and then the junction is wire brushed. The 
process consists of striking a low voltage and high current 
electric arc between the metal to be joined and an electrode. 
The electrode metal melts and so effects the joins in 
order to minimise oxidation the electrode is coated with a 
chemical which vapourizes when hot and forms a shield of 
gas around the molten metal. Weld metal cannot be deposited 
in runs with a size greater than 12mm thickness, and so it 
is necessary in order to construct larger welds to deposit 
multiple runs (usually of 6mm thickness). After laying each 
run any slags which forms when impurities melt, must be 
removed. Welds are deposited in the downhand position 
(with the welder looking down on the weld) if possible 
because it is more costly and dangerous to work in other 
positions. For the type of work being considered it is 
common practice and better to manipulate the components into 
the downhand position* 
The speed of fabrication is related primarily to the amount 
of weld which can be deposited by the electrode with the 
power set, therefore the times needed to deposit welds can 
be expected to be related in some way to their volume. 
Times for depositing small welds are not proportional to the 
volume of the weld because only one run is needed and the 
error in the depositing of the weld is large in proportion 
to the thickness of the weld. 
Four sets of times were collected for the complete downfiand 
welding process9 including allowancesfor preparationt 
electrode size, clamping, changing electrodes and deslagging. 
Two sets of the times collected were incomplete. In order 
to investigate the relationship between weld size and labour 
content, the data for company "All was taken as the norm, and 
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a scalar multiplier was found for each of the other sets 
of data which made each set fit the data of company "N', 
using a least squares fit. This process allows all the 
data to be plotted to the same scale on a single graph. 
The differences in the scalar multipliers represent the 
differences in the fabrication and accounting process 
between firms. A quadratic function has been fitted to 
the data and this function has been incorporated within 
the cost model. The function for fillet welding time 
is: - 
K (0.186 x leg2 + 0.072 x leg + 4,47) 
where: - 
T standard time in minutes to lay one metre of weld 
K company multiplication factor given in figure 5.4 
leg fillet weld leg length in millimetres. 
This function and the data collected are shown plotted in 
figure 5.4 to a uniform scale. 
DONNELLY15 gives relative times for fillet welding and 
these are plotted to the same scale as figure 5.4 in. figure 
5.5. Examination of figure 5.5 shows that the data 
collected and Donnelly's data are very similar throughout 
the range of weld sizes. 
The other major component of fillet welding cost is the 
electrode material cost. This cost is highly dependant on 
the quantityp size and quality of electrodes employed. 
Company "A! ' and company "C" usually buy electrodes in 
quantities which result in a cost of S-0.10 (allowing 20% 
for waste) for one metre of six millimetre weld. Material 
costs for other weld sizes can be determined in proportion 
to the volume of the weld assuming the same size of 
electrode is always used. If process overheads are includeds 
electrode material costs represent between ten and twenty 
percent of the labour costs* 
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5.6.5 Hand Flame Cutting 
The process of hand flame cutting is used to cut sections 
and plates which require an intricate cut,, or which are 
small or which do not require a high degree of accuracy in 
the cutting process. There are a number of techniques which 
can be useds including oxy-acetelyne and oxy-propane cutting. 
it'is usual to use this method for plates thicker than 
10mm. Depending on the practice of the particular fabricator 
cropping machines may be used for thicknesses less than 10mm. 
The process consists of using a high temperature flame to 
preheat the plate to be cut, to above 900 0 C, then oxygen 
is passed under pressure through the centre of the flame 
in order to oxydize the metal under the torch. The amount 
of time taken depends on the design of the torch, the size 
of the torch and the thickness of the pldte. 
Five sets of times were collected for the complete hand 
flame cutting process including allowances for positioning 
the componentst positioning the torch and preheating the 
plate. Two of these sets of times were incomplete. In 
order to investigate the relationship between plate 
thickness, and labour content, the data for company "A" was 
used as the norm and the data was processed in the same 
manner as for hand fillet welding. A linear function was 
fitted to the data and the resulting times were used for 
costing. The function derived for hand flame cutting ist- 
T=K (0.296 x plate thickness + 7.9313) 
where: - 
T= Standard time in minutes to cut one metre of plate 
K= company multiplication factor given in figure 5.6. 
Examination of figure 5.6 shows that the relationship 
between labour and plate thickness varies between fabricators 
and is non-linear. The non-linearity is due to factors 
others than the plate thickness which affect the labour 
content such as, the type of equipment being useds the 
variations between operatives and the differing times taken 
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to preheat the plate. The data for company "A" is 
substantially linear, thus the time taken to cut the plate 
is proportional. to the thickness of the plate. The data 
for company IIBII and company "Ell is convex, thus for these 
companies it is less costly per unit of cut to cut a thick 
plate than a thin plate. A linear approximation to the 
data collected can be seen to give reasonable agreement to 
all the sets of data. 
CORKER10 examines the operational elements in hand flame 
cutting but does'not seek to examine the relationship of 
labour content to plate thicknesss the example given 
involves the cutting of angles and includes a 
disproportionate amount of handling and therefore cannot be 
compared with the above results. * 
5.6.6 Machine Flame Cutting 
Machine flame cutting is used to cut plates where either a 
very long cut is required or the part is to be cut from a 
large plate. A large variety of equipment is available for 
machine flame cuttings this ranges from simple single 
nozzle track mounted cutters to sophisticated profile 
burning machines with optical or magnetic control. This 
section deals with the type of equipment used by most 
structural steelwork fabricators to out components from 
large plates. The type of equipment used includes a bedy 
usually about half a metre above ground levelt on which 
the plate to be cut is laid; a carriage carrying the 
nozzles spans the bed and is free to move on tracks which 
run the length of the bed. This equipment is shown 
diagramatically in figure 5.7. 
0 
The process consits of accurately setting up, on the beds 
the plate to be cuts preheating the plate along the line 
of the cut, and finally cutting through the plate in the 
same manner as for hand flame cutting. The speed of 
cutting is sometimes regulated mechanically but often the 
operator moves the carriage manually. This process requires 
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ý. wo operatorso one skilled and one unskilled. 
Figure 5.7 - Machine Flame Cutting 
When it is necessary to be very accurate it is-necessary to 
heat the sides of the plate parallel to the cutp in order 
to minimise, warping. Multiple thicknesses of plate may be 
cut providing that no plate is thicker than 18mms because 
the plates require clamping togethers the setting up and 
cu tting time is longer than for a single plates but a 
reduction in the amount of labour required per plate is 
achieved. Multiple parallel cuts may be made, by using 
multiple burners on the carriage, with little increase in 
setting up time and no increase in cutting time. Portable 
plate cutting equipment is also often usedp in this case 
the nozzle moves along a single track which is set close 
and parallel to the line of the cut. The amount of 
labour required in both cases is similar. 
The labour content of machine flame cutting is dependant 
on a large number of factors includingp the thickness of 
the plate, the type of equipment used by the fabricator and 
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the experience of the operator. The development of standard 
times for the labour content is highly dependant on the 
practice and equipment of the 'individual fabricator. This 
is clearly shown by examining the four sets of times 
collected. Two of these sets of times were incomplete. 
Company "All was again taken as the nom and the data was 
processed in the same way as for hand fillet welding. The 
resulting relationship between labour content and plate 
thickness is shown in figure 5.8. A linear function was 
fitted to this data and the function derived was: - 
(0.122 x plate thickness + 6.51) 
where: - 
T= standard time in minutes to cut one metre of plate 
K= company multiplication factor given in figure 5.7. 
I The times include allowances for positioning the component, 
positioning the nozzles and preheating the plate. The 
times are for a single cut in a single plate. 
Examination of the data for all-the companies shows that 
the relationship between plate thickness and standard time 
is siibstantially linear, though the set up time and cutting 
time vary between the different companies. A linear 
approximation to the data can be seen to give reasonable 
agreement and thus a suitable basis for standardization of 
the labour requirement. 
CORKER" gives a range of total burning times for plates$ 
the values are given as a range which are shown in 
figure 5.9. 
_Corker's range corresponds reasonably well 
with the range of the data collected from the four 
companies. 0 
A comparison of hand flame cutting data and machine flame 
cutting data shows that the set up time is very similar but 
the cutting time for machine cutting is approximately half 
that for hand flame cutting. Therefore it always requires 
less labour to use machine flame cutting and this advantage 
is more pronounced for the thicker plates. The company 
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multiplication factors can a, 1so be seen to be very similar 
for each of the companies. 
5.6.7 Cold Sawing 
A cold saw is used to cut sections such as universal beams, 
columns and joists. It is chosen in preference to flame 
cutting because the cut produced is of a high quality. The 
component is set up on a bed and the points to be cut are 
marked. The saw is then placed on the point to be cut and 
the cut is made. The saw used is a circular saw which may 
cýit at any angle. 
The main factors affecting the amount of time taken for 
sawing are: - 
(a) The setting up time, 
(b) The geometric dimensions of the section to be cut. 
(c) The type of machine used. 
The setting up time depends on the type of transport available 
within the works and the amount of automation of the setting 
up process. The geometric dimensions which affect the time 
taken are dependant on the physical dimensions of the 
cutting blade and the direction in which the cut is madep 
---i. e. across the section or down the section or diagonally. 
The type of machine in use affects the speed of cutting, 
The thickness of the section may also affect the cutting 
speed. 
Comparison of labour content is difficult because of the 
above factors. Four sets of data were collectedp three of 
which were incomplete. The approach chosen to rationalize 
the data was to try to relate cutting times, with a major 
dimension of the section. These investigations are 
summarised in figures 5.10,5.11,5.12 and 5.13. The 
standard times collected were plotted against the section 
breadth, section depth and section weight for each company. 
Company "All provided times for sawing universal beams onlys 
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these times are shown plotted in figure 5.10. The times 
can be seen to have a loose relationship to section breadthp 
no relationship to section depth and a loose relationship 
to section weight. Company "B" provided times for sawing' 
all types of sectionsp these times are shown plotted in 
figure 5.11. The times can be seen to be unrelated to 
section breadthý loosely related to section depth and 
unrelated to section weight. Company "C" provided times 
for sawing all types of sectionsp these times are shown 
plotted in figure 5.12# On first examination the times can 
be seen to be unrelated either to section breadthl section 
depth or section weight. However closer examination shows 
that the relationship between time and section breadth and 
time and section depth consists of two "branches" each of 
which is substantially linear. One branch con§ists of 
times relating to universal beam sections, the other branch 
consists of times relating to universal column or joist 
sections. The range between the section with the lowest 
time and the section with the highest time can be seen to 
be the narrowest for company "C" indicating the, use of a 
substantially different type of sawing machine to the other 
companies. Company "D" provided times for sawing all types 
of sectionso these times are shown plotted in figure 5.13. 
These times can be seen to be loosely related to section 
breadth, unrelated to section depth and very loosely 
related to section weight. 
It was not found to be possible to correlate the relationships 
for each fabricator as with other fabrication operations. 
Therefore a sample was chosen for use in the cost model. 
The set chosen was that provided by company I'D". This set 
was chosen because firstly the times were a complete set# 
secondly the times were consistently related to section 
breadth and finally the times are similar to those for 
company "A"O which was used as "norm! ' for correlation for 
the other fabrication processes. 
CORKER 7 has examined the cost items in cold sawing. Corker 
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shows that the cost is primarily a 
marking. The value of the cutting 
because it is a variable dependant 
machine used. The effects of I'mas 
cutting more than one section at a 
significant because there is a net 
4nd setting up times. 
5.6.8 Drilling 
function of handling and 
speed was not dealt with 
on the cold sawing 
s production! '. 4 such as 
time, are shown to be 
reduction in handling 
Drilling is used to form holes in plates and sections for 
the insertion of site bolts. The process consists of 
positioning and clamping the component to be drilled on a 
bench, and then drilling holes at points which have been 
previously centre punched, using a variable position drill. 
Burrs 'caused by drilling are then removed, The component 
must be positioned under the drilling machine such that the 
drill may reach all the hole positions in the bolt group. 
The operations which may be timed consist of: - 
(a) Positioning and clamping the component for each bolt 
group, 
(b) Moving the drill to each hole, 
(c) Drilling the hole. 
(d) Removing the burrs on each hole. 
(e) Sharpening drilling bits. 
Clearly the time taken to position and clamp the component 
depends on the size and type of component to be drilled. 
The time taken to actually drill the hole is related to 
the diameter of the hole and the thickness through which 
the hole has to be drilled. 
Four sets of data were collected, none of which was 
complete. All the data has been rationalized into a 
setting up time for each hole to be drilled and a drilling 
time based on the thickness of the plate, The setting up 
time for company "A" and company "C" included an 
allowance for positioning-and clamping the component, 
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irrespective of the size and type of component. Company "B" 
and company "E" had a time for positioning and clamping the 
component, and an individual time for each hole to be 
drilled. For these two companies the positioning and 
clamping time has been added to the time for each hole, 
based'on a bolt group of six 
' 
holes, The drilling time 
taken for each millimetre of thickness drilled through is 
dependant on the diameter of the hole., however the setting 
up time is the same for all hole diameters. The drilling 
times have been rationalized by multiplying each set of 
data by a scalar multiplier which made the setting up times 
for each hole equal to 1 minute. The times per millimetre' 
of thickness drilled through have been plotted against the 
bolt diameter and the resulting graph is shown in 
figure 5.14. A linear function fits this data with a 
reasonable degree of accuracy. Therefore the time taken 
to drill a hole may be determined from3- 
T=K ((0.02d - 0.10) x 
X/10 + 1.0) 
where: - 
T= number of standard minutes required to drill one 
hole 
d= diameter of the bolt in millimetres 
x= thickness to be drilled through in millimetres 
K= company multiplication factor given in figure 5.14. 
Previous investiSatorsp KNAPTON 18 and BRINKERHOFF',, have 
used a cost per bolt only. This approach does not however 
Provide a satisfactory model for drilling costs when the 
depth of the hole varies considerably such as in column 
splices. 
5.6.9 Handling Within a Works 
In order to perform fabrication operations on steelwork it 
is necessary to move partially fabricated components around 
the works from process to process. The alternative would 
be to keep each partially fabricated element in one location 
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and bring the tools to its however this would prove 
impractical. Two methods of handling are used commonly. 
One method involves the use of overhead cranes and the 
second method involves the use of trolleys. 
Movement of components by overhead crane tends to be costly. 
The process consists of: - 
(a) Moving the crane to the component. 
(b) Clamping or slinging the component. 
(c) Lifting the component. 
(d) Moving the crane to the next process. 
(e) Setting down the component. 
This process normally requires two operatives, one to drive 
the crane and one to perfom the slinging and setting down. 
Movement of components by trolley consists of: - k 
(a) Lifting the component manually onto a trolley. 
(b) Moving the trolley to the next process* 
(c) Manually lifting the component onto the benche 
Components which weight up to 150 kilogrammes can be moved 
in this way by two operatives. 
I One set of data was provided by company "C", Company "All 
had very approximate data available, related only to the 
weight of the component and not the distance travelled. 
Therefore this was only applicable to their own works and 
is henceforth omitteds The data collected from company "C" 
consists of: - 
(a) Manual handling (component less than 150kgs). 
Lift component from bench to trolley 0.6-minutes/operative 
Move trolley 10 metres and return 0.94minutes/operative 
Lift component from trolley to bench 0.6 minutes/operative 
(b) Overhead crane (component greater than 150kgs) 
Clamps sling and lift component from bench 
2.15minutes/operative 
Move crane with component 10 metres and return 
2.81minutes/operative 
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Lower component to bench and unclamp 2.15minutes/operative 
The application of these times within the cost model is 
dependant on a number of assumptions: - 
(a) The movement is unimpaired, if this is not generally 
the case a factor must be included to take account of 
this. 
I 
(b) The craneage does not vary and is always available 
implying a long thin fabrication shop with a surplus 
of craneage. Again a factor may b(ý included to take 
account of this. 
(c) Errors in the times given will tend to cancel out by 
using average aggregated times for each componente 
(d) The crane or trolley will be nearby whenever it is 
needed, again a factor can be included to take 
account of the average calling distance. 
A method is used within the cost model which rationalizes 
the amount of handling data to be used and reduces the data 
to a total of five figures. As an example of this 
rationalization, consider the fabrication of a major axis 
beam with end plates. Firstly it is assumed that any two 
similar components will follow exactly the same route 
through the works. The handling processes involved for 
the end plate up to the time it is subassembled with the 
beam are as followss- 
(a) Lift full plate from lorry and transport to stockyard. 
time =a minutes 
(b) Lift full plate from stockyard and transport to 
- marking out bench. 
time =b minutes 
(c) Lift full plate from marking out bench and transport 
to cutting bench. 
time =c minutes 
(d) Lift part plate from cutting bench and transport to 
drilling bench. 
time =d minutes 
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(e) Lift part plate from drilling bench and transport to 
subassembly area. 
time =e minutes 
If the area of the plate is r square metres and the standard 
full size of plate used is 20 square metres. The total 
time taken for handling this endplate is: - 
rx+ c) (d 
TO 
Therefore it is only necessary to know the total time taken 
to move the plate as a whole plate (a +b+ c) and the time 
taken to move the plate as a part plate (d + e)e This 
operation is illustrated in figure 5.15, which shows the 
processes and times for all the types of components which 
may be used in multi-storey frames. Sections and whole 
plates are assumed to be moved by overhead crane and part 
plates are assumed to be moved manually. For the purposes 
of this study the distance between processes have been 
standardized as 15 metres each, This distance represents 
the conditions existing within a typical fabrication shop. 
The total times which have been used are shown in figure 
5.15. 
.. When handling times for full size plates are divided into 
. the times 
for individual plates, by scaling down in 
proportion to the area of the plateso it is found that the 
resulting handling time per plate is insighificant. 
Examination of typical details prodiAced by the design 
programme shows that almost all plate components weigh less 
than 150kg. 
Previous investigators' references have omitted handling 
costs even though they form a substantial part. of the 
fabrication cost. 
5.6.10 Surface Treatment 
The processes included within surface treatment are 
shotblasting, wire brushing and painting. Surface treatment 
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represents a substantial part of the cost of a steel framed 
bu ilding and also they are subject to the widest variation 
in cost of any fabrication process. 
The process of shot blasting may be performed on the raw 
material as it enters the works or after fabrication and 
just before painting, The method used is to mount a number 
of components on a trolley which is placed in a shot 
blasting'tunnel. Lead shot is fired at the components until 
sufficient mill scale and'rust is removed. A less 
satisfactory alternative is to wire brush the components 
(usually after fabrication). The components are then 
ready for fabrication and subsequent painting. The variation 
between the practice of different fabricators and the fact 
that subcontractors are often used for this type of work 
leads to the use of a cost based on surface area of the 
components. Clearly this approach is not fully represent- 
ative of the labour cost required but it gives the best 
available estimate of the cost. 
The process of painting consists of brushing the component 
to clean it and then spray painting with a numýer Of coats,, 
the first coat of which is a priming coat. This process is 
also estimated on the basis of the surface area to be 
covered and on the number of coats required, This process 
may also be undertaken by subcontractors. 
Typical costs for three types of surface treatment were 
collected from company "A". These costs were$- 
(a) Wire brush and apply 2 to 3 coats of paint after 
fabrication = L1.00 to Y-1.16 per square meýre. 
(b) Shot blast components prior to fabrication apply 
2 to 3 coats of paint after fabrication =11,80 per 
square metres 
Shot blast components af ter fabrication and apply 
2 to 3 coats of paint = L3.60 per square metre. 
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The British Steel Corporation is also prepared, for an 
extra costv to shot blast and prime plates on'both sides. 
The cost of shot blasting and applying priming point 
varies between 1.02Y-/m 
2 
and 1.091/m 
20 
Basing the cost of these processes on the surface area of 
the component to be treated represents the most realistic 
method available for estimating the cost of surface 
treatment. This method is realistic ift as in multi-storey 
frames, all the work to be painted is of similar intricacy. 
The use of surface area is in accordance with previous 
18 23 
work. KNAPTON , ZWANZIG . 
5*7 SIGNIFICANT FABRICATION COSTS OMITTED FROM THE COST MODEL 
5.7.1 Subassembly 
During the fabrication process it is necessary to clamp 
the individual components for weldingt to manipulate the 
components during welding and also to check that completed 
beam and column components will fit together when the are 
delivered to site. The operations are not suitable in the 
general case for the application of time study because the 
times taken and the procedure adopted by the operatives 
depends to a large extent on the type of fabrication being 
studied, the method that is used for clamping the 
components and the practice of the individual fabricator. 
None of the fabricators contacted had separate times for 
these operations. Each of the fabricators included an 
allowance within the fabrication overheads to take account 
of subassembly. When the fabricator is equipped to produce 
multi-storey structures these items will form a small part 
of the fabrication process due to the use of purpose made 
clamps and manipulators* For other types of construction 
such as plated structures subassembly costs can form a 
large proportion of the. total cost, 
CORKER14 examined subassembly for plated structures, he 
concluded that standard times for subassembly are 
4 
- 191 - 
difficult to assess. Corker also showed that for, plated 
structures subassembly costs form a considerable part of 
the total fabrication cost. 
5.7.2 Site Erection 
It was found to be very difficult to include site erection 
within the cost model because no data was available from 
any of the companies consulted. Company "All has a bonus 
scheme for site erection but the data was regarded as 
"competitive" and was not made available. The problem 
with assessing the cost of this process is that there is a 
large number of variables which have to be considered 
comprising: - 
(a) The access to the site and availability of areas for 
storages 
(b) The availability of craneage on the site* 
(c) The size, weight and position of the largest component 
in the structures 
(d) The height to which the components have to be lifted. 
(C) The number and type of bolts to be used in each 
connection and the complexity of the connections. 
(f) The average number of packing pieces in the column 
splices. 
(g) The amount of repetition within the structures 
(h) The number of column splices. 
W Interference between the erector and other building 
trades. 
The number of members in the frame and the ratio of 
the number of beams to the number of columns* 
The usual method of estimating the cost of site erection is 
to use experience in deciding a suitable tonnage rate, The 
resulting cost is empirically related to the variables 
mentioned above. Clearly this type of cost cannot be 
included accurately in a cost model in this form as it does 
not consider the influence of the variables in a logical 
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manner. For this reason this cost has not been included 
at all within the cost modelo Clearly this would have 
warranted further investigation if cooperation had been 
tiven. The whole topic of site erection and planning of 
site work is a large subject within itself and has, for 
the sake of rendering the problem tractablep been omitted. 
If all oýher considerations are the same, the cost of 
erection is related to the number of members in the frame 
becauseo the more members there are, the more joints 
there are to make, and the more lifts are required. 
Clearly an approximate model for erection costs could have 
been developed on this basis if the relevant information 
were available. 
I 
5.8 FACTORS AFFECTING FABRICATION COSTS 
5.8.1 The Use of High Strength Steels 
Among the companies approached experience of estimating 
for large quantities of fabrication in steel of grades 50 
and 55 was limited to company "A". The labour times have 
to be altered to take account of variations in the 
fabrication procedure. Drilling setting upp handling and 
marking times remain constant for all grades of steel. 
Drillings cold sawing and flame cutting times increase by 
10 percent for grade 50 steel and by 25 percent for 
grade 55 steel. When steel of grade 50 is used for fillet 
welding the increase is 10 percent. When steel of 
grade 55 is used for fillet welding the increase is 
100 percento because of the great deal of care required 
during preheating and cooling to ensure that the steel 
retains its strength. These figures represent a suitable 
method for examining the effect on costs of using steels 
of different grades. Until the use of grade 50 and grade 55 
steels becomes more widespread, data for these grades will 
remain innaccurates 
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5.8.2 Performance of Labour and Multiplying Factors 
The amount of time taken to perform a fabrication operation 
is greater than the amount of time during which the 
equipment is in use. The ratio of these two times is 
termed the operating factorp which is a measure of the 
efficiency of the operatives and their equipment. For 
fillet welding the operating factor varies from about 
50 percent down to 15 percent; an average factor is around 
33 percent. Other operations have similar factors. 
Variations in the operating factor are found when standard 
times are originally derived for use in a bonus incentive 
scheme which at a later stage is discontinued. The wide 
variation in the operating factor can be seen to affect 
the cost of an operation considerably. 
I 
Variations in times taken between companies are also due 
to the policy of the work study team in deciding which 
operations to include within the standard times for a 
given operation. 
These two factors provide the main reasons for the large 
variations between the times provided by the companies for 
the same operation. The effects of these factors are 
expressed in the scalar multipliers which have been found 
for some of the fabrication operations. 
A related factor is the choice of labour rate for each 
fabrication operation. A summary of the labour rates 
provided which are to be applied for each operation are 
given in Table 5.7. The labour rates given may or may not 
include a proportion of the overheads and this means that 
they show variations between companies and fabrication 
operations. 
When the final cost of a frame is being found the 
differences in overhead factorst labour rates and scalar 
multipliers between companies can' cel each other out in 
such a way that the final price is similar for all companies. 
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It is therefore not necessary to consider the role of the 
scalar multipliers furtherv if the labour rate and overhead 
factor are chosen in such a way that the costs produced are 
realistic. 
Operation 
Company 
A 
Company 
B 
Company 
C 
Company 
D 
Company 
E 
Marking Out 1.91 N. A. N. A. N. A. N. A. 
Welding 1.91 2.00 1.80 1.52 N. A. 
Machine Flame 
Cutting 
2.45 2.00 1.80 2.77 2.00 
Hand Flame Cutting 1.71 2.00 1.80 1.52 2.00 
Cold Sawing 1.44 N. A. 1.80 1.52 2.00 
Drilling 1.44 2.00 1080 N. A. 2.00 
Handling 2.45 N. A. 1.80 N. A. N. A. 
Table 5.7 - Labour Rates (M/Hour) 
5.8.3 Repetition 
Repetition will have the effect of reducing costs when 
large numbers of the same item have to be produced. 
Examples of this are: - 
(a) When the sections are clipped together for cold sawing. 
-(b) When plates are clamped together for drilling or 
cuttinge 
The cost model makes no attempt to deal with the savings 
so gained. It is usual when estimating to consider 
0 
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repetition only when very large numbem of the same 
component are required and in such a case a special study 
would be made, For a given structure the cost saving due 
to repetition would be sensibly constant and so should not 
affect the comparison of two similar designs. 
5.9' THE COSTING OF A FRMIE 
Using the previous cost informationp the total frame production 
cost may be obtained from: - 
x0v+Cs+Cp+ rb + Cx 
Where: - 
L labour rate for process 
t. = total standard time expended on process 1 
n= number of processes 
0= overheads factor v 
C= cost of steel sections s 
Cp= cost of steel plates 
Cb= cost of bolts 
CX= section extra costs for quantitys quality 
and transport. 
The application of this formula to the costing of sections and 
connections will now be considered. 
5.9.1 The Costing of Sections 
The application of the cost model to determing the cost of 
beam and column sections for a frame will now be described* 
Sections are costed on the basis of the centre to centre 
distances between joints, this cost is later modified 
during the costing of connections to take account of the 
true lengths of the members. The following costs relating 
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to the sections were included. 
Material Items 
(a) Section of required length. and size# cost modified to 
take extras into account. 
Fabrication Items 
(a) Shot blasting and painting over the whole length of 
each member. 
Area to be treated = Perimeter length of section x length 
of section. 
5.9.2 Major Axis Beam End Plate 
9 
Figure 5.16 - Major Axis Connection 
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Material Items 
(a) Endplate of required thicknessp width and depth. 
(b) Bolts of required diameter with a minimum grip length 
equal to the endplate thickness plus the stanchion 
flange thickness. 
(c) Welding rods to construct fillet weld between beam 
and endplate. 
(d) Reduce the cost of the above by the cost of the beam 
section with a length of half. the stanchion depth. 
Fabrication Items 
(a) Mark out and cut endplate from a large plate 
total distance = Depth of plate + Width of plate. 
(b) Mark out and drill holes for site bolts on endplate 
and stanchion flanges, 
total number of set ups = number of bolts x'2 
total depth to be drilled through = number of bolts 
x (thickness of endplate + thickness of stanchion 
flange). 
(c) Cold saw end of beam. 
(d) Fillet weld beam to endplate. 
total length of large welds =2x breadth of beam 
total length of small welds =2x (depth of beam + 
breadth of beam)' 
(e) Handle endplate as part of a large plate to cutting 
process. 3 movements by crane. 
(f) Handle endplate separately from cutting to drilling 
and then to welding. 2 movements by hand. 
(g) Handle beam section through all processes* 
7 movements by crane 
(cost shared between 2 endplates). 
(h) Shot blast endplate both sides. 
total area =2x (depth of plate x width of plate), 
(i) Paint endplate one side only, 
total area = (depth of plate x width of plate). 
Reduce the cost of the above by the cost of painting 
and shot blasting a length of beam equal to half the 
stanchion depth. 
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5.9.3 Minor Axis Beam End Plate Without Continuity 
Figure 5.17 - Minor Axis Connection Without Continuity 
This 'connection is similar for costing purposes to the 
major axis beam endplate connectiont requiring the 
substitution of stanchion web wherever the stanchion flange 
is mentioned and neglecting the cost reductions for the 
length of beam. In the case where the endplate is not 
extended the costing of the connection is also similar. 
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5.9.4 Minor Axis Beam End Plate with Continuity 
I 
Figure 5.18 - Minor Axis Connection With Continuity 
Material Items 
(a) Two identical endplates of required thicknesss width 
and depth. 
(b) Bolts of required diameter with a minimum grip length 
equal to twice the endplate thickness plus the 
thickness of the column web. 
(C) Welding rods to construct fillet welds between beams 
and endplates, 
Fabrication Items 
(a) Mark out and cut endplates from a large sheet 
total distance =2x (depth of plate + width of plate) 
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(b) Mark out and drill holes for site bolts on endplates 
and stanchion web, 
total number of set ups = number of bolts x3 
total depth to be drilled through = number of bolts x 
2x (thickness of endplate + thickness of stanchion web) 
W Cold saw end of each beam. 
W Fillet weld beams to endplates. 
total length of large welds =2x breadth of beam 
total length of small welds =2x (breadth of beam + 
depth of beam) 
for each of the two beams, 
Handle endplates as part of a large plate to cutting 
process. 
6 movements by crane. 
(f) Handle endplates separately from cutting to drilling 
and then to welding. 
4 movements by hand. 
(g) Handle beam sections through all processes* 
7 movements by crane. 
W Shot blast endplates both sides. 
total area =2x (depth of plate x width of plate) 
4, 
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5,. 9,. 5 Stanchion Stiffeners 
Tension Stiffeners 
Figure 5.19 - Tension Stiffeners 
Material Items 
(a) Two identical triangular stiffeners of required 
thickness. 
(b) Welding rods to construct fillet welds between 
column stanchion and stiffeners. 
Fabrication Items 
(a) Mark out and cut stiffeners from a large sheet 
total distance = 3.4 x breadth of stanchion. 
(b) Fillet weld stiffeners to stanchio 
total length of weld =4x breadth of stanchion. 
(c) Handle stiffeners separately from cutting to welding 
2 movements by hand. 
(d) Shot blast and paint stiffeners both sides 
total area = 0.5 x (breadth of stanchion) .9 
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Compression Stiffeners 
Figure 5.20 - Compression Stiffeners 
Material Items 
(a) Two identical rectangular stiffeners of required 
thickness. 
(b) Welding rods to construct fillet welds between 
stanchion and stiffeners. 
Fabrication Items 
(a) Mark out and cut stiffeners from a large sheet. 
total distance = breadth of stanchion +2x depth 
between flanges of the stanchion. 
W Fillet weld stiffeners to stanchion. 
total length of weld =4x (breadth of stanchion + 
depth between flanges of stanchion). 
(C) Handle stiffeners separately from cutting to welding. 
2 movements by hand.. 
(d) Shot blast and paint stiffeners both sides. 
total area, = 2x (breadth of stanchion x depth between 
flanges of stanchion). 
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N 
5.906 Stanchion Splice 
-4. 
Figure 5.21 - Stanchion Splice 
Material Items 
(a) Two cover plates of required thickness, width and 
depth. 
(b) Assorted packing pieces of required thickness, width 
and depth. 
(c) One separation plate of required thickness. 
(d) Bottom bolts of the required diameter with a minimum 
grip length equal to the thickness of the cover 
plate plus the flange thickness of the bottom stanchion. 
(e) Top bolts of the required diameter with a minimum grip 
length equal to the thickness of the cover plate plus 
the thickness of packing plus the flange thickness of 
P-- -' 
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the upper stanchion. 
(f) Weldina rods to construct fillet welds between bottom 
stanchion and separation plate. 
Increase the cost of the above by the cost difference 
between the stanchions above and below, with a length 
equal to the distance from the top of the beams below 
to the midpoint of the splices 
Fabrication Items 
(a) Mark out and cut cover plates, separation plates, and 
packing plates from large sheets. 
for each plate distance = depth of plate + width of 
platee 
(b) Mark out and drill holes for site bolts on cover 
plates and stanchion flanges. 
total number of set ups = number of top bolts x2 (number 
of packing plates + 2) + number of bottom bolts x 4. 
total depth to be drilled through = Eiumber of top 
bolts x (cover plate thickness + packing plates 
thickness + flange thickness of top stanchion) + number 
of bottom bolts x (cover plate thickness + flange 
thickness of lower stanchion))x 2. 
W Cold saw both ends of upper stanchion. 
(d) Fillet weld separation plate to top of lower stanchion* 
total length =2x (breadth of lower stanchion + depth 
of lower stanchion). 
(e) Handle plates as part of a large plate up to cutting 
process. 
3 movements by crane per plate. 
(f) Handle separation plate from cutting to welding. 
I movement by hand. 
(g) Handle packing plates and cover plates from cutting 
onwards. 
4 movements by hand for each cover plate. 
3 movements by hand for each packing plate. 
(h) Handle one stanchion section through all processes, 
7 movements by crane. 
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Shot blast all plates both sides. 
Area for each plate =2x (depth of plate. x width of 
plate). 
Paint separation plate and one side of each cover 
plate. 
(k) Increase the cost of the above by the cost of painting 
and shot blasting the lower stanchion for a length 
from the top of the beam below to the centre of the 
splice. Reduce the cost by the cost of the same 
item for the upper stanchion section. 
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5.9.7 Stanchion Base Plate 
Figure 5.22 - Stanchion Base Plate 
Material Items 
(a) Base plate of required thickness) width and depth. 
(b) Foundation bolts of 25mm diameter, 500-mm. long. 
(c) Welding rods to construct fillet welds between 
stanchion and base plate. 
Fabrication Items 
(a) Mark out and cut base plate from a large plate. 
total distance = depth of plate + width of plate. 
(b) Mark out and drill holes for foundation bolts in 
base plate. 
total number of set ups = number of bolts 
total depth to be drilled through = number of bolts x 
thickness of base plate. 
(c) Cold saw both ends of stanchion. 
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(d) Fillet weld stanchion to endplate. 
-total length of weld =2x depth of stanchion +4x 
breadth of stanchion,. 
(e) Handle base plate as part of a large plate to cutting 
process. 
3 movements by crane. 
(f) Handle base plate separately from cutting to drilling, 
and'then to welding. 
2 movements by hand. 
(g) Handle stanchion section through all processes. 
7 movements by crane, 
(h) Shot blast and paint both sides of endplates 
total area =2x (length of plate x width of plate)* 
5.10 CONCLUSIONS 
The-cost model which has been described allows the automatic 
costing of braced steel frames in accordance with the methods and 
requirements of the structural steelwork industry. The model represents 
an attempt to include as many of the production processes involved in 
the construction of steel frames as possible. Costing datap which has 
been found in cooperation with industryp has been presented in a 
unified formp suitable for use by any designer wishing to compare 
designs on a rational basis. The costs resulting from the use of the 
cost model have been derived from the most accurate methods of cost 
estimating available and therefore represents a reasonable basis for 
the comparison of alternative designs. 
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CHAPTER6 
optimization Techniques 
6.1 INTRODUCTION 
The optimization of braced frames using the design methods 
described in Chapter 4 may be stated in a mathematical form: as: - 
xxL Minimise ZECi (x i)Li+ECc+Cx 
x where (xlI X2 '00000 Xn) Independant variables 
(sections chosen for each 
group of members)o 
L (Llp Lo.... L Total length of members 
01W 2n 
in each group of memberso 
CI (x i) = Cost per unit length of section xio 
x Cc= Fabrication and material cost of each 
connection. 
xL Cx Cost of extras for quality,, quantity and 
transport, 
n Number of groups of members. 
Subject to constraint functions of the independant variables 
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x cc 
,P and 
the dcpendant variables (?, ) 71, 
Stress constraints 
Deflection constraints 
Local buckling constraints 
Member buckling constraints 
Geometric constr-Unts 
End moment constraints 
x cc <Fi( 'I') 
di( 2" <Di 
x qj IZ-0 )<Qi 
x pi (I, -) <P 
xx G qe) <Ek( 
oc oc L r4e i<u(, z,, 
) 
where k,, j= member numbers incremented over all members. 
Und moment factor., the end moments in a beam 
member when considering moment redistribution. 
There may be more than one of each type of constraint for each 
x OC member. The variables V are discrete and the variables ?. / are 
continuous. The constraints are in Seneral discontinuous. The problem 
as formulated represents one of the most difficult optimization problemss 
since: 
(a) Some of the variables are discrete. 
(b) The objective function is non linear and discontinuous. 
(c) The constraints are non linear and cannot always be 
written in analytical form, 
(d) The number of variables may be very large. 
One method of rationalising. this difficult problem which has 
been used is that of functionalizing the properties of the sections# 
which allows a continuous variable formulation of the problem. This 
approach is not possible for three-dimensional frames because all 
section properties have to be related to one property (for example the 
section area). Relationships for two-dimensional frames though 
inaccurate are possiblep however for three-dimensional frames no such 
relationships are available and even if they were available it would 
in some cases be impossible to select a section corresponding to the 
continuous variable solution from a set of available sections. For these 
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reasons this approach has been rejected. 
Rather than try to solve the optimization problem by using 
a single optimization technique, the problem has been solved by firstly 
obtaining a near optimal solution, using an iterative design algorithm 
and secondly using this solution as a starting point for a local search 
algorithm. Two local search algorithms have been usedo these are dynamic 
programming and enumeration. Even after both steps have been carried 
out., there is no guarantee that the resulting design is optimal. 
A description will be given of end moment constraints and 
geometric constraints and the implementation of these constraints within 
the design and optimization system. The iterative design algorithm is 
then described, followed by descriptions of the dynamic programming and 
enumeration algorithms. Examples are given of the use of the algorithms 
and finally the two local search algorithms are compared in ierms of 
computational efficiency. 
6.2 END MOMENT CONSTRAINTS 
The design methods which were considered allow the redistribution 
of the end moments for beams. This allows the selection of stanchions 
which are smaller than would be allowed if redistribution was neglected. 
Consider a beam framing into an external column. In 
conventional plastic design without distribution the end and centre 
moments would be equal. When considering'redistribution the beam end I'L 
moments may be reduced as long as the stanchion moments do not exceed 
the elastic moment of resistance of the stanchion section. This approach 
may also be applied to internal stanchions where a large difference in 
ýpan'occurs between the beams on either side of the stanchion, in this 
case the larger end moment (which can be reduced) must never be less 
than the smaller end moment (which remains fixed), The approach may be 
used in order to utilize spare resistance-in beamst resulting in a 
smaller stanchion. 
A theoretical investigation of the problem was made in order 
to examine the characteristics of the problem. The investigation was 
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applied to the B. C. S. A. design method and first order effects were 
considered. A uniform load was applied to the whole span of a beam and 
the maximum bending stress was plotted against the value of orýe beam 
end moment, the other end moment remaining constant. A typical plot is 
shown in figure 6.1, it can be seen that the relationship is slightly 
convex. An investigation was then made of a stanchion. A single load 
case was considered, analytical expressions were found for the maximum 
moment at the ends and midheight when only one end moment was varied. 
The midspan moment would be increased in practice by the second order 
effects. A plot of end moment against maximum moment is shown in 
figure 6.2. The relationship can be seen to have a sharply defined 
minimum and to be made up of linear segments. The plot shows that a 
reduction in one end moment will not always result in a reduction of 
maximum moment. 
In order to verify the theoretical resultss the effect of 
varying end moments was assessed on two small frames* The investigation 
was carried out by selecting sections for the beams and columnsp the 
beam end moments were then varied and the maximum stress ratio was 
plotted. All three design methods were investigatedo the results being 
very similar in each case. The first frame is shown diagrýmatically in 
figure 6.3 together with the plot of stress ratios for the B. C. S. A. 
design method. It can be seen that the design space is non linear and 
has a sharply defined minimum. The second frame is shown in figure 6.4 
together with the plot of stress ratios for the B. C. S. A. design method. 
The design space is again non linear and has a sharply defined minimum. 
From these investigations the principal problems involved in 
taking advantage of redistribution were seen to be: - 
(a) The problem has many variabless each variable end moment 
is a variable. 
(b) The stress ratios are dependant on second order effects 
which cannot be treated analytically. 
The existance of upper and lower bounds on the variables 
rules out the use of analytical solutions. 
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A number of properties of the. problem could be used to good 
effect: - 
(a) The design space appeared to be unimodal. 
(b) The effect of changing one end moment could be easily 
found by considering only-the stress ratios of the 
attached members. 
(c) A solution to the problem is found when all stress ratios 
are less than one. 
An algorithm has been devised to exploit moment redistribution., 
This algorithm is interposed between the optimization section and the 
design checking section. The optimization algorithm postulates a set of 
sections for the frame and the moment redistribution algorithm determines 
whether these sections are feasible. 
The approach of the algorithm consists of starting with an 
analysis of the frame neglecting redistribution. Each joint is then 
considered in turn, the moment which may be varied is varied until the 
point with the smallest maximum stress ratio is found. This procedure 
is repeated until either the stress ratios are all less than one (a 
feasible design) or until the maximum stress ratio no longer reduces 
(an infeasible design). This algorithm, which consists effectively of 
a series of univariate searches, has a number of advantages: - 
(a) The size of the frame does not limit the use of the 
algorithm. 
(b) Even for large frames only three or four full scale 
iterations are required to bring about convergence. 
(c) Designs which fail because certain stress ratios can 
never be less than one are immediately rejected. 
The univariate searches were carried out using "Powell's 
Algorithdl., which makes use of a curve approximation to choose 
successive trial points. If the design space is convex the algorithm 
will converge on a minimum. The accuracy of the algorithm cannot be 
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guaranteed and it is not possible to define exactly bow many function 
evaluations are required. In practice convergence of the algorithm is 
rapid, often requiring only ten function evaluations for each univariate 
search. 4 
The application of moment redistribution will now be demonstrated 
using the frame shown diagramatically in figure 6.5. The sections were 
initially infeasible and the moment redistribution algorithm was used 
in order to prove the sections feasible. The algorithm converged after 
two full iterations. The progress of the algorithm can be studied with 
reference to figure 6.6 which shows the univariate searches at each 
joint as the algorithm proceeds. It can be seen that in general the 
relationships between stress ratios and end moments are made up of 
substantially linear segments. The total number of function evaluations 
and the value of the objective function for each full iteration are shown 
I in Table 6.1. 
Stage of Algorithm 
Maximum 
Stress 
Ratio 
Number of 
Function 
Evaluations 
Inital Evaluation' 1.0695 - 
After. First Evaluation 1.0196 30 
After Second Evaluation 0.99924 34 
Total 64 
Table 6.1 
6.3 GEOMETRIC CONSTRAINTS 
Geometric constraints are used to'ensure that the members of 
the frame will fit together. Specificallys the meeting members must be 
of such sizes that they may be connected together using thoseconnections, 
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described previously. For example where stanchions are spliced, the 
upper section should be shallower than the lower one. These constraints 
will now be considered with reference to figure 6-7. 
a) Stanchion Taper Towards Top of Building 
The depth of the column section in the lower group must 
be larger than the depth of*the column section in the 
upper group. 
D 
J. 
>DI 
b) Major Axis Beams to Fit Stanchion Within 25mm 
The breadth of the stanchion plus 25mm is greater than 
the breadth of the beam. 
B. + 25 >, B k 
B+ 25 >, B 
c) Minor Axis Beams to Fit Within the Web of th e Stanchion 
The depth between fillets of the stanchion is greater than 
the breadth of the beam. 
D 
BFj >, 
BL 
"10 
D BFj >, BnI 
d) Minor Axis Beams to Fit Between Column Stiffeners if 
Required 
The minimum size of the minor axis end plate must be less 
than the depth between fillets of the m. ýjor axis beams. 
D4tf+ 1), BFk 
D BFk >ý, 4tfn +Dn 
D BFm >, 4tfl + Dl 
D BFm >, - 4tf n+Dn 
The last four constraint equations assume that the minor axis 
beams will always be shallower than the major axis beams. In certain 
casess for instance when minor axis beams are more heavily loaded than 
- 224 - 
ID 
FIG. 6.7 GEOMETRICAL CONSTRAINTS 
ML,.. -' 
- 225 - 
major axis beamsp these constraints may. be relaxed by the user. The 
inclusion of these constraints will reduce considerably the number or 
feasible combinations in the cases where they are required. 
The constraints are formulated automatically at the beginning 
of the optimization stage. The constraints are stored within 
constraintmatrices for each type bf constraint. Thus if a section is 
proposed for each of ng groups it is necessary to check the constraints) 
for example: - 
Constraint type (D if DC (i, j) =1 and Di >" Di then the 
constraint is not violated, 
The other constraints are dealt with in a similar manner. 
This method of dealing with geometric constraints is very efficient 
because a frame may be checked for the satisfaction of these constraints 
without the use of the design checking section. This procedure reduces 
the size of the design space with little effort. This system of dealing 
with geometric constraints is easily incorporated into the optimization 
algorithms used and the details are discussed with the description of 
each algorithm. 
6.4 ITERATIVE DESIGN ALGORITHM 
The aim of the iterative design algorithm is to select an 
economic set of sections which will satisfy all constraints* The 
algorithm uses the results of one design to choose sections for the next 
design. This type of algorithm was found to be very efficient when 
discrete sections are useds because rapid improvements in the objective 
function are usually made in only a few iterations. The resulting 
design, which may or may not be optimal, can then be used as a starting 
Point for a local search algorithm, Member selection is by the use of 
iterative formulae and by the satisfaction of geometric constraints* 
The constraints which the algorithm considers may be classified 
as follows: - 
(a) Non redistributive constraints: - These constraints are 
independant of the section sizes chosen for other-members 
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and have the same form and value in every iteration. 
(b) Redistributive constraints: - These constraints are 
dependant on the section sizes chosen for other members 
and vary in form and value from iteration to iteration. 
(c) Geometrical constraints: - These constraints have been 
described previously and they must be satisfied during 
each iteration. 
Eacli of these types of constraints is considered in a 
dif ferent way by the algorithm in order to ensure a -final design which 
is feasible. 
The modus operandi of the algorithra is as follows: - 
(a) An initiai set of sections for each group of members is 
chosen by the user. 
(b) This set of sections is checked for feasibility with 
respect to redistributive and non redistributive 
constraints, Approximate expressions for the 
redistributive constraints are devised and stored. 
(c) For each group of members in turn, all the available 
sections are tried to see if they are feasible with 
respect to the approximate constraint functions and with 
respect to the geometric constraints, The section which 
satisfies these conditions with the lowest basic section 
cost is then chosen as the section for that groups 
(d) If the algorithm selects the same set of sections for two 
consecutive iterations convergence has occured and the 
process is terminated. If convergence has not occured 
within a preset number of iterations step(e) is executedo 
otherwise a return is made to step(b)o 
(e) Additional constraints,, which will be described laters 
are applied to ensure convergence in a finite number of 
stepsl a return is then made to steP(b). 
The success of the algorithm depends to an extent on the 
choice of the approximate constraint functions. Properties of these 
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functions which help to bring about convergence and which have been 
identified include: - 
(a) The function must reject sections which are infeasible 
with respect to the true constraint, 
(b) The function must represent a good approximation to the 
true constraint function over the whole range of 
sections (i. e. divergence must not occur)e 
(c) The function must show that a. section, which is just 
feasible with respect to the true constraint functionp 
is feasible with respect to the approximate constraint 
function. This aids convergence. 
-It has not been possible to derive approximate functions which 
satisfy all of the above conditions, for this reason convergence does 
not always occur. The non redistributive constraints and the 
redistributive constraints which employ simple iterative equations 
will not be examined in detail. A simple iterative equation takes the 
f orm. 
x new 
>x 
old xf old 
f 
max 
where x 
old 
=a section property'of the current sectionp such as 
section modulus. 
f 
old =a stress or 
deflection produced by the current 
sections such as bending stress. 
f= the allowable stress or deflectionp such as the max 
yield stress* 
x the same section property of the new proposed sections new 
Application to the BCSA Design Method 
6.4.1.1 Major and.. Minor Axis Beams 
redistributive constraints include bending strength 
and deflection. The non redistributive constraints 
include local buckling and shear strength. The 
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application of all these constraints and the use 
of simple iterative equations is quite straightforward 
and will not be considered further* 
6.4.1.2 Stanchions 
The only non redistributive constraint which is 
considered is that of local buckling. The other 
constraints consider the stability and strength of 
the stanchion, The requirement for strength is 
(as shown in Chapter 2): - 
PNMCNMC 
+xx mx +yy my +fi<Fy 
Xzz 
xy 
The following constraint function is used to model 
this constraint: - 
c2+c 
-7 Z 7- <1 
This constraint can also be used for the ends of 
the stanchion. The factors C l' C2 and C3 can be 
determined from current design. For each stanchion 
there are three critical sections and eight load 
cases, consideration of all such constraints would 
require much computer storage. The approach used 
js to store Cl .9C2 and 
C3 for the member and load 
case which produces the greatest stress. Clearly 
the critical member and load case may change from 
iteration to iterations this can result in non- 
convergence, 
It was found necessary to apply further constraints 
in order to increase the chance of convergence. 
Consider figure 6.8 which shows two of the stress 
constraints for a particular stanchion. For 
simplicity the value of fi is assumed to be 
constant. The first constraint is for a load case 
where M is zero. All feasible combinations of x 
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ZZ and A lie below the plane a, b. d. c. The 
second constraint is a case where M -is zero.. in y 
this case all feasible combinations of Z XY 
Zy and 
A lie beneath the plane eo f, gf h. The feasible 
combinations of Z X,, 
Zy and A which satisfy both 
constraints lie within the five sided space j, fp 
gp i. c. k. If only one constraint is satisfied 
at each iteration cycling may occur between the 
constraints. It is therefore necessaryp when 
considering only one constraints to take other 
constraints into account. If it is assumed that 
A and Zy may take on any value the minimum value 
zX may take is given by: - 
zX (C 3) max 
and similarily: - 
z (c 2 max 
A(C1 max. 
In the example given in figure 6.8 the combinations 
of Z X9 
Zy and A which satisfy these constraints 
are considerably reduced. For instancey when 
considering the first constraint and the limit on 
zx the space inside the perimeter a. 1., g# i. c 
is deemed satisfactory. Resulting in a considerable 
improvement over the case where limits on Zx"zy 
and A are not considered. The above constraint 
functions are approximate because the values of 
C10C2 and C3 vary with the column section and 
with the other members in each limited frame. 
These constraints do not always produce convergence. 
Consideration of stability of the stanchion 
requires that the axial load should not be greater 
than the Euler buckling load and that the stress 
*due to initial imperfections should never be 
greater than the yield stress. The stress due to 
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initial imperfections is related to the Euler 
buckling load and so, the first condition is 
always met when the second condition is met. The 
procedure used to ensure meeting the second 
condition is to derive a minimum value of the 
minor axis second moment of area. The equations 
for initial imperfections can be solved to give 
a value of the minor axis radius of gyration. If 
the area of the current section is then multiplied 
by the square of the radius of gyration, a second 
moment of area can be derived. Iteration using 
the radius of gyration only was found to produce 
divergence. 
6.4.2 Application to the J. C. R. Design Method 
6.4.2.1 Major and Minor Axis Beams 
Redistributive constraints include bending 
strength and deflection. The non redistributive 
constraints include local buckling and shear 
strength. The application of all these constraints 
and the use of simple iterative equations is quite 
straightforward and will not be considered further* 
6.4.2.2 Stanchions 
The non redistributive constraints which are 
considered consist of local buckling and a limit 
on minor axis slenderness ratio., The other 
constraints consider the stability and strength of 
the stanchion, The requirement for strength is 
(as shown in Chapter 2): - 
fa +m fy +fx+f ic <Fy 
The following constraint function is used to model 
this constraint: - 
c2c3 
z 
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The factors C 11 C2 and 
C3 can be determined from 
the current design. For each stanchion there are 
four possible load cases, consideration qf all 
such constraints would require much computer storage, 
The approach used is to store C l' C2 and C3 for 
the member and load case which produces the greatest 
stress. Clearly the critical member and load case 
may change from iteration to iteration, this can 
result in non convergence. Further constraints 
were applied in the same manner as the B. C. S. A. 
design methodl these constraints are: - 
zC2 max 
zC3 max 
AC1 max 
Again these constraints do not always produce 
convergence because the approximate constraints 
do not fully model the true constraints and the 
values of CV C2 and C3 vary as the stanchion and 
beam sections vary. 
Consideration of stability of the stanchion 
requires that the axial load should not be greater 
than the elastic critical load. The elastic 
critical load is dependant on the minor axis 
second moment of area and the stiffness of the 
adjoining members. The approach used is to use 
a simple iterative formula which gives a minimum 
value of the minor axis second moment of areas 
The effect of the ttiffness of adjoining members 
is assumed to be small. This approximation was 
found to be satisfactory* 
The derivation of approximate constraint functions 
which consider lateral torsional buckling proved 
very difficult because, as previously mentioned) 
the charts given in the code contain a set of 
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empirically developedp lower bounds for which no 
analytical solution exists. The problem was 
further complicated by the fact that there are 
two dependant variables, the ratio of sectioh 
depth to flange thickness and the minor axis 
radius of gyration. If the current section is 
unsatisfactory and the depth to thickness ratio 
is reduced for the next sectiont it is possible 
that the radius of gyration will also increase. 
In this case the depth to thickness ratio will 
have been overestimated with respect to that 
actually required. The use of depth to thickness 
ratio alone results in iteration between heavy 
uniVersal column sections and light universal 
column sections. The following-approximate 
constraint function was used: - 
T 
'T 
new 
/T) 
req-1 d 
F) 
old 
where 
D /T = Stanchion'depth to flange thickness 
ratio 
old = The property of the current section 
req'd = The required property if the radius 
of gyration of the current section 
remains unaltered. 
new = The property of the next sections 
This iteration equation was derived empirically. 
The use of the square root function ensures that 
corrections are made in the right direction but 
are not as great as would occur if straight 
iteration was used, The procedure used helps to 
correct for any changes that occur in the radius 
of gyration. This procedure has been found 
satisfactory in most practical cases. 
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6.4.3 Application to the B. R. S. Design Method 
6.4.3.1 Major and Minor Axis Beams 
Redistributive constraints include bending strength 
and deflection. The non redistributive constraints 
include local buckling and shear strength. The 
application of all these constraints and the use 
of simple iterative equations is quite straight- 
forward and will not be considered further. 
6.4.3.2 Stanchions 
The only non redistributive constraint which is 
considered is that of local buckling. The other 
constraints consider the stability of the 
stanchion. The treatment of stiffness constraints 
is slightly different to that of the other design 
methods because the constraint equations are non 
linear. The approximate constraint functions will 
now be described. The condition that a plastic 
hinge must not occur at the end of a stanchion is 
modelled using a function of the form: - 
: 
C, c2 
ZA 
ex 
where C1&C2= Constants evaluated during the 
previous iteration 
A= The sectional area of the section 
Z 
ex = 
The major axis elastic section 
modulus of the section. 
The condition that the stanchion as a whole must 
not buckle under major or minor axis bending is 
modelled using the approximate constraint function: - 
1.0 >., c3cx1.0 >v cc5 
K- 
x 
- 235 - 
C 3' C4 8' C5= Constants evaluated during the 
previous iteration. 
Cx= f(C 2' Iy , A), an approximation 
to the elastic critical load. 
Rx= f(C 2 -* 
C4' z 
ex: I 
A) . an 
approximation to the stiffness 
reduction factor. 
I The minor axis second moment y 
of area of the section. 
The values of C1 to C5 are found for the stanchion 
and load case which is the most critical. The 
critical stanchion and load case may not be the 
same in each iteration, this may result in non 
convergence. The factors C1 to C5 change in each 
iteration and are dependant on the adjacent 
members. The factor C5 is a complex function., 
which is a lower bound on actual test resultsp 
because of this it is not possible to take 
account of'all the relevant variables, The value 
of C5 does not vary significantly for. sections of 
similar weight and therefore convergence is not 
seriously impaired. 
The control of lateral torsional buckling is dealt 
with in the same way as for the J, C, R, design 
method except that the radius of gyration is 
multiplied by RX9 
6.. 4,, 4 Geometric Constraints 
The application of geometric constraints to the iterative 
design algorithm will now be described. 
During the stage of the algorithm in which the next set of* 
trial sections are selected it is necessary to consider 
the geometric constraints. Consider the selection of the 
section for group j, the sections have already been selected 
for all of groups i (i--lp segeop j-1) and the sections for 
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all other groups have not been determined. '_ý,: Therefore only 
the sections chosen for groups i can be7. used--to. help 
select the section for group j. The sectiorr- i! 3--. selected 
for group j by considering a subset of-geometric 
constra. ints. For instance the depth of-pectibn constraints 
are: - 
Dk>Dm 
for k=j and m=1..... j 
and m=i and k=1..... j 
This treatment has the effect of considerýng_only part of 
each constraint matrix for each Broup.. -Wheri. a. 
11 the groups 
have been processed the whole matrix will liay. ebeen 
considered. 'This process is shown in fi gure-6.9, which 
7--: 
shows a typical constraint matrix and. the, -cOnstraints 
considered. The constraints which apply ýto. Xhe sections 
which are as yet unknown are within theregion Xo the right 
and below the part of the matrix being_ponsidprgd. The 
region to the left and above the part of.. the, matrix being 
considered does not affect the choice_pf.. sectýozi for the 
current group, 
1234 5' 6789 10 
2 
3 
4 
5 
6 
7 
8 
9 
10 
, C- I- :ý- 
Part of 
the 
constraint 
matrix 
examined when 
considering 
the next section 
for Group 7 
Figure 6.9 Geometric Constraint Checking for the Iterative 
Design Algorithm 
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In practice it is necessary. to place restrictions on the 
grouping of members in order that the algorithm can work. 
The grouping of members must ensure that the selection of 
a section is always possible. This will not necessarily 
be the case if the stanchion sections above and below a 
stanchion have been selected. before the stanchion being 
considered. These restrictions are satisfied if the major 
axis beams are grouped first, followed by the minor axis 
beams and then the stanchionsp starting at the top of the 
building and working downwards. 
A facility was included within the programme to allow the 
relaxation of the minor axis beam depth constraintsp which 
will allow the selection of minor axis beam sections 
deeper than the major axis beam sections. In this case it 
is necessary to include an approximate constraint functionp 
which ensures that, when a minor axis beam at a joint is 
deeper than either of the major axis beamsp the column 
section chosen will not require compression stiffeners. 
6.4.5 Constraints which bring about Convergence 
When convergence has not occured, within a specified number 
of design cycles it becomes necessary to force convergence 
to occur. The method used to ensure convergence will now 
be described. 
When a design has not converged, the section for a group 
(or groups) will be cycling between two or more designs of 
which some will be infeasible. If the section for a 
particular group is infeasible with respect to stress 
constraints after a design cyclet any future section is 
then restricted to being more expensive than the current 
section. These lower bounds on member cost are updated 
whenever infeasible sections are used, Therefore after a 
finite number of iterations the solution will converge on 
a feasible design. This method of enforcing convergence 
may not provide the optimum sectionsp becauset when lower 
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limits, are set on section cost, a feasible section with a 
lower basis cost may not have been considered. 
6.4.6 Summary of the Iterative Design Algorithm 
The iterative design algorithm may be used for any frame 
and with any starting set of sections. The principle 
disadvanýages of the method are that: - 
(a) Section basis costs only are used for comparing designs. 
(b) The sections chosen for stanchions at the top of the- 
building will affect the choice of sections lower downp 
via the geometric constraints., resulting in the final 
design being non optimal. 
C) End moment constraints cannot be considered because the 
constraints must not vary significantly from one 
iteration to the next* 
(d) The final sections chosen by the algorithm may be such 
that suitable connections cannot be designed. 
The principle advantages of the algorithm are: - 
(a) The formulation of the-algorithm is simple and has an 
intuitive appeal to a designer. 
(b) The algorithm will operate with discrete sections and 
numerous constraints. 
(c) The sections do not have to be arranged in any 
particular way, for instance in order of increasing 
cost* 
The algorithm finds a set'of sections for which all the 
members are feasible for all loading conditionsp and which 
is close to being optimal with respect to the basis cost Of 
the sections. The algorithm provides a solution which is 
close to optimal and which can be refined using two further 
algorithms. 
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6.4,7 Example of the Iterative Design Algorithm 
An example of the use of the iterative design algorithm will 
now be given. The frame to which the algorithm will be 
applied is shown in figure 6.10. The application of the 
J. C. Rý design method will be given in detail, the B. C. S. A. 
and B. R. S. design methods will be described briefly. 
The heaviest possible section was used as a starting section 
for all groups. The progress of the iterations are shown 
in Table 6.2. It can be seen that convergence occurred very 
rapidly from a starting point which was remote from the 
ITERATION NUMBER 
GROUP 
1 2 3 4 5 
1 1 42 42 42 42 
2 1 27 27 27 27 
3 1 63 63 59 59 
4 1 52 52 52 52 
5 1 46 33 32 32 
6 1 42 33 32 32 
7 1 31 31 31 31 
8 1 41 33 33 m 
9 1 40 31 30 30 
10 1 32 30 29 29 
11 1 26 26 26 26 
12 1 25 22 22 22' 
BASIS COST 33380 4914 5106 5178 
TABLE 6.2 - Section Numbers for Each 
Iteration 
J, C, R. Design Method 
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optimum. The final cost of the frame including fabrication 
was X9v779.10. The progress of the iterations for each type 
of member will now be considered. I 
The major axis beams are represented by groups I and 2. It 
can be seen that the final sections are reached after the 
first iteration. The two redistributive constraints are 
bending strength and deflection. The section chosen for 
group number 1 predicts a minimum plastic section modulus 
of 1.04 x 10 
6 
mm 
3 
and a minimum major axis second moment of 
area- of 92.2 x 10 
6 
mm 
4 
compared with 1.04 x 10 
6 
Mm 
3 
and 
185.8 x 10 
6 
mm 
4 
respectively for the section chosen (42). 
The corresponding 
plastic section mi 
moment of inertia 
2.36 x 10 
6 
MM 
3 
and 
figures for group 2 are a required 
c)dulus of 2.08 x 10 
6 
mm 
3 
and a required 
:. * 64 
of 209.2 x 10 mm compared with 
552.5 x 10 
6 
mm 
4 
respectively for the 
section chosen (27). 
The minor axis beams are represented by groups 3 and 4. 
For group 3 the final section is reached-after three 
iterations and for group 4 the final section is reached 
after one iteration. The progress of these iterations are 
shown in Table 6.3. It can be seen that in all cases the 
required section property rapidly settles down with little 
change from iteration to iteration resulting in good 
convergence properties. 
AFTER 
GROUP 3 GROUP 4 
ITERATION 
NMIBER I required Z required I required Z required 
x 10 
6 ex 10 6 10 6 
e 
10 6 x x 
1 17.34 0.298 34.68 0.597 
2 13.08 0.288 32.70 0.592 
3 12.54 0.283 31.16 0.584 
4 12.52 0.281 30.59 0.580 
TABLE 6.3 
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The stanchions represented by groups 5 to 12 can be seen to 
vary in their convergence properties. Groups 7 to 11 
converge after one iteration,, groups 8 to 12 converge after 
two iterations and groups 506.9 and 10 converge after three 
iterationse The iteration history of groups 5 and 9 will 
be examined more fully. The factors used in the approximate 
constraint functions for group 5 are shown in Table 6.4. 
The value of (C 2 
)max: does not vary because the greatest 
value of C2 is at the top of the upper stanchion where no 
elastic redistribution occurs. The values of C, and 
(Cl)max are constant because the lower stanchion is critical 
in all iterations. All the other factors show slight 
changes during the iterations showing that the constraints 
do not vary significantly. 
ITERATION NUMBER 
2 3 4 
C, 1411 1411 1411 1411 
c2X 10 6 0.564 . 0.555 0.562 0.563 
c3 19478 56210 63879 65762 
(Cl)max 1411 1411 1411 1411 
(C 
2 )max x 10 
6 0.640 0.640 0.640 0.640 
Minor axis moment of 
inertia required 
x 106 
0.827 1.077 1.153 1.169 
Maximum Stress Ratio 0.07 1.29 1.06 0.94 
TABLE 6.4 
0 
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The maximum stress ratio shows whether the section used for 
the iteration is feasible with respect to stress constraints# 
a ratio less than one shows that the section is feasible. 
The differences between C2 and (C 2 )max, C3 and (C3 
)max are 
not very great showing that the use of additional constraints 
restricts the number of trial designs significantly. 
The factors used in the approxinýate constraint functions 
for group 9 are shown in Table 6.5. Again the factors can 
be seen to vary only slightly as the sections are varied 
resulting in good convergence. It can be seen that in this 
case C and (C )max and C and (C )max are equal from the 2233 
second iteration onwards showing that the maximum moments 
ITERATION NLJMBER 
1 2 3 4 
C, 2833 2169 2169 2169 
cx 10 
6 
2 0.521 0.660 0.620 0.616 
c3 17240 66872 78218 78524 
(Cdmax 2833 2833 2833 2833 
(C 
2 
)max x 10 
6 
0.564 0.660 0,620 0.616 
(C 
3 
)max 20005 66872 78218 78524 
Minor Axis Moment of 
Inertia required 
x 106 
1.603 1.989 2.110 2.119 
Stress Ratio 0.01 1.28 1.02 0 
TABLE 6.5 
in each direction occur concurrently. The use of geometric 
constraints could tend to require that larger sections are 
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used than are required to satisfy stress constraints# 
howevers in this case, examination of the stress ratios shows 
that this is not the case. Examination of the factors shows 
that the constraints are more severe for group 9 than 
group 5, The behaviour of the other stanchions is ýimilar 
to groups 5 and 90 however the exact behaviour varies 
depending on the position of the stanchion within the frame. 
The algorithm was also used with the B. C. S. A. design method 
to design the same frame, The application in this case 
proved rather different in that the algorithm failed to 
reach convergence and convergence had to be brought about. 
The progress of the iterations for the B. C. S. A. design 
method is shown in Table 6.6. Examination of this iteration 
history shows that cycling occurs over four iterations and 
that convergence is brought about rapidly. The final 
solution is the cheapest feasible solution to be investigated 
by the algorithm. The differences between successive designs 
is generally very smallo showing that the algorithm rapidly 
reaches a design close to the optimum. - The final cost 
including fabrication was 1-9,941.60, slightly greater than 
the cost of the J, C. R. design. 
The B. R*S, design method showed similar behaviour to the 
J, C. R, design method. -The progress of the iterations are 
shown in Table 6.7 
It can be seen that the number of iterations required are 
again small and that all the designs checked have similar 
costs. The final cost of the frame including fabrication 
is L9, v33.10, which is substantially less than the cost'of 
the J. C. R. design. 
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ITERATION NUMBER 
GROUP 
2 3 4 5 
1 1 42 42 42 42 
2 1 27 27 27 27 
3 .1 63 63 63 63 
4 1 52 52 52 52 
5 1 47 43 48 48 
6 1 67 91 61 61 
7 1 32 31 31 31 
8 1 47 91 40 41 
9 1 47 42 42 42 
10 1 41 41 41 41 
11 1 30 30 30 30 
12 1 25 27 27 27 
Basis Cost - 4633 4813 4697 4689 
TABLE 6.7 - SECTION NUMBERS FOR EACH ITERATION 
B. C. S. A. DESIGN METHOD 
GROUP 
NUMBER 
STORIES 
IN GROUP 
SECTION NUMBERS FROM WHICH 
COMBINATIONS ARE SELECTED 
1 1&2 45 36 32 39 35 
2 3&4 28 34 30 27 29 
3 5&6 30 27 29 23 26 
4 7&8 23 26 25 22 24 
i 
TABLE 6.8 
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6.5 THE ENIZIERATION ALGORJTIZI 
The enumeration algorithm is an exact method of-optimising a 
small number of variables, when all other variables are held constant. 
Consider initially the total enumeration of all the combinations of 
sections for a frame. If there are m groups of members and n available 
sections for each group, there are nM possible combinations. Unless m 
is kept small the amount of computer time required is very large. For 
this reason it is necessary to allow the user to explore the design 
space interactively and to use his experience to reduce the computer 
time required. The enumeration algorithm permits this and will now be 
described. 
The user chooses a set of groups on which to apply the 
algorithm. A set of available sections is chosen by the user for each 
group. The user specifies the number of combinationi of sections which 
are to be checked. The algorithm evaluates each combination, checking 
geometric and stress constraints* Any combination which is infeasible 
is disregarded. The total frame cost is calculated for each feasible 
combination* The feasible combination with the lowest cost is the 
optimum combination. Computational features are used in order to 
maintain control by the user and to reduce computationj these features 
will now be described. 
6.5.1 Limiting th e Number of Combinations 
The method used to evaluate the combinations starts with 
the combination of sections with the lowest basis cost and 
The then works upwards through the available sections, 
sequence of enumeration seeks to work upwards from the 
cheapest combination to the dearest combination. Denote 
Sij as the sequence of numbers which have a sum of j with 
i variables. For instance S 22 consists of the sequence 
(2tO), (0,, 2). The sequence which is used consists 
of: - 
for m0..... m maximum 
for i0 see. m 
Variable n takes the values of 
Variables I ..... (n-l)*take the values of S (n-1)(m-i) 
, 10, 
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It is relatively simple to generate the next combination 
from the current terms in the sequence and the sum of the 
variables (m), The user limits the number of combinations 
by limiting the maximum value of m. 
6.5.2 Limiting the Nwnber of Members to be Checked for Stress 
Constraints 
The limited frame concept allows stress constraints to be 
checked for members which are in the groups being varied 
and the members directly attached to those members. This 
reduces the amount of computation significantly. Failure 
of any member to satisfy the stress constraints implies 
failure and therefore rejection of the current combination 
of sections. This approach is also used when considering 
end moment constraints. 
6.5*3 Checking of Geometric Constraints 
The checking of geometric constraints uses less computer 
time than the checking of stress constraints, Geometric 
constraints are therefore used to eliminate combinations 
of sections. In this application all of the constraints 
are checked for each combination of sections. 
6.5.4 Limiting the Basis Cost of the Sections 
Consider a feasible frame in which the basis cost of the 
sections is Cs and the total cost (including fabrication) 
is Ct If VC denotes the fabrication coefficients defined 
by: - 
.Ct=CsxVc 
If the user makes an estimate of the minimum value of Vcp 
termed (V 
C 
)min. Then any design may be disregarded which 
satisfies 
csx (v 
c 
)min >C tf 
where C tf = the total cost of the current cheapest feasible 
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design. Values of Vc are provided by the programme for-each 
feasible design. If (V 
c 
)min is taken as 1.0, the equation 
represents the fact that the basis cost of the sections 
cannot be greater than the current minimum cost of the 
rame. 
-It was also found to be possible to set lower limits on the 
section basis cost for each group. The lower limits were 
found by designing each member, ignoring geometric constraints, 
modifying the limited frames used and modifying some of the 
constraints. Major axis beams are designed assuming fixed 
ends. Minor axis beams are designed assuming midspan and 
end moments are equal and when considering deflections 
assuming fixed ends. Stanchions are designed assuming all 
adjoining members are the largest possible section# this 
has the effýct of producing smaller moments and higher 
collapse loads than is the case in the final design. It is 
possible to use the resulting lower limiting sections as a 
guide to help in the choice of sections to be used as 
possible sections when optimising. This approach cannot be 
used when end moment constraints are considered. 
Another approachs which was tried and rejectedy sought to 
set upper limits on the section basis cost for each group. 
If the total cost of the frame using the lower bound 
sections previously chosen is given by: - 
ng 
ECv 
k--l sk ck 
the section basis cost of sections in Croup j must satisfy: - 
ng 
S3 
<c 
tf 
EcAv 
ck k--l 
kOi 
v. 
ej 
where ng = number of groups 
C 
sk 
ý: basis cost of section in group k using the 
smalleEt possible section 
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0 
v 
ck ý estimated 
fabrication coefficient for group k' 
C 
sj = 
basis cost of section for group'j 
V 
cj = estimated 
fabrication coefficient for group j. 
This equation expresses the fact that the cost of the section 
used in group j must be less than the current cheapest cost 
of the frame) minus the cheapest cost that all other parts 
of the frame can take, The fabrication coefficientsp 
estimated by the user$ were found to be-difficult to estimates 
The limiting section cost was found generally to be more 
costly than the sections chosen by experience. This approach 
was not therefore followed any further. 
The first approach of using a limiting fabrication coefficient 
was the most useful of the above techniqueso however this 
coefficient was found to be difficult to estimate, 
6.5.5 Summary of the Enumeration Algorithm 
The enumeration algorithm provides a convenient search method 
for use under the control of the users and which uses the 
experience and observation of the user together with the 
application of constraints to reduce the number of 
combinations of sections evaluated. The major advantages 
of the algorithm are: - 
(a) Members may be grouped together in any way 
(b) All costs are taken into account 
(c) End moment constraints can be applied in conjunction 
with the algorithm 
(d) The algorithm does not involve making approximations 
of any constraints. 
The major disadvantages of the algorithm are: - 
(a) The algorithm is very inefficient when compared with 
dynamic programming 
(b) The efficiency of the algorithm relies on the 
experience of the users which may not be well developed 
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(c) The algorithm does not. use information found during the 
design cycle 
(d) Only a few groups may be optimised at any one time. 
6.5.6 Example of the Use of the Enumeration Algorithm 
The enumeration algorithm will be applied to the design of 
a corner stanchion of the frame shown in figure 6.11. The 
J. C. R. design method was used and the iterative design 
algorithm was used to find starting sections for the 
enumeration algorithm. Five sections were chosen for each 
stanchion group, two of these sections were cheaper than 
the starting section. The sections which were used are 
shown in Table 6.8. 
The algorithm was operated considering geometric and stress 
constraints but neglectingp limiting the number of 
combinations and limiting the basis cost of the sections* 
There were 625 possible combinations, of which 225 (36%) 
failed due to geometric constraint violation, 352 (56%) 
failed due to stress constraint violation and 48 (8%) were 
feasible and were costed. The cheapest design was costed 
as X22 ons 32p 30p 23p 23 for J83.31 and consisted of secti 
groups 1.2.3 and 4 respectively. The starting sections 
had a cost of 1229183.57 showing only a small reduction* 
The use of the resulting sections for'all four corner 
stanchions showed a saving of X39.00 due to the effects of 
extra costs. 
The cost of sections plus fabrication, neglecting extra 
costso for the column string is approximately tJ9000, The 
distribution of the designs 4ithin certain cost ranges are 
shown in figure 6.12. It can be seen that the majority Of 
the designs are closer than 6% of the cost of the column 
string to the optimum, 
Figure 6.13 shows a plot of basis section cost versus total 
frame cost for the feasible designs. The spread of points 
on this graph shows the difference between designs based on 
- 252 
E E 
Lr) to 0: ) 
(r. m cr- 0-1 
w 
cl: 
0 
w 
cr 
0 
LLI 
cl: 
0 
V) 
w 
cr 
0 
V) 
CL CL 12. ti- 
ir cr tr ir 
0 
N 
z 
N 
LL 
0 
0 
0 
cr 
CC) 
Z 
0 
z 
< 
E 
N, 
-i a. %&- 0 
Z 
0 
LO 
.0 
a) 
>- 
z 0 
w 
-i 
LLJ 
L; x 
0 
LL) 
I\N. 
w 
U- 
w 
-. i EL 
x 
w 
(D 
Z 
:Z 
«e CK 
(D 
0 
cr-, 
0- 
Z 
Da 
Z 
0 
w 
Z 
w 
to 
(5 
LL 
V- 
- 253 - 
NUMBER 
OF DESIGNS 
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section basis costs and designs based on total costs. This 
spread is approximately X25.00 which represents 2.5% of the 
cost of the stanchions. 
Figure 6.14 shows a plot of the optimum cost divided-by the 
section basis cost against total frame cost. The vertical 
axis represents the minimum fabrication coefficient which 
would cause all designs to be rejected below a horizontal 
line using the limits on section basis cost previously 
described. For the example showns a minimum fabrication 
coefficient of 1.91 which is within 0.2% of the value for 
the optimum design will cut out 20 designs and a design 
which is almost optimal would be cut out if a minimum 
fabrication coefficient of 1.9114 is used. It can be seen 
that the estimate of the minimum fabrication coefficient 
has to be very accurate for it to be of any practical use. 
If no constraints were violated the total number of member 
design-checks would be 15.4000; the application of geometric 
constraints reduces this by 5,400; the rejection of a 
design as soon as one member is found to be infeasible 
reduces this by a further 3,522. The total ntuftber of 
member stress checks is 6,078, therefore only 40.5% of 
designs are actually fully checked. For this reason the 
enumeration algorithm is more attractive than straight 
enumeration. 
6.6 THE DYNAMIC PROGRAMMING ALGORITHM 
The dynamic programming algorithm is an approximate method of 
optimising the choice of sections for column strings. In the method# 
the design process is turned into a sequence of sequential stages. The 
method considers each set of stanchions between splices as a stagep as 
shown in figure 6.15. Each stage is examined in turn starting at the top 
of the stanchion string. For stage ia section is chosen and each of 
the combinations of this section with the' available sections for stage 
i-l is considered. The section in group i-I which is feasible and 
results in the minimum cost up to stage i,, is termed "the optimal 
strategy for the section in stage V. This process is repeated for 
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STAGE 
SPLICE 
STAGE 
SPLIC 
STAGE 
FIG. 6.15 DIVISION OF A CORNER 
STANCHION INTO STAGES 
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each of the available sections in stage i. The next stage is then examined 
in the same way until the final stage is reached, The optimal strategy 
for the whole string of stanchions can then be found by following the 
optimal strategy in reverse., resulting -in a section for each stage. The 
method uses a recurrence relationship which can be stated ast- 
fi (x i)= min 
fCi (x is xi-1) + gi(xi) +f i-l (x i-l)ý 
x i-I 
wheiýe fi (x The minimum cost up to stage i 
i 
(xi,, Xi_, ) = The cost of splices between stage i and 
stage i-I 
The cost of beam/column and baseplate 
connections, plus the section cost for 
stage 
xI= The available sections for stage io 
This relationship can be described as; the minimum cost up to stage i is 
equal to the minimum of, the cost of stage i plus the minimum cost up to 
stage i-I. where the minimum is found over the available sections for 
stage i-l. 
A more detailed description of the dynamic programming algorithm 
will now be givent- 
(a) For each stage a set of available sections is selectedt 
from which the optimal section for ea. ch stage will be 
chosen. 
(b) For stage 10 a check is made for each of the available 
sections to see if any of the constraints are violated. 
The cost of using each section is determined, and if any 
of the constraints are violated the cost of the section 
is set very high. 
(c) Set i=2. 
(d) For each combination of the available sections for 
stage i and the available sections for stage i-l: - 
W Consider all the constraints, and if any are 
violated set the cost of choosing this section 
very high. 
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Evaluate the cost. of beam/column connections, 
and members. in stage i. and the cost of the 
splice between stages i and i-I. 
Add the cost from (ii) to the minimum cost for 
stage i-1 to get the cost for stage i. 
The combination of sections which has the lowest cost 
forms the optimal strategy for the sections being 
considered for stage i. 
(e) Increase i by one and return, to (d) if more stages 
remain. 
(f) The optimal strategy for the string of stanchions ends 
with the section which has the cheapest optimal 
strategy for stage i. 
(g) By using a "linking matri: e' the sections which result 
in the optimal strategy can be found. 
6.6.1 Computational Points 
In order to apply the algorithms it is necessary to make 
assumptions about the sectional properties of the section 
in stage i+1. so that the stress constraints may be 
checked when considering stage i. It is assumed that the 
section used in stage i+1 is the same as the section being 
considered in stage i. In the case where these sections 
are dissimilaro the lower section will generally be heavier, 
deeper and therefore stiffer than the upper section. The 
lower section will therefore attract more of the bending 
moment at a joint than was assumed. The assumption is 
therefore conservative with respect to the stress constraints. 
The geometrical constraints can be checked by considering# 
for each constraint matrixp the constraints which include 
the stage being considered. All geometric constraints will 
in this way be satisfied when the final optimal strategy 
is7found. It is only necessary to know the section sizes 
for adjacent stages in order to check the geometric 
constraints. For instance the depth constraints which have 
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to be considered for stage k are: - 
D>D for jk and i=I..... ng 
and jI..... ng and i=k 
This represents a row and column in each constraint matrix. 
The constraints checked at each stage are shown diagramatically 
in figure 6.16. 
When con'sidering a stage the dynamic programming algorithm 
considers only those members directly attached to the 
members within the stage, except those members in the next 
stage. This property limits the number of stress constraints 
which have to be checked and therefore the algorithm is very 
efficient. 
If the algorithm is to operate correctly it is necessary to 
observe restrictions on the grouping of members. Firstlys 
beams and columns must not be in the same group because 
the "stage wise" nature of the dynamic programming algorithm 
can only be applied to stanchions. Secondly the stages must 
be numbered consecutively down the building because of the 
"stage wise! ' nature of the algorithm. 
10 
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, '4 
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Iq Pýrt of rlý constraint 
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6.6.2 Sumrary of the Dynamic Programming Algorithm 
1-tamic programming algorithm provides a convenient The d. 
search method for designing strings of stanchions., taking 
into account geometric constraints to reduce computation* 
The major advantages of this algorithm aret- 
(a) The algorithm is very efficient if computation time 
is considered. 
(b) The stages are easily related to groupings of members 
which form a practical design. 
(C) The algorithm can be used with any design method 
without modification. 
The major disadvantages of this algorithm are: - 
(a) The algorithm is unable to take section extra costs 
into account. 
I (b) The effects of end moment constraints cannot be taken 
into account. 
(c) The stress constraints are treated approximately for 
the lowest storey in the stage. 
(d) The algorithm can be applied only to strings of 
stanchions. 
6., 6.3 Example of the Use of the Dynamic Programming Algorithm 
The dynamic programming algorithm will be applied to the 
design of a corner stanchion for the frame previously 
used (see Section 6.5.6). The J. C. R. design method was 
used and the iterative design algorithm was used to find 
suitable starting sections. Nine possible sections were 
chosen for each stage (a stage being two stories), four 
sections had a basis cost leýs than the starting section. 
The possible sections for each stage are shown in 
Table 6.9. 
The algorithm starts by considering the design of stage one, 
i. e. the top and next to top stories. Each of the 
available sections for stage one is checked to see if any 
II 
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STAGE STORIES 
rossIBLE SECTION NUMBERS 
NUMBER IN STAGE 
1 1&2 33 40 45 
. 
36 32 39 35 31 28 
2 3&4 35 31 28 34 30 27 29 23 26 
3 5&6 28 34 30 27 29 23 26 25 22 
4 7&8 27 29 23 26 25 22 24 21 16 
TABLE 6.9 
stress constraints are violateds assuming stage two has the 
. 
same section as stage one. The results of this stage are 
shown in Table 6.10. In the following tables S denotes 
stress constraint failed and G denotes geometric constraint 
failed. 
STAGE I 
SEMON 
COST OF 
STAGE 1 
33 S 
40 S 
45 S 
36 S 
32 180.57 
39 180,31 
35 S 
31 190.69 
28 200.88 
TABLE 6.10 
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STAGE 2 
SECTION 
STAGE 1 SECTION AND 
COST OF STAGE 1 AND STAGE 2 OPTIýIAL 
STRATEGY 
32 39 31 28 
35 S S s G 0 
31 s S S G 
28 s S S S 0 
34 S S S G 0 
30 422.68 424.19 435.03 G 32 
27 470.32 465.08 480.16 479.85 39 
29 434.73 445.05 444.56 G 32 
23 466.16 477.17 476.05 479.07 32 
26 457.70 464.52 470.79 
1 
469.18 
1 
32 
11 
TABLE 6.11 
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STAGE 
4 
SECTION 
OPTIMAL 
SECTION 
STAGE 3 
0 PnT DIAL 
SECTION 
STAGE 2 
OPTIMAL 
SECTION 
STAGE 1 
COST OF 
STAGES 
1 to 4 
27 0 0 0 
29. 0 0 0 
. 23 23 30 32 1029.30 
26 26 30 32 1030.90 
25 29 29 32 1038.20 
22 29 29 32 1057.00 
24 29 29 32 1060.30 
21 29 29 32' 1076.20 
16 29 29 32 1087.70 
TABLE 6.12 
- 264 - 
Stage 2 and Stage I are considered together. Each of the 
available sections for Stage 2 is combined with each of the 
available sections for Stage lo Five Stage 1 sections 
failed stress constraints in Stage 1 and therefore do not 
need to be considered in Stage 2. The combinations which 
were considered are shown in Table 6.11 together with the 
cost up to Stage 2, The cost s of Stage 1 and Stage 2 for 
0 the particular combination are added, the cheapest 
combination for each Stage 2 section is termed the optimal 
strategy. It can be seen that four Stage 2 sections can 
be removed from consideration in Stage 3. When Stage 4 is 
considereds the optimal strategies for each section are 
shown in Table 6.12. ' It can be seen that by using 
section 23 for Stage 41 and returning along the optimal 
strategys the optimal string of stanchions result. This 
set of sections give exactly the same results as'the 
enumeration algorithm* The total number of member stress 
checks which were performed during the optimization was 
748p which compares favourably with the 2097 member stress 
checks required if all members and sections were checked 
for every constraint. Enumeration of all the possible 
combinations of sections would have resulted in 
approximately 1x 10 
9 
member stress checks. 
6.7 EFFICIENCY OF THE ENIDIERATION AND DYNAMIC PROGRAMMING ALGORITHMS 
The enumeration and dynamic programming algorithms were 
compared using a theoretical investigation of the design of an internal 
stanchion. The stanchion considered consisted of n stages, ns stories 
per stage and m choices of sections for each stage. Where geometric 
constraints are considered it has been assumed that the sections are 
ord&red in terms of increasing deptht and that section i in group 
will only be compatible with sections i ..... m in group j+1. where 
group j is directly above group j+ 
When the enumeration algorithm is useds ignoring all constraints$ 
the number of member stress checks which are performed is given by: - 
5ns nmn 
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This formula does not consider lower bound constraints, frame 
cost constraints and geometric constraints* When geometric constraints 
are included the number of member stress checks which are performed is 
given by: - 
E 5ns n (n +m 
n! (m - 1)! 
If the cost of checking geometric constraints is very small 
in proportion to the cost of checking member stress constraints, the 
ratio E /E is the reduction in the number of member stress checks 
brought about by considering geometric constraints* The value of EcA 
is shown in figure 6.17 for various values of n and m, It can be seen 
that substantial savings can be effected by considering geometric 
constraints. When beam groups are considered by the enumeration 
algorithm the reduction in the number of member stress checks will not 
be as great. 
When the dynamic programming algorithm is used, for this 
example, ignoring geometric constraints the number of member stress 
checks which are performed is: - 
D= (5ns +-4)m +m 
2((n 
- 1)(5ns + 5) - 4) 
When geometric constraints are included the number of member 
stress checks which are performed is given by: - 
(5ns + 4)m +m (m + IX(n - 1)(5ns + 5) - 4) c2 
As before the ratio Dc /D is the reduction in the number of 
member stress checks brought about by considering geometric constraints. 
The value of Dc /D is shown in figure 6.18 for various values of n& mp 
the value of ns has a slight effect on these curves. ' It can be seen 
. 
that a substantial reduction in computation results from the consider- 
ation of geometric constraints. The maximum reduction that can ever, 
be achieved in this case is 50%. 
The two algorithms were compared by evaluating the ratio of 
the number of designs requireds by the enumeration algorithm and by the 
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0 
dynamic programming algorithm. Typical plots of E/D and Ec /D for n 
equal to three are shown in figures 6.19 and. 6.20. It can-be seen that 
in almost every case the dynamic programming algorithm is more efficient 
than the enumeration algorithm. It can also be seen that the inclusion 
of geometric constraints has a far greater effect on the enumeration 
algorithm than the dynamic programming algorithm. Further examination 
of these cur, ýes for other values of n show that the enumeration 
algorithm is týe least efficient algorithm in all practical cases. 
The example given does not represent a general casev however 
the relationships which have been derived will be very similar for a 
practical stanchion. The effect of other computational points on the 
number of member stress checks required cannot be easily investigated 
theoretically. These polints will increase the efficiency of the 
algorithms but it is not expected that they will substantially alter-the 
relationships described. 
6.8 CONCLUSIONS 
Three algorithmsp which can be used to aid the optimization 
of braced rigid framesp have been described. These algorithms have 
been shown to be efficient when considering certain aspects of the 
optimization problem. They have all been shown to have disadvantages 
when applied in certain conditions. 
The iterative design algorithm provides an economic design 
with minimum computation. The enumeration algorithm can be used to 
optimise the design of small numbers of member groups taking account 
of all constraints and all costs. The dymanic programming algorithm 
can be used to optimise the design of st: pings of stanchions very 
efficiently neglecting section extra costs., 
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CHAPTER 
Results 
7.1 INTRODUMON 
In this chapter., investigations of a number of features 
relating to the design of braced multi-storey steel frames are 
described. These investigations relate both to the design of complete 
frames and the design of connections. 
The first investigation considers the relationship of cost 
to the steel sections used for each member. The cost of the frame 
is plotted against sets of two variables resulting in a "contoured 
surfacell,, The results of this investigation are used to determine 
the features of the design space that can be used to facilitate the 
solution of the optimum design problem. It was also found possible 
to assess the likely reduction in cost due to the use of the algorithms. 
The second investigation consists of deriving a design 
strategy using the results of the first inve . stigation. The application 
of the strategy is then evaluated and the most economic procedure is 
determined. 
The third investigation consists of designing a number of 
frames using the design strategy. The ftames utilize various splicing 
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arrangements and the results allow an as 
. 
sessment of the most economic 
splicing arrangement. The likely reductions in cost which can be 
achieved by the local search algorithms are also investigated. 
A breakdown in the cost items for a typical frame with 
designs in each grade of steel is then presented, allowing an assessment 
of the most important fabrication and material cost items. 
The effect of varying the load factorp the grade of steel 
and the design method is then investigateds followed by a limited 
assessment of the use of minimum weight as a criterion for design. 
A limited investigation of the effect of varying the geometry 
of the frame is then presented. Such an investigation is limited in 
its scope by costsp which have not been consideredo for instance, fire 
protectiong cladding, flooring and foundations. 
Fin-ýLlly the procedure used to try to devise standard 
connections or connection costs for each section is described. Although 
not implemented in the design programme a number of important features 
are encountered which increase understanding of the overall problem. 
r 
7.2 INVESTIGATION OF A TYPICAL DESIGN SPACE 
The purpose of this investigation was to examine the type of 
surface upon which the algorithms had to operate and to identify any 
properties of the surface which could be used to simplify the location 
of the optimum design. 
The approach used consisted of designing the frame 
(described in section 6.4.7 and figure 6.10) using the iterative design 
algorithm. This resulted in a section for each group of members (see 
Table 6.2). Two of these groups were selected as variables, all others 
remaining fixed. A set of possible sections was selected for each of 
the two variable groups. Each combination of sections for the variable 
groups was then checked for violations of geometric or stress constraints., 
feasible combinations were costed. The use of two variables allows the 
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representation of the resulting designs as a "discreet contoured graph". 
In order to produce these graphs it was necessary to decide on a 
suitable order to show the possible sections. The sections were 
ordered in terms of increasing basis cost, this order was chosen.. 
because the basis cost of sections forms a substantial proportion of 
the total frame cost. It will be seen later that this order is not 
ideal, however it is probably better than any other. The sections 
could have been ordered in terms of weight or in terms of a section 
property, or indeed randomly, clearly the use of any of these 
alternatives would result in substantial changes in the configuration 
of the design space. The use of discrete sections also complicates 
the interpretation of the results because designs only exist at 
discrete points, and there is no solution to the problem between these 
points. This means that where a design is feasible the cost is shown 
as a "spot height" and it is not possible to draw contours, 
The investigation has been perfomed using the J. C. R. design 
method. The P. C. S. A. and B. R. S. design methods give similar results 
and have been omitted for the sake of brevity. The main difference 
between the J. C. R. design method and the other methods is that the 
degree of minor axis elastic interation is highest for the'J. C. R. 
method. The use of another design method does not affect the application 
of geometric constraints, it does however show some stress feasible 
designs as infeasible and vice-versa. 
When considering the column groups of memberst six sections 
cheaper and seven section more expensive than that resulting from the 
iterative design were used. When considering beam groups the sections 
considered were as expensive or more expensive than the cheapest 
possible section for the group. 
It is worth noting that each of the following investigations 
examines a small area of a slice through the design space. The true 
optimum design will probably not be shown on any of these slicesp 
however exhaustive examination of the space would not be practically 
Possible. Each of the investigations will now be described in detail. 
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7.2.1 Corner Stanchions (Groups 5 and 9) 
A plot of the design space for the corner stanchions is 
shown in figure 7.1. The hundred and ninety six designs 
which were investigated consisted of seventy one designs 
that failed to satisfy geometric constraints., one hundred 
and six designs which failed to satisfy stress constraints 
and nineteen feasible designs. 
The small number of feasible designs are seen to be widely 
scattered but are concentrated on vertical and horizontal 
lines. There is an underlying trend towards an increase 
in frame cost with increase in basis section cost. The 
minimum point can be seen to be located on the edge of 
the feasible-part of the design spacep it is five sections 
away from the minimum basis cost design and further away 
from the iterative design. It can be seen that the 
0 
minimum cost design in this plane has not necessarily been 
found. 
I 
The stress constraints are active all over the design spacep 
some sections (91 and 93) being unsuitable as upper sections 
irrespective of the lower sections. The area where no 
designs are stress feasible can be easily identified. 
The geometric constraints are active all over the design 
space. As expected lower stanchion sections that are 
shallower than upper stanchions are rejected. Designs 
which fail geometric constraints are generally concentrated 
on horizontal lines. 
Thq-progress of the iterative design algorithm is shownt it 
can be seen that this algorithm produces a solutionp close 
to the apparent optimum. This solution can be seen to be 
neither the minimum basis cost design nor the minimum 
cost design. 
7.2.2 North and South Side Stanchions (Groups 6 and 10) 
A plot of the design space is shown in figure 7.2. The 
designs are divided into, eighty seven designs which failed 
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to satisfy geometric constraints, eighty eight designs 
which failed to satisfy stress constraints and twenty one 
feasible designs. 
The feasible designs again show an underlying trend towards 
increasing cost with increasing basis cost. The minimum 
cost design is at the edge of-the feasible design space at 
a vertex. This design corresponds to the minimum section 
basis cost design. There is a large vertical gap between 
the optimum design and other feasible designs. 
The stress constraints are seen to be active all over the 
design space. Sections 29 and 26 used as a lower stanchion 
section are feasible with respect to stress constraints for 
only certain upper stanchion sectionsq this shows that 
elastic interaction occurs between stanchion sections. The 
area where no designs are stress feasible can again be 
0 easily identified. 
Geometric constraints which involve beam sections prohibit 
the use of section 93 as an upper stanchion. Universal 
column sections such as sections 92,90 and 86 cannot be 
used aslower sections sections due to violation of geometric 
constraints, 
.. The progress of the 
iterative design algorithm is shownp 
this algorithm can be seen to produce the optimum design 
and to approach from the infeasible region. 
7.2.3 East and West Side Stanchions (Groups 7 and 11) 
A plot of the design space is shown in figure 7.3. The 
designs are divided into eighty designs which failed to 
satisfy geometric constraints, seventy one designs which 
failed to satisfy stress constraints and thirty five 
feasible designs. 
The feasible designs are concentrated on a horizontal and 
vertical grid. The optimum design does not correspond to 
the minimum section basis cost design and it is remote 
from the edge of the feasible design space. Feasible 
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designs with costs very similar to the optimum can be seen 
to occur all over the area of the design space shown. 
The area, where stress constraints are active for all 
section combinations, can be easily identified. Designs 
which are infeasible with respect to stress constraints 
occur within the feasible region, There is no evidence of 
elastic interation between upper and lower stanchion 
sections. 
Certain sections used as upper stanchions (349 35 and 36) 
fail geometric constraints irrespective of the lower 
stanchion sections due to the influence of the sections 
used for beams. 
The iterativb design algorithm chose the design shown in 
the first iteration, indicating a lack of elastic interaction. 
The iterative design is close to a local optimump and-remote 
from the optimum designt direct search algorithms would be 
unlikely to overcome such an obstacle. 
7.2.4 Internal Stanchion (Groups 8 and 12) 
A plot of the design space is shown in figure 7.4. The 
designs are divided into one hundred and twenty six designs 
which failed geometric constraints., thirty two designs 
which failed stress constraints and thirty eight feasible 
designs. 
No clearly defined trends can be seen in the cost of feasible 
designs and feasible designs with costs similar to the 
optimum exist over all of the portion of the design space 
shown. The optimum design is on the edge of the stress 
feasible region and it is not the minimum section basis 
cost design. 
The area where no desings are stress feasible can be easily' 
identified. Within the area where feasible desigm exist 
there is only one design which fails due to active stress 
constraints* 
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The geometric constraints dominate the design space. There 
are two reasons for thiss firstly an internal stanchion has 
to satisfy more geometric constraints than any other type 
of stanchion and secondly internal stanchion sections are 
generally smaller than any other type of stanchion and 
therefore restrict the sections that can be connected to 
them. 
The iterative design algorithm approaches from the infeasible 
region and produces a design which is not optimals however 
this design is close to optimal. 
7.2.5 Minor Axis External Beams and Corner Stanchions (Groups 3 and 5) 
The plot of this design space is shown in figure 7.5. The 
designs are divided into forty designs that failed geometric 
constraints, one hundred and fifty seven designs that failed 
e stress constraints and thirty nine feasible designs. 
The feasible designs show a distinct trend towards higher 
costs with increasing section basis cost. This trend is 
most noticeable in the direction of increasing beam cost. 
The optimum design is located on the edge of the. stress 
feasible region. A design with a similar cost to the 
optimum exists when using a cheaper stanchion and a more 
expensive beam section. There is evidence of a significant 
elastic interaction between the beam and column because the 
stress feasible region is not rectangular. 
The edge of the stress feasible area can be easily identified. 
The stress constraints are active in parts of the stress 
feasible area. Some sections cannot be used for beams or 
stanchions irrespective of the other section. 
The geometric constraints are only active for certain beam 
and column sectionss because these sections are infeasible 
throughout this design space it can be deduced that these 
designs are governed by the sections used in groups which 
are not being varied. 
The progress of the iterative design algorithm is shown, the 
direction of approach is again from the infeasible region, 
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7.2.6 Minor Axis Internal Beams and North and South Side 
Stanchions (Groups 4 and 6) 
Two investigations of this design space were performed. 
The first investigation included. the minor axis depth 
constraints and the second investigation relaxed these 
constraints. 
The design space for the first investigation is shown in 
figure 7.6. The designs are divided into one hundred and 
seventeen designs that failed geometric constraintsp 
seventy four designs that failed stress constraints and 
only five feasible designs. 
The small number of feasible designs have very similar 
costs and are confined to two beam sections. Clearly 
other sections outside the area considered must be stress 
feasible. 
0 
The boundary of the stress feasible region cannot be located 
with any degree of accuracy and stress constraints are 
active in all areas of the design space. 
I 
A very large number of designs are infeasible due to 
violation of geometric constraints, The constraints that 
are active are likely in many cases to relate to the groups 
of members that are not being varied, for instance the minor 
axis depth constraint that relates to the internal stanchion. 
The iterative design algorithm can be seen to approach from 
the infeasible region and to reach the apparent optimum 
design. 
The design space of the second investigation is shown in 
figure 7.7. The designs were divided into only thirty 
designs which failed geometric constraintsp one hundred and 
fifty f ive designs which failed stress constraints and 
eleven feasible desings. The effect of relaxing minor axis 
depth constraints is quite marked. 
The number of feasible designs is increased because 
section 34 used as a stanchion becomes feasible when combined 
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with seven of the beam s6ctions. Section 34 has a thick 
flange and web for its size and so does not require 
stiffeners, thus allowing the use of minor axis beams 
that are deep in relation to their weight. There is a 
trend towar 
' 
ds increasing cost with increasing basis cost, 
this is especially so in the direction of increasing beam 
cost. The optimum design previously found has been 
superseded by a slightly cheaper design, six beam sections 
and seven stanchion sections further away. 
The stress constrained designs have largely replaced the 
geometrically constrained designs resulting in a considerable 
reduction in the number of geometrically constrained designs. 
The edge of the stress feasible area cannot be easily 
defined. Many of the stress constrained designs result from 
the fact that the sections cannot be connected using the 
standard details. 
-1 
The geometrically constrained designs have reduced 
considerably resulting in only a few incompatible combinations. 
Section 28 used as an upper stanchion is unsuitable throughout 
because it is deeper than the lower stanchion section, which 
is fixed. The removal of minor axis depth constraints has 
resulted in a substantial reduction in the number of 
geometrically constrained designst however it has not 
produced many more feasible designs and has resulted in 
higher computation costs. 
The effect in this case of relaxing minor axis depth 
constraints was to replace many of the geometrically 
constrained designs by a few feasible designs and many 
stress constrained designs (including those for which a 
connection'could not be designed). In this case the effect 
of relaxing minor axis depth constraints on the optimum 
design is very small in terms of cost, and large in terms 
of the location of týe optimum design. 
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7.2.7 Minor Axis External Beams and East and West Side 
Stanchions (Groups 3 and 7) 
The design space is shown in f igure 7.8. The designs, are 
divided into fifty three designs which failed geometric 
constraints.. one hundred and eight designs that failed 
stress constraints and thirty five feasible designs. 
The boundary of the stress feasible region can be easily 
d6fined and there is no evidence of elastic interation 
between the beam and column sections. T)je optimum design 
is located at the edge of the stress feasible region and is 
close to the iterative design. The cost increases rapidly 
with increa sing basis beam section cost. 
The stress constraints are active within the stress feasible 
region and some sections are unsuitable either as beam or 
stanchion sections irrespective of the oiher section. 
The geometric constaints are active pricipally through the 
whole length of some horizontal and vertical lines. This 
feature points to the influence of sections which are not 
being varied. 
The iterative design algorithm approaches through the 
feasible region and produces a design close to the optimuM 
design. 
7.2.8 Minor Axis Internal Beams and Internal Stanchion (Groups 4 and 8) ' 
This investigation consisted of three parts. Firstly the 
design space including minor axis depth constraints was 
investigated. Secondly the effect of relaxing the minor 
axis depth constraints was investigated and finally the 
effect of relaxing the consýraints and changing the North 
and South side stanchion sections. 
The first investigation is shown in figure 7.9. The designs 
are divided into one hundred and thirty-seven geometrically 
constrained designss fifty two stress constrained designs 
and seven feasible designs. 
- -- --- -- - --- -7 
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The feasible designs relate only to one beam section. The 
boundary of the stress feasible region is not well defined 
and the shape of the rest of this region cannot be determined. 
The feasible designs are very similar to each other in cost* 
The geometrically constrained designs are concentrated over 
the whole length of lines of beam or column sections, 
resulting in some sections being infeasible irrespective of 
any other variable sections. 
The progress of the iterative design algorithm is shown. 
The algorithm approaches from the infeasible region and 
reaches a design close to the optimum. 
The second investigation is shown in f igure 7.10. The 
designs are divided into seventy two geometrically constrained 
designs, seventeen stress constrained designs and seven 
feasible designs. The design space is substantially similar 
to the first design space, the number of feasible designs 
remains the same and only twenty geometrically constrained 
designs are removed. The previous comments are again 
I generally applicable, 
The third investigation is shown in figure 7.11. The designs 
are divided into seventy two geometrically constrained 
designss seventy two stress constrained designs and. fifty two 
feasible designs. This design space was produced in order to 
examine the effect of varying a group of members that was 
constants the section for group 6 was changed to section 34. 
The difference between this design space and the previous 
design space is considerable. 
The feasible designs are concentrated on horizontal liness 
these designs replace designs that were geometrically 
constrained previously. An underlying trend towards 
increasing cost with increasing beam section cost can be 
identified. The minimum cost design can be seen to be away 
from the edge of the stress feasible design space and it can 
also be seen that the feasible design with the lowest 
basis cost is not the minimum cost design. 
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The area where stress constraints are active for all sections 
can be readily identified. Some beam sections are stress 
constrained irrespective of the stanchion section.. 
The geometric constraints are active principally on vertical 
lines. Certain stanchion sections cannot be used 
irrespective of the beam section chosen, because the lower 
stanchion section constrains the upper section. 
These three investigations show that relaxation of minor 
axis depth constraints does not always increase the number 
of feasible designs, the geometrically constrained designs 
often becoming stress constrained. Changing one variable 
elsewhere in the design space may completely change the 
configuration of a two variable design space. 
7,2,9 External Major Axis Beams and Corner Stanchions 
This investigation consisted of two parts. The f irst part 
neglected moment redistribution and the second part 
considered moment redistribution. A slightly larger design 
space, consisting of eighteen stanchion sections and 
fourteen beam sectionss was used. 
The design space for the first investigation is shown in 
figure 7.12. The designs consisted of one hundred and 
twenty nine geometrically constrained designs, ninety nine 
stress constrained designs and twenty four feasible designs. 
The feasible designs show a marked trend towards higher 
cost with increasing beam cost. The edge of the stress 
feasible region can be readily identified. Each feasible 
beam section can be seen to be feasible when combined with 
any of the feasible stanchion sections. 
The geometric constraints are active for a number of beam.. 
sections irrespective of the stanchion section used# 
indicating that other members are incompatible with these 
stanchion sections. Section 102 used as a stanchion is 
geometrically feasible with some beam sections and infeasible 
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with other beam sections, this is due to the influence of 
the geometric constraint that ensures that the beam flange 
is not substantially wider than the stanchion flange. 
The iterative design corresponds to the minimum section 
basis cost design and is two stanchion sections and one 
beam section away from the minimuiý cost design. 
The second investigations shown in figure 7.13, has many 
more feasible designs. The designs consist of one hundred 
and twenty nine geometrically constrained designs, seventy 
two stress constrained designs and fifty one feasible 
designs. 
The number of feasible designs within the design space 
shown has almost doubled when considering moment 
redistribution. The new minimum cost design is only slightly 
cheaper than the minimum cost design in the first 
investigation. The designs again show a marked trend 
towards higher cost with increasing beam section cost. The 
boundary of the stress feasible region can be readily 
identified. There is evidence that interaction between 
beam and stanchion sections occursfor instance beam section 
42 is feasible when combined with some stanchion sections 
but infeasible with other stanchion sections, which are 
feasible with other beam sections. Some stanchion sections 
within the stress feasible region, are infeasible no matter 
which beam section is used. As would be expected the 
geometrically constrained designs are exactly the same as 
the first investigation. 
In this case the effect of considering moment redistribution 
is to considerably increase the number of feasible designss 
however the resulting cost reduction is small. 
7.2.10 Internal Major Axis Beams and North and South Side Stanchions 
This investigation again consisted of two parts, neglecting 
moment redistribution and considering moment redistribution. 
An enlarged design space was again considered. 
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The first investigation,, shown in figure 7.14, consists of 
designs grouped into one hundred and sixty seven 
geometrically constrained designsp eighty eight stress 
constrained designs and thirty nine feasible designs. 
The boundary of the stress feasible region can be readily 
identified. The feasible designs show a marked trend 
towards increasing cost with increasing beam section cost. 
There is no marked trend with increasing stanchion 
section cost. The minimum cost design can be seen to be 
close to the minimum section basis cost designs which is 
found by the iterative design algorithm. Some stanchion 
sections are stress infeasible irrespective of the beam 
section used. The geometric constraints are active for 
some stanchion sections irrespective of the beam sections 
and vice-versa. 
The second investigation, shown in figure 7.15j is divided 
into one hundred and sixty seven geometrically constrained 
designss seventy one stress constrained designs and fifty 
six feasible designs. I 
The number of feasible designs can be seen to have 
significantly increased due to the consideration of moment 
.. redistribution. 
The boundary of the stress feasible 
region can be readily identified. The trend towards 
increasing cost with increasing beam section cost is still 
evident. A slight trend towards increasing cost with 
increasing stanchion section cost can also be identified. 
There is evidence of interaction between beam and stanchion 
sections. The minimum cost design can be seen to be the 
minimum section basis cost design. Again the difference in 
cost between the minimum cost design in each investigation 
is small and the geometrically. constrained designs are. exactly 
the. -same in each case. 
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7.2.11 Conclusions of the Design Space Investigation 
Many optimum design problems consist of a design space which 
includes. a clearly defined feasible region, in which all 
designs are feasible, and an infeasible region. The feasible 
region is contoured and the variables are continuously 
defined, there may be one or more local optima. The design 
spaQe for the problem considered differs in many respects 
from the above description. These differences will now be 
highlighted. 
The design space is divided into two regions, the infeasible 
region and the stress feasible region. The stress feasible 
region is the area in which all feasible designs are located, 
some infeasible designs are also located in this region. 
The boundary between these regions is seldom clearly defined. 
The distribution of feasible designs may be sparse especially 
in the region of the optimum design. 
The feasible designs are located at discrete points and 
each one represents a spot height. The disjoint nature of 
the design space does not allow contours to be drawn. Due 
to a cost/weight trade-offq increases in the býsis cost of 
stanchion sections do not necessarily result in significant 
increases in total cost. This may produce a design space 
in which many designs have a very similar cost. Due to the 
small amount of fabrication work required for beams, the 
cost/weight trade-off does not occur to the same extentp 
resulting in significantly higher costs when the beam 
section basis cost is increased. 
The optimum designs mentioned within the investigation are 
only optimal with respect to the two variables chosens all 
other variables remaining constant, they are therefore not 
necessarily the optimal design for the whole problem. Thiý 
floptimud, designs have been found to be on the boundary 
of the stress feasible region and also away from this 
boundary. A number of "optimal" designs have been found 
to be I'verteiel optima in that they lie close to the 
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intersection of two or more stress constraints, The 
"optimt&l design may or may not correspond with the minimum 
section basis cost design and it may be a considerable 
distance from the design found by the iterative design 
algorithm. Stress infeasible designs may lie between the 
"optimum" design and the iterative design. The iterative 
Oesign algorithm generally locates a design close to the 
minimum section basis cost design, and with a similar cost 
to the optimum design. It is worth noting that the true 
optimum design may have a cost less than or equal to 
L9,731 (the lowest cost recorded in the investigation)s 
this may be compared with the cost of the iterative design 
of 19,779. 
Geometricallý constrained designs occur all over the design 
space and they are not related to sectioiT basis cost, 
therefore it is not possible to identify a "geometrically 
feasible region" in the same way as for the stress feasible 
region. Geometrical constraints complicate the problem 
because, when varying one member or a group of members, 
consideration has to be given to the section used for all 
other connected members, It has been shown that, changing 
the section for one member can completely change the 
character of the design space which includes variations in 
other members. These features mitigate against the use of 
direct search types of algorithms because, a direction of 
movement which will lead to the optimum design cannot in 
general be found and such an algorithm may find its progress 
blocked when it changes one section and changes the 
character of the surface over which it is moving. The 
relaxation of minor axis beam geometric constraints has 
been shown to produce slightly cheaper designs at the 
expense of additional computation. 
The use of moment redistribution results in a significant 
increase in the number of stress feasible designs and an 
enlargement of the stress feasible region. In. the two cases 
considered the result of considering moment redistribution 
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was to produce a slightly cheaper design at the expense of 
a great deal of additional computation. 
7.3 DEVELOPMENT OF A DESIGN STRATEGY 
During the design space investigation a number of factors 
have been identified which can be utilised in developing a design 
strategy. These factors will now be described. 
(a) The beam sections produced by the iterative design 
algorithm were close to optimal due to the fact that 
the cost of the frame increases consistently with 
increases in the section basis cost of the beam sections* 
(b) Changing any members within a string of stanchion 
members does not affect the choice of sections for any 
other stanchion members. 
(c) Worthwhile reductions in cost may be achieved by 
searching locally varying stanchion sections. The 
extent of this search must be determined with regard to 
the likely reduction in cost and the additional 
computation required. 
The design strategy developed consists-therefore of'the 
following stages: - 
('a) Perform an iterative design to select a set of initial 
sections. 
(b) Hold beam sections constant. 
(c) Use a local search algorithm on each string of stanchions. 
7.3.1 Application of the Design Strategy 
It is necessary to establish which of the search algorithms 
are to be used and the role of moment redistribution and 
the relaxation of minor axis beam constraints. In order to 
establish which approach to use, the frame used for the 
design space investigation, was investigated using various 
approaches. A summary of the salient features of each 
investigation is given in Table 7.1. Wherever the dynamic 
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programming and enumeration algorithms were used the choice 
of sections from each group was taken from the consecutive 
sections of which five had basis costs less than ýhe 
current section for the group. The savings shown are 
based on the reduction due to the algorithm rather than 
the reduction below Y-9,779, where necessary the saving 
based on this figure is mentioned in the text. The cost of 
computing to a commercial user was approximately S-0.33 per 
second at the time of running. The investigations will now 
be described. 
(a) An iterative design was performed with minor axis beam 
depth constraints included. The algorithm performed 
three iterations before converging on a suitable 
design. Starting the algorithm with the smallest 
possible sections converged on the same design in four 
iterations. 
(b) Using the iterative design as a starting points dynamic 
programming was used on each string of stanchionse It 
can be seen from Table 7.1 that a worthwhile reduction 
in cost occurs due to the use of the algorithm. 
Examination of the design space investigation shows 
that the reduction achieved is to be expected. 
Using the iterative design as a starting point, the 
enumeration algorithm was used on each string of 
. stanchions. 
Similar reductions in cost were achieved 
at the expense of more computation. The number of 
combinations considered was restricted by limiting 
the sum of variables to twenty, limiting this sum to 
ten resulted in a final cost of Y-90708 with a cost 
reduction of S-1.43 per second. It was found to be 
difficult to estimate the number of combinations to 
be tried because the use of a small number of 
combinations may result-in infeasible designs or very 
few feasible designs. The dynamic programming algorithm 
can be seen to be more attractive than enumeration. 
Comparison of the cost at the end of each stage shows 
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that these algorithms produce different results. The 
reason for this difference is that the enumeration 
algorithm considers extra costs whereas the dynamic 
programming algorithm does not. The design found in 
the first stage has different sections and a substantially 
lower section extra cost. However by the end of the 
final stage the final costs vary by only a few pencet 
even though the sections used are different. , 
(d). Using the iterative design as a starting pointt the 
enumeration algorithm was used on each stanchion 
string, considering moment redistribution. The sum of 
variables was restricted to ILen and any design with a 
stress ratio greater than 1.1 was neglected. A further 
reductibn in cost was achieved with a substantial 
amount of computation, this reduction was achieved 
less efficiently than in the previous investigations. 
The reduction was due solely to the use of a different 
section for the lower stanchion on the East and West 
sides. 
(e) The procedure in investigation (d) was repeated but 
the major axis beams were increased in section modulus 
(and cost). The results show a substantially similar 
final cost to the previous investigation even though 
design started from a higher initial cost, Recomputation 
of the cost reduction using an initial cost of L9,779 
gives a reduction of X0.65 per secondq similar to the 
previous application. 
(f) A second iterative design was performed with minor 
axis beam depth constraints relaxed. This algorithm 
converged in four iterations from the largest possible 
sections* The tonnage is less than previously despite 
the higher total cost, indicating the use of sections 
with a higher cost per tonne. 
Using the second iterative design as a starting point# 
dynamic programming was used on each stanchion string* 
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This results in the lowest final cost recorded. If 
the cost reduction is recalculated as before it 
reduces to 1-3.95per second, still a worthi4hile amount, 
It is worth noting that the feasible designs which 
result when minor axis beam depth constraints are 
relaxed, include all the. feasible designs which 
result when these constraints are considered. The 
result of this is that cheaper designs can often be 
achieved by relaxing these constraints. Minor axis 
beam depth constraints were introduced in order to 
reduce computation, in this case the reduction is 
from 55 seconds to 44 seconds for a similar number 
of design combinations* The resulting design would 
violate minor axis depth constraints if they were 
appi ied. 
(h) Using the second iterative design as a starting point,, 
the enumeration algorithm was used on each string of 
stanchions. The result of this investigation was that 
the dynamic programming algorithm produces a much 
cheaper design with a far less compptation. It is 
interesting to note that the enumeration algorithm 
produces a cheaper design at the end of the first 
stagep this results from the consideration of extra 
cost., in subsequent stages the enumeration algorithm 
loses its advantage. Recalculation of the cost 
reduction, as previously, results in a reduction of 
Z1*37 per second. The reduction in computing cost by 
considering minor axis depth constraints is from 
108 seconds to 84 seconds. Again the resulting design 
would violate minor axis depth constraints if they 
were applied. 
(i) A selection of sections was made from the design space 
investigation and this design was evaluated. The 
resulting design was cheaper than the designs produced 
using the first iterative design as a starting point, 
but was not cheaper than those using the second 
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iterative design as a starting point. This approach, 
though logicalp has not resulted in a significantly 
cheaper design. It would only be possible to use 
this type of approach if a full design space was 
evaluated. 
A further selection of sections was made from the 
design space investigation and this design was evaluated 
using moment redistribution to ensure a solution. The 
resulting design was slightly cheaper than the previous 
one, however it was more expensive than both the 
previous applications which used moment redistribution. 
Again this approach could only be used if a full design 
space investigation was performed. 
Examination of Table 7.1 and the foregoing shows that dynamic 
programming combined with relaxed minor axis constraints' 
resultbd in the cheapest frame together with the highest 
cost reduction. Where the dynamic programming algorithm 
was used with active minor axis constraintsp the algorithm' 
again showed a high cost reduction and therefore a high 
efficiency. The enumeration algorithm can be seen to be 
less efficient than dynamic programmings however the saving 
does always pay for the computer time used, The use of 
moment redistribution, though resulting in cheaper designs 
does tend to be rather expensive in terms of computation. 
The results show that the maximum reduction that has been 
achieved is approximately 2.2% of X99779 showing that, the 
maximum reduction that can be achieved is generally small. 
Examination of Table 7.1 shows that the cheapest design is 
not the minimum weight designp in fact a design with 
almost the lowest weight (of those shown)has the highest 
cost. The same type of behaviour exists when considering 
total cost designs and total cost minus extras designsj 
in this case the cheapest and mo. st expensive designs are 
the same, however between these designs the order is 
different. Comparison of designs (b) and (c) shows that 
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two designs with virtually the same total cost have 
markedly different tonnagesp and markedly different 
extra costs. 
The strategy that has been developed is to perform an 
iterative designt followed by dynamic programming used 
on each stanchion string. Minor axis beam depth constraints 
are neglected throughout. This strategy has the benefit of 
efficiency combined with modest amounts of coýputation. In 
order to evaluate both the likely cost reductions of using 
the strategy and the economics of various column splicing 
arrangements, a series of buildings were designed. This 
investigation will now be described. 
7.4 INVESTIGATION OF COLUMN SPLICING AND THE DESIGN STRATEGY 
During the design of a multi-storey structure it is necessary 
to decide on the most economic splicing arrangement for the stanchions. 
Splicing at every storey reduces the basis cost of sections at the 
expense of high splicing costs. Not splicing at all reduces the 
fabrication cost but increases the cost of sections, it may also be 
impractical. Clearly a "trade-off" exists between fabrication and 
section costs. 
A'number of small buildings were chosen with various splicing 
arrangementso these buildings were then designed using the design 
strategy. These buildings had a common storey height of 4m and the 
same floor loading as the frame shown in figure 6.10. The frames 
chosen varied over the full range of the capacity of the connection 
details and sections. The available sections for the dynamic programming 
algorithm consisted of ten sections of similar cost to the section 
chosen by the iterative design algorithm. 
The dynamic programming algorithm costed out all sections 
and connections attached to the stanchion string, producing a cost for 
the optimal strategy for each stanchion string. The cost of the optimal 
strategy does not include section extra or transport costso because these 
costs would distort the results. It was found that suitable sections 
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could not always be found for every stanchion strings generally because 
of the influence of standard connection details. 
The results are summarised in figures 7.16,7.17 and M8. 
The most startling result that can be seen is that in general the most 
economic way to splice a stanchion is to place the splices as far apart 
as possible. There are only really three practical column splicing 
arrangements, splicing at either onep two or three storeys. Examination 
of the results shows that, in every practical case it is cheapest to 
splice stanchions at every three storeys. The investigation was 
continued to four, six and twelve storeys between splices2 in order to 
see if the cost of sections ever counteracted the cost of splices. 
This was seen to occur in each twelve storey building, it being cheapest 
to splice at every six storeys. 
The use of splices at every three storeys can be seen to 
produce considerable savings over using splices at every storey. For 
corner stanchions these savings vary between 24 and 33 per cent with 
an average of 28 per cent, the percentage savings increasing with the 
height of the building. For the North and South side stanchions the 
figures are 11%, 43% and 25% respectively, For East and West side 
stanchions the figures are 26%, 43% and 33% respectively. For the 
internal stanchions the savings are between 12% and. 28% with an 
average of 20%. 
The corresponding savings when comparing splicing at every 
two storeys with splicing at every three storeys are less. For corner 
stanchions they vary between 5% and 9%p the average difference being 
7%. *For North and South side stanchions the corresponding figures are 
1%, 14% and 6% respectively. For East and West side stanchions the 
figures are 6%0 20% and 11% respectively, The internal stanchions 
. show differences of 6% and 7%. 
It can be seen that splicing at every storey is unsuitable 
in all cases. Splicing at every two storeys (which is common in 
practice) can be seen to involve a small penalty over the optimum of 
splicing at every three storeys, 
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Stories 4-Om 
Roof 9 Floor 
Loading as in 
Figure 6.10 
F; H F-H 
[-: -q 
E. LAhL PF BUI LO I UQ 
8-om B-Om 
5.0 
5.0 0 
=. -U 
EXTRAS Cal LEE 551ANCH Eý-R STQRE LXj 
Number of Total Number of stories between splices 
Stories Load at 
Base(KN) 1 2 3 4. 67 12 
Corner Stanchions 
3 314 98-75 - 79-67 - 
6 674 114-96 96-38 91-92 - 8633 
12 1394 144-75 119-10 111-29 106-52 1053 5 108.2 1 
Nor th 9, South Side Stanchions 
3 628 113-83 - 92-50 
6 1348 156-50 134-25 128-56 - 127-92 
12 2788 1 22_1 . 211 183-791 160-75 152-08 
1 149.04_ 1 154-63 
East & West Side Stanchions 
3 628 129-83 102-67 
6 1348 158-83 130-67 120-92 - 113-50 
12 2788 218-06 173-63 157-83 154-58 147.7 5 154-71 
Internal Stanchion 
3 1256 147-33 - 131-00 - 
6 2696 204-17 170-00 160-17 - 161-67 
12 5576 - - 225-67 215-25 213.17 232-25 
FIG. 7-16 STANCHION SPLICE INVESTIGATION 
BUILDING TYPE ONE 
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Stories 4-Om 
Roof & Floor 
Loading as in 
Figure 610 
PA-A-N. QF- QUILDTNG 
lo-om 
so I. -M 
10.0m 
5-om 
5-Oml 
MT EER TANCHIOU PER U&J Li. 9 
Number of Total Number of Stories Between Splices 
Stor ies Load at 
Base (KN) 1 2 3 4 6 12 
Corner Stanchions 
3 392 124-83 - 99-33 - 
6 842 142-83 119.25 112 . 33 - 105-79 
12 1742 1 76-73 146-29 134-02 13 0.191 12 5.19 129-92 
North & South Side Stanchions 
3 784 140-50 - 126-17'1 - - 
6 1684 178-50 156-58 150-25 - 147-00 
12 3484 266-79 - 166-63 1 B4.42 17 7.2 5 188-38 
East & West Side St anch ions 
3 784 173-67 - 135-50 - 
6 1684 204-75 166-67 157-25 - 144-25 
12 3 48 4 283-9 239.19 199-00 1189-42 
. 
181-08 , 185-63 
Internal Stanchion 
3 1568 185-67 - 160-00 - - 
6 3368 257-84 214-50 201-79 - 200-67 
12 6968 28 0 -00 29 6 83 
FIG. 7.17 STANCHION SPLICE INVESTIGATION 
BUILDING TYPE TWO 
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Stories 4-Om 
Roof ?, Floor Loading as i. n 
Figure 6-10 
B-Om 
a-Om 
15.0m 15-om 
EJAU ýLF R. QLI LLJQ INQ 
COST PER STANCHION EGR EXTRA U41 ND 
Number of Total Load Number of stories between splices 
Stor ies at Base 
( KN) 1 2 3 .41 
6 1 12 
- 
, Corner Stanchions 
3 941 313-08 - 249-17 - 
6 2021 339-92 274-71 255-50 - 233-63 
Nor th& South Side Stanchions 
3 1882 366-17 - 292-00 - 
6 4042 507-42 423-92 418-42 - 368-67 
East ?, West Side St anchions 
3 1PS2 413-00 312-50 - 
6 4042_ 388 50 - 371-67 
Internal Stanchion 
3 3764 461-33 392-33 - 
6 8084 
FIG. 7.18 STANCHION SPLICE INVESTIGATION 
- BUILDING TYPE THREE 
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As may be expected the cost of a stanchion increases with 
increasing load. There does not appear to be a simple relationship 
between total load at- the base of the stanchion and the cost of the 
stanchionp the cost being dependant on the bay sizes as well as the 
loading. 
As. previously mentioned the results of this investigation 
can be used to assess the efficiency of the algorithms and the design 
strategy. A summary of the costs of the designs is shown in Table 7.2. 
Three different situations can be seen to occurs 
Firstly the iterative design algorithm produces a feasible 10 
design in which all the connections can be designed. The dynamic 
programming algorithm then reduces the cost. The minimum reduction 
found was 0.09%, the maximum was 5.52% with an average of 1.69%. The 
reductions can be seen to be small in relation to the cost of the 
frame, however in most cases the reduction is more than sufficient to 
pay for the computing cost. Reduction in cost of a particular stanchion 
string is not guaranteed, ' the iterative design often producing an 
optimal design. 
Secondly the iterative design algorithm produces a design in 
which some connections cannot be designed. The dynamic programming 
algorithm finds a feasible design that can be costed. When this 
happens the connections for the internal usually cannot be designed due 
to the high loads involved. The iterative design algorithm considers 
only the design of sections and therefore failure to design connections 
is to be expected. 
Thirdly the iterative design algorithm may produce a design 
in which the connections cannot be designedo use of the dynamic 
programming algorithm does not produce a dbsign that can be costede 
The connections on the internal stanchions, near to the bottoms cannot 
be designed within the range of connections available. The algorithm 
goes however find a set of sections that are suitable with respect to 
geometric and stress constrailts, 
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NUMBER 
AT END OF ITERATIVE 
DESIGN STAGE 
DURING THE MNAMIC PROGRAMMING 
STAGE 
. 
SECTION REDUCTION 
BUILDING 
NUMBER 
OFFLC(Aý 
BETWEEN 
SPLICES 
TOTAL 
COST 
SECTION 
BASIS 
COST 
SECTION 
EXTRA 
COST 
COST 
AFTER 
CORNER 
COLUMN 
COST 
AFTER 
NORTH 
COLUMN 
COST 
AFTER 
EAST 
COLUMN 
COST 
AFTER 
INTERNAL 
COLUMN 
EXTRA 
COST AT 
END 
IN TOTAL 
COST % 
1 11 6012 2632 413 9535 5852 5821 5820 410 3.30 
1 3 5167 2668 346 5167 5167 5162 5162 346 0.09 
2 1 13654 5763 596 13621 13544 13471 13471 654 1.36 
2 2 11893 5846 610 11869 11846 11761 11742 590 1.29 
2 3 11436. 5956 518 11481 11481 11380 11325 585 0.98* 
2 6 M58 6324 492 11139 11139 11016 11016 
1 
497 1.29 
3 1 - 13752 11B2 
3 2 - 13935 1124 
3 3 26365 13906 1161 26254 26254. 26254 25982 11'29 1.47 
3 4 25478 14022 1031 25458 25458 25458 25261 104S 0.86 
3 6 - 14471 823 24617 721 - 
3 12 - 16158 605 25168 604 
4 1 7684 3738 295 7684 7658 7633 7617 372 0.88 
4 3 6873 3824 312 6867 M7 6857 6857 338 0.23 
5 1 17299 8015 645 17185 17048 16778 16711 571 3.52 
5 2 15538 8193 598 15364 
1 
1S322 15177 151 54 516 
1 
2.53 
5 3 14973 8289 539 14763 
1 
14763 14763 14751 608 
11 
50 
5 6 14468 8745 429 14254 142S4 14254 14254 465 1-so 
6 1 - 18756 1113 
6 2 - 18901 1095 
6 3 - 18879 993 
6 4 - 19096 847 - - - 
6 6 32060 19549 745 32060 31951 31853 318S3 780 0.65 
6 12 - 21568 555 32394 565 - 
7 1 21634 12110 582 21327 20711 20503 20503 447 5.52 
7 3 - 12524 358 - - 18433 441 - 
8 1 - 26080 859 - - - 
8 2 - 25894 863 - 
8 3 - 26196 673 - 
8 6 27284 580 - 
TABLE 7.2 
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It can be seen that if the design strategy is used the 
result is, at best an economic structures and at worst a set of 
reasonably economic sections which cannot always be joined using the 
available connections. 
Further-examination of the cost data shows that in most 
cases the section basis cost increases with increasing distance 
between splices. There are three cases where this does not occurs 
indicating that the iterative design has converged on a non optimal 
design in the case with the smallest distance between splices. The 
section extra- costs generally decrease with increasing distance 
between splices, this is to be expected due to the smaller number of 
different types of sections and the larger quantities of these 
sections contributing to smaller extra cost, 
7.5 THE PROPORTIONS OF COST ATTRIBUTABLE TO EACH MATERIAL AND 
FABRICATION ITEM 
The proportions of cost taken by each fabrication and material 
item was evaluated for one frame, three grades of steel and each design 
method. This approach allows an assessment of the sensitivity of the 
final cost to changes in various cost items. The frame chosen, shown 
in figure 7.19, is around the middle of the span and height range for 
which the design programme was intended. 
The results of the investigation are shown in Table 7.39 
The procedure used was to allow the iterative design algorithm to 
converge, the cost was then subdivided into its component costs. The 
cost information is arranged so that comparison can be made between 
grades of steel and between items. The cost breakdowns shown allow 
the comparison of grades of steel and design methods. The 
. 
term 
"section ratio" expresses the difference in section basis cost using 
the nominal, and true lengths of memberso this ratio is always close 
to one. The section basis cost and tonnage are based on the nominal 
lengths of members and the total cost includes materials fabrication 
and section extras. The cost of sections plus extras allows the 
reduction in cost of sections with increase in grade. of steel to be 
estimated. 
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By far the largest single cost item in every case is the cost 
of sections. The basis cost of sections decreases with increases in 
the strength of steel. The reduction in weight with increase in strength 
can be determined. The section extra costs increase with the strength 
of steel due to the extras for quality. Including both the cost of 
sections and extras shows that grade 50 steel is around 7 to 8% less 
than grade 43 steel, the difference between grade 50 and grade 55 steels 
is smallers showing that by increasing the grade of steel the benefit 
of higher strength will be offset by the increase in cost of the steel. 
Painting and cleaning costs decrease with increasing steel strength due 
to the reduction in the surface area of members. The cost of sawing, 
handling and cutting generally decreases with increase in the grade of 
steel, this is due to the use of the same number of smaller components 
combined with small penalties for the use of higher strength steels. 
Those items which incur the highest penalties, welding, drillingp 
welding rods and plates show a marked decrease from grade 43 to grade 
50 and usually an increase from grade 50 to grade 55, the difference 
in costs between grade 43 and grade 55 may be an increase or a 
decrease, The cost of bolts is the only item that shows a steady 
increase with increasing grade of steel, this is because the bending 
moments resisted by the connections are similar in each caýep however 
the member sizes (and so the lever arms) are smaller resulting in 
higher bolt loads. The cost of all material items decreases considerably 
between grade 43 and 50, between grade 50 and grade 55 this decrease is 
far smaller. A similar effect is apparent when considering the total 
cost of fabrication items. 
comparison will now be made between the B. C. S. A, design 
method and the J. C. R. design method. The B. C. S. A.. design method differs 
from the J. C. R. design method in two major respects: - 
(a) The B. C. S. A. design method produces smaller minor axis 
beams with highly stressed joints. 
(b) The B. C. S. A, design method produces larger column 
sections, with physically larger splice connections. 
Some variations in relative costs should therefore be apparent, 
The total cost of the frame is very similar with either design method. 
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The proportions of cost represented by sections and extras are very 
similar except that the B. C. S. A. designs have lower proportions. 
Examination of each material and fabrication item shows similar 
proportions for each design methodp however in the case of platest 
boltsý cleaning and painting the proportions are higher for the 
B. C. S. A. design method. 
The -B. R. S. and J. C. R. design methods will now be examined# 
the essential differences are that the B. R. S. desigrk method: - 
(a) Produces smaller minor axis support momentse 
(b) Produces substantially smaller stanchion sections* 
(c) Requires the stanchion splices to carry high bending 
loads. 
The total frame costs can be seen to be not: iceably less for 
a B. R. S. design. The proportions of cost represented by sections and 
extras are similar but in most cases less than those for the B. C. S. A. 
and J. C. R. de sign methods. Because the sections form a substantially 
smaller proportion all other proportions of - cost are usually higher 
than is the case for the other design methods. The fabrication items 
generally show similar relationships to each other to those already 
examined. Welding takes a much larger proportion of the total 
fabrication items than in the other design methods. 
This investigation shows that individual cost items are 
each very small parts of the total cost except for the section cost. 
This enables us to see that variation of one single cost item will 
not materially affect the final costv this property tends to reduce 
errors in the cost model because any error will form such a minor 
part of the final cost. The section material costs form approximately 
half the total cost. Total material costs form approximately two 
thirds and fabrication costs are approximately one third of the total 
cost. Painting and cleaning costs form a substantial part of the 
fabrication costs. The cost of materials reduces with increasing 
grade of steel. This effect is also apparent with fabrication items 
but it is. less marked. 
9 
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7.6 THE EFFECT OF VARIOUS FACTORS ON THE COST OF FRAMES 
An investigation has been made of various factors on the 
cost of the three frames shown in figures 7.19a, 7.19b and 7.19c. 
The iterative design algorithm was used to give the cost of the 
frames, no further algorithms were used because the iterative design 
algorithm has been shown to produce designs which are close to the 
optimum. 
7.6.1 The Effect of Local Factor 
The frame of figure 7.19a was considered in grade 43 steel 
and with load factors varying between 1.1 and 2.3. The 
results are shown in figure 7.20. A linear regression 
line was fitted to the data. A change from a load factor 
of one to a load factor of two (an increase in load of 
100%) increases the cost of the frame by 45%, this is the 
case for all three design methods. Similarly the increase 
in section basis costs is 62%. This shows that with an 
ificrease in load the cost of sections becomes a larger 
proportion of the total cost. This is due to the nominal 
connections becoming more highly stressed and so taking 
higher loads for the same cost. Eventually all connections 
will be stronger than the nominal connections and the 
proportion of cost represented by the connections will 
become more constants The increase in cost can be seen to 
be approximately lineart however the true shape will be 
stepped due to the use of discrete sections. In all except 
two cases the B. R. S. design method gives the lowest costp 
likewise the J. C. R. design method is the most expensive in 
all except two cases. 
The relationship between load factor and cost is substantially 
linear and similar for all design methods. The increase in 
cost due to increasing load is not the same proportion as 
the increase in load. 
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7.6.2 The Effect of Grade of Steel 
This investigation consisted of designing each of the three 
frames in steel grades 439 50 and 55 using each design 
method. The results are shown in Table 7.4. 
The total cost of the frame can be seen to reduce as the 
steel strength increases except for three cases where grade 
50 steel-gives the cheapest frame. The section basis cost 
and tonnage decreases in all casess as the grade of steel 
increases, the reduction from grade 43 to 50 is greater than 
that for grade 50 to 55. The cost per tonne and the 
fabrication coefficient are relatively constant for a given 
grade of steel and they increase steadily with the higher 
grade of steel. 
The effect of the design method on the various costs can be 
seen to favour the B. R. S. design method. This method 
produces both the lowest tonnage, the lowest basis cost and 
the highest cost per tonne in all cases. The total cost 
shows seven out of nine cases with the B. R. S. design the 
cheapest, the reason that it is not the cheapest in all 
cases is the additional fabrication required. The comparison 
between the J. C. R. and B. C. S. A. design methods is not as 
clear cut. Out of nine designs the J. C. R. design method 
produces the lowest basis cost in five cases and when 
considering total costs seven designs prove cheaper2 
however in nearly every case the difference in total cost 
is very small. 
This investigation shows that grade 43 steel is the most 
expensive. In most cases grade 55 steel gives the most 
economic designt however the cost of designs in grade 50 
steel is very similar. A small tonnage does not necessarily 
result in a small final cost. The B. R. S. design method can 
be seen to produce the cheapest frames irrespective of the 
larger proportion of fabrication required. 
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7.6.3 The Effect of a Minimum Weight Objective Function 
Investigating the effect of using a minimum weight objective 
function involved designing each of the frames shown in 
figure 7.19 using the section weight as the cost of the 
section and setting all fabrication costs to zero. The 
designs were evaluated for grade 43 steel using each of the 
three design methods. The results of the investigation are 
shown in Table 7.5. 
Examination of the results shows that the difference in 
tonnage may be up to about 4%. The difference in costs is 
considerably less marked being a maximum of 0.46%. The 
differences in cost per tonne are an aggregate of the 
differences in cost and weight and are therefore larger. 
These small differences in costp weight and cost per tonne 
are not unexpected because the section basis cost which 
forms about 50% of the total cost is related to the weight 
of the sections. 
The use of a minimum weight objective function results in 
designs with very similar weights and costs to those 
designs produced using a minimum cost objective function* 
In the cases considered a slight cost penalty ensues and 
the designs based on cost and tonnage are never exactly 
the same. 
7.7 THE EFFECr OF BUILDING GEOMETRY 
The geometry of a building is likely to have a large effect 
on the minimum cost of a frame. This phenomenon was investigated 
using three buildings which are illustrated in figures 7.21,7.22 and 
7.23. The framing arrangement was varied for each building as shown 
and the cost was found using the iterative design algorithm. The 
frames chosen were devised in order to minimize the effects of 
foundation costs, cladding costs and flooring costs. Foundation costs 
are likely to be approximately proportional to the load carrieds 
cladding costs are constant as long as the area covered is constant 
and precast floors have the same cost for an identical span. 
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The form of the curves can be seen to be approximately similar 
in each case. The curves consist of a trade-off between two sets of 
costs. 
These sets of costs will now be examined. The types of costs 
which increase with increasing numbers of bays include items which 
increase in number, such as the minor axis beams, and their fabrication, 
and the fabrication to stanchions. The costs which decrease with 
increasing numbers of bays include items which reduce in cost with 
reductions in the applied loado such reductions occur in the case of 
major'axis beams which reduce considerably in size as the number of 
bays increases. It is not possible to tell in certain cases which type 
of behaviour will occur for certain costs, for instance with increasing 
numbers of bayss the number of stanchions increase, however the cost of 
each-of those stanchions reduces due to lower loading. Examination of 
the inf ormation shown conf irms that the cost of beams reduces consider- 
ably with increasing numbers of bays despite the influence of minor axis 
beamse The behaviour of stanchion costs is towards increasing cost with 
increasing numbers of bayss however this increase is not a marked as for 
the beams due to the trade-off between numbers of items and loads on the 
items. The section basis cost can be seen to have a similar behaviour 
to the total cost. Examination of the fabrication coefficient shows an 
increase with increases in the number of baysý however this increase 
tails off towards the maximum number of bays. 
This investigation shows that considerable savings can be -24 
achieved by the consideration of the geometry of the frame and that for 
each frame there is an optimum bay size. 
7.8 CONNECTION COST INVESTIGATION 
In an effort to simplify the design procedures for connections 
an investigation of the cost of connections was perfomed. The object 
was to find relationships- between the connection cost and the load on 
the connection. The investigation consisted of two parts. Firstly for 
a variety of sections the relationship between cost and connection load 
was evaluated. Secondly relationships were derived between the cost of 
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connections and properties of the section to be connectedp for given 
strength levels. These investigations were of necessity very extensive# 
however they will only be dealt with briefly in order to avoid 
unnecessary detail. 
7.8.1 The Relationship Between Force on a Connection and Cost 
Of the Connection 
The investigation consisted of evaluating the cost of each type 
of connection, neglecting the cost of welded attachments to 
the other section being considered. A number of sections 
were investigated with each type of connection. The effect 
of all geometric constraints. 9 except those relating to the 
section considereds have been neglected. The forces used 
varied up to the capacity of the section being considered. 
In each caset contours of cost have been plotted against 
forces on the connection* This results in a surface which 
may have an infeasible region, where a connection cannot be 
designed with the details availablet because there are high 
loads acting simultaneously. There may also be a flat area 
in regions of low loadings where the nominal connection, 
i. e. smallest bolts with thinnest plates, is suitable. 
Where possible, the interaction diagram for the section is 
shown, the connection details can often carry loads in. 
excess of the loads that the section can carry. 
7.8.1.1 Major Axis Beam Connections 
The loads considered were bending moments up to the 
full plastic moment of the section and shear forces 
up to the shear capacity of the section. The 
following investigations will be describedi- 
(a) Sbction 10 used with steel grades 439 50 and 55. 
(b) Section 10 used with grade 43 steel and 
limiting the maximum bolt size. ' 
The cost contours are shown in figure 7.24. These 
contours. run diagonally, increasing steadily with 
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increasing load. The contours for grade 43 steel 
show a small infeasible region in the region of 
high load. Increasing the grade of steel increases 
both the size of the infeasible region and the cost 
of the connection., The infeasible region occurs 
because a sufficient. number of bolts cannot be 
provided within the depth of the section to carry 
the higher loads. The effect of restricting the 
size of bolts used, is to increase the size of the 
infeasible regiont this is because a larger number 
of small bolts is required to carry the load and 
these will not always fit within the depth of the' 
section. Another effect of restricting the bolt 
size that can be seen is that the cost is similar 
where lower loads are involved, but at higher loads 
the cost, is lower. This effect is due to the fact 
that the cost model indicates that small bolts are' 
cheaper per unit of load carried than larger bolts. 
The omission of erection costs which are highly 
dependant on the number of bolts from the cost 
model is one reason for this discrepancy. 
Examination of similar investigations using other 
sections diowed that in some cases a "nominal 
connectiore' could carry many combinations of 
loading resulting in a flat region in the area of 
low loads. A related feature is that in some cases 
the surface is composed of plateaus each of which 
relates to a given arrangement of bolts. In some 
cases, where a beam section has a thick web, the 
contours show a steep increase in cost with 
increasing shear. 
_ 
7.8.1.2 Minor Axis Beam Connections 
The loads considered in this investiCation were 
bending moments up to the full elastic yield 
moment and shear forces up to the shear capacity 
.4 
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of the section considered. The following invest- 
igations will be describedt- 
(a) Sections 10 and 50 used with grade 43 steel, 
extended end plate connection without 
continuity. 
(b) Sections 10 and 50 used with grade 43 steel, 
non-extended end plate connection without 
continuity. 
The cost contours are shown in figure 7.25. 
Considering sections 10 and 50 with the extended 
end plate. Section 10 shows a diagonal trend in the 
cost contours and the infeasible region has a 
different shape to the major axis connection. The 
contours for section 50 are markedly different$ 
showing plateaus., due to the ability of connection 
arrangements to carry large ranges of load. Each 
plateau corresponds to a different bolting 
arrangement. In both cases the costs are similar 
to those for major axis connections. 
Considering the non-extended end plate connectionse 
The surface evaluated for section 10 is radically 
different to that for the extended end plates, 
showing an extensive trough with one steep side in 
the centre of the surface. This trough exists 
because increasing the size of bolts may decrease 
the thickness of the end plate and so, because the 
plate cost and bolt costs are a substantial part 
of the total, the cost drops. The infeasible 
region is seen to be more extensive than is the 
case with extended end plates due to the reduced 
bolt lever am and restricted area available for'- 
fitting bolts. The cost surface for section 50 is 
very similar to that for an extended end plates 
there are however more and smaller plateaus 
indicating that each bolt arrangement is useful 
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for fewer loading combinations. The cost is very 
similar to that for extended end plates, however 
it is generally greater, where the highest loads 
are considered. 
7.8.1.3 Stanchion Splice Connections 
In this case the upper stanchion section is used 
as the reference section because it is generally 
more highly stressed than the lower stanchion 
section. It has been assumed that the lower 
stanchion section has the same breadth, web 
thickness and flange thickness as the upper section. 
The loading applied to the splice is separated into 
two components. Firstly a direct flange force, 
varying up to the force that catises a stress equal 
to the yield stresso is applied. This force is an 
aggregate of both the major axis bending moment 
and the direct load. Secondly a minor axis bending 
moment is applied, varying up to the full elastic 
yield moment of the section, The connectiorBwould 
not be called on to carry both these loads 
simultaneously. The interaction diagram for the 
section considered will always be to the left and 
below the diagonal running from the top left-hand 
corner to the bottom right-hand corner of any of 
the cost surfaces, The investigation that will be 
described consisted of designing a splice to connect 
sections 30,50,70 and 90 with themselves using 
grade 43 steel throughout. 
The cost contours are shown in figure 7.26. 
Examination of the contours shows that for all the 
sections, the cost contours are orientated 
diagonally. This indicates that the cost increases 
steadily with increasing loadsq Section 30 shows a 
flat area in the region of low loads, with a steady 
increase in cost as the load increases. Section 50 
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shows a slightly different pattern in that the 
nominal connection is suitable for a very large 
range of forces. A large jump in cost occurs in 
the area of high forces. The cost surface for 
section 70 has a very large infeasible region 
showing that the connection design routines 
cannot always design suitable connections, The 
contours for section 90 show three steep cliffs 
where the numbers of bolts and their sizes change. 
Among the other investigations which where under- 
took was an investigation into the effect of using 
a deeper lower stanchion section. The lower 
stanchion was made 1.1,1.2,, 1.3 and 1.5 times 
deeper than the upper section. The cost contours 
were similar to those already examineds however 
as expected the cost increased with the increasing 
depth. The effect of using higher grade steel is 
to increase the connection costso increase the size 
of the infeasible region and decrease the number of 
combinations of loads that the nominal connection 
is suitable for. The cliffs and plateaus that are 
evident with grade 43 steel are less apparent as 
the steel grade increases. 
7.8.1.4 Stanchion Base Plates 
In this case the loading is more complex than-for 
any of the other connections. The loading 
considered was the direct load and moments about 
each axis. The approach used was to consider the 
base plate with direct loads of 0.0.0.25 and 0.75 
times the direct yield load. The cost of the 
connection was then evaluated for combinations of 
the two bending moments. The moments were varied 
up to the elastic yield moments about each axis* 
Only the lower left-hand half of the surface was 
investigated because all practical load case 
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combinations are within the included area. The 
investigation that will be described is limited to 
the consideration of section 90 using grade 43 steel. 
Section 90 is a middle of the range universal 
column section which one would expect at the bottom 
of structures up to about six storeys. The cost 
contours are plotted in figure 7.27. With zero 
axial load the contours are similar to other types 
of connections, consisting of an area where the 
nominal connection can be used and a set of diagonal 
contours which show a steadily increasing cost with 
increasing load. As the direct load increases, the 
size of the area covered by the nominal connection 
increases and then decreases. This effect is due 
to the preload caused by the direct load which 
reduces the bolt loads. The cost of the connections - 
decreases with only a small direct load and the 
costs are very similar for loads above 0.5 of the 
yield loadý The nominal connection covers a very 
large proportion of the practical loaO cases that 
may occur for direct loads of 0.5 and 0.75 of the 
yield load. 
The effect of using steels of higher grades results 
in higher costs and smaller areas where the nominal 
connection is suitable. With no direct load an 
infeasible area occurs in the region of high 
moments, this is due to the fact that if the bolts 
are given a suitable lever arm the base plate 
becomes thicker than the thickest available plate, 
The rationalization of connection cost with respect 
to the load on the connection can be seen to be very 
difficult due to a number of factors which will now 
be summarisedi- 
(a) The cost contours are non-linear and they 
include in some cases local minima, maxima, 
plateaus and cliffs. This does not allow the 
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f itting of simple functions to the resulting 
data. 
(b) The selection of Plate thicknessesp sizes of 
welds, sizes of bolts and numbers of bolts 
from discrete lists causes discrete. jumps and 
plateaus in the cost surface. The most 
noticeable effect of this is that a nominal 
connection may be suitable for many loading 
combinations. 
(c) The effect of geometric constraints which 
relate to the other section to be joined and 
the bolts for the connection cannot be easily 
taken into accounto 
(d) The infeasible region for each connection 
cannot be easily defined mathematically. 
(e) The cost of a connection which will sustain 
the worý, t load caseg will not always be 
sufficient to sustain other load casesl in 
other words; the connection that suits a set 
of loading cases may be more expensive than 
the connections which suit each load case 
individually. 
The design strategy used for the connections 
causes serious discontinuities in the cost 
surface. These result from the cost model 
predicting lower costs for larger numbers of 
smaller bolts and due to the fact that 
increasing the number of bolts may result in 
a decrease in the required end plate thickness, 
This shows that the cost model is in fact a 
"macro" cost model,, which results in realistic 
costs for fabricated items, however extreme 
care should be exercised in using the cost 
model as an exact or "micro" cost model for 
individual components. 
I 
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The definition of functions which model the 
relationship between cost and load on a connection 
has not been attempted due to the complexity of 
the relationship involved. This investi6ation led 
to a more satisfactory attempt to functionalise 
connection costs and this will now be described. 
7.8.2 The Relationship Between Connection Costs and Section 
- Properties 
In the following, each available section had a connection 
designed to carry certain proportions of its maximum 
possible loading. The cost of these connections were then 
related to a property of the section, which is related in 
some way to the cost of the connection. Where a connection 
could not be designed for the loading on a parti. cular 
section this was ignored, The investigation was limited to 
the use of grade 43 steel only. For the sake of brevity, 
only a proportion of the results will be fully described. 
As before only those items relating directly to the section 
under consideration were costed. 
7.8.2.1 Major Axis Beam Connections 
In this case four loading cases were considerdp 
these were: - 
(a) Full plastic moment of resistance and full 
shear capacity of the section. 
(b) Full plastic moment of resistance of the 
section, no applied shear. 
(c) Half the full plastic moment of resistance 
and full shear capacity of the section. 
(d) Half the full plastic moment of resistance 
of the section, no applied shear. 
The cost of the connection was first plotted 
against the basis cost of the section, This 
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property was chosen because it is related to the 
area of the section and therefore the load that 
can be carried both in moment and shear. . 
The 
points for the first load case are shown in 
figure 7.28, together with regression lines for 
each load case. The spread about the regression 
line for the first load case is seen to be quite 
small. 
The cost of the connection was also plotted 
against the plastic section modulus (not illustrated), 
this property is proportional to the applied 
bending moment. In this case there was a greater 
spread for each load case. The depth times 
breadth of the section was also used, this property 
is related to the area of the end plate. A plot 
of these results (not illustrated) showed an even 
greater spread about the regression lines. 
A summary of the correlation coefficients for each 
investigation is given in Table 7.6. It can be 
seen that, in all except one caset the plot 
against section basis cost had the highest 
correlation coefficient and so the least spread, 
it also has the highest mean correlation coefficient. 
It can therefore be concluded that the straight 
line relationship to section basis cost is the most 
accurate of those investigated. 
A further relationship that has been investigated 
was to evaluate the cost of the connection as an 
extra length of section at the section basis cost. 
This extra length was evaluated by dividing the 
connection cost by the section cost in each case 
The results of this investigation are shown in 
bar chart f orm in f igure 7.30. The charts show a 
wide spread in two cases and a reasonable spread 
in two other cases. The mean and standard 
deviation (a measure of spread) have been calculated 
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I 
and are tabulated in Table 7.7. The standard 
deviation divided by the mean gives a measure of 
relative spread and it is also shown. This 
approach can be seen to provide a simple method 
of estimating the cost of a connections howevert 
due to the relatively large spreads it is of 
little use in structural optimization. 
. 
7*8.2.2 Minor Axis Beam Connections 
This investigation was similar to that for major 
axis connections. The connection considered had 
an extended end plate and had no'continuity. 
Four load cases were again considered using the 
elastic moment of resistance and the elastic shear 
capacity instead of the plastic values.. 
Additional Length of Section 
Load Number 
Case of 
Designs Mean Standard S. D. / Deviation Mean 
a 54 ý. 25 0.234 1.104 
b 60 1.82 0.134 0.074 
C 63 1.74 0.205 0.118 
d 66 1.29 0.139 
. 
0.108 
TABLE 7.7 
The. connection cost was plotted against the section 
basis cost (see figure 7.29). the elastic section 
modulus'(not illustrated) and the depth times 
breadth of the section (not illustrated). The 
results were similar to those for the major axis 
connection. A summary of these results is given 
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in Table 7.8. These results show that the 
relationship between section basis cost and 
connection cost produces the smallest spKead 
about the regression line in all but one case and 
it also produces the best average correllation 
coefficient. 
The evaluation of the connection cost as an extra 
length of section was repeated in the same manner 
as for the major axis connections. These results 
are shown in bar chart form in figure 7.31. The 
mean and standard deviation were again found and 
these are shown in Table 7.9. The value of the 
standard deviation divided by the mean gives an 
indication of the relative spread. The relative 
spread is similar to that found with the*major 
axis connections. In all cases the major axis 
connection was found to be more expensive than the 
corresponding minor axis connection. The reason 
for this is that the plastic moment of resistance 
is greater than the elastic moment of. resistance 
resulting in thicker end plates and greater numbers 
of bolts. The spread in this case was again found 
to be too great for use in exact cost optimization. 
7.8.2.3 Stanchion Splice Connections 
The design of splices is complicated by the fact 
that the bottom stanchion section may be deeper 
than the upper section. In the following the lower 
section is assumed to have the same flange width 
and thickness as the upper stanchion section. Four 
load cases were considered for each section: - 
(a) Ela stic major axis moment of resistance of the 
section, no other loads. 
(b) Axial yield load of the section, no other 
loads. 
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(c) Elastic minor. axis moment of resistance of 
the section, no other loads. 
(d) One third of the major axis moment of 
resistances one third of the minor axis 
moment of resistance and one third of the 
axial yield load of the section. 
These load cases are all on the edge of the 
stanchion interaction diagram. The first three 
load cases are vertices of the interaction diagram. 
These load cases were combined with four depths 
of lower stanchion section. 
Additional Length of Section 
N b Load um er 
Case of Mean 
Standard 
i 
S. D. 
Designs Deviat on Mean 
a 55 2.11 0.189 0.089 
b 56 1.78 0.139 
1 
0.078 
c 63 1.67 0.155 0.093 
d 66 1.25 0.145 0.116 
TABLE 7.9 
The cost of connections was plotted against both 
the sectional area and the section basis cost for 
each section. The correlation coefficients are 
given in Table 7.10. It can be seen that the 
correlation coefficients are very similar in both 
cases, with the plot against section basis cost 
being slightly better than the plot against 
sectional area. There is no apparent reason that 
section basis cost is a better variable to uses 
338 
MX MY P 
NUMBER OF 
FEASIBLE 
DIFFERENCE 
IN SECTION 
CORRELATION 
COEFFICIENT 
DESIGNS DEPTHS (%) SECTION 
AREA 
SECTION 
BASIS COST 
1 0 0 80 0 0.98831 0.98854 
0 0 1 65 0 099266 0-99306 
0 1 0 89 0 0.95412 0-95439 
1/3 1/3 ý3' 83 0 0.99078 0-99025 
1 0 0 80 10 0-98983 0-99134 
0 0 1 65 10 0.98694 0-96905 
0 1 0 89 10 0-96915 0-96972 
Y3 Y3 Y3 
83 10 0-99249 0-99300 
1 0 0 80 20 0-98767 0-99067 
0 0 1 65 20 0.98457 0-98648 
0 1 0 89 20 0-98042 0-197729 
Y3 Y3 83 20 0.98982 0.99181 
1 0 0 to 50 . 0-97404 0-97906 
0 0 1 65 50 &96513 0-96914 
0 1 0 89 50 0-98457 0-98746 
Y3 Y3 83 so 0.97627 0-97984 
AVtRAGE 0.98167 MUM 
MX-PROPORTION OF THE MAJOR AXIS ELASTIC YIELD MOMENT OF THESECTION 
MY-PROPORTION OF THE MINOR AXIS ELASTIC YIELD MOMENT OF THE SECTION 
P-PROPORTION OF THE AXIAL YIELD LOAD OF THE SECTION 
TABLE 7-10 r 
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indeed it is related to the sectional area. The 
Points for the first load case and the regression 
lines for all load cases plotted against-section 
basis cost are shown in gures 7.32 and 7.33 for 
four different depths of lower section. It can 
be seen that in each case there is a wide spread 
about the regression line. The cost increases 
steadily as the lower section depth increases, 
this is to be expected because the cost of packings 
is the only additional cost item in each case. It 
may be noted that the-correlation coefficients 
reduce as the lower section depth increases. 
The concept of expressing the cost of a connection 
as an extra length of section was also investigated. 
The data for the first load case is shown in bar 
chart form in figure 7.34, bar charts were also 
plotted for all other casess however those 
illustrated are typical. It can be seen that the 
spread of the data increases with increase in the 
lower section depth. The meanp standard deviation 
and the standard deviation divided by the mean for 
each case is given in Table 7.11. The information 
in Table 7.11 shows that the relative spreads as 
defined by the standard deviation divided by the 
mean, generally increases with the depth of the 
lower section, except for load case three. As 
with the beam connections, it can be seen that the 
spread is generally too great for effective use in 
an optimization study. The relative spread can be 
seen to be greater than that for beam connections. 
7.8.2.4 Stanchion Base Plates 
In this investigations four loading cases on a 
stanchion base plate were considered, these are: - 
(a) Major axis moment of half the elastic moment 
of resistance of the section and no other load. 
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(b) Direct load of the yield load of the section 
and no other load. 
(c) Minor axis moment of half the elastic moment 
of resistance of the section and no other 
load. 
(d) Major axis moment of one sixth of the elastic 
moment of resistance of the sectionp minor 
axis moment of one sixth of the elastic 
moment of resistance of the sectionp direct 
load on one third of the yield load. 
Half of the elastic moments are used because2 with 
a fixed base stanchion the moment at the base is 
half that at the top of the stanchion. 
In view of the relative success of previous 
correlations between connection cost and section 
basis costs, this investigation is limited to the 
same correlation, The results are shown in 
figure 7.36, the points are shown plotted for load 
case one and regression lines are shown for each 
load case. The spread of points about the regression 
line can be seen to be very wides indicating an 
unsatisfactory relationship. The different load 
cases result in very different costs. The 
correlation-coefficients are shown in Table 7.12. 
mx m 
p Correlation 
Coefficient 
-'2 0 0 74 0.96531 
0 0 1 89 001'99103 
0 -2 0 89 '0.95831 
1 16 16 0.99191 
TABLE 7.12 
- 345 - 
CONNECTION 
COST (. -C' ) 
CONCOST = Ax SECOST +B 
LINE MX' MY P A B 
1 V2- 0 0 2-89 -0.87 
2 0 0 1 1.12 +7-53 
3 0 0 1-84 1+0.431 
4 0-9 8 
bu 
40- 
0 00 4,0 
30- 
. ob 
20f- 
. f, _: _", 
1 CF- 
5 10 15 20 25 30 SECTION 
BASIS COSTW/m) 
MX-PROPORTION OF MAJOR AXIS YIELD MOMENT OF THE SECTION 
MY-PROPORTION OF MINOR AXIS YIELD MOMENT OF THE SECTION 
P=PROPORTION OF AXIAL YIELD LOAD OF THE SECTION 
FIG. 7.36 SECTION BASIS COST v CONNECTION 
COST, STANCHION BASE PLATES 
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It can be seen ihat load cases two and four give 
good correlation, whereas the other load cases 
have a worse correlation coefficient. 
The cost of a connection in terms of an extra length 
of section at the section basis cost is shown in 
bar chart form in figure 7.35. The values of the 
mean,,. standard deviation and the standard deviation 
divided by the mean are shown in Table 7.13. The 
spread in this case is larger than for any other 
type of connection. Againg this approach could 
be used for estimating, however the spread is so 
large that satisfactory estimates may not be 
obtained. 
The cost of connections for various load cases can 
be related to the section basis coste This 
approach is difficult to use practically because 
only a small number of load cases can be treated 
practicallys other load cases can only be treated 
by analogy, which is a difficult procedure to 
programme. The additional length of section 
concept could be used for estimation and preliminary 
design but it is not a practical tool for accurate 
optimization, 
Load as a 
Proportion 
of the 
Yield Load 
M 
x 
M 
y P 
Number 
of Mean Standard 
S. D 
Mean 
Designs Deviation 
1 53 01 0 74 -8009 20 0.3926 0.1402 
0 0, 1 89 1.8432 0.5356 0.2906 
0 1' '2 0 89 '9946 1. 0.4666 0.234 
16 /6 '3 88 1.7758 
1 
0.5782 0.326 
1 
TABLE 7.13 
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7.9 CONCLUSIONS 
In this chaPter a number of investigations of the design of 
multi-storey braced steel frames have been described. The general 
conclusion that can be drawn is that the relationship between the cost 
of the frame and the primary variables (the sections chosen) are very 
complex. Examination of these relationships by means of examining the 
design space for a particular framep shows that the design problem as 
formulated is subject to constraints on isolated designs and that there 
is seldom a definite trend between the variables and the cost. 
Properties of the relationship between the primary variables and the 
cost have been identified, and these have been utilised in order to 
develop a design strategy. The design strategy developed makes use of 
two of the algorithms that have been developeds it neglects the 
consideration of moment redistribution because it is-uneconomic to 
. 
apply. It also neglects the use of minor axis depth constraints because 
these are shown to reject economic designs. The strategy has been shown 
to produce merely an economic design which has been searched for 
sequentially and which will not necessarily be optimal. The design 
strategy has been applied to the problem of optimal splicing arrange- 
ments for stanchions. The strategy shows modest improvements in the 
cost of a frame between the initial design and the final design. The 
optimal splicing arrangement was seen to be when splices were placed as 
far apart as is practically possiblep this was seen to be in accordance 
with current industrial practice. 
The sensitivity of the final cost to each material and 
fabrication cost item was examined and it was shown that the fabrication 
items each represented only a small proportion of the total costs 
however in total they represent about half the total cost. The section 
basis cost was shown to represent by far the largest single cost item* 
Errors in individual fabrication cost items could be seen_to have a 
very small effect on the total cost. 
The effect of various secondary variables (load factor2 grade 
of steel and geometry) were then considered. Increases in the load 
factor were shown to produce increases in cost which were not in proportion 
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but'were substantially linear. The effect of using various grades of 
steel was examined and it was shown that grade 43 steel was generally 
uneconomic, grade 55 steel was shown to be the most economicp with 
grade 50 steel a close second. The limited availability of grade 55 
steel and the specialist skills required when welding would seen to 
point to the use of grade 50 steel as the. ideal material. The use of a 
minimum w6ight objective function was also examinedt and it was concluded 
that small differences exist between cost and weight based designs. The 
effect of varying the geometry of a building was to produce a trade-off 
between cost items which are dependant on loading and cost items 
dependant on numbers of items. If this trade-off was evaluated it was 
Possible to find an optimal geometry for a frame. 
Finally accounts of investigations into the cost of connections 
have been presented. These investigations show that the relationship 
between the variables that define connections (loads and secUons) and 
the cost of connections are also very complex and that in order to 
rationalise the costing of connections serious approximations have to 
be made which if used may affect the validity of the optimal detign 
produced. 
In conclusion, it can be stated that the relationship between 
primary variables and the cost of either the frame or individual 
connections is very complex and cannot be adequately predicted in order 
to find the true optimum design, however an economic design strategy 
has been developed which finds designs that are an improvement over the 
designs produced by iterative design. Relationships between costs and, 
the secondary variables are seen to be more predictable and these 
relationships can be used as a basis for deciding such questions as 
which grade of steel to use. 
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CHAPTER8 
Conclusions 
e 
8.1 INTRODUMON 
In this chapter conclusions are drawn about the formulation 
and the solution of the optimum structural design problem.. The design 
of braced multi-storey structures is also examined. Finally the 
relationship of this research to the wider field of structural 
optimization is summarised, together with an examination of ways in 
which it could be extended and improved. 
8.2 PROBLEM FORMULATION 
The problem stated in non mathematical terms was to design 
a rectangular three-dimensional framework to carry the loads applied 
by the walls and floors of a multi-storey structure* 
The problem formulation consisted of identifying the three 
major components of an optimization problem so that the problem could 
be stated mathematically. These components will now be examined. 
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8.2.1 Variables 
The independant variables consist of the steel Sections 
chosen for each group of members in the frame. These 
variables were of necessity of discrete form due to the 
finite range of sizes and shapes of sections that are 
available. The dependant variables consist of the 
connections and the internal forces in the members. The 
connections are evaluated by the use of a design strategy 
based on current practice. Evaluation of the internal 
forces-is based on a codified rigid frame design method. 
8.2,2 Objective Function or Cost Model 
Given a set of variables, a cost may be evaluated using 
the cost model. This model was derived by examining all 
the major cost items and then relating these costs to 
the variables. The model seeks to be as comprehensive as 
possible, however certain items were omitted for which 
data Ywas unavailable. The cost model produces realistic 
prices which can be used with confidence for the costing 
of complete structures. 
8.2.3 Constraints 
The stress constraints consist of limits on stresses and 
deflections. These constraints apply to the sections and 
the connections. Once the design method has been 
selectedo these constraints can be tested for feasibility, 
In addition to the stress constraintso a further set of 
constraints was. identified. These geometric constraints 
express the practical problems associated with the fitting 
together of sections to form a framework. Rapid methods 
of checking these constraints had to be devised in 
conjunction with the optimization algorithms. 
To sum up the problem was identified as having truly 
discrete variables, a discontinuous objective function, and 
a disjoint feasible region. 
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8.3 PROBLEM SOLUTION 
8.3.1 Available Algoritbms 
An examination and classification of available optimization 
algorithms showed that many algorithms exist for the 
solution of continuous and discretized variable problems. 
Few algorithms were found to exist for the solution of 
truly discrete variable problems. Problem orientated 
algorithms showed some promise. 
8.3.2 The Algorithms Developed 
The' initial requirement was for an algorithm which would 
show rapid improvement and find a solution close to 
optimal. This resulted in the development of the iterative 
design algorithm which is a problem orientated aigorithm 
developed from fully stressed iterative design. 
The second requirement was for an algorithm which would 
improve on the solution produced by the iterative design 
algorithm. In order to keep computation to a minimum the 
algorithm was required to optimize a few yariables at a 
time. The enumeration algorithm evaluates designs 
--represented by combinations of variables and exploits 
features of the problem that save computation. It was also 
recognised that the construction of a stanchion allowed 
the use of a stage-wise formulation, resulting in the 
dynamic programming algorithm. 
8.3.3 The Design Strategy Developed 
An investigation was made of a typical design spaces in 
order to identify the features of the problem which could 
be used to develop a design strategys which uses the 
algorithms efficiently. A strategy was developed which 
consisted of using the iterative design algorithm to 
generate a designs followed by the optimization of stanchion 
strings using the dynamic programming aleorithmO ' The 
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strategy can be said -to generate a cheap design 
land 
then 
systematically improve this design. 
8.3.4 Comments on the Algorithms and the Strategy 
The exploitation of the properties of the problem made 
solution with an economic amount of computation possible. 
In particular the identification of geometric constraints 
and their inclusion reduced computation considerably. 
The iterative design algorithm, though considering only 
section basis cost in its objective functionp showed rapid 
progress towards designs which are close in total cost to 
the cheapest designs found. 
Local searches using the enumeration algorithm operating 
on strings of stanchions showed disappointing returns 
e 
despite the inclusion of numerous cost saving features. 
The dynamic programming algorithm however showed an economic 
return on computation costs., 
The use of the design strategy does not necessarily 1-7 
guarantee the production of a feasible design#-however in 
most cases feasible designs resulted. Where the iterative 
design algorithm produced a design that could be costedf 
application of local searches resulted in smallp but 
significantp cost reductions, 
The design strategy as presented takes the fom of a 
sequence of operations which'could be automated. This was 
necessary in order to give a common basis for comparison 
of algorithms and the resulting designs. The ability Of an. 
experienced designer to use his intuition and experience to 
select sections would compliment the ability of the local 
search algorithms to investigate combinations of variables 
efficiently. It can be seen that both automated and 
interactive design have a part to play in the solution of 
optimum structural design problems, 
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8.4 MULTI-STOREY BRACED RIGID STEEL FRAMES 
8.4.1 Design Methods 
The design methods that are available for the design of 
braced multi-storey frames were reviewed and three that 
represent current British practice were selected for 
consideration. It was found that the requirements of each 
method were very similar and that they could all be 
included within the same data structure. - In each case the 
design space had similar characteristicst differing only 
in the position of the stress feasible region and in the 
cost of feasible designs. In most cases it was found that 
the Building Research Station design method produced the 
cheapest designs, however it must be emphasised that any 
such conclusions are dependant on the load factors employed. 
8.4.2 The Optimum Design 
Limited investigations of frames designed using the 
algorithms were performed. The'main conclusions of these 
investigations will now be described. Firstly ajarge 
proportion of the total fabrication is included within the 
stanchion splices, resulting in optimal splicing arrange- 
ments that use as few splices as possible. 
Secondly minimum weight designs use different steel sections 
to minimum cost designs. The difference in the price and 
weight of such designs is only sm all vindicating the use of I ýk 
minimum weight when fabrication costs are unknown. It was 
also found that the cost per tonne (often used as an aid 16 
to estimating) varied considerably from one building to the 
next. 
Taking advantage of moment redistribution resulted in a 
reduction in frame costp however the operation was not cost 
effective. This may again be a place where the designer 
could play a part in reducing computation costs, 
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Variation of building geometry was seen to have a marked 
effects however the cost of the framework represents only 
a small proportion of the total structure cost and 
therefore other factors will generally dictate the form 
of the framework. 
8.4.3 Connections 
An extensive investigation of connection costs was carried 
out. This produFyd useful relationships that could be 
used for preliminary estimating. It was apparent however 
that until erection and extra costs can be determined and 
rationalised it will not be possible to truly optimize an 
individual connection. 
8.5 OPTIMUM STRUCTURAL DESIGN 
This thesis describes an attempt to design practical structures 
in accordance with codified design methodsj using the criterion of 
minimum cost. The few investigators that have considered truly discrete 
problems, taking into account fabrication costss have done so with small 
problems and few variables. The optimization of designs using 
comprehensive interactive design programmes with sub-optimization 
routines for the design of details is believed to form a logical 
development* In future research it is recommended that emphasis should 
be placed on the satisfaction of practical constraints and the 
-development of comprehensive cost models. It is recommended that the 
approach used within this investigation should be carefully studied 
in order that some of the many pitfalls may be avoided. 
To stun up, this thesis shows that the coupling of a practical 
design programme with suitable optimization algorithms -xnvx provide 
economic designs: cost effectively. 
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APPENDIX 
AVAILABLE STRUCTURALSTEE SECTIONS 
NOTATION 
Serial Size=Depth X Wi'dth (mm) 
UB=Universal Beam Section 
UC=Universal Column Section- 
N2 SERIAL TYPE VýCGHI SAS IS 
SIZE ( K9 /M) COST 
(It/M) 
1 914 X 419 US 388 66-23 
2 343 58-55 
3 914 X35 UB =8 48-99 
4 253 42-88 
5 221. 37-97 
6 201 1 34-07 
7 838 X 292 US 226 37-79 
8 194 32-44 
9 176 29-43 
10 762 X 267 US 197 32-70 
11 173 28-72 
12 147 24-40 
13 686 X 254 UB- 170 28-22 
14 152 25-23 
is 140 23-24 
16 125 20-75 
17 610 X 305 US 238 39-51 
is 179 2 9'. 71 
19 149 1 24-73 
20 610 X 229 us 140 23-07 
21 125 20-60 
22 1 T'3 18-62 
23 101 16-64 
24 533 X 210 US 122 20-25 
25 109 18-09 
26 101 16-77 
27 92 15-27 
28 82 13-61 
29 457 X 191 US 95 15-31 
30 89 13-90 
31 82 12-81 
32 74 11-56 
33 67 10-47 
34 457 X 152 UB 82 13-76 
35 74 12-42 
36 67 11 -24 
37 so 10-07 
38 52 B-73 
39 406 X 178 U8 74 11 . 64 
40 67 it - 54 41 50 9-44 
42 54 8-49 
43 406 X 140 US 46 77 
44 1 39 6.58 
ý45 
356 X 171 US 67 10-92 
46 57 9-29 
47 51 B-31 
48 45 7-34 
49 356 X 127 US 39 6.69 
50 33 5-66 
51 305 X 165 UB 54 8.80 
52 46 7-50 
53 40 6-52 
54 305 X 127 UB 48- - 7- 91 
55 42 6-92 
37 6.10 
57 305 X 102 UB 33 5-72 
58 
L 1 
28 4-86 
59 25 4-34 
NQ SERIAL TYPE WEIW BASIS 
SIZE ( KgAn) COST 
(y/m) 
60 254 X 146 us 43 6.96 
61 37 5.99 
62 31 5-02 
- 63 254 X 102 us 2b Z-87 
64 25 4-31 
65 22 3,79 
66 203 X 13i UB 30 4-93 
67 25 4-11 
68 356 X 405 UC 63/* IU8-22 
69 551 94-06 
70 467 79-72 
71 393 67-09 
72 340 5B. 04 
73 287 48-09 
74 235 1 140-11 
75 COLUMN CORE UC 477 81-42 
76 356 X 368 UC 202 34- 24 
77 177 30-00 
78 1S3 2S-93 
791 129 21-87 
80 305 X 305 UC 283 45-65 
81 240 38-71 
82 198 31-94 
83 15B 25-49 
8/1 137 22-10 
85 118 19-03 
85 97 15-65 
87 254 X 254 UC 167 26-94 
as 132 21-29 
89 107 17-26 
90 69 14-36 
91 73 11-77 
92 203 X 203 UC 56 14-02 
93 71 11-57 
94 60 9.78 
95 52 8.48 
96 46 7-50 
97 152 X 152 UC 37 5-20 
98 
1 
30 5-03 
99 23 3-B5 
100 254 X 203 JOIST 82 15-55 
101 2S4 X 114 
L 
37 1 6,30 
102 203 X 152 JOIST 52 . 9,66 
103 203 X 102 
i 
25 47-1/6 
- -M 178 X 16-2 1 o S 22 3-67 
105 152 X 127 JOIST 37 6-17 
106 152 X 89 17 2-93 
107 152 X 76 is 2_- 88 
108 127 X 114 JOIST 30 4. %4 
109 127 X 114 6 27 4- 35 
110 127 X 75 is 2-77 
111 127 X 76 13 2-25_ 
112 114 X 114 JOIST 27 4: 29 
113 102 X 102 JOIST 
1 
23 3-72 
1110 102 X 64 - 10 1-67 
115 102 X 44 of 7 1,26 
11 5 89 X 89 JOIST 19 3-14 
117 76 X 75 JOIST -15 2-57 
II 
-8 
1 
76 X 76 1 13 2- 30_j 
