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RESUMEN
El presente documento final de trabajo de grado muestra los resultados de una investigación 
sobre los fundamentos, las técnicas y algoritmos del procesamiento de imágenes digitales 
necesarios para desarrollar un sistema de reconocimiento de marcas ópticas, junto con el 
análisis, diseño e implementación de un producto de reconocimiento de marcas ópticas, 
bautizado Automatizador de recolección de datos de formularios, para el procesamiento de 
evaluaciones  en  el  proceso  de  preparación  para  los  ECAES  (Exámenes  de  Estado  de 
Calidad  de  la  Educación  Superior)  en  el  programa  de  Ingeniería  de  Sistemas  y 
Computación de la Universidad Tecnológica de Pereira.
Palabras claves: reconocimiento de marcas ópticas, procesamiento de imágenes digitales.
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INTRODUCCIÓN
En el presente documento se describen las generalidades de los sistemas de reconocimiento 
de marcas ópticas, los fundamentos, técnicas y algoritmos del procesamiento de imágenes 
digitales necesarios para la creación de un sistema de este tipo, además de las etapas de 
análisis,  diseño e  implementación de un producto de reconocimiento de marcas ópticas 
(Automatizador de recolección de datos de formularios) para el levantamiento de los datos 
consignados en los  formularios  de los  simulacros  para  la  preparación para  los  ECAES 
(Exámenes de Estado de Calidad de la Educación Superior) en el programa de Ingeniería de 
Sistemas y Computación de la Universidad Tecnológica de Pereira, desarrollado por medio 
del  proceso  del  software  evolutivo,  descrito  utilizando  el  UML  (Unified  Modeling 
Language,  Lenguaje  de  Modelado  Unificado  en  español)  e  implementado  bajo  el 
paradigma de programación orientada a objetos.
En un sentido práctico,  por medio de la creación del producto aquí descrito,  se podrán 
recolectar los datos de los formularios de respuesta con más eficacia y precisión, ayudando 
al ahorro de tiempo y recursos y mejoramiento general del proceso de preparación para los 
ECAES.
Sin embargo, en el presente documento no sólo se muestra una solución a un problema 
dentro del programa de Ingeniería de Sistemas y Computación, sino que también se aportan 
fundamentos teóricos en el área de procesamiento de imágenes digitales, algo de utilidad 
para la comunidad académica, y además es una punto de partida para la creación de futuras 
aplicaciones de sistemas reconocimiento de marcas ópticas dentro de la universidad.
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1. FORMULACIÓN DEL PROBLEMA
Inicialmente y mediante el decreto 1781 de Junio 26 de 2003, el poder ejecutivo nacional 
reglamentó los Exámenes de Estado de Calidad de la Educación Superior, ECAES, de los 
estudiantes  de  los  programas  académicos  de  pregrado,  este  decreto  establece  que  los 
ECAES son pruebas de carácter oficial y obligatorio y forman parte, con otros procesos y 
acciones, de un conjunto de instrumentos que el Gobierno Nacional dispone para evaluar la 
calidad del servicio público educativo y que tienen por objetivos principales:
a) Comprobar el grado de desarrollo de las competencias de los estudiantes que cursan el  
último  año  de  los  programas  académicos  de  pregrado  que  ofrecen  las  instituciones  de 
educación superior;
b) Servir de fuente de información para la construcción de indicadores de evaluación del 
servicio público educativo, que fomenten la cualificación de los procesos institucionales la 
formulación de políticas y faciliten el proceso de toma de decisiones en todas las órdenes y  
componentes del sistema educativo1.
Además de lo anterior el Ministerio de Educación Nacional (MEN)2 plantea que a través de 
los ECAES se obtiene información sobre el estado actual de la formación en las diferentes 
áreas.  Esta  información  proporciona  una  visión  de  conjunto  sobre  los  estudiantes,  los 
programas  y  las  instituciones,  así  como  también  sobre  el  país,  los  departamentos  y 
municipios.
Es decir que el MEN puede hacerse a una idea de la calidad de los programas que ofrecen 
las  universidades  por  medio  de  los  resultados  de  los  ECAES,  e  inclusive  las  mismas 
universidades pueden retroalimentarse y hacer una autoevaluación de su calidad en base a 
esta información, y así establecer las competencias que los estudiantes dominan y las que 
necesitan ajustes.
Posteriormente los ECAES se enmarcaron jurídicamente mediante la ley 1324 de julio 13 
de 2009 del Congreso de la República y se reglamentaron por medio del decreto 3963 del 
14 de octubre de 2009 de la Presidencia, en este se estipula un nuevo objetivo:
“Producir indicadores de valor agregado de la educación superior en relación con el nivel 
de  competencias  de  quienes  ingresan  a  este  nivel;  proporcionar  información  para  la 
comparación entre programas, instituciones y metodologías, y mostrar su evolución en el 
tiempo”3.
1 PRESIDENCIA DE LA REPÚBLICA DE COLOMBIA. Decreto Número 1781 (26, junio, 2003). Por el  
cual  se  reglamentan  los  Exámenes  de  Estado  de  Calidad  de  la  Educación  Superior,  ECAES,  de  los 
estudiantes de los programas académicos de pregrado. Bogota, D.C.: La Presidencia, 2003. p. 1-2.
2 COLOMBIA. MINISTERIO DE EDUCACIÓN NACIONAL. ¿Qué son los ECAES? [en línea].  [citado:  
29  agosto  2009].  disponible  en  internet: 
<http://www.colombiaaprende.edu.co/html/estudiantesuperior/1608/article-74133.html>.
3 PRESIDENCIA DE LA REPÚBLICA DE COLOMBIA. Decreto  3963 (14, octubre, 2009). Por el cual se  
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De lo  anterior  se  puede  decir,  que  tal  como  se  señala  explícitamente,  a  partir  de  los 
resultados  de  los  ECAES  se  podrán  establecer  comparaciones  tanto  a  nivel  de  los 
programas como de las instituciones de educación superior, además un seguimiento de su 
progreso en el tiempo, en consecuencia, estos resultados serían un indicador de la calidad 
de  la  educación  impartida  en  las  universidades,  de  la  fortaleza  de  programas  y 
universidades a nivel nacional y de sus esfuerzos por evolucionar. El nuevo decreto también 
estipula  que  a  partir  del  año  2009,  todos  los  programas  universitarios,  sin  establecer 
excepción alguna deberán ser evaluados por los ECAES, siguiendo con el lineamiento de 
evaluar la calidad del servicio educativo usando los ECAES como un instrumento para tal 
fin.
En la Universidad Tecnológica de Pereira, de forma concreta en el programa de Ingeniería 
de Sistemas y Computación se ha estado adelantado un curso de preparación a los ECAES, 
dirigido  a  los  estudiantes  que  están  próximos  a  presentarlo,  este  proceso  ha  ido 
transformándose, creciendo en complejidad y cantidad de información de la cual dispone y 
procesa, en el curso se proporciona una preparación específica en cuanto a contenidos clave 
y preguntas  similares  a  las  de la  prueba,  en este  momento  se cuenta  con una base de 
preguntas lo suficientemente amplia como para realizar simulacros en diferentes áreas del 
examen, tratando de emular lo más fidedignamente posible la presentación de los ECAES, 
incluso las respuestas de los simulacros se consignan en formas similares a las que los 
estudiantes van a enfrentar, sin embargo, la calificación de las respuestas es un proceso que 
se ha convertido en algo complicado y en un cuello de botella para el proceso por el gran 
volumen de información que se debe procesar para calificar los formatos de respuesta, el 
proceso de calificación es manual y se vuelve repetitivo y monótono, así como también 
demanda gran cantidad de tiempo, características por las cuales se pueden presentar errores 
en algún punto de la revisión y se utiliza un tiempo valioso en el procesamiento cuando este 
podría ser aprovechado en tareas más apremiantes para la preparación de los cursos y el 
proceso formativo de los estudiantes, además se hace imperioso que los resultados de los 
simulacros estén disponibles lo más rápido posible para que el curso tenga un proceso de 
retroalimentación  más  efectivo  y  se  pueden  reforzar  con  prontitud  las  áreas  que  lo 
requieran. 
Para hablar de cifras concretas y contextualizar con más exactitud la situación, se debe 
anotar que según información suministrada por el Ingeniero Hugo Humberto Morales Peña, 
responsable del curso de preparación para los ECAES, en el curso se preparan en promedio 
70  estudiantes  cada  vez,  incluyendo  las  jornadas  diurna  y  nocturna  de  Ingeniería  de 
Sistemas y Computación, se hacen alrededor de 6 simulacros a lo largo del curso, los cuales 
poseen aproximadamente 320 preguntas  en total,  lo  cual  arroja  como resultado,  que se 
deben calificar 22.400 preguntas, en cuanto a la calificación de las pruebas, un simulacro 
con 60 preguntas realizado por 50 estudiantes consume en su calificación unas 16 horas-
hombre de trabajo, todas estas cifras evidencian no sólo el gran número de preguntas que se 
deben calificar sino también la gran cantidad de tiempo necesario para su calificación y 
reglamenta el Examen de Estado de Calidad de la Educación Superior. Bogota,  D.C.: La Presidencia,  
2009. 4 p.
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además se debe tener en cuenta que según la tendencia actual estas cifras aumentan con el 
tiempo.
En el presente documento, se describe el desarrollo de un producto para el  levantamiento 
de los datos consignados en los exámenes de preparación para los ECAES, en papel, hacia 
medios digitales, para su respaldo, calificación y posterior análisis, por medio de técnicas 
de procesamiento de imágenes digitales, aplicadas a las imágenes resultado de escanear las 
hojas de respuesta de los exámenes.
Este  tipo  de  aplicaciones  son  conocidas  como  software  OMR  (Optical Mark 
Recognition/Reading, Reconocimiento/Lectura de Marcas Ópticas en español), en las que 
se hace levantamiento de datos a partir de documentos impresos los cuales tienen campos 
en donde se hace una marca para ingresar datos,  luego, con un escáner los formatos o 
formas son digitalizados, y posteriormente con técnicas de procesamiento de imágenes se 
extraen los datos.
El rango de acción de esta clase de aplicaciones abarca otros usos aparte del levantamiento 
de  respuestas  en  exámenes,  como el  procesamiento  de  encuestas,  boletas  de  lotería,  e 
inclusive es utilizado para el conteo de votos en países como Noruega, Inglaterra, Gales, 
Escocia, entre otros, como se ve en un reporte de  London Assembly’s Elections Review  
Committee4,  también  se puede pensar  en  otras  aplicaciones  para  un  ámbito  académico, 
como  evaluaciones  docentes  o  exámenes  de  ingreso,  para  el  caso  de  la  Universidad 
Tecnológica de Pereira en la actualidad existen dos potenciales campos de acción, aparte 
del aquí descrito, los cuales son los simulacros en los cursos de preparación para el examen 
del ICFES que desarrolla la institución y las encuestas de evaluación docente.
4 INGLATERRA. LONDON ASSEMBLY’S ELECTIONS REVIEW COMMITTEE. Counting the Vote [en 
línea].  Londres:  diciembre  2007  [citado:  10  octubre  2009].  Disponible  en  internet: 
<http://www.london.gov.uk/assembly/reports/general/counting-the-vote.pdf>.
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2. JUSTIFICACIÓN
El desarrollo de una aplicación informática de OMR permitiría la  extracción de datos de 
forma  eficaz,  para  su  posterior  respaldo,  procesamiento  y  análisis,  además  de  aportar 
ventajas como la reducción del tiempo de recolección de datos y calificación automática de 
los exámenes, lo cual se traduce en una reducción global del tiempo que toma el proceso, 
además, los errores humanos serían minimizados, de igual manera, se reduciría el numero 
de horas-hombre empleadas para la realización de las tareas que efectuaría la aplicación, 
estas  horas-hombre  podrían  ser  aprovechadas  en  otras  actividades  para  la  preparación, 
organización y desarrollo de los cursos, también es importante destacar que los resultados 
estarían  disponibles  con  prontitud  para  minimizar  el  tiempo  de  respuesta  para  la 
elaboración de estrategias y así fortalecer las áreas débiles de los estudiantes, identificadas 
en la calificación de los exámenes. 
En el interior del programa de Ingeniería de Sistemas y computación se puede hablar de 
una mejora de procesos, igualmente se aporta una base teórica importante, producto del 
desarrollo del proyecto,  en el  área de procesamiento de imágenes digitales, útil  para la 
comunidad  académica,  en  la  medida  que  se  puedan  aplicar  las  experiencias  y 
conocimientos empleados para la realización del proyecto, en futuras aplicaciones dentro de 
la  universidad,  puesto  que  como  se  menciono  previamente  existen  un  par  de  posibles 
campos de aplicación para aplicaciones de OMR dentro de la universidad.
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3. OBJETIVOS
3.1 GENERAL
Analizar,  diseñar  e  implementar  un  producto  de  reconocimiento  de  marcas  para  el 
procesamiento  de  evaluaciones  en  la  preparación  para  los  ECAES  en  el  programa  de 
Ingeniería de Sistemas y Computación de la UTP, por medio de técnicas de procesamiento 
digital de imágenes.
3.2 ESPECÍFICOS
• Investigar  sobre  la  teoría  y  técnicas  del  procesamiento  digital  de  imágenes, 
necesarias para desarrollar una aplicación de reconocimiento de marcas.
• Analizar el proceso de recolección y procesamiento de los datos de las evaluaciones 
en el curso de preparación a los ECAES para desarrollar y elaborar la declaración de 
trabajo, el  diagrama de casos de uso, la especificación de los casos de uso y la 
especificación de requerimientos.
• Diseñar la arquitectura de la aplicación de reconocimiento de marcas por medio de 
el diagrama de secuencia, el diagrama de estados, el diagrama de actividades y el 
diagrama de clases.
• Definir y diseñar las interfaces de usuario y de bases de datos que la aplicación 
necesite para lograr un funcionamiento acorde a las necesidades.
• Implementar la aplicación a partir del resultado de los procesos de análisis y diseño 
llevados a cabo anteriormente.
• Realizar un plan de pruebas sobre la aplicación desarrollada.
• Redactar los manuales de la aplicación.
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4. MARCO REFERENCIAL
4.1 MARCO TEÓRICO
4.1.1 Reconocimiento Óptico de Marcas (OMR)
4.1.1.1 Definición
Según Bhattacharya5,  Optical  Mark  Recogition (Reconocimiento  de  Marcas  Ópticas  en 
español) también llamado, Optical Mark Reading (Lectura de Marcas Ópticas en español) o 
simplemente OMR, es el proceso de detectar datos de formatos pre-impresos marcados por 
humanos.
4.1.1.2 Generalidades
Como dice Perry6, los formatos están diseñados de tal forma que una marca en una posición 
determinada representa algún dato. En el Network Dictionary7 se señala que esta tecnología 
es útil para aplicaciones en donde gran cantidad de formatos llenados a mano necesitan ser 
procesados  rápidamente  y  con gran  precisión  como en  boletas  de  votación,  boletas  de 
lotería,  encuestas  de  investigación de  mercados,  exámenes,  encuestas  de  evaluación de 
productos, registros de asistencia, entre muchos otros.
En un sistema de OMR el primer paso es introducir la información manualmente en los 
formatos,  marcando  campos  destinados  a  tal  fin,  que  generalmente  son  burbujas  o 
rectángulos  (en  las  figuras  1  y  2  se  muestra  un  ejemplo  de  estos  tipos  de  casillas  de 
respuesta), para luego procesar los formatos.
Los inicios del OMR se remontan a los años 1960 según Couper et al.8, en ese entonces 
según manifiestan los autores  anteriormente referenciados y aún en la  actualidad como 
dicen Godse y Godse9 se  han empleado y aún se emplean dispositivos  dedicados para 
procesar los formatos, tales dispositivos son conocidos como  optical mark reader (lector 
óptico  de marcas  en español),  estos  dispositivos  iluminan el  papel  con un haz  de  luz, 
entonces la reflexión contrastante en partes predeterminadas de la página, se utiliza para 
5 BHATTACHARYA, Joyrup. Rudiments of computer science. Calcuta, India: Academic Press, 2010. p. P1-
2-8.
6 PERRY,  Bob.  Organisational  Management  and  Information  Systems.  Oxford,  Reino  Unido:  CIMA 
Publishing, 2008. p. 5.
7 WWW.JAVVIN.COM. Network Dictionary. Saratoga, Estados Unidos: Javvin Technologies Inc., p.357
8 COUPER, P. Mick, et al. (eds). Computer Assisted Survey Information Collection. New York, Estados  
Unidos: John Wiley & Sons, Inc., 1998. p. 571.
9 GODSE, A. P. y GODSE, D. A. Digital Computer Fundamentals. Pune, India: Technic Publications Pune, 
2007. c. 4 p. 26.
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detectar las áreas marcadas, ya que estas reflejan menos luz que las áreas blancas del papel, 
otros lectores usan formas pre-impresas sobre papel transparente y miden la cantidad de luz 
que pasa a través del papel, así pues, una marca en cualquier cara del papel reducirá la 
cantidad de luz que pasa a través del mismo. 
Sin  embargo,  como  lo  indica  Perry10,  existe  un  método  alternativo  para  procesar  los 
formatos a través de software para OMR de escritorio, este ofrece la posibilidad de leer y 
entender la posición de cada marca en los formatos, gracias al software de escritorio para 
OMR un usuario puede crear formatos en un procesador de texto e imprimirlos con una 
impresora láser.  Este tipo de software trabaja con un escáner de imágenes de escritorio 
común para procesar las formas una vez han sido llenadas como explica Bhattacharya11.
El  OMR  se  diferencia  del  OCR  (Optical  Character  Recognition,  Reconocimiento  de 
Caracteres  Ópticos  en  español)  por  el  hecho  de  que  no  se  necesita  un  motor  de 
reconocimiento avanzado, esto, por el hecho de que existen pocas posibilidades de no leer 
las  marcas,  ya  que  deben  tener  un  contraste  alto  y  además  tener  una  silueta  de  fácil 
reconocimiento, según la explicación de Godse y Godse12.
Figura 1: Casillas de respuestas con forma de burbuja.
Fuente: Holman Granados.
Figura 2: Casillas de respuestas con forma rectangular.
Fuente: Holman Granados.
Como  lo  manifiesta  Bhattacharya,  una  de  las  aplicaciones  más  familiares  del 
reconocimiento óptico de marcas y la cual motivo el desarrollo del presente trabajo, es la 
presentación de exámenes de respuesta múltiple con un lápiz número 2 (HB en Europa), en 
donde los  estudiantes  indican  sus  respuestas  u  otra  información personal,  oscureciendo 
casillas de respuesta en una hoja pre-impresa, después, la hoja es  leída automáticamente y 
10 PERRY,  Bob.  Organisational  Management  and  Information  Systems.  Oxford,  Reino  Unido:  CIMA 
Publishing, 2008. p. 5.
11 BHATTACHARYA, Joyrup. Rudiments of computer science. Calcuta, India: Academic Press, 2010. p. P1-
2-8.
12 GODSE, A. P. y GODSE, D. A. Digital Computer Fundamentals. Pune, India: Technic Publications Pune, 
2007. c. 4 p. 26.
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se detectan las marcas, para su posterior procesamiento.
4.1.2 Procesamiento de imágenes
La estructura y el  contenido del apartado sobre el  procesamiento de imágenes digitales 
está basada en gran medida en la obra de Luong13, sin embargo, el contenido se extendió y 
modificó  con  publicaciones  de  otros  autores,  como  se  indica  en  las  referencias 
bibliográficas correspondientes.
Antes de todo, lo primero es definir ¿qué es el procesamiento de imágenes digitales? A esta 
pregunta Miller y Ranum14 dicen que el  procesamiento de imágenes digitales se refiere al 
proceso de usar algoritmos para editar y manipular imágenes digitales, pero, ¿qué es una 
imagen digital? Según los autores antes mencionados una imagen digital es una colección 
finita de pequeños, elementos discretos llamados píxeles, estos píxeles están organizados en 
una matriz bidimensional y representan la más pequeña cantidad de información gráfica 
disponible, esto se evidencia cuando se mira muy cerca a una imagen, los píxeles aparecen 
como pequeños “puntos”, se debe anotar también que a mayor número de píxeles en una 
imagen mayor detalle o resolución, por ejemplo, en el caso de las cámaras digitales, estas a 
menudo son clasificadas de acuerdo a qué tanta resolución ofrecen, y la unidad de medida 
para  indicarlo  son  los  megapíxeles.  Un  megapixel  significa  que  una  imagen  esta 
conformada por 1 millón de píxeles, entonces, una cámara de 8 megapíxeles  es capaz de 
tomar una imagen de hasta 8 millones de píxeles.
El procesamiento de imágenes, se realiza por niveles, que de forma típica  se hacen en la 
secuencia: primero bajo, luego medio y después alto.
El  procesamiento a bajo nivel  tiene que ver  con el  trabajo al  nivel  de imagen binario, 
normalmente creando una segunda “mejor” imagen a partir de una primera, cambiando la 
representación de la imagen, removiendo datos indeseados y mejorando los deseados.
El nivel medio de procesamiento se trata de la identificación de formas, regiones o puntos 
significativos de las imágenes binarias. Poco o ningún conocimiento previo es construido 
para este proceso de modo que mientras el trabajo puede no ser totalmente a nivel binario, 
los algoritmos siguen siendo generalmente no específicos para una aplicación, en la medida 
que se pueden utilizar en muchos contextos.
En el nivel alto de pre-procesamiento hace un puente de la imagen con alguna base de 
conocimiento, esta asocia las formas descubiertas durante niveles previos de procesamiento 
con formas conocidas de objetos reales, el  resultado de los algoritmos a este nivel son 
pasados a los procedimientos que no manipulan imágenes, los que toman decisiones acerca 
de las siguientes acciones después del análisis de la imagen.
13 LUONG,  Chi  Mai.  Introduction  to  computer  vision  and  image  processing.  Institute  of  Information 
Technology Hanoi, Vietnam, 2000. p 2-38.
14 MILLER,  Bradley N. y RANUM, David L. Python programming in context. Subdury, Massachussets, 
Estados Unidos: Jones and Barlett Publishers, 2009. p. 185.
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4.1.2.1 Representación de las imágenes
En  el  apartado  de  representación  de  las  imágenes,  se  hablará  en  primer  lugar  de  la 
percepción visual en los humanos, ya que comprender este proceso puede ser útil para la 
creación de sistemas de visión artificiales, luego se abordarán las representaciones del color 
o modelos de color y por último se describirá cómo se capturan, representan y almacenan 
las imágenes en sistemas informáticos.
4.1.2.1.1 Percepción visual
Cuando  un  observador  humano  procesa  imágenes,  es  importante  considerar  como  son 
convertidas en información para dicho observador. Entender la percepción visual ayuda en 
el desarrollo de algoritmos.
Los datos de imagen representan cantidades físicas como cromaticidad y luminancia.
Cromaticidad:  calidad del color de la luz definida por su longitud de onda. Se percibe 
como color.
Luminancia: cantidad de luz. Se percibe como brillo.
Cómo  percibimos  la  información  del  color  de  una  imagen  se  puede  clasificar  en  tres 
variables de percepción: hue (matiz), saturation (saturación) y lightness (luminosidad).
Hue o Matiz: cuando utilizamos la palabra color, normalmente nos referimos al matiz. El 
matiz distingue entre colores como amarillo y verde. Los matices son las sensaciones de 
color reportadas por un observador expuesto a varias longitudes de onda. Se ha demostrado 
que la sensación predominante de longitudes de onda entre 430 y 480 nanómetros es azul, 
el verde caracteriza un amplio rango de longitudes de onda de 500 a 550 nanómetros, el 
amarillo cubre rangos desde 570 hasta 600 nanómetros y longitudes de onda superiores a 
610 nanómetros son categorizados como rojo, entre tanto el negro, gris y blanco pueden ser 
considerados colores pero no matices.
Saturation o Saturación:  es el grado al cual un color no es diluido con luz blanca. La 
saturación disminuye a medida que la cantidad de un color neutral añadido a un matiz puro 
crece. La saturación es concebida a menudo como cuan puro es un color, los colores no 
saturados parecen desteñidos o descoloridos, mientras que los colores saturados son vívidos 
y brillantes, como ejemplo se puede decir que el rojo es altamente saturado y el rosado es 
no saturado; un color puro es 100% saturado y no contiene luz blanca, una mezcla de luz 
blanca y un color puro tiene una saturación entre 0 y 100 por ciento.
Lightness o Luminosidad: es la intensidad percibida de un objeto reflejante, se refiere a la 
gama  de  colores  desde  blanco  pasando  por  gris  hasta  negro,  un  rango  frecuentemente 
denominada como nivel de gris.  Un termino similar,  brightness o brillo,  se refiere a la 
intensidad percibida de un objeto auto luminiscente como un CRT (Cathode Ray Tube, 
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Tubo  de  Cayos  Catódicos  en  español,  es  una  tecnología  utilizada  en  monitores  de 
computador).  La  relación  brillo,  una  cantidad  percibida,  e  intensidad  luminosa,  una 
cantidad medible, es aproximadamente logarítmica.
Contrast o Contraste: es el rango desde las regiones más oscuras de la imagen hasta las 
más iluminadas, la representación matemática es:
Contraste =
I max−I min
I max I min
Donde Imax e Imin son las intensidades máxima y mínima de una región o imagen.
Las imágenes con un alto contraste tienen grandes regiones de oscuro y luz, entre tanto, las 
imágenes con un buen contraste tienen una buena representación de todas las intensidades 
de luminancia.
Cuando el contraste de una imagen crece, el espectador percibe un aumento en el detalle, 
esto sin embargo es puramente una percepción, ya que la cantidad de información en la 
imagen no aumenta, sólo es que nuestra percepción es sensible al contraste de luminancia, 
más que de las intensidades de luminancia absolutas.
4.1.2.2 Representación del color - Modelos de color
Un modelo  de  color  (o espacio  de  color)  es  la  forma de  representar  los  colores  y las 
relaciones entre ellos. Diferentes sistemas de procesamiento de imágenes utilizan diferentes 
modelos de color por diversas razones, por ejemplo la industria de las publicaciones a color 
utiliza el modelo CMY, los monitores CRT a color y la mayoría de sistemas de gráficos de 
computación utilizan  el  modelo  de  color  RGB y sistemas  que  deben manipular  matiz, 
saturación e intensidad de forma separada utilizan el modelo de color HSI, estos solo por 
citar algunos ejemplos.
Como explican Nixon y Aguado15, la percepción humana del color es una función de los 
conos, células fotosensibles que ante la luz se generan transmisiones fotoquímicas, estas a 
su vez se transforman en impulsos nerviosos que se combinan en el cerebro produciendo la 
sensación de color. Los conos pueden ser de tres tipos :
• S (short wavelength, longitud de onda corta en español): son sensibles a la luz hacia 
el extremo final azul del espectro visual.
• M (medium wavelength, longitud de onda media en español): son sensibles a luz 
alrededor del verde.
• L (long wavelength, longitud de onda larga en español): son sensibles a la luz hacia 
la región roja del espectro.
15 NIXON, Mark y AGUADO, Alberto. Feature Extraction an Image Processing. 2 ed. Oxford, Reino Unido: 
Academic Press, 2008. p. 5.
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Así como el sistema de visión humano construye los diferentes colores con tres tipos de 
estímulos, los sistemas de color están basados en tres valores, que son llamados valores tri-
estímulo.
Hay numerosos espacios de color basados en valores tri-estímulo como el espacio de color 
YUV que es usado para la transmisión de televisión bajo el  estándar  NTSC, que es el 
actualmente usa Colombia, o el espacio de color XYZ que no corresponde a los colores 
primarios  físicos  pero  es  usado  como  un  espacio  de  color,  es  un  espacio  de  colores 
imaginarios, es fácil convertir desde el espacio de color XYZ a otros espacios de color con 
una simple multiplicación de matrices.
Todas las referencias a los espacios de color en lo sucesivo, asumirán que los colores están 
normalizados (valores entre 0 y 1,0). Esto se logra dividiendo el color por valor máximo, 
por ejemplo, un color de 8 bits es normalizado dividiendo por 255.
RGB (Red, Green, Blue)
El espacio de color RGB consiste en tres primarios aditivos:  red (rojo),  green (verde) y 
blue (azul), los componentes espectrales de estos colores se combinan aditivamente para 
producir un color resultante,  la cantidad de cada componente de color primario es conocida 
como su intensidad.
El modelo RGB es representado por un cubo tri-dimensional con rojo, verde y azul en las 
esquinas de cada eje como se muestra en la figura 3, el negro queda en el origen y el blanco 
en la posición opuesta del cubo, la escala de gris sigue la línea de blanco a negro. En un 
sistema de color de 24 bits, con 8 bits por canal, el color rojo sería (255, 0, 0), entones, en 
un sistema típico de 8 bits las intensidades varían de un mínimo de 0, hasta un máximo de 
255 en una sistema de 8 bits por canal, y como cada uno de los tres colores tiene 256 
niveles  de  intensidad,  existen  2563=16,777,216  diferentes  combinaciones  de  las 
intensidades de rojo, verde y azul, el número de colores conforman la paleta de colores del 
modelo de color RGB.
El modelo RGB simplifica el diseño de sistemas gráficos de computación pero no es ideal 
para  todas  las  aplicaciones,  los  componentes  de  los  colores  rojo,  verde  y  azul  están 
altamente correlacionados, lo que hace difícil ejecutar algunos algoritmos de procesamiento 
de imágenes, muchas técnicas de procesamiento, como los histogramas de ecualización, 
trabajan solamente en el componente de intensidad de una imagen, este proceso es más 
fácil  de implementar en el  espacio de color HSI,  Hue (matiz),  Satuarion (saturación) e 
Intensity (intensidad).
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Figura 3. Cubo de color RGB.
Fuente: Holman Granados, basado en la ilustración de Luong Chi Mai16.
Muchas veces es necesario convertir una imagen RGB a una imagen en escala de grises.
Para convertir de color RGB a una escala de grises, se puede utilizar la siguiente ecuación:
Intensidad de escala de Gris = 0.299R + 0.587G + 0.114B
La  anterior  ecuación  viene  del  estándar  para  la  luminancia  de  la  NTSC,  (National  
Television System Committee, Comisión Nacional de Sistemas de Televisión en español) es 
un sistema de codificación y transmisión de televisión en color analógica desarrollado en 
Estados Unidos en torno a 1940, que como anota Kellison17, se emplea en la actualidad en 
la mayor parte de América, incluida Colombia.
Otra forma de conversión común de color RGB a escala de grises es un promedio simple:
Intensidad de escala de Gris = 0.333R + 0.333G + 0.333B
Esta conversión es muy utilizada en muchas aplicaciones, por ejemplo este es un paso en la 
conversión del espacio de color RGB al HSI.
Como el verde es un gran componente de la escala de grises, muchos lo utilizan por si solo 
como información de la escala de grises, para reducir aun más los colores a blanco y negro 
se puede establecer que los los valores normalizados por debajo de 0,5 se conviertan a 
16 LUONG,  Chi  Mai.  Introduction  to  computer  vision  and  image  processing.  Institute  of  Information 
Technology Hanoi, Vietnam, 2000. p 9.
17 KELLISON, Cathrine.  Producing for  TV and new media:  a  real-world approach for  producers.  2  ed.  
Burlington, Massachusetts, Estados Unidos: Focal Press, 2009. p. 20.
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negro y los otros a blanco, esto es simple pero no produce la mejor calidad.
CMY/CMYK (Cyan, Magenta, Yellow / Cyan, Magenta, Yellow, Key|blacK )
El  espacio  de  color  tiene  como primarios  al  cyan (cian),  magenta (magenta)  y  yellow 
(amarillo), es el complemento del espacio de color RGB, ya que el cian, magenta y amarillo 
son los complementos del rojo, verde y azul respectivamente. Los colores cian, magenta y 
amarillo son conocidos como los sustractivos primarios, estos primarios se sustraen a la luz 
blanca para obtener el color deseado. El color cian absorbe al rojo, el magenta absorbe al 
verde  y  el  amarillo  absorbe  al  azul.  Se  podría  incrementar  el  verde  en  una  imagen 
aumentando el amarillo y el cian o disminuyendo el magenta (complemento del verde).
Como los espacios de color RGB y CMY son complementos es fácil convertir entre ambos.
Para pasar del espacio de color RGB a CMY, se resta el complemento del blanco:
C = 1.0 – R 
M = 1.0 - G 
Y = 1.0 - B 
Y para ir de CMY a RBG:
R = 1.0 - C 
G = 1.0 - M 
B = 1.0 - Y 
La mayoría de la gente está familiarizada con la mezcla de aditivos primarios utilizados en 
el espacio de color RGB. A los niños se les enseña que la mezcla de rojo y verde produce 
marrón. En el espacio de color RGB, rojo más verde, produce amarillo. Los que tienen 
inclinaciones  artísticas  son  muy  eficientes  en  la  creación  de  un  color  deseado  con  la 
combinación de colores primarios sustractivos. El espacio de color CMY proporciona un 
modelo de color sustractivo.
Se debe tener en cuenta que estas ecuaciones y espacios de color están normalizados, todos 
los valores están entre 0.0 y 1.0, en un sistema de color de 24 bits el color cian seria igual a 
C = 255 – R. En la industria de la imprenta se añade un cuarto color al modelo CMY.
Los tres colores, cian, magenta y amarillo, más el negro son conocidos como los colores 
proceso, son otro modelo de color llamado CMYK, el negro (K) es añadido en el proceso 
de impresión porque es un negro más puro que la combinación de los otros tres colores, el 
negro puro produce mayor contraste, además la tinta negra es más barata que la tinta a 
color.
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Figura 4. Colores aditivos y colores sustractivos.
Fuente: Holman Granados, basado en la ilustración de Luong Chi Mai18.
Para convertir de CMY a CMYK:
K = min(C, M, Y) 
C = C - K 
M = M - K 
Y = Y - K 
Para convertir del espacio de CMYK a CMY sólo basta con añadir el componente negro a 
los componentes C, M y Y.
HSI (Hue, Satuarion, Intensity)
Debido  a  que  Hue (matiz),  Satuarion (saturación)  e  Intensity (intensidad)  son  tres 
propiedades  para  describir  el  color,  parece  lógico  que  exista  un  modelo  de  color 
correspondiente  HSI.  Cuando se usa el  espacio de color  HSI no se necesita  saber  que 
porcentaje de azul o verde se necesita para producir  un color,  simplemente se ajusta el 
matiz  para  obtener  el  color  deseado,  para  cambiar  por  ejemplo  de  un rojo profundo a 
rosado, se ajusta la saturación y para hacerlo más oscuro o claro, se ajusta la intensidad.
Muchas aplicaciones usan el modelo HSI, como el campo de la visión de máquinas donde 
se utiliza el espacio de color HSI, en la identificación del color en diferentes objetos, otro 
campo de acción es el de algunas aplicaciones del procesamiento de imágenes, como las 
operaciones de histogramas, transformaciones de intensidad y convoluciones, operan sólo 
en la intensidad de una imagen, y son realizadas de forma más sencilla en el espacio de 
18 LUONG,  Chi  Mai.  Introduction  to  computer  vision  and  image  processing.  Institute  of  Information 
Technology Hanoi, Vietnam, 2000. p 10.
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color HSI.
El espacio de color HSI esta modelado en coordenadas cilíndricas, como se aprecia en la 
figura 5. El matiz (H), es representado por el ángulo H, variando de 0º a 360º, la saturación 
(S), corresponde al radio, que varia desde 0 hasta 1 y la intensidad (I) que toma valores a 
través del eje Z, con 0 siendo negro y 1 blanco.
Cuando S = 0, el color es de un gris de intensidad 1; cuando S = 1, el color está en el límite 
de la base del cono superior; cuanto mayor sea la saturación, mayor es el color de blanco / 
gris / negro (dependiendo de la intensidad).
Ajustar el matiz (H) variará el color desde rojo a 0º, pasando por verde a 120º, azul a 240º, 
hasta rojo de nuevo a 360º; cuando I = 0, el color es negro y, por tanto H no está definido. 
Cuando S = 0, el color es en escala de grises, entonces H es también es indefinido en este  
caso.
Ajustando la intensidad (I), el color puede ser más claro o más oscuro; manteniendo S = 1 y 
ajustando I se crean las sombras del color establecido.
Figura 5. Modelo del doble cono o espacio de color HSI.
Fuente: Holman Granados, basado en la ilustración de Luong Chi Mai19.
19 LUONG,  Chi  Mai.  Introduction  to  computer  vision  and  image  processing.  Institute  of  Information 
Technology Hanoi, Vietnam, 2000. p 12.
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Las siguientes fórmulas muestran cómo convertir del espacio RGB al espacio HSI:
I = 1
3
RGB
S = I− 3
RGB
[minR , G , B]
H = cos−1[ 12 [R−G R−B] R−G 2R−GR−B ]
Si B es más grande que G, entonces H = 360º – H.
Para convertir del espacio HSI al espacio RGB, depende del sector en el que este situado el 
matiz (H), para el sector RG (0º ≤ H ≤ 120º):
b = 1
3
1−S 
r = 1
3 [ 1 S cos H cos 60º−H  ]
g = 1−rb
Para el sector GB, (120º ≤ H ≤ 240º):
H = H−120º
r = 1
3
1−S 
g = 1
3 [1 S cos H cos 60º−H  ]
r = 1−gb
Para el sector BR, (240º ≤ H ≤ 360º):
H = H−240º
g = 1
3
1−S 
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b = 1
3 [1 S cos H cos 60º−H  ]
r = 1−gb
Los valores r,  g y b son valores  normalizados de R, G y B,  para convertirlos  se  debe 
utilizar:
R = 3Ir, G = 3Ig, B = 3Ib
HSV (Hue, Saturation, Value)
Como explican Pajares y de la Cruz20, este modelo es similar al HSI, sólo que la intensidad 
varia en un sólo prisma en vez de dos, una representación gráfica de este modelo de color 
se puede ver en la figura 6.
Figura 6. Espacio de color HSV.
Fuente: Holman Granados.
YCbCr
El espacio de color YCbCr separa la luminancia de la información del color, la luminancia 
es codificada en Y, y los componentes de azul y rojo son codificados en CbCr.  Es fácil 
convertir del espacio de color RGB al espacio YcbCr:
20 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p.125.
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Y = 0.29900R + 0.58700G + 0.11400B 
Cb = -0. 16874R - 0.33126G + 0.50000B 
Cr = 0.50000R-0.41869G - 0.08131B 
Para convertir del espacio YCbCr a RGB:
R = 1.00000Y + 1.40200Cr 
G = 1.00000Y - 0.34414Cb - 0.71414Cr
B = 1.00000Y + 1.77200Cb
Existen varias formas para convertir desde y hacia el espacio de color YCbCr, esta es la 
recomendación  601-1  del  CCIR,  Comité  Consultivo  Internacional  de 
Radiocomunicaciones, y es el método utilizado en la compresión JPEG.
4.1.2.3 Captura de imágenes, representación y almacenamiento
Las  imágenes  están  almacenadas  en  un  computador  como arreglos  2-dimensionales  de 
números (píxeles), estos números pueden representar información como color, intensidad 
en la escala de grises, luminancia, crominancia entre otros. La figura 7 muestra la estructura 
de los datos de una imagen.
Figura 7. Estructura de los datos de una imagen.
Fuente: Holman Granados.
Antes  de que  se  pueda procesar  una imagen en  un computador,  se  necesita  que  dicha 
imagen esté en forma digital, para transformar una imagen de tono continuo a una digital se 
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requiere  de  un  digitalizador,  los  digitalizadores  más  comunes  son  los  escáneres  y  las 
cámaras  digitales.  Un  digitalizador  tiene  dos  funciones,  muestreo  y  cuantización,  el 
muestreo captura puntos de datos uniformemente espaciados, y como estos puntos de datos 
van a ser almacenados en un computador, deben ser convertidos a una forma binaria, en la 
cuantización asigna a cada punto un valor binario.
Una escena es presentada al  digitalizador  como una imagen continua,  a  medida que la 
escena es muestreada, el digitalizador convierte la luz a una señal que representa el brillo, 
un transductor hace esta conversión, un conversor analógico digital (CAD) cuantiza esta 
señal para producir datos que pueden ser almacenados digitalmente, estos datos representan 
la intensidad, normalmente el negro se represente por un 0, y el blanco por el máximo 
posible.
Como indica  Kirkland21, cualquier clase de señal se puede digitalizar, la figura 7 ilustra el 
proceso de hacer una representación digital.
Figura 8. Digitalización de señales.
Fuente: Infobase Publishing.
En la figura 8, la señal a ser convertida aparece en el fondo. El proceso de digitalización es 
mostrado para la porción resaltada de la señal, convierte dicha señal en representaciones 
binarias.
21 KIRKLAND, Kyle,  PH.D.  Computer  science:  Notable Research  and Discoveries.  New York,  Estados 
Unidos: Facts on File, 2010. p. 127-128.
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Como dicen Burger y Burge22, estas representaciones binarias de la señal o píxeles tienen la 
misma longitud  k para toda la imagen, por lo que un píxel puede representar 2k valores 
diferentes, en donde el valor k es llamado profundidad de bit (o simplemente profundidad) 
de la imagen, aunque se debe aclarar que cuando se habla de profundidad de una imagen 
esta se refiere al  número de bits  utilizados para representar un componente de color (o 
canal) y no el número de bits necesarios para representar un píxel de color en su totalidad, 
por ejemplo,  una imagen de color RGB con una profundidad de 8 bits  de profundidad 
requeriría 8 bits por cada canal para un total de 24 bits por píxel, mientras que esa misma 
imagen  con  una  profundidad  de  12  bits  requeriría  un  total  de  36  bits  por  píxel.  La 
composición exacta de un píxel depende del tipo de la imagen, por ejemplo, binaria, en 
escala de grises, o color RGB.
Imágenes en escala de grises (imágenes de intensidad)
Los datos en una imagen en escala de grises se almacenan en un sólo canal que representa 
la intensidad, brillo o densidad de una imagen. En la mayoría de los casos los valores son 
positivos y en el rango [0...2k  -1]. Las imágenes en escala de grises usan k=8 bits (1 byte) 
por píxel y la intensidad varía en el rango [0..255], donde 0 representa el brillo mínimo 
(negro) y 255 el máximo brillo (blanco).
Para muchas aplicaciones de impresión y fotografía digitales, como también en medicina y 
astronomía, 8 bits por píxel no son suficientes, por lo que se pueden encontrar imágenes de 
12, 14 y 16 bits de profundidad en estos dominios.
Imágenes binarias
Las imágenes binarias son un tipo especial de imagen de intensidad en donde los píxeles 
sólo pueden tomar uno de dos valores,  blanco o negro.  Estos valores son normalmente 
codificados utilizando un solo bit por píxel (0/1). Las imágenes binarias son usadas para 
archivar documentos, codificar transmisiones de fax e impresión electrónica.
Imágenes a color
La mayoría de las imágenes a color codifican utilizando el espacio de color RGB (Red 
Green Blue, Rojo Verde Azul en español), el más usado para la visualización de imágenes 
en la computación, aunque existen otros espacios de color usados en este ámbito, como por 
ejemplo el espacio YCbCr utilizado en el formato de imagen JPEG para la codificación de la 
información. Usualmente se emplean 8 bits por cada color de componente, en estas cada 
píxel requiere 3 x 8 = 24 bits para codificar los tres componentes,  y el  rango de cada 
componente es [0...255]. Como pasa con las imágenes de intensidad 30, 36 y 42 bits por 
píxel son usados comúnmente para aplicaciones profesionales.
22 BURGER, Wilhelm y BURGE, Mark J. Principles of Digital Image Processing. Fundamental Techniques.  
Londres, Inglaterrra: Springer-Verlag London Limited 2009, 2009. p. 10-12.
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4.1.2.4 Operaciones individuales
Como se mencionó con anterioridad, en el procesamiento de imágenes digitales a bajo nivel 
se  manipulan  los  datos  de  las  imágenes  a  nivel  binario,  y  el  tipo  de  operaciones  más 
elementales son aquellas que manipulan de a un píxel a la vez, estas son conocidas como 
operaciones  individuales,  Pajares  y  de  la  Cruz23 mencionan  que  estas   implican  la 
generación de una nueva imagen modificando el valor del píxel en una posición basándose 
en una regla global aplicada a cada posición de la imagen original. El proceso consiste en 
obtener  el  valor  del  píxel  de  una  posición  dada  en  la  imagen,  modificándolo  por  una 
operación lineal o no lineal y colocando el valor del nuevo píxel en la correspondiente 
posición  de  la  nueva  imagen.  El  proceso  se  repite  para  todas  y  cada  una  de  las 
localizaciones de los píxeles en la imagen original.
Figura 9. Operación individual.
Fuente: Holman Granados, basado en la ilustración de Gonzalo Pajares y Juan de la Cruz.
Como se aprecia en la figura 9, el operador individual es una transformación uno a uno. El 
operador f se aplica a cada píxel en la imagen o sección de la imagen y la salida depende 
únicamente de la magnitud del correspondiente píxel de entrada; la salida es independiente 
de los píxeles adyacentes. La función transforma el valor del nivel de gris de cada píxel en 
la imagen y el nuevo valor se obtiene a través de la siguiente ecuación,
q x , y = f  p x , y 
La función f puede ser un operador lineal o no lineal. La imagen resultante es de la misma 
dimensión que la imagen original.
Miller y Ranum24 resumen la secuencia de procesamiento anteriormente descrita en tres 
pasos: 
1. Extraer los componentes de color.
23 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 58-60.
24 MILLER,  Bradley N. y RANUM, David L. Python programming in context. Subdury, Massachussets, 
Estados Unidos: Jones and Barlett Publishers, 2009. p. 193-194.
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2. Construir un nuevo píxel
3. Colocar ese píxel en una nueva imagen en la misma ubicación que en la imagen 
original.
Con este tipo de procesamiento píxel  por píxel  se pueden modificar las imágenes para 
producir  efectos  como  imágenes  negativas,  en  escala  de  grises,  con  efecto  sepia, 
operaciones  de  umbral  y  en  general  modificaciones  sobre  los  canales  de  color  de  las 
imágenes.
Para el desarrollo del presente proyecto de grado es importante la operación de umbral que 
Pajares y de la Cruz como se citan antes, definen como sigue:
Operador umbral: esta clase de transformación crea una imagen de salida binaria a partir 
de una imagen grises, donde el nivel de transición esta dado por el parámetro de entrada p1.
La función de transformación es la siguiente,
q ={ 0 para p p1255 para p p1
También se puede invertir el operador umbral, de manera que la ecuación es,
q = { 255 para pp10 para p p1
Otro  tipo  de  operaciones  individuales  utiliza  técnicas  estadísticas.  Para  las  operaciones 
estadísticas es fundamental el uso de los histogramas, estos son utilizados para ver el perfil 
de intensidad de una imagen, el  histograma provee información sobre el  contraste y la 
distribución total de intensidad de una imagen, este consiste en una gráfica de barras de las 
intensidades de los píxeles, a lo largo del eje x se colocan las intensidades de los píxeles y 
en el eje y se indica el número de ocurrencias de cada intensidad. En la figura 10 se muestra 
un ejemplo sencillo de un histograma.
Las  operaciones estadísticas son utilizadas especialmente para mejorar la calidad de las 
imágenes, modificando su contraste y ajustando los valores de intensidad.
Existen  otra  clase  de  técnicas  que  manipulan  las  imágenes  a  nivel  binario  como  las 
transformaciones  geométricas  y las  operaciones  espaciales,  estas se explicarán con más 
detalle en las siguientes secciones.
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Figura 10. Imagen y su histograma.
Fuente: Holman Granados, basado en la ilustración de Luong Chi Mai25.
4.1.2.5 Transformaciones geométricas
Las transformaciones toman el concepto matemático de transformación en dos dimensiones 
y lo aterrizan al campo del procesamiento de imágenes digitales.
Una transformación 2D es una función o un mapeo, la cual, cuando se aplica a un punto 
P=(x,y) lo transformará (lo mapeará) en otro punto 2D, P'=(x', y'), como dice Comninos26.
Entre las funciones de transformación 2D de uso más extendido, se encuentran:
Escalado: según Pajares y de la Cruz27 el escalado consiste en la variación en el tamaño de 
la imagen original. Dicha variación puede realizarse a lo largo de cualquiera de los ejes de 
coordenadas x e y. De esta forma se presenta mediante factores de escala Sx y Sy en las 
direcciones x e y respectivamente. Cuando el factor toma valores entre 0 y 1, se produce 
una reducción de los objetos de la imagen, mientas que cuando son mayores que la unidad, 
se produce un aumento. Esta transformación viene dada por las siguientes ecuaciones,
x ' = S x x
y ' = S y y
En forma matricial:
25 LUONG,  Chi  Mai.  Introduction  to  computer  vision  and  image  processing.  Institute  of  Information 
Technology Hanoi, Vietnam, 2000. p 17.
26 COMNINOS,  Peter.  Mathematical  and  Computer  Programming  Techniques  for  Computer  Graphics. 
Londres: Springer-Verlag London Limited 2006, 2006. p. 165-172.
27 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 74.
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[ x 'y '1 ] = [ S x 0 00 S y 00 0 1] [ xy1]
En la figura 11 se muestra la transformación de escalado de forma gráfica.
Figura 11. Transformación de escalado relativa al origen.
Fuente: Peter Comninos.
Traslación:  según  Pajares  y  de  la  Cruz28,  la  traslación  o  desplazamiento  consiste  en 
desplazar el píxel  (x,y) en la imagen original hasta que alcance la posición  (x+id, y+jd) y 
sustituir el valor de la intensidad en (x+id, y+jd) por el correspondiente a la posición (x,y) de 
la imagen inicial, obteniendo finalmente el valor del píxel en las coordenadas (x',y') para la 
imagen  transformada.  La  traslación  de  la  imagen  original  viene  dada  por  la  siguiente 
transformación,
x ' = xid
y ' = y jd
En forma matricial
[ x 'y '1 ] = [ 1 0 id0 1 jd0 0 1 ] [ xy1 ]
En la figura 12 se muestra la transformación de traslación de forma gráfica.
28 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 73.
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Figura 12. Transformación de traslación.
Fuente: Peter Comninos.
Rotación: según Pajares y de la Cruz como se citan antes, el concepto es el mismo que en 
el caso de la traslación, sino que ahora la transformación es un giro.
En la figura 13 se muestra la transformación de rotación de forma gráfica.
Figura 13. Transformación de rotación desde el origen.
Fuente: Peter Comninos.
La siguiente descripción matemática de la transformación de rotación fue propuesta por 
Vince29:
Como se puede ver en la figura 14 muestra un punto  P(x,y), el cual esta rotado por un 
29 VINCE,  John.  Mathematics  for  Computer  Graphics.  3  ed.  Londres:  Springer-Verlag  London Limited 
2010, 2010. p. 70-72.
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ángulo β sobre el origen hasta el punto P'(x',y'). Se puede ver que:
x ' = R cos 
y ' = R sin 
Figura 14. Coordenadas homogéneas.
Fuente: John Vince.
Sustituyendo las identidades por cos( θ + β) y sin( θ + β) se tiene  
x ' = R cos cos−sin sin
y ' = Rsin coscossin 
x ' = R  x
R
cos − y
R
sin
y ' = R y
R
cos x
R
sin 
x ' = xcos − y sin
y ' = x sin y cos 
En forma matricial
[ x 'y '1 ] = [ cos −sin  0sin cos 00 0 1] [ xy1] .
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Por ejemplo, para rotar un punto 90° la matriz es
[ x 'y '1 ] = [ 0 −1 01 0 00 0 1] [ xy1 ] .
Por lo tanto el punto (1, 0) se vuelve (0, 1). Si se rota 360° la matriz sería
[ x 'y '1 ] = [ 1 0 00 1 00 0 1] [ xy1 ] .
Esta matriz no tiene ningún efecto y se la llama matriz identidad.
Ahora para rotar un punto  (x,y) sobre un punto arbitrario  (px,py) primero se sustraen las 
coordenadas   (px,py) del  punto  (x,y),  esto  permite  realizar  la  rotación  sobre  el  origen, 
segundo se realiza la rotación,  y tercero se añade  (px,py) para compensar la sustracción 
inicial. Estos son los pasos:
1. Se sustrae (px,py):
x1 = x−px 
y1 =  y− py .
2. Se rota  β sobre el origen:
x2 = x−p xcos− y− py sin 
y2 = x−px sin  y− p ycos .
3. Se suma (px, py):
x ' = x− px cos −y− p y sin px
y ' = x− px sin  y− py cos p y .
Simplificando,
x ' = xcos − y sin px 1−cos p y sin 
y ' = x sin y cos  p y 1−cos −px sin
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en forma matricial:
[ x 'y '1 ] = [ cos  − y sin  p x 1−cos  py sinx sin  ycos  p y 1−cos −px sin0 0 1 ] [ xy1 ] .
Si se quisiera rotar un punto 90° sobre el punto (1,1) la matriz de operación seria:
[ x 'y '1 ] = [ 0 −1 21 0 00 0 1] [ xy1 ] .
Para rotar una imagen bastaría con aplicar la matriz de transformación obtenida para el eje 
y ángulo de rotación deseados a la posición de cada uno de los píxeles de la imagen.
4.1.2.6 Operaciones espaciales
Las operaciones espaciales tienen en cuenta los píxeles y sus vecinos, estas incluyen filtros 
espaciales (normalmente se elimina el ruido en función de los valores de píxeles vecinos), 
convolución  (sacar  la  media  ponderada  de  la  vecindad  de  un  píxel),  correlación 
(comparación de zonas  de una imagen con formas de zonas  de píxeles  conocidas para 
encontrar formas en imágenes).
El propósito de este apartado es explicar la extracción de puntos de interés, pero para eso es 
necesario detallar los conceptos de convolución discreta, para lo cual se citará la obra de 
Crane30 y el concepto de derivada para la extracción de bordes expuesto por Pajares y de la 
Cruz31.
Convolución discreta
Las  convoluciones  son muy utilizadas  en  el  procesamiento  de  imágenes  para  suavizar, 
filtrar,  detectar  bordes  y  otros  usos.  Una  convolución  es  simplemente  es  una  suma 
ponderada de los píxeles en el vecindario del píxel origen, los pesos están determinados por 
una  pequeña  matriz  llamada  máscara  de  convolución  o  kernel  de  convolución,  las 
dimensiones  de  esta  matriz  usualmente  son  impares  para  que  el  centro  se  pueda  ser 
determinado, la posición central corresponde a las posición del punto de píxel salida.
Una ventana deslizante, llamada ventana de convolución, se centra en cada píxel de una 
30 CRANE, Randy. A simplified approach to image processing. Classic and modern techniques in C. New 
Jersey, Estados Unidos: Prentice Hall PTR , 1997. p. 66-67.
31 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 157-162.
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imagen de entrada y genera nuevos píxeles de salida (figura 15). El valor del nuevo píxel es 
calculado multiplicando cada valor de  los píxeles del vecindario con el correspondiente 
peso en la máscara de convolución y sumando estos productos.
Es muy importante colocar los nuevos píxeles en una nueva imagen, si  el  píxel recién 
generado reemplaza  el  viejo  píxel,  este  será  utilizado  para  calcular  el  nuevo valor  del 
siguiente  píxel,  esto  es  conocido como sistema de  respuesta  de  impulso  infinito,  y  no 
arrojará los resultados deseados.
Figura 15. Convolución.
Fuente: Holman Granados, basado en la ilustración de Randy Crane32.
Concepto de derivada en la extracción de bordes
En la figura 16 se puede observar que los bordes (transición de oscuro a claro y viceversa) 
se modelan como una rampa en lugar de hacerlo como un cambio brusco de intensidad, 
debido  a  que  en  la  imagen  original  suelen  estar  desdibujados  como  consecuencia  del 
muestreo.
La primera derivada es cero en todas las regiones de intensidad constante y tiene un valor 
32 CRANE, Randy. A simplified approach to image processing. Classic and modern techniques in C. New 
Jersey, Estados Unidos: Prentice Hall PTR , 1997. p. 67.
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constante en toda la transición de la intensidad. La segunda derivada, en cambio, es cero en 
todos los puntos excepto en el comienzo y el final de una transición de intensidad. Por lo 
tanto, un cambio de intensidad se manifiesta como un cambio brusco en la primera derivada 
y presenta un paso por cero, es decir se produce un cambio de signo en su valor, en la 
segunda derivada. Este cambio se denomina en inglés como “zero-crossing”.
Según las observaciones anteriores y en los conceptos ilustrados en la figura 16, es evidente 
que el valor de la primera derivada puede utilizarse para detectar la presencia de un borde 
así como el signo de la segunda derivada.
Figura 16. Concepto de la primera y segunda derivada para la extracción de bordes.
Fuente: Holman Granados, basado en la ilustración de Gonzalo Pajares y Jesús de la Cruz33.
La observación anterior permite distinguir entre operadores para la extracción de bordes 
basados en la primera derivada y segunda derivada.
Gradiente de una imagen
El gradiente de una imagen f(x,y) en un punto (x,y) se define como un vector bidimensional 
dado por ecuación (4.1), siendo un vector perpendicular al borde
33 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 135.
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G [ f x , y ] = [G xG y ]= [ ∂∂ x f x , y ∂∂ y f x , y ] 4.1
donde el vector  G apunta en la dirección de variación máxima de  f en el punto  (x,y) por 
unidad de distancia con la magnitud y dirección dadas por
∣G∣= G x2G y2 ;  x , y = tan−1
G y
G x
4.2
Es una práctica habitual aproximar la magnitud del gradiente con valores absolutos,
∣G∣≈∣G x∣∣G y∣ 4.3
esto se hace porque el valor de la magnitud del gradiente no es tan importante como la 
relación entre diferentes valores. Es decir, se va a decidir si un punto es de borde según que 
la magnitud del gradiente supere o no un determinado umbral, pues bien sólo es cuestión de 
ajustar dicho umbral para que el resultado de la extracción de bordes sea el mismo tanto si 
se calcula la magnitud del gradiente mediante (4.2) como si se hace mediante (4.3) y sin 
embargo, esta última ecuación resulta mucho más fácil de implementar, particularmente 
cuando se realiza en hardware.
Para calcular la derivada en (4.1) se pueden utilizar las diferencias de primer orden entre 
dos píxeles adyacentes; esto es,
G x =
f  x x − f x− x
2 x
G y =
f  y y − f  y− y 
2 y
4.4
ésta  es  la  forma más  elemental  de  obtener  el  gradiente  en un punto.  La  magnitud  del 
gradiente puede tomar cualquier valor real y el ángulo también cualquier valor real entre 0º 
y  360º.  No  obstante  se  describirán  otros  operadores  ampliamente  difundidos  para 
implementar  el  concepto  de  derivada  en  un  punto  y  que  consideran  una  vecindad  de 
dimensión 3x3 entorno al punto, tal es el caso de un primer grupo de operadores entre los 
que se encuentran Sobel, Prewitt o Roberts y también un segundo grupo entre los que se 
encuentran los operadores de Kirsch, Robison o Frei-Chen. La diferencia entre los primeros 
y los segundos estriba en el hecho de que los valores obtenidos por los primeros son reales 
como los proporcionados por la ecuación (4.4), mientras que los valores obtenidos con los 
segundos son discretos.
Como  se  mencionó  antes,  es  usual  utilizar  un  umbral  para  decidir  que  valores  son 
relevantes para la identificación de los bordes, la siguiente ecuación describe una función 
umbral
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g  x , y = {1 si G [ f x , y ]T0 si G [ f x , y ]T 4.5
donde T es un valor umbral no negativo. Sólo los píxeles de borde cuyo gradiente excedan 
el valor de T se consideran importantes.
Extracción de puntos de interés
Por un punto de interés se entiende cualquier punto de la imagen en la cual la señal cambia 
bidimensionalmente.
Las esquinas del tipo L, T o Y entran dentro de esta clasificación, pero también caen en esta 
categoría los puntos negros sobre fondos blancos o las terminaciones de ramas en cualquier 
localización con una textura significativa 2D.
El método habitual para la detección de esquinas ha sido el uso de derivadas de segundo 
orden para medir la razón de cambio de la dirección del gradiente (“rcdg”) con la magnitud 
del  gradiente  “mg”.  Una  esquina  se  declara  como  tal  si  la  rcdg  es  mayor  que  un 
determinado umbral y la mg también es mayor que un segundo umbral predeterminado.
Otro método para detectar puntos de interés es detectado máximas variaciones de curvatura. 
No obstante, como consecuencia de la existencia de la existencia de ciertos niveles de ruido 
pueden aparecer falsas curvaturas que no se corresponden con verdaderos puntos d interés. 
Para evitar esta excesiva influencia del ruido, la curvatura se multiplica por la magnitud del 
gradiente según se indica en la ecuación 4.6
E =
f xx f y
2 f yy f x
2−2f xy f x f y
 f x
2 f y
2 
3
2
U 1 4.6
donde  U1 es un umbral para determinar si el punto bajo consideración es o no un punto 
perteneciente a una esquina. Las funciones fx, fy son primeras derivadas en la dirección x e y 
respectivamente para la función de intensidad de la imagen f(x,y) en el píxel de la imagen 
(x,y), mientras que fxx, fxyy y fxy son segundas derivadas. Las derivadas se calculan aplicando 
los núcleos siguientes
∂
∂ x ≡ [−1 0 1−1 0 1−1 0 1] ∂∂ y ≡ [−1 −1 −10 0 01 1 1 ] 4.7
por tanto f x ≡
∂ f
∂ x
, f y ≡
∂ f
∂ y
, f xx ≡
∂
∂ x  ∂ f∂ x  , f yy ≡ ∂∂ y  ∂ f∂ y  , f xy ≡ ∂∂ x  ∂ f∂ y 
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que se obtienen siempre por convolución con los operadores dados en (4.7), que en el caso 
de los operadores segunda derivada se aplican dos veces.
La curvatura Gaussiana K puede expresarse en términos de las derivadas parciales como 
sigue
K =
f xx f yy− f xy
2
f x
2 f y
2 ≥U 2 4.8
U2 es como antes un umbral para determinar si el punto bajo consideración es o no un punto 
perteneciente a una esquina.
El  operador  de  Moravec  fue  uno de  los  primeros  detectores  de puntos  de  interés  para 
señales basándose en la función de correlación de la señal, mide las diferencias entre los 
niveles de gris de una ventana, el procedimiento es el siguiente:
Con una ventana cuadrada evaluar la suma de los cuadrados de las diferencias el píxel 
central y los cuatro píxeles situados en las posiciones izquierda, derecha, arriba y abajo más 
alejados del píxel pero pertenecientes a la ventana. Denominar a este resultado la varianza 
para el píxel central. Calcular la varianza para todos los píxeles internos en la imagen como 
sigue,
VAR x , y  = ∑
i , j ∈S
[ I x , y −I xi , y j ]2U 3 4.9
con S = {0,a  ,0,−a ,a ,0 ,−a ,0}
ahora pasar una ventana de dimensión 3x3 a través de la matriz de varianzas, y asignar el 
mínimo de  los nueve valores de varianzas al píxel central. Finalmente, pasar una ventana 
3x3 al resultado y a poner a cero el  píxel central  cuando su valor o es el mayor de la 
ventana.
Para mantener los valores manejables, si la ventana es de nxm, evaluar la varianza como,
VARx , y  = 1
mn ∑i , j ∈S ∣I x , y −I xi , y j ∣ 4.10
que tiene un efecto similar.
De acuerdo a Hussain, para evitar el cálculo de las segundas derivadas se han desarrollado 
algunos métodos, entre los cuales destaca el detector de esquinas de Plessey y un detector 
de esquinas heurístico.
El algoritmo de Plessey se basa en la autocorrelación de la señal y se puede dividir en 4 
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pasos teniendo en cuenta una ventana W de dimensión mxn. Para cada píxel  (i,j) en la 
imagen hacer lo siguiente:
1. Calcular  fx y  fy utilizando  diferencias  de  primer  orden  mxn  para  las  derivadas 
parciales.
2. Calcular las tres cantidades f x
2 , f y
2 y f x f y .
3. Utilizando un núcleo Gaussiano con desviación estándar  σ,  obtener  las  medidas 
promediadas < f x
2 >, < f y
2 > y < f x f y > utilizando la vecindad n x n y los 
valores obtenidos en el  apartado anterior.  Obsérvese que la media es una media 
ponderada de los valores de la vecindad y no una simple media, aunque podría ser 
una simple media.
4. Evaluar los autovalores λ1 y λ2 de la matriz A.
A = [ 〈 f x2〉 〈 f x f y 〉〈 f x f y 〉 〈 f y2 〉 ]= [ ∑W f x
2 ∑
W
f x f y
∑
W
f x f y ∑
W
f y
2 ] 4.11
El  píxel  correspondiente  se  declara  como  esquina  si  es  de  rango  2,  es  decir  ambos 
autovalores toman valores altos o equivalentemente ambos autovectores son positivos o 
cero; una matriz de rango 1 indica un borde y una matriz de rango 0 una region homogénea. 
Existen  otras  aproximaciones  a  este  método  como  el  operador  de  Harris  que  trata  de 
mejorar el resultado realizando un suavizado Gaussiano, de forma que las derivadas son 
promediadas en el entorno de la ventana en lugar de utilizar la suma directa.
Una  implementación  comúnmente  utilizada  del  operador  de  Harris  viene  dada  por  la 
ecuación
H = det A−kTr  AU 4 4.12
donde det significa determinante y Tr traza de la matriz A; k es una constante.
El método heurístico se ilustra en la figura 17.  Una vez que se ha encontrado un punto de 
borde P0 se centra un operador circular sobre dicho punto. Recorriendo el anillo circular de 
radio r se localiza un punto de borde P1.
Asumiendo el hecho razonable de que muchos puntos de borde caen en una línea recta y 
que las esquinas son raras se busca en la posición P3 para ver si existe un punto de borde: 
P3 =    P1 + 180º. Si dicho punto existe entonces  P0,  P1 y  P3 son colineales y no existe 
esquina en  P0, pero si  P3 esta vacío entonces se busca otro punto en el anillo, que puede 
encontrarse en la posición P2. Entonces existe una esquina de ángulo θ en P0.
 = 180º−∥P1−P 2∥ 4.13
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donde α son 13º. La dirección de la esquina viene dada por en vector n y donde (X0,Y0) 
son las coordenadas de P0 y (Xn,Yn) son las coordenadas de ( P1+P2)/2.
r n= [X n−X 0 ,Y n−Y 0]t 4.14
Figura 17. Detector de esquinas heurístico.
Fuente: Holman Granados, basado en la ilustración de Gonzalo Pajares y Juan de la Cruz34.
4.1.3 Formatos de archivos de imagen
La elección de un formato de imagen para se utilización en determinado ámbito es una 
decisión importante, y según Burger  y Burge35, se debería tener en cuenta:
Tipo de la imagen:  estas incluyen las imágenes a blanco y negro,  en escala de grises, 
imágenes a color, imágenes especiales como las que usan datos de punto flotante.
Tamaño de almacenamiento y compresión: se debe considerar si el tamaño de los datos 
de la imagen es un problema y la idoneidad la utilización de un formato con un método de 
compresión con perdida o sin  perdida  de la  calidad de la  imagen (existen métodos de 
compresión de  imágenes que sacrifican la calidad de la imagen para disminuir al máximo 
su tamaño en disco, lossy methods, o métodos con pérdida; otros métodos no tienen pérdida 
de la calidad de la imagen, pero la compresión es menor, lossless methods, o métodos sin 
perdida).
Compatibilidad:  se  deben  considerar  cuestiones  como  ¿qué  tan  importante  es  el 
intercambio de datos entre sistemas? , ¿Es importante la legibilidad de los datos a largo 
34 PAJARES, Gonzalo y DE LA CRUZ, Jesús. Visión Por Computador: Imágenes Digitales Y Aplicaciones. 
2 ed. México, D.F.: Alfaomega Grupo Editor, S.A. de C.V, 2008. p. 161.
35 BURGER, Wilhelm y BURGE, Mark J. Principles of Digital Image Processing. Fundamental Techniques.  
Londres, Inglaterrra: Springer-Verlag London Limited 2009, 2009. p. 12-13.
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plazo?
Dominio de la aplicación: se debe considerar ¿en qué dominio serán utilizados los datos de 
las imágenes? Para la Web, medicina, astronomía, etc. 
A continuación se describirán algunos formatos de imagen:
4.1.3.1 Windows Bitmap (BMP)
Este  formato  fue  desarrollado  por  Microsoft  para  permitir  una  entrada/salida  por 
disco/pantalla.
Entre  las  características  más  sobresalientes  de  este  tipo  de  imágenes  destaca  la  gran 
cantidad de niveles de profundidad que ofrece:  1 bit  por píxel  (imagen de 2 colores o 
binaria), 4 bits por píxel (imagen de 16 colores), 8 bits por píxel (256 colores) y 24 bit por 
píxel o lo que es lo mismo 3 bytes (imagen de color).
Este formato utiliza compresión sin pérdida: RLE (Run-length encoding), típicamente para 
imágenes de 4 y 8 bits por píxel, que son las que poseen una paleta de colores embebida. 
Además  el  almacenamiento  es  bottom-left (se  empieza  por  la  parte  inferior  izquierda), 
además entrelaza los canales.
Las ventajas de este tipo de formato son:
• No hay pérdida de calidad en las imágenes.
• La lectura y escritura son muy rápidas.
• El formato es muy sencillo: cabecera + datos.
Entre los inconvenientes se pueden citar:
• El  tamaño  de  las  imágenes  es  excesivamente  grande,  sobre  todo  en  imágenes 
fotográficas.
Tamaño_imagen = (aprox.) ancho*alto*bits_por_píxel.
• No es adecuado para la transmisión por red, por el gran tamaño que ocupan los 
ficheros.
• Es  poco  popular  fuera  de  los  entornos  de  MS  Windows  (aunque  está  libre  de 
patentes).
Algunas de las aplicaciones de este formato son:
• Aplicaciones que requieran una rápida salida por pantalla.
• Aplicaciones donde no deba haber pérdida de calidad, aún a costa del tamaño.
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4.1.3.2 Tagged Image File Format (TIFF)
Fue creado por Aldus (ahora Adobe) pensado en trabajos de impresión de alta resolución y 
calidad.
Es  un  formato  muy flexible  basado  en  tags (etiquetas),  que  son  bloques  de  datos  (de 
formato predefinido) que contienen cierto tipo de información sobre la imagen. Existen 
muchos tipos de tags (y se pueden crear nuevos). Un fichero puede contener muchos tags, 
uno detrás de otro.
Este es uno de los formatos más abiertos que existe: admite hasta 64000 canales, un número 
arbitrario de bits por píxel (hasta enteros o reales de 64 bits), distintos espacios de color, 
múltiples  imágenes  por  fichero,  cualquier  tipo  de  compresión  existente,  entre  otras 
características.
Como ventajas de este tipo de imágenes, se tiene:
• Es independiente de la plataforma, flexible y ampliable.
• Puede adaptarse a muchos tipos de necesidades.
• Puede contener (encapsular) ficheros con otros formatos.
Los inconvenientes del formato son:
• Es demasiado flexible, por lo que es difícil crear un programa que soporte todas las 
opciones y tipos de tags.
• El almacenamiento en tiras es inadecuado para ciertos usos.
Algunas de las aplicaciones:
• Edición de fotografía de alta calidad, como impresión de carteles
• Aplicaciones con necesidades especiales, como imágenes multiespectrales, con alta 
resolución de color, y otras especificaciones que pueden ser alcanzadas por medio 
de las características especiales del formato.
4.1.3.3 JPEG
Este formato inicialmente se desarrolló para el almacenamiento de imágenes fotográficas.
Admite tanto imágenes en escala de grises (1 byte por píxel) como imágenes en color RGB 
(3  bytes por  píxel).  Además  incluye  varios  mecanismos  de  compresión,  que  pueden 
ajustarse a distintos niveles de compresión.
Una  de  sus  principales  características  es  la  compresión  con  pérdida,  mediante  DCT 
(Transformación discreta de coseno).
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El fichero puede incluir una versión reducida para previsualizar la imagen antes de leerla.
Otro aspecto que es importante mencionar es que se encuentra libre de patentes.
Ventajas:
• En la mayoría de los casos consigue un ratio compresión/calidad mucho mejor que 
los otros formatos. Además, su nivel de compresión es ajustable, típicamente entre 
1: 10 y 1 : 100.
• Es un formato muy popular y casi exclusivo en muchos ámbitos.
Inconvenientes:
• Posee compresiones/descompresiones complejas y costosas.
• No incluye transparencias ni animaciones.
• La información perdida no se recupera. Si se trabaja con un JPEG guardando en 
disco tras cada operación, la imagen se va degradando.
Aplicaciones:
• Se utiliza  prácticamente  en  todas  las  aplicaciones  de  fotografía  digital:  captura, 
almacenamiento, transmisión, impresión.
• No es conveniente utilizarlo si no se permite pérdida de calidad o si se trabaja con 
dibujos.
4.2 ESTADO ACTUAL
En este apartado se mencionan los programas informáticos comerciales que en la actualidad 
ofrecen  soluciones  de  OMR  dejando  de  lado  los  sistemas  tradicionales  que  utilizan 
hardware, como el objetivo del presente trabajo se centra en el desarrollo de una aplicación 
de software en vez de una alternativa en hardware, sólo se mencionaran los productos de 
software más representativos.
Entre los sistemas informáticos para OMR se encuentran:
Remark Office OMR
Según la página web del producto36, es un paquete de software de procesamiento de formas 
para encuestas y evaluaciones. El software reconoce marcas ópticas (burbujas y cajas de 
chequeo),  caracteres  generados por computador  (OCR) y códigos  de barras.  Se pueden 
crear los formatos en cualquier procesador de texto y luego imprimirlos con una impresora, 
entonces se utiliza la aplicación para escanear y analizar los datos con el escáner, analizar 
36 GRAVIC.  Remark  Office  OMR   [en  línea].   [citado:  15  mayo  2009].  disponible  en  internet: 
<http://www.gravic.com/remark/officeomr/ >.
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los datos en la aplicación o exportarlos.
ABBYY FlexiCapture
De acuerdo con la  página  web de la  aplicación37,  es  un software de procesamiento de 
formas y captura de datos escalable, preciso e inteligente. Este provee un punto de entrada 
para transformar automáticamente el flujo de diferentes formas y documentos de cualquier 
estructura y complejidad para exportarlos a cualquier aplicación o base de datos.
Evaldra EXAM
Según su portal de Internet38, esta específicamente diseñado para exámenes anónimos que 
requieran seguridad y automatización. Oposiciones, procesos públicos con tribunales, etc. 
Se emplea para evaluar a un grupo elevado de personas mediante una o varias pruebas 
objetivas, tipo test, y provee los datos de forma rápida, fiable y clasificada.
FormReturn
Como dice su sitio web39, FormReturn es un software OMR (Optical Mark Recognition  
software)  para Windows, Mac OSX y Linux. Usado para el procesamiento automático de 
información de respuesta de cuestionarios de hojas de burbujas, es una solución rápida y 
eficiente para colecciones de datos de múltiple opción. Se pueden diseñar los formatos, los 
que después se escanean y procesan utilizando la aplicación, los datos capturados pueden 
ser exportados a una hoja de cálculo o base de datos para un análisis rápido.
37 ABBY.  ABBY  FlexiCapature  [en  línea].  [citado:  15  mayo  2009].  disponible  en  internet: 
<http://www.abbyy.com/data_capture_software/>.
38 DARA. Evaldara EXAM. Evaluación de pruebas objetivas. [en línea]. [citado: 15 mayo 2009]. disponible 
en internet: <http://www.dara.es/omr/evaldara-exam.htm>.
39 EB STRADA HOLDINGS PTY LTD. FormReturn. Optical Mark Recognition Made Simple [en línea]. 
[citado: 28 junio 2010]. disponible en internet: <http://www.formreturn.com/>.
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5. DISEÑO METODOLÓGICO
En  este  apartado  se  explica  el  diseño  metodológico  utilizado  para  la  creación  del 
Automatizador  de  recolección  de  datos  de  formularios  para  el  procesamiento  de 
evaluaciones en el proceso de preparación para los ECAES en el programa de Ingeniería de 
Sistemas y Computación de la Universidad Tecnológica de Pereira.
En  un  principio  se  hizo  una  aproximación  al  desarrollo  de  la  aplicación  utilizando  el 
modelo  de   proceso  de  software  RUP  (Rational  Unified  Process,  Proceso  Unificado 
Racional, en español), sin embargo, cuando se empezó a aplicar este modelo de proceso de 
software en el desarrollo del proyecto, se hizo  evidente que este no era el más adecuado 
para desarrollar el Automatizador por la naturaleza misma del proyecto, pues en la práctica 
resultaba más eficiente utilizar un proceso de software en el que se creara una aplicación 
inicial,  que  implementara  el  núcleo  de  la  aplicación  (el  módulo  procesador  de  las 
imágenes), para luego ir agregando los demás módulos en entregas sucesivas hasta tener 
una  aplicación  final,  ya  que  era  más  fácil  y  rápido  desarrollar  el  componente  para  el 
procesamiento  de  las  imágenes  en  un  proceso  gradual  por  sus  características  de 
procesamiento  lineal  sobre  las  imágenes,  además,  durante  el  lapso  del  desarrollo,  el 
comportamiento  de  las  funcionalidades  del  sistema  cambiaba,  agregando  tareas  y 
restricciones a las mismas , lo que hace que una estrategia evolutiva de desarrollo sea más 
adecuada,  en vez del  RUP con el  que había  problemas para adoptarlo  fidedignamente, 
problemas como que el desarrollo en este se  ajusta a fases bien definidas y es necesario 
tener  establecido  el  comportamiento  de  los  casos  de  uso  antes  de  pasar  de  la  fase  de 
incepción a la fase de  elaboración, algo que no era del todo posible durante el proyecto. 
Entonces teniendo en cuenta todo lo anterior se utilizó el modelo de proceso de software 
incremental con múltiples entregas como lo definen Tsui y Karam40.
A continuación se muestra un diagrama de ciclo de vida de la aplicación.
Figura 18. Ciclo de vida de la aplicación.
Fuente. Holman Granados.
40 TSUI, Frank y KARAM, Orlando. Essentials of software engineering. 2 ed. Sudbury, MA, Estados 
Unidos: Jones and Bartlett Publishers. 2011. p 78-80.
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De  acuerdo  con  lo  recién  expresado,  el  desarrollo  del  Automatizador  consistió  en 
desarrollar una aplicación inicial y funcional, que se encargaba de procesar las imágenes y 
extraer los datos de estas, luego se fueron desarrollando nuevos módulos independientes 
que se probaban, y luego se integraban con la aplicación principal, después de lo cual se 
probaba  de  nuevo  el  producto  de  la  integración,  de  esta   forma  se  añadían  nuevas 
funcionalidades  con  cada  integración,  creando  una  nueva  aplicación  funcional,  y  así 
sucesivamente se agregaron los módulos necesarios hasta cumplir con el objetivo principal 
de la aplicación, que es la generación informes con los datos extraídos de las imágenes de 
los formatos de respuesta de las evaluaciones.
El  Automatizador  se  modeló  utilizando el  Lenguaje de  Modelado Unificado (UML),  y 
empleando los diagramas que proponen Cyganek y Siebert41 en su obra, para desarrollar 
aplicaciones para el procesamiento de imágenes y visión por computador, y,  se codificó 
mediante el paradigma de programación orientado a objetos.
El proyecto en su totalidad se desarrolló en las etapas de investigación, análisis, diseño, 
implementación, pruebas y la  redacción de manuales que en gran medida se realizaron 
simultáneamente, aunque la etapa de investigación comenzó mucho antes que las demás 
etapas.  Una  descripción  más  detallada  de  cada  una  de  las  etapas  es  mostrada  a 
continuación.
Investigación
Se investigaron las teorías, técnicas básicas y algoritmos para el procesamiento digital de 
imágenes,  además  de  los  avances  más  recientes  en  este  campo  del  conocimiento 
relacionados  y con relevancia  para el  desarrollo  de la  aplicación  de reconocimiento de 
marcas,  por  medio  de  publicaciones  científicas  y académicas  en medios  electrónicos  y 
físicos, además, durante el desarrollo del Automatizador fue necesario investigar sobre las 
herramientas escogidas para su desarrollo.
Análisis
Se recolectó  la  información necesaria  que  condujo  a  la  identificación  de los  requisitos 
funcionales  y  no  funcionales  de  la  aplicación,  por  medio  de  entrevistas  y  observación 
directa de cómo se llevaban a cabo los procesos del levantamiento y procesamiento de las 
marcas en los formularios de los simulacros de evaluación en el curso de preparación para 
los ECAES, para elaborar la declaración de trabajo, la especificación de requerimientos 
funcionales y no funcionales, el modelo de casos de uso y la especificación de los casos de 
uso. Además, durante el desarrollo de la aplicación fue necesario hacer cambios a lo que se 
planteó inicialmente en esta etapa, dado que el comportamiento de las funcionalidades de la 
41 CYGANEK, Bogusław y SIEBERT, J. Paul. Programming Techniques for Image Processing and 
Computer Vision. En: An Introduction to 3D Computer Vision Techniques and Algorithms. West Sussex, 
Reino Unido: John Wiley & Sons Ltd, 2009. p. 429-456.
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aplicación era cambiante.
Diseño
Teniendo en cuenta la información recopilada en las etapas de investigación y análisis, se 
procedió  a  realizar  el  diseño  de  la  aplicación  por  medio  del  Lenguaje  Unificado  de 
Modelado, UML, a través de los diagramas correspondientes, tales como los diagramas 
arquitectónico, de secuencia, de componentes y de distribución. Estos diagramas tuvieron 
lugar a modificaciones durante la duración del proyecto.
Implementación
Una vez que se obtuvieron los resultados del análisis y el diseño del aplicación se procedió 
a  implementar  el  Automatizador  de  acuerdo a  los  modelos  desarrollados  en  las  etapas 
anteriores bajo el paradigma de la programación orientada a objetos. Como la estrategia de 
desarrollo empleada fue evolutiva se generaron varias entregas funcionales de la aplicación 
hasta llegar hasta una definitiva que cumplía cabalmente con el comportamiento esperado 
de la aplicación.
Pruebas
Se realizaron pruebas sobre los componentes constitutivos de la aplicación a medida que se 
avanzaba  en  el  desarrollo  de  los  mismas  y  pruebas  de  integración  a  medida  que  se 
ensamblaban  tales  componentes,  para  diagnosticar  el  funcionamiento  esperado  de  la 
aplicación y detectar posibles fallas en su funcionamiento, es de anotar que se hicieron 
pruebas con datos reales, ayudando en el proceso de perfeccionamiento de la aplicación.
Redacción de manuales
Se redactaron diferentes manuales: manuales de instalación de las herramientas utilizadas 
en el desarrollo del proyecto, un manual de diligenciamiento de los formatos diseñados para 
los  simulacros  de  evaluación y  el  manual  de  usuario,  redactado una vez  se  finalizó  el 
desarrollo de la aplicación.
5.1 HIPÓTESIS
El uso de una aplicación de OMR reducirá el tiempo necesario para la recolección de los 
datos  consignados  en  los  formularios  de  respuesta  de  los  simulacros  de  examen  en  la 
preparación para los ECAES en el programa de Ingeniería de Sistemas y Computación de la 
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Universidad Tecnológica de Pereira en comparación al tiempo empleado en la extracción 
manual de estos datos.
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6. ANÁLISIS
El  presente  apartado tiene  como objetivo  mostrar  el  producto  final  del  análisis  para el 
Automatizador  de  recolección  de  datos  de  formularios  para  el  procesamiento  de 
evaluaciones en el proceso de preparación para los ECAES en el programa de Ingeniería de 
Sistemas y Computación de la Universidad Tecnológica de Pereira.
6.1 DECLARACIÓN DE TRABAJO
El propósito de la aplicación a desarrollar es el de extraer los datos consignados en las 
imágenes resultantes de escanear los formularios de respuesta utilizados en los simulacros 
de evaluación del curso de preparación para los ECAES, en el programa de Ingeniería de 
Sistemas y Computación de la Universidad Tecnológica de Pereira, para luego entregar un 
reporte con estos datos.
Primero, es importante dar una descripción del proceso manual de extracción de los datos 
consignados en los simulacros de evaluación para la preparación para los ECAES, tal como 
se  llevaba  a  cabo  antes  del  desarrollo  del  Automatizador.  El  proceso  comienza  con la 
presentación de los simulacros de evaluación, de donde sale un número determinado de 
hojas de respuesta, luego alguien tiene alimentar la base de datos preecaes, creada por el 
responsable del curso de preparación a los ECAES, el ingeniero Hugo Humberto Morales, 
entonces, para alimentar esta base de datos por cada hoja de respuesta se debe que crear un 
registro en la tabla ESTUDIANTE, otro en la tabla HOJARESPUESTA y por cada una de 
las respuestas del simulacro un registro en la tabla DETALLEHOJARESPUESTA, además, 
se debe repetir el procedimiento por cada hoja de respuesta. Más adelante se muestra la 
estructura sintáctica  de los registros antes mencionados.
Es muy importante anotar que para desarrollar el  Automatizador de recolección de datos de 
formularios no se necesitó conocer la estructura interna, ni el modelo entidad-relación de la 
base de datos del usuario,  por no ser relevante para su desarrollo,  ya que la aplicación 
solamente necesita consultar un par de campos de la base de datos para poder generar el 
informe requerido, de esta forma constituye entonces, más un agente externo al sistema que 
parte  misma de  la  aplicación.  Se debe  resaltar  también  que  la  estructura  sintáctica  del 
informe fue entregada por el usuario.
Antes de comenzar con la creación de la aplicación, se diseñó un nuevo formulario para 
recolectar  los datos de los simulacros de evaluación en la preparación para los ECAES, 
teniendo en mente emular  lo más cerca posible  la  presentación del  examen, y además, 
siguiendo  los  requerimientos  entregados  por  el  responsable  de  los  cursos,  el  Ingeniero 
Hugo Humberto Morales Peña para la creación de los nuevos formularios.
Las especificaciones para diseñar los nuevos formularios son las siguientes:
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• Las opciones de repuesta deben tener forma de burbuja.
• Se debe tener un bloque de burbujas donde se marque el nombre del estudiante que 
presenta el simulacro, este bloque debe tener 40 columnas (correspondientes a 40 
caracteres) y cada columna debe a su vez ofrecer la posibilidad de marcar las 27 
letras del alfabeto español (de la  A la Z) o un espacio en blanco.
• Se debe tener un bloque de burbujas donde se marque  la jornada del simulacro, este 
bloque debe tener 1 fila con 2 burbujas correspondientes a la jornada 1 y jornada 2 
del simulacro.
• Se debe crear un bloque de burbujas donde se marque el código del estudiante que 
presenta el simulacro, este bloque debe tener 10 columnas (correspondientes a un 
código de 10 dígitos), y cada columna debe ofrecer la oportunidad de marcar los 
dígitos del 0 al 9.
• Se debe una crear zona con bloques de burbujas que permitan marcar las respuestas 
para al menos 120 preguntas, cada pregunta debe tener como opciones de respuesta 
desde la letra A hasta la letra E y cada pregunta debe estar en sentido horizontal.
En la siguiente figura se muestra un esquema de la distribución general de los bloques, en 
el diseño final del formulario.
Figura 19. Distribución general de los bloques.
Fuente: Holman Granados
En la siguiente figura se muestra en detalle un fragmento de un bloque de respuestas.
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Figura 20. Fragmento bloque de respuestas.
Fuente: Holman Granados
Se estableció que las imágenes que la aplicación debe procesar estarán almacenas en un 
mismo directorio (directorio de trabajo, que debe escoger el usuario del Automatizador), las 
imágenes  tendrán  las  mismas  dimensiones  y  la  misma  resolución,  la  salida  del 
procesamiento  de  dichas  imágenes  debe  ser  un  informe  (estructurado  según 
especificaciones concretas, que se mencionarán más adelante) con los datos marcados en 
los formularios, así mismo, desde la aplicación se deben capturar datos adicionales a los 
levantados de los formularios, tales como: la fecha en la que se presenta el simulacro, el 
número de preguntas a calificar en cada uno de los formularios, y,  obtener de una base de 
datos diseñada e implementada previamente por el Ingeniero Hugo Humberto Morales, el 
código del cuadernillo de respuestas aplicado en el simulacro y otros datos asociados con 
este, además, de un índice necesario para la inserción de nuevos registros en la base de 
datos, adicionalmente las imágenes se deben renombrar con el nombre de quien llenó el 
formulario correspondiente a la imagen y la jornada en la que lo hizo.
En  lo  respectivo  al  reconocimiento  de  las  marcas  se  determinó  seguir  una  estrategia 
“pesimista” para la validación de los bloques de respuestas, con las siguientes reglas:
• En los bloques de respuestas, si se encuentra una pregunta sin respuesta se anulará.
• En los bloques de respuestas, si se encuentra una pregunta con dos respuestas, se 
anulará.
En los demás bloques de burbujas se  debe aplicar solamente una regla para garantizar la  
veracidad y consistencia de los datos:
• En  los  bloques  de  burbujas  diferentes  a  los  bloques  de  respuestas,  cuando  se 
encuentra una marca campo, no se buscan otras marcas en ese mismo campo.
La estructura del informe mencionado anteriormente, que debe ser un  script SQL , es la 
siguiente:
INSERT INTO ESTUDIANTE (numeroDocumento, nombre) VALUES 
(numeroDocumento, nombre);
...
INSERT INTO ESTUDIANTE (numeroDocumento, nombre) VALUES 
(numeroDocumento, nombre);
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INSERT INTO HOJARESPUESTA (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar) VALUES (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar);
...
INSERT INTO HOJARESPUESTA (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar) VALUES (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar);
INSERT INTO DETALLEHOJARESPUESTA (idCuadernillo, idHojaRespuesta, 
posicionPregunta, Respuesta) VALUES
(idCuadernillo, idHojaRespuesta, 1, Respuesta),
...
(idCuadernillo, idHojaRespuesta, 140, Respuesta);
...
INSERT INTO DETALLEHOJARESPUESTA (idCuadernillo, idHojaRespuesta, 
posicionPregunta, Respuesta) VALUES
(idCuadernillo, idHojaRespuesta, 1, Respuesta),
...
(idCuadernillo, idHojaRespuesta, 140, Respuesta);
6.2 REQUERIMIENTOS
A continuación  se  describirán  los  requerimientos  funcionales  y  los  requerimientos  no 
funcionales de la aplicación:
6.2.1 Requerimientos funcionales
Automatizador de recolección de datos de formularios /  1
Función Elaborar informe.
Descripción Genera  un  informe  con  los  datos  consignados  en  las  imágenes 
escaneadas del simulacro de evaluación para los ECAES, y renombra 
las imágenes con el nombre de quien presentó el simulacro y la jornada 
en que lo hizo.
Entadas Parámetros de construcción del informe.
Fuente Interfaz gráfica de usuario.
Salidas Un informe, imágenes renombradas.
Destino Ficheros en disco duro.
Requerimientos El directorio de trabajo debe contener las imágenes (todos los ficheros 
deben tener mismas dimensiones y resolución) de una misma jornada, 
en las que se haya aplicado el mismo cuadernillo de preguntas, la base 
de datos preecaes debe estar activa y funcional.
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6.2.2 Requerimientos no funcionales
1. El sistema debe procesar las imágenes y generar un informe eficazmente.
2. La información del producida por sistema debe ser confiable.
3. El sistema de tener una interfaz gráfica de usuario intuitiva y fácil de usar.
6.3 CASOS DE USO
6.3.1 Diagrama de casos de uso
A partir de los requerimientos expuestos anteriormente se creó el diagrama de caso de uso 
que se muestra en la figura 21.
Figura 21. Diagrama de casos de uso Generar informe.
Fuente: Holman Granados
6.3.2 Especificación de casos de uso
Ahora se procede a exponer la especificación de los casos de uso, realizada en parte con 
base en lo que exponen Booch et al42 en su obra.
Especificación de caso de uso
Nombre: Generar informe
42 BOOCH, Grady et al. Object-Oriented Analysis and Design with Applications. 3 ed. Boston, MA. Estados 
Unidos, 2007. p. 197.
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Actores: Usuario que desea recolectar los datos consignados en las imágenes.
Propósito:  Este  caso  de  uso  provee  la  habilidad  de  generar  un  informe con  los  datos 
contenidos en las imágenes de los formatos de respuesta de los simulacros de evaluación 
para la preparación a los ECAES y de renombrar las imágenes. Este caso de uso le permite 
al actor generar un informe con los datos consignados en las imágenes de los formatos de 
respuesta y cambiar el nombre de estas imágenes.
Flujo optimista
Actor Sistema
A. El actor inicia la aplicación.
B. El sistema consulta en la base de datos un 
par de campos que necesita para elaborar el 
informe.
C.  El  actor  introduce  los  parámetros  de 
construcción del informe (ubicación de las 
imágenes o directorio de trabajo, ubicación 
del informe de salida, fecha de presentación 
de los simulacros, número de preguntas y el 
código del cuadernillo de respuestas, que se 
encuentra  en  la  base  de  datos  preecaes)  y 
luego pide al sistema que genere el informe.
D.  El  sistema  toma  una  imagen  del 
directorio de trabajo.
E.  El  sistema  alinea  la  imagen  si  es 
necesario.
F.  El  sistema  elimina  la  información 
innecesaria  por  medio  de  un  filtrado, 
dejando solamente las marcas.
G.  El  sistema  detecta  las  marcas  sobre  la 
imagen filtrada
H.  El  sistema  renombra  la  imagen  con  el 
nombre  de  quien  llenó  el  formulario  que 
esta siendo procesado y la jornada en que se 
diligenció la hoja de respuestas.
I.  El  sistema repite  del  paso  D al  paso  H 
hasta  se  procesen  todas  las  imágenes  del 
directorio.
J.  El  sistema  genera  un  informe  con  los 
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datos de las imágenes.
Flujos alternativos
Condición 1: El sistema tiene problemas de lectura/escritura con una imagen.
El sistema alerta al usuario que no tiene acceso de lectura/escritura a una de las  
imágenes  y termina la secuencia de procesamiento.
Condición 2: El sistema no puede alinear la imagen.
El sistema alerta al usuario qué imagen no puede alinear  y termina la secuencia de 
procesamiento.
Condición 3: El sistema no puede guardar el informe.
El sistema alerta al  usuario que no puede generar el informe por problemas de  
lectura/escritura y se termina  la secuencia de procesamiento.
Precondiciones
1. Las imágenes están en una misma ubicación.
2. Todas las imágenes tienen las mismas dimensiones y la misma resolución.
3. Se ingresaron correctamente los parámetros de construcción del informe.
4. Se tiene acceso a la base de datos preecaes.
Postcondiciones
1. Informe creado en disco con los datos de las imágenes.
2. Imágenes renombradas.
6.4 DIAGRAMA DE ACTIVIDAD
El diagrama de actividad modela el flujo de procedimiento de la aplicación, es decir, los 
pasos computacionales que la aplicación sigue para cumplir con su objetivo. En la figura 22 
se muestra  el  diagrama de actividad del  Automatizador  correspondiente al  caso de uso 
Generar informe.
6.5 DIAGRAMA DE SECUENCIA
El diagrama de secuencia modela los patrones de interacción entre objetos en una secuencia 
de  tiempo,  mostrando  los  mensajes  que  se  envían  los  diferentes  componentes  de  la 
aplicación . En la siguiente figura se muestra el diagrama de secuencia del Automatizador.
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Figura 22. Diagrama de actividad.
Fuente: Holman Granados.
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Figura 23. Diagrama de secuencia.
Fuente: Holman Granados.
69
6.6 DIAGRAMA DE COMUNICACIÓN
Este diagrama de interacción se enfoca en mostrar en cómo están vinculados los objetos del 
sistema  y  qué  mensajes  se  pasan  en  la  medida  que  que  participan  en  una  interacción 
específica.  La  figura  24,  muestra  el  diagrama  de  comunicación  de  las  clases  del 
Automatizador de recolección de datos de formularios.
Figura 24. Diagrama de comunicación.
Fuente: Holman Granados.
6.7 DIAGRAMAS DE ESTADOS
El diagrama de estados modela los estados y transiciones por los que pasa un sistema ante 
los estímulos a los que es sometido el  mismo. En las siguientes figuras se muestra los 
diagramas  de  estados  para  cada  una  de  las  clases  principales  del  Automatizador  de 
recolección de datos de formularios.
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Figura 25. Diagrama de máquina de estado de la clase Interfaz.
Fuente: Holman Granados.
Figura 26. Diagrama de máquina de estado de la clase LectorBaseDatos.
Fuente: Holman Granados.
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Figura 27. Diagrama de máquina de estado de la clase Control.
Fuente: Holman Granados.
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Figura 28.  Diagrama de máquina de estado de la clase Informe.
Fuente: Holman Granados.
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Figura 29.  Diagrama de máquina de estado de la clase Formulario.
Fuente: Holman Granados.
6.8 DIAGRAMA DE CLASES
El  diagrama de  clases  modela  la  estructura  estática,  las  relaciones  y  estructura  de  los 
objetos de la aplicación. En la figura 30 se muestra el diagrama de clases del Automatizador 
de recolección de datos de formularios.
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Figura 30. Diagrama de clases.
Fuente: Holman Granados.
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7. DISEÑO
En el presente apartado se mostrará el resultado final de la del diseño del Automatizador de 
recolección de datos de formularios para el procesamiento de evaluaciones en el proceso de 
preparación para los ECAES en el programa de ingeniería de sistemas y computación de la 
Universidad Tecnológica de Pereira.
Como  se  describió  en  el  capitulo  anterior  sobre  los  requerimientos  no  funcionales, 
presentados de nuevo a continuación:
Requerimientos no funcionales
1. El sistema debe procesar las imágenes y generar un informe eficazmente.
2. La información del producida por sistema debe ser confiable.
3. El sistema de tener una interfaz gráfica de usuario intuitiva y fácil de usar.
Como  primer  requerimiento  no  funcional  se  encuentra  que  el  sistema  debe  generar  el 
informe solicitado con los datos de los formularios de manera eficaz, pues a través del 
proyecto  se  pretende  no  sólo  automatizar  el  proceso  de  recolección  de  datos  de  los 
formularios de respuesta, sino que también se quiere que sea de forma rápida (eficaz), como 
recién se mencionó. Para asegurar que el proceso se lleve a cabo de la forma más eficiente 
posible, y reduciendo al máximo el riesgo de entregar información no confiable como se 
puede  extraer  del  segundo  requerimiento  no  funcional  del  sistema,  la  arquitectura  del 
Automatizador se basó en gran medida en una arquitectura de recolección y procesamiento 
de datos para sistemas de tiempo real planteada por Sommerville43, este  autor expone que 
para  los  sistemas  de  adquisición  de  datos  que  recolectan  datos  del  medio  a  través  de 
dispositivos sensores para un subsecuente procesamiento y posterior análisis de los datos, 
es recomendable almacenar los datos leídos en un bufer de datos para que posteriormente se 
procesen, ya que de esta forma se reduce el riesgo de perder algún dato sensado, por la 
diferencia  de  velocidad  entre  el  procesamiento  y  la  captura  de  los  datos,  previniendo 
también  posibles  dificultades  como  la  inestabilidad  del  sistema  como  sucedería  si  se 
utilizara el otro enfoque posible, el cual consiste en conectar directamente el sensor (en el 
caso  del  proyecto,  el  escaner)  y  el  procesador  de  los  datos  (el  Automatizador),  esta 
inestabilidad que puede ser producto de cuellos de botella en el proceso ya sea en el escaner 
o  en  la  aplicación,  otras  ventajas  de  la  arquitectura  escogida  son  que  el  sistema  es 
totalmente  independiente  del  dispositivo  utilizado  para  la  adquisición  de  las  imágenes, 
puesto que no tienen comunicación directa y no se tiene que implementar un protocolo de 
comunicación específico entre ambos; también si alguna  imagen sensada causa un error en 
el sistema, esta podrá ser aislada del proceso sin comprometer la integridad de las demás 
imágenes  ni  la  confiabilidad  de  los  datos  obtenidos,  además  de  que  se  identificará 
plenamente la imagen que altera el correcto funcionamiento de la aplicación para poder 
tomar medidas correctivas (alteraciones ocasionadas por una incorrecta manipulación de los 
43 SOMMERVILLE, Ian. Real-time software design. En: Software Engineering. 8 ed. Reino Unido: Adison 
Wesley, 2006. p. 339-358.
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formatos que generan imagenes no aptas  para el  proceso de extracción de datos,  en el 
Anexo B, esta planteado a lo que se refiere una incorrecta manipulación de los formatos de 
respuesta).
Siendo un poco más específico en cuanto a la arquitectura propuesta  por Sommerville, 
como se citó antes, el autor plantea que un sistema puede tener varios grupos de sensores y 
cada uno de los grupos tiene tres procesos asociados. El primero es el proceso del sensor, 
que  es  la  interfaz  con  el  sensor  y  convierte  datos  análogos  a  valores  digitales  si  es 
necesario, el segundo un proceso bufer y finalmente un proceso que consume los datos y 
lleva  a  cabo procesamiento  adicional,  aunque,  también  es  usual  la  existencia  de  algún 
proceso extra que se encargue de visualizar los datos.
Para  el  sistema  mostrado  en  este  informe,  el  proceso  del  sensor  corresponde  a  la 
digitalización de los  formularios  hecha por  el  escaner,  el  proceso  bufer corresponde al 
almacenamiento  en  disco  de  las  imágenes,  existe  un  proceso  que  toma  los  datos  (las 
imágenes) y hace un procesamiento de estas, además, hay un proceso adicional que elabora 
un informe y lo almacena en disco.
El diseño arquitectónico del sistema y el diseño arquitectónico genérico de los sistemas de 
adquisición de datos son mostrados en las figuras de abajo.
Figura 31. Arquitectura del sistema.
Fuente: Holman Granados.
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Figura 32. Arquitectura genérica de un sistema de adquisición de datos.
Fuente: Holman Granados, basado en la ilustración de Ian Sommerville44.
Ahora se mostrará una descripción de las herramientas de programación utilizadas para la 
implementación del Automatizador de recolección de datos de formularios.
7.1 HERRAMIENTAS UTILIZADAS
Primero hay que decir que para el desarrollo se seleccionaron la librería para visión por 
computador OpenCV,  el  lenguaje de interpretado Python y la librería para creación de 
interfaces gráficas de usuario PySide.
A la hora de la elección de las herramientas primero se definió la librería de procesamiento 
gráfico a utilizar en el desarrollo del proyecto, la toma de la decisión estuvo influenciada en 
gran  parte  por  la  recomendación  en  conferencias  llevadas  a  cabo  en  la  Universidad 
Tecnológica  de  Pereira  por  expertos  en  el  área  de  procesamiento  de  imágenes  que 
aconsejaban el  uso la librería de visión por computador OpenCV, cabe señalar que una 
simple búsqueda en la Internet de librerías de visión por computador (que es un área en la 
que esta embebido el procesamiento de imágenes digitales) muestra que existen variados 
paquetes en la red que ayudan en el procesamiento de imágenes digitales, sin embargo, al 
hacer  una   inspección  más  profunda  OpenCV  se  destaca  por  su  activo  y  constante 
desarrollo, la gran cantidad de recursos disponibles (físicos como libros, y virtuales como 
tutoriales, foros, grupos), según Bradsky y Kaehler45 OpenCV esta diseñada con un fuerte 
enfoque hacia la eficiencia computacional ha sido usada por sus características en áreas 
como el procesamiento de imágenes satelitales, reducción de ruido en imágenes médicas, 
44 SOMMERVILLE, Ian. Real-time software design. En: Software Engineering. 8 ed. Reino Unido: Adison 
Wesley, 2006. p. 355.
45 BRADSKY, Gary y KAEHLER, Adrian. Learning Opencv. Computer Vision with the OpenCV Library. 
Sebastopol, California, Estados Unidos: O’Reilly Media, Inc., 2008. p. 1-2.
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sistemas de inspección en manufactura, aplicaciones militares, incluso el robot “Stanley” de 
la Universidad de Stanford que ganó los dos millones de dólares de la  DARPA Grand 
Challenge desert robot race. Usaba en gran medida OpenCV para sus sistema de visión, 
esta librería que nació en los laboratorios de la compañía Intel en el año de 1999, cuenta 
con optimización a nivel de código de máquina, ya que la prioridad de sus creadores fue 
crear una librería que tuviera la habilidad de correr rutinas de visión artificial en tiempo 
real,  además que por su continuo desarrollo y madurez, la hace que su funcionamiento sea 
estable  y  confiable,  todo  lo  antes  mencionado  hizo  que  este  paquete  de  visión  por 
computador  sea  la  mejor  elección  para  un  sistema  que  busca  la  eficiencia  en  el 
procesamiento de imágenes digitales.
Después que se definió a OpenCV como librería para el procesamiento de imágenes, faltaba 
por  establecer  el  lenguaje  de  programación  a  utilizar  y  la  librería   para  el  manejo  de 
ventanas, los lenguajes de programación que trabajan con la librería OpenCV son Python, 
C y C++, pero como la aplicación estaba pensada para ser desarrollada bajo el paradigma 
de objetos, el lenguaje C quedó fuera de competencia, lo siguiente que se consideró para 
realizar  la  elección  del  lenguaje  fue  el  tercer  requerimiento  no  funcional,  es  decir,  se 
procuró escoger la librería para el manejo de ventanas que diera más ventajas para construir 
una interfaz gráfica de usuario intuitiva, fácil de usar y atractiva, en este punto se tenían dos 
paquetes para el lenguaje C++, WxWidgets y Qt, las cuales tienen bindings para Python, 
WxPython y PySide, entre estas la ganadora fue Qt  para C++ y PySide para Python, por 
que  los  resultados  obtenidos  visualmente  son  más  atractivos  con  mecanismos  para  la 
codificación de más alto nivel, entonces, entre las dos opciones restantes Python y PySide 
fue la combinación escogida por tener una sintaxis mas simple tanto para el lenguaje como 
para  la  librería  gráfica,  lo  que  permitía  ser  más  productivo  y  concentrarse  más  en  la 
investigación  y  desarrollo  del  componente  de  procesamiento  de  imágenes  que  en  la 
sintaxis, además de acortar el tiempo dedicado a la codificación.
A continuación se mostrará una breve descripción de las herramientas escogidas para el 
desarrollo de la aplicación.
7.1.1 OpenCV
Bradsky y Kaehler46 en su obra muestran algunos aspectos generales de la librería OpenCV, 
los cuales se muestran a continuación.
OpenCV es una librería de visión por computador de código libre. La librería esta escrita en 
lenguaje C y C++, funciona bajo sistemas Linux, Windows y MacOS X, además existe un 
desarrollo activo en interfaces para Python, Ruby, Matlab y otros lenguajes.
OpenCV fue diseñado pensando en la eficiencia computacional con un fuerte énfasis en 
aplicaciones  en  tiempo  real,  además  puede  aprovechar  entornos  en  los  que  existen 
procesadores con múltiples núcleos.
46 BRADSKY, Gary y KAEHLER, Adrian. Learning Opencv. Computer Vision with the OpenCV Library. 
Sebastopol, California, Estados Unidos: O’Reilly Media, Inc., 2008. p. 1.
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Uno de los objetivos de OpenCV es proveer una infraestructura para visión por computador 
fácil de utilizar que ayude a construir aplicaciones sofisticadas en el campo de la visión en 
corto  tiempo.  La  librería  contiene  más  de  500  algoritmos  que  se  dividen  en  diversos 
campos de la visión, incluyendo inspección de productos en fábricas, imágenes médicas, 
seguridad, interfaces de usuario, calibración de cámaras, visión estéreo y robótica. 
7.1.2 Python
Como afirma Bosanac47,  Python es un poderoso lenguaje de programación interpretado, 
este posee una sintaxis simple, con una naturaleza dinámica, además de ser una excelente 
opción para construir  prototipos de software.  Python se distribuye bajo una licencia de 
software libre y esta disponible para sistemas Linux, MacOS X, Windows entre muchos 
otros.
Este  lenguaje,  aparte de las estructuras predeterminas de alto  nivel con las que cuenta, 
ofrece un  soporte completo para para la programación orientada a objetos y creación de 
módulos  que posibilitan el  reuso de código y de una buena arquitectura en un entorno 
dinámico y de alto nivel de abstracción.
7.1.3 PySide
Qt es un framework multiplataforma para la creación de interfaces gráficas de usuario.
Según el sitio web del proyecto48, PySide es una biblioteca para Python, es un binding  (un 
binding es una adaptación de una biblioteca para ser usada en un lenguaje diferente para al 
que inicialmente fue desarrollada) de las herramientas de interfaz gráfica de usuario (GUI) 
de Qt. Pyside esta bajo la licencia de software LGPL y permite el desarrollo de software 
tanto libre como propietario.
7.2 MODELO DE SUBSISTEMAS (PAQUETES)
Los paquetes agrupan elementos del sistema que comparten algunas propiedades comunes, 
a  continuación  se  muestra  un  diagrama  de  los  subsistemas  del  Automatizador  bajo  la 
perspectiva de las clases.
47 BOSANAC,  Dejan.  Scripting  in  java  :  languages,  frameworks,  and  patterns.  Boston,  Massachussets, 
Estados Unidos: Pearson Education, Inc., 2008. p. 47.
48 PYSIDE. Python for Qt. [en línea]. [citado: febrero de 2012]. disponible en internet: 
<http://www.pyside.org/>.
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Figura 33. Modelo de subsistemas.
Fuente: Holman Granados.
7.3 DIAGRAMA DE COMPONENTES
Un componente representa una pieza reusable de software que provee alguna característica 
significativa o funcionalidad. Un componente colaborando con otros componentes a través 
de interfaces bien definidas ilustra la funcionalidad del sistema. A continuación se muestra 
el diagrama de componentes del Automatizador de recolección de formularios.
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Figura 34. Diagrama de componentes.
Fuente: Holman Granados.
7.4 MODELO DE DISTRIBUCIÓN (DEPLOYMENT)
El diagrama de  deployment muestra la ubicación de artefactos hasta nodos en el diseño 
físico  de un sistema,  este  diagrama presenta  una vista  a  la  estructura de  artefactos  del 
sistema. En la siguiente figura se muestra el diagrama de deployment para el Automatizador 
de recolección de formularios.
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Figura 35. Diagrama de deployment del sistema.
Fuente: Holman Granados.
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8. DISEÑO DE INTERFACES
En el  presente  apartado se muestran  las  interfaces  de  bases  de  datos  y de  usuario  del 
Automatizador  de  recolección  de  datos  de  formularios  para  el  procesamiento  de 
evaluaciones en el proceso de preparación para los ECAES en el programa de ingeniería de 
sistemas y computación de la Universidad Tecnológica de Pereira. 
8.1 INTERFAZ DE BASE DE BASE DE DATOS
Una vez el Automatizador procesa las imágenes producto de escanear los simulacros de 
examen de los ECAES y se levantan los datos contenidos en los formatos de respuesta, se 
debe generar un informe que contenga los datos recién extraídos.
Este informe se debe elaborar de acuerdo a una sintaxis determinada  por la pre-existencia 
de una base de datos (la base de datos ya estaba funcionando cuando se inicio el presente 
proyecto) en donde se almacenaban (y aún se almacenan) los datos una vez levantados de 
los formularios de respuesta de forma manual, lo que quiere decir que los datos se deben 
insertar  en  esta  base  de  datos  por  medio  del  informe  que  produce  la  aplicación,  sin 
embargo, para generar el informe, solamente se deben consultar algunos de los campos de 
la base de datos, la aplicación actúa como un agente externo a la base de datos ya que sólo 
la consulta y no tiene relación con su estructura interna, organización o diseño, esos están 
por fuera del alcance del presente proyecto.
La estructura del informe, suministrada por el desarrollador de la base de datos, es mostrada 
a continuación, en ella se resaltaron con azul, los campos que debieron ser consultados a 
dicha base de datos para la construcción del informe.
INSERT INTO ESTUDIANTE (numeroDocumento, nombre) VALUES 
(numeroDocumento, nombre);
...
INSERT INTO ESTUDIANTE (numeroDocumento, nombre) VALUES 
(numeroDocumento, nombre);
INSERT INTO HOJARESPUESTA (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar) VALUES (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar);
...
INSERT INTO HOJARESPUESTA (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar) VALUES (idHojaRespuesta, 
numeroDocumentoEstudiante, fechaLlenar);
INSERT INTO DETALLEHOJARESPUESTA (idCuadernillo, idHojaRespuesta, 
posicionPregunta, Respuesta) VALUES
(idCuadernillo, idHojaRespuesta, 1, Respuesta),
...
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(idCuadernillo, idHojaRespuesta, 140, Respuesta);
...
INSERT INTO DETALLEHOJARESPUESTA (idCuadernillo, idHojaRespuesta, 
posicionPregunta, Respuesta) VALUES
(idCuadernillo, idHojaRespuesta, 1, Respuesta),
...
(idCuadernillo, idHojaRespuesta, 140, Respuesta);
8.2 INTERFAZ GRÁFICA DE USUARIO
8.2.1 Diseño estético de la interfaz gráfica de usuario
Por medio de la interfaz gráfica de usuario del aplicación se capturan datos necesarios para 
la elaboración del informe y se inicia la extracción de datos una vez los parámetros han sido 
fijados. Un bosquejo simplificado de la interfaz gráfica de usuario se ve a continuación.
Figura 36. Interfaz gráfica de usuario del Automatizador.
Fuente: Holman Granados.
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Ahora se dará una breve descripción de los componentes de la interfaz gráfica de usuario de 
la aplicación.
Fecha: captura la fecha en la cual se realizó el simulacro. Este campo consta de un cuadro 
de  texto  en  donde  se  puede  escribir  la  fecha  de  forma  manual,  o  también se  puede 
establecer por medio de un componente de calendario que aparece cuando se pulsa el botón 
de la derecha, una vez se fija la fecha en el componente de calendario aparece en la caja de 
texto.
Figura 37. Fragmento fecha de la interfaz.
Fuente: Holman Granados.
Número de preguntas: captura el número de preguntas que se calificaran en las imágenes 
del  simulacro.  Este  campo  consta  de  una caja de  texto  en  donde  se  ingresa  el  valor 
numérico.
Figura 38. Fragmento número de preguntas de la interfaz.
Fuente: Holman Granados.
Directorio  de  trabajo:  captura  la  localización  del  directorio  en  donde se buscarán  las 
imágenes escaneadas. Este campo se establece pulsando el botón de la derecha, entonces 
aparece un componente en donde se selecciona el directorio, ya una vez seleccionado la 
dirección del directorio aparece en el caja de texto.
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Figura 39. Fragmento directorio de trabajo de la interfaz.
Fuente: Holman Granados.
IdCuadernillo: captura el código del cuadernillo de respuestas, este es un dato necesario 
para  elaborar  el  informe.  Para  establecer  el  valor  de  este  campo basta  con escoger  un 
elemento de la lista de elementos.
Figura 40. Fragmento idCuadernillo de la interfaz.
Fuente: Holman Granados.
Nombre del  informe:captura  el  nombre  y la  dirección del  informe de  salida.  El  valor 
asociado a este  campo se establece pulsando el botón de la derecha, entonces aparece un 
componente para establecer la dirección del directorio de salida y su nombre.
Figura 41. Fragmento nombre del informe de la interfaz.
Fuente: Holman Granados.
8.2.2 Diseño estático de la interfaz gráfica de usuario
A continuación se muestra el diseño estático de la interfaz gráfica de usuario, compuesto 
por   diagramas de objetos en donde se muestran los componentes de dicha interfaz, pero, 
antes de mostrar  los diagramas se ilustrará  primero la  distribución de los componentes 
activos en cada ventana de la interfaz gráfica de usuario.
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Figura 42. Distribución de los componentes activos de la ventana principal.
Fuente: Holman Granados.
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Figura 43. Modelo de objetos de la ventana principal.
Fuente: Holman Granados.
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Figura 44. Distribución de los componentes activos de la ventana DateForm.
Fuente: Holman Granados.
Figura 45. Modelo de objetos de la ventana de diálogo DateForm.
Fuente Holman Granados
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Figura 46.  Distribución de los componentes activos de la ventana HelpForm.
Fuente: Holman Granados.
Figura 47. Modelo de objetos de la ventana de diálogo HelpForm.
Fuente: Holman Granados.
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8.2.3 Diseño dinámico de la interfaz gráfica de usuario
El  diseño  dinámico  consta  de  una  serie  de  diagramas  de  interacción  en  los  que  se 
representan el comportamiento de la interfaz gráfica de usuario frente a las acciones del 
usuario.
Como  se  puede  observar  en  la  figura  42,  entre  los  componentes  activos  (aquellos 
componentes con los que el  usuario interactúa y responden ante dicha interacción)  que 
posee la  interfaz principal,  se encuentran los  widgets (componentes de interfaz gráfica) 
dateLineEdit,  workDirectoryLineEdit,  informDestinationLineEdit que son instancias de la 
clase  QlineEdit tal como se ve en la figura 43, sin embargo la única acción que realizan 
ante la interacción  directa con el usuario es la de permitir escribir texto en su interior, 
razón por la cual no se mostrarán los diagramas asociados a estos elementos, pues no hay 
un curso de eventos complejo asociado a los widgets por la interacción con el usuario, sólo 
la respuesta predefinida por la librería de interfaz gráfica ante dicha interacción; de igual 
forma sucede con el  widget questionNumberSpinBox de la clase  QSpinBox,  que ante la 
interacción con el  usuario su comportamiento es recibir  un número entre 1 y 140, otro 
elemento del que no se mostrará un diagrama es del componente idCuadernilloComboBox, 
de la clase QcomboBox, que con el que se puede interactuar para escoger un número entero, 
que representa un identificador de un elemento de la base de datos preecaes. Para la ventana 
DateForm,  el  componente  calendar de  la  clase  QCalendarWidget,  sólo  muestra  un 
calendario en donde se puede seleccionar una fecha, por tanto, no se mostrará un diagrama 
para este elemento. Esta misma situación ocurre con el componente textBrowser  de la clase 
QTextBrowser en la ventana HelpForm mostrado en la figura 47, que se encarga de mostrar 
el manual de usuario y ofrece una barra de desplazamiento para navegar por el documento, 
lo  cual  no  representa  un  comportamiento  complejo,  por  consiguiente,  no  se  mostrará 
tampoco un diagrama de interacción de este elemento.
Ventana principal
Figura 48. Diagrama de interacción dateToolButton.
Fuente: Holman Granados.
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Figura 49. Diagrama de interacción workDirectoryToolButton.
Fuente: Holman Granados.
Figura 50. Diagrama de interacción informDestinationToolButton.
Fuente: Holman Granados.
Figura 51. Diagrama de interacción generatenformButton.
Fuente: Holman Granados.
Figura 52. Diagrama de interacción fileMenu.
Fuente: Holman Granados.
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Figura 53.  Diagrama de interacción helpMenu.
Fuente: Holman Granados.
Ventana de la clase DateForm
Figura 54.  Diagrama de interacción acceptButton.
Fuente: Holman Granados.
Figura 55. Diagrama de interacción cancelButton.
Fuente: Holman Granados.
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9. IMPLEMENTACIÓN
En este apartado se expondrán aspectos relacionados con la implementación Automatizador 
de recolección de datos de formularios para el procesamiento de evaluaciones en el proceso 
de preparación para los ECAES en el programa de ingeniería de sistemas y computación de 
la Universidad Tecnológica de Pereira.
9.1 ESTRATÉGIA PARA EL PROCESAMIENTO DE LAS IMAGENES
En esta sección se mostrará la estrategia de aproximación al procesamiento de las imágenes 
escaneadas para reconocer las marcas de los formularios de respuesta, este procesamiento 
constituye el núcleo mismo de la aplicación.
Una vez se escanean los formularios de respuesta, las imágenes resultantes se almacenan en 
un  directorio,  pero  estas  imágenes  se  tienen que  procesar  para  levantar  la  información 
deseada.  Para extraer las  marcas de las imágenes satisfactoriamente se debe seguir  una 
secuencia de procesamiento la cual consiste en:
• Encontrar las marcas de alineación.
• Si es necesario, alinear la imagen.
• Remover la información innecesaria de la imagen.
• Detectar las marcas.
Cada  uno  de  los  pasos  de  la  secuencia  de  procesamiento  se  describen  con  mayor 
profundidad más adelante.
Antes de explicar la los pasos del procesamiento, se debe resaltar el estado inicial de las 
imágenes,  a  estas  se  les  puede  introducir  ruido,  en  este  caso  es  una  inclinación  del 
formulario en la imagen (generada al escanearlo) una cantidad  indeterminada de grados, 
además  la  imagen por  si  misma contiene  información innecesaria  para  la  detección de 
marcas, y esta la detección de las marcas, la situación se ilustra en la figura 56.
La figura 57 es un bosquejo de una imagen sin procesar, los contornos de los bloques de 
burbujas son los cuadros de bordes rojos y los datos marcados son los puntos negros, en la 
figura  se  puede  apreciar  que  los  datos  que  se  quieren  detectar  tienen  una  inclinación 
indeterminada  (en  un  principio),  además,  la  imagen  contiene  información  gráfica 
innecesaria  que  puede  interferir  para  la  detección  de  las  marcas  (lineas  del  formato, 
burbujas sin marcar, texto del formato).
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Figura 56. Imagen sin procesar.
Fuente: Holman Granados.
9.1.1 Detección de las marcas de alineación
Este es el primer paso en el procesamiento de las imágenes, consiste en detectar un par de 
marcas  que se utilizan para la alinear las imágenes (en caso de ser necesario), estas marcas 
son la esquinas superiores del marco que encierra al formato, se eligió detectar esquinas 
porque las mismas son detectadas inequívocamente y con facilidad por medio de técnicas 
de detección de puntos de interés, la situación se muestra en la figura 57.
Figura 57. Detección de las marcas de alineación.
Fuente: Holman Granados.
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9.1.2 Alineación de la imagen
En ciertas  ocasiones  no es  necesario alinear  las  imágenes,  pero en otras  el  proceso de 
escanear las imágenes introduce una inclinación de los formatos en las imágenes resultantes 
para ello,  se utilizan las transformaciones lineales aplicadas a la imagen la cantidad de 
grados que resulte de la diferencia de las dos esquinas,  el  resultado de la operación se 
muestra en la figura 58.
Figura 58. Imagen después de la alineación.
Fuente: Holman Granados.
9.1.3 Eliminación de la información innecesaria
Una vez se tiene certeza que la imagen esta alineada, el paso a seguir es remover toda la 
información indeseada que puede interferir con la extracción de los datos marcados en los 
formatos de respuesta, para esto se aplica una operación de umbral (o  thresholding como 
aparece en la literatura inglesa) sobre la imagen, el resultado  de aplicar esta operacón es 
que solamente permanecerán los datos marcados. El resultado del proceso se muestra en la 
figura 59.
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Figura 59. Imagen después de aplicar la operación de umbral.
Fuente: Holman Granados.
9.2.4 Detección de las marcas
Ahora, en la imagen sólo permanece la información relevante para el Automatizador (las 
marcas), el último paso consiste en revisar en cada una de las posiciones en donde hay una 
burbuja, si existe una marca o no, esto se logra contado la cantidad de píxeles marcados en 
la ubicación de la burbuja, si este número supera un umbral determinado, entonces se puede 
concluir que en la posición que se esta chequeando existe una marca.
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10. PRUEBAS
En este  apartado se describen las  pruebas  realizadas  al  producto  de reconocimiento de 
marcas  para  el  procesamiento  de  evaluaciones  en  el  proceso  de  preparación  para  los 
ECAES  en  el  programa  de  ingeniería  de  sistemas  y  computación  de  la  Universidad 
Tecnológica de Pereira,  el Automatizador de recolección de datos de formularios.
Como  se  mencionó  anteriormente,  el  Automatizador  se  desarrolló  por  medio  de  una 
estrategia evolutiva, por el proceso de software incremental, lo que en la practica consistió 
en desarrollar una aplicación funcional inicial, esto por medio de componentes separados, 
es decir se construyó una aproximación inicial integrando diferentes componentes, y luego 
se fueron agregando nuevas características a la aplicación, que por la arquitectura modular 
del  Automatizador,  fue  un  proceso  eficiente  y  sin  muchas  complicaciones.  Se  debe 
mencionar  que  a  medida  que  se  incorporaban  nuevas  características  cada  módulo  y  el 
Automatizador se probaban para determinar su correcto funcionamiento.
Entonces en términos generales se puede decir que a la aplicación se le realizaron pruebas 
de  componentes  a  medida  que  estos  se  desarrollaban  y  pruebas  de  integración  de  los 
diferentes componentes al ser ensamblados.
Algo para destacar es que el Automatizador se probó en gran medida con datos reales, 
producto de un simulacro inicial de los ECAES realizado a principios del segundo semestre 
académico de 2010 del que resultaron 104 formatos de respuesta. Es importante hacer notar 
que  aunque  a  los  estudiantes  que  se  les  dieron  las  indicaciones  para  diligenciar 
correctamente los formatos (mencionadas en el ANEXO B), una simple inspección muestra 
que en algunos casos estas recomendaciones no fueron seguidas, dando valor agregado a las 
imágenes generadas a partir de estos formatos como datos de prueba.
A continuación se describen con más profundidad las pruebas de componentes y de sistema 
realizadas al Automatizador para asegurar su correcto funcionamiento y cumplimiento de 
los requerimientos establecidos y mencionados en el apartado de análisis de la aplicación.
10.1 PRUEBAS DE COMPONENTES
Como recién  se  mencionó,  el  Automatizador  fue  desarrollado  mediante  el  proceso  del 
software evolutivo, lo que implica que sus componentes presentaron cambios a medida que 
se  añadían  nuevas  características,  sin  embargo  se  realizaron  pruebas  para  todos  los 
cambios,  estas  pruebas  también  cambiaron  en  muchos  casos  con la  adición  de  nuevas 
características,  entonces,  ahora  se  mostrarán  las  pruebas  definitivas  realizadas  a  los 
diferentes  componentes,  junto  con los  hallazgos  encontrados  a  lo  largo  del  proceso  de 
desarrollo.
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10.1.1 Componente procesador de imágenes
El  módulo  procesador  de  imágenes  esta  compuesto  por  métodos  que  se  aplicaron 
secuencialmente sobre cada una de las imágenes para realizar el procesamiento necesario 
sobre las imágenes y así extraer los datos consignados en los formularios. Las pruebas a 
estos métodos se describen abajo.
10.1.1.1 Método encontrar marcas de alineación
Este método se encarga de encontrar  la  posición de las  marcas  usadas  para alinear  las 
imágenes,  recibe  como  parámetro  una  imagen.  Las  pruebas  tienen  como  objetivo 
comprobar que el método encuentre las marcas de alineación.
Prueba 1
Datos de entrada: imágenes ideales (imágenes de mapas de bits generadas por medio de 
aplicaciones de diseño vectorial).
Datos de salida esperados: las coordenadas de las dos marcas de alineación.
Resultados: con este tipo de datos de prueba siempre se encontraron las marcas.
Prueba 2
Datos de entrada:  datos reales,  imágenes producto de escanear los 104 formularios de 
respuesta que fueron diligenciados en el simulacro inicial de preparación para los ECAES 
en el segundo semestre de 2010.
Datos de salida esperados: las coordenadas de las dos marcas de alineación.
Resultados: en algunas formas las marcas no eran encontradas por el ruido introducido en 
el proceso de escanear los formatos (corrimiento de los datos en la imagen).
10.1.1.2 Método girar imagen
Este método se encarga de girar una imagen, recibe como parámetros una imagen  y un 
ángulo de rotación. El objetivo de las pruebas es el de verificar la rotación de la imagen la  
cantidad de grados enviada como parámetro.
Prueba 1
Datos de entrada: imágenes ideales (imágenes de mapas de bits generadas por medio de 
aplicaciones de diseño vectorial), número de grados que se desea girar la imagen.
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Datos de salida esperados: imágenes giradas la cantidad especificada de grados.
Resultados:  con este tipo de datos de entrada,  siempre se giraba la imagen la cantidad 
especificada de grados.
Prueba 2
Datos  de  entrada:  datos  reales,  imágenes  producto  de  escanear  los  formularios  de 
respuesta que fueron diligenciados en el simulacro inicial de preparación para los ECAES 
en el segundo semestre de 2010 y el número de grados que se desea girar la imagen..
Datos de salida esperados: imágenes giradas la cantidad de grados especificada.
Resultados:  al  final  de  las  pruebas  las  imágenes  siempre  siempre  rotaban  la  cantidad 
especificada de grados.
10.1.1.3 Método alinear imagen
Este método integra a los métodos encargados de encontrar las marcas de alineación y girar 
una imagen, recibe como parámetro una imagen. Las pruebas consisten en verificar que la 
imagen es alineada correctamente y solamente cuando es necesario.
Prueba 1
Datos de entrada: imágenes ideales (imágenes de mapas de bits generadas por medio de 
aplicaciones de diseño vectorial)
Datos de salida esperados: imágenes alineadas.
Resultados: con este tipo de datos siempre se alinearon las imágenes.
Prueba 2
Datos  de  entrada:  datos  reales,  imágenes  producto  de  escanear  los  formularios  de 
respuesta que fueron diligenciados en el simulacro inicial de preparación para los ECAES 
en el segundo semestre de 2010.
Datos de salida esperados: imágenes alineadas.
Resultados: algunas de las imágenes no eran alineadas, puesto que las marcas de alineación 
no eran encontradas por la desviación de las imágenes introducida al escanear los formatos 
de respuesta.
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10.1.1.4 Método filtrado de la imagen
Este  método  elimina  la  información  innecesaria  de  las  imágenes  de  los  formatos  de 
respuesta, recibe como parámetro una imagen. Las pruebas realizadas consisten en verificar 
que efectivamente la información innecesaria ha sido eliminada.
Prueba 1
Datos  de  entrada:  datos  reales,  imágenes  producto  de  escanear  los  formularios  de 
respuesta que fueron diligenciados en el simulacro inicial de preparación para los ECAES 
en el segundo semestre de 2010.
Datos de salida esperados: imágenes que poseen solo las marcas realizadas.
Resultados:  las  imágenes  resultantes  no poseen información pictórica  indeseada en las 
zonas donde hay bloques de burbujas.
10.1.1.5 Método detectar marcas
Este método se encarga verificar si una burbuja de respuesta fue marcada o no, recibe como 
parámetro una imagen que sólo contiene la información pictórica de las marcas. La prueba 
consiste en verificar si las marcas detectadas son las marcas hechas en los formularios.
Prueba 1
Datos de entrada: imágenes ideales (imágenes generadas por medio de aplicaciones de 
diseño vectorial).
Datos de salida esperados: respuesta sobre si existe o no una marca.
Resultados: siempre se reconocieron las marcas acertadamente.
Prueba 2
Datos  de  entrada:  datos  reales,  imágenes  producto  de  escanear  los  formularios  de 
respuesta que fueron diligenciados en el simulacro inicial de preparación para los ECAES 
en el segundo semestre de 2010.
Datos de salida esperados: datos marcados en los formularios.
Resultados: a lo largo del desarrollo se pudieron detectar diversas anomalías y el origen de 
las mismas, estas son mencionan a continuación: datos sin sentido, esto fue causado por el 
mal posicionamiento sobre las burbujas de respuesta a la hora de detectar las marcas en las 
imágenes, otro problema detectado fue la generación de datos extra provenientes del bloque 
de burbujas de respuestas por la no verificación de una de las restricciones iniciales (en los 
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bloques de respuestas, si se encuentra una pregunta con dos respuestas, se anulará) para el 
reconocimiento de marcas.
10.1.2 Componente conector a la base de datos
Este componente se encarga de obtener el valor de dos de los campos de la base de datos  
dedicada al almacenamiento de los datos procedentes de los simulacros de presentación de 
los ECAES, y como se ha señalado anteriormente, estos datos recuperados de la base de 
datos son utilizados para la elaboración  del informe generado por la aplicación.
Para probar este componente se hicieron consultas de diferentes campos de la base de datos 
para asegurar la confiabilidad en la operación del método.
10.1.3 Componente generador del informe
Este componente se encarga de crear un informe con los datos recabados de las imágenes. 
Las pruebas consisten en validar que los informes generados tengan la estructura sintáctica 
deseada  y  que  contengan  la  información  extraída  de  las  imágenes  de  los  formatos  de 
respuesta.  Para  probar  este  componente  se  emplearon  los  datos  recolectados  de  los 
imágenes  de  los  formularios  del  simulacro  como  datos  de  entrada,  haciendo  pruebas 
separadas  con  todos  los  formularios  de  una  misma  jornada,  con  subconjuntos  de  los 
mismos y con una sola imagen a la vez,  para luego analizar la veracidad del resultado 
obtenido.
Durante el desarrollo de las pruebas se encontraron errores en la sintaxis del informe.
10.2 PRUEBAS DE SISTEMA
Las  pruebas  que  se  realizaron  al  Automatizador  una  vez  se  integraron  todos  los 
componentes son conocidas como pruebas de sistema. Por medio de las pruebas de sistema 
se verifica que una aplicación cumpla con la especificación de requerimientos.
Para estas pruebas se utilizaron los 104 formatos del primer simulacro de los ECAES del 
segundo semestre de 2010, de la pruebas se espera arrojen un informe en cada una de las 
mismas con los datos consignados en los formatos de respuesta.
La  prueba  consistió  en  mandar  como  parámetros  al  Automatizador  las  imágenes 
correspondientes a una misma jornada de evaluación, subconjuntos de imágenes de cada 
una de las jornadas de evaluación y un sólo formato para que sean extraídos los datos 
marcados en los formatos (procesar imágenes), además de extraer los datos necesarios de la 
base de datos (obtener datos adicionales) y al final contrastar los datos consignados en los 
informes (elaborar informe) con los realmente marcados en los formularios.  Durante el 
desarrollo de la aplicación se identificaron varios errores y sus causas.
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Los errores encontrados a lo largo de todo el proceso de desarrollo al realizar las pruebas y 
sus causas son:
• Algunos formularios no se podían procesar porque no se encontraban las marcas de 
alineamiento.
• Se reconocían burbujas sin marcar como marcadas por la escogencia de parámetros 
de filtrado no óptimos.
• Problemas con la estructura sintáctica de los informes, por una mala descripción del 
componente encargado de la tarea.
Además se midió la eficiencia del Automatizador  de recolección de datos de formularios. 
Se comprobó que el tiempo empleado para recolectar la información de 58 formatos de 
respuesta  con  52  preguntas,  lo  que  equivale  a  revisar  3016  preguntas,  se  necesitan 
aproximadamente 135 segundos,  realizando el  procesamiento en un computador con un 
procesador Mobile Intel Pentium 4 CPU 3.20Ghz. y 1,1GB de RAM, en contraste a las 16 
horas-hombre de trabajo que son necesarias para la recolección de la información de 3000 
preguntas,  según estimaciones del responsable del curso de preparación a los ECAES.
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11. CONCLUSIONES
En  este  apartado  se  discuten  las  conclusiones  del  proyecto  de  grado:  análisis,  diseño, 
implementación de un producto  para  el  proceso de preparación para  los  ECAES en el 
programa  de  Ingeniería  de  Sistemas  y  Computación  de  la Universidad  Tecnológica  de 
Pereira.
Al iniciar el proyecto se mencionó como hipótesis que la aplicación reduciría el tiempo 
utilizado  para  realizar  el  levantamiento  de  los  datos  marcados  en  los  formularios  de 
respuesta diligenciados en los simulacros de presentación de los ECAES, en relación al 
tiempo empleado para llevar a cabo la misma tarea de forma manual. Como se indicó en el 
apartado de formulación del problema y según la información suministrada por el Ingeniero 
Hugo Humberto Morales, responsable del proceso de preparación para los ECAES en el 
programa de Ingeniería de Sistemas y Computación,  un simulacro con exámenes de 60 
preguntas realizado por 50 estudiantes consume en su calificación unas 16 horas-hombre de 
trabajo,  lo  que  quiere  decir  que  16  horas-hombre  de  trabajo  son  necesarias  para  la 
recolección de la información de 3000 preguntas, usando el Automatizador de recolección 
de datos de formularios y a través de pruebas se comprobó que el tiempo empleado para 
recolectar la información de 58 formatos de respuesta con 52 preguntas, lo que equivale a 
revisar  3016  preguntas,  se  necesitan  aproximadamente  135  segundos,  realizando  el 
procesamiento en un computador con un procesador Mobile Intel Pentium 4 CPU 3.20Ghz. 
y 1,1GB de RAM, además el Automatizador tiene la característica de generar un informe 
con el cual se insertan los datos directamente a la base de datos del proceso de preparación 
para los ECAES.
Por medio de las pruebas se comprobó que una incorrecta diligenciación de los formularios 
los datos conducirá a un reconocimiento no acertado de las marcas, se debe mencionar que 
el error más extendido a la hora de llenar dichos formularios es la no utilización de un lápiz 
de mina negra numero 2, esto es un problema que atenta contra el correcto reconocimiento 
de  las  marcas  ya  que  que la  aplicación  esta  especialmente  calibrada  para  reconocer  la 
intensidad de las marcas hechas por estos lápices y no presenta dificultades  en ignorar 
enmendaduras, pero si se utilizan otros tipos de lápices el resultado es incierto, y aunque la 
aplicación puede presentar inexactitudes si no se cumplen con todas las recomendaciones, 
la del uso de un lápiz inadecuado es la más común.
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ANEXO A
MANUAL DE INSTALACIÓN DE PYTHON, OPENCV Y PYSIDE
En este anexo del trabajo final del análisis, diseño e implementación del Automatizador de 
recolección de datos de formularios para el procesamiento de evaluaciones en el proceso de 
preparación para los ECAES en el programa de ingeniería de sistemas y computación de la 
Universidad Tecnológica de Pereira, se mostrará cómo instalar la librería  OpenCV 2.1.0 
para que se integre con el lenguaje de programación Python 2.6.5 en un sistema operativo 
Windows XP, además, de la instalación de la librería para la creación de interfaces gráficas 
de usuario PySide.
A.1 INSTALACIÓN DE PYTHON
• Descargar el instalador para Windows de http://www.python.org.
Figura 60. Sitio web del lenguaje Python.
Fuente: Holman Granados.
• Una vez descargado, hacer doble clic sobre el instalador. Luego aparecerá un cuadro 
de diálogo, en el que se desmarca la casilla Preguntar siempre antes de abrir este 
archivo, luego, se da clic sobre Ejecutar.
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Figura 61. Primer cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• Posteriormente  aparece un cuadro  de diálogo en el  que se pregunta  si  se  desea 
instalar Python para ser utilizado por todos los usuarios del sistema o solamente el 
usuario actual, se escoge alguna de las dos, (se recomienda instalar para todos los 
usuarios) luego se da clic sobre Next >.
Figura 62. Segundo cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• Luego aparece un cuadro de diálogo, el cual pide la ruta donde se instalará Python 
(se recomienda instalar sobre la raíz del disco, C:\).
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Figura 63. Tercer cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• En  el  siguiente  cuadro  de  diálogo  en  aparecer  se  eligen  las  características  del 
lenguaje que se quieren instalar (se recomienda instalar todas las características), 
luego se da clic en Next >.
Figura 64. Cuarto cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• Ahora los archivos comienzan a copiarse en la ruta elegida para la instalación.
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Figura 65. Quinto cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• Una vez terminado este proceso se le notifica al usuario, se da clic sobre Finish.
Figura 66. Sexto cuadro de diálogo de instalación de Python.
Fuente: Holman Granados.
• Después de instalar satisfactoriamente Python 2.6.5, el sistema se debe reiniciar.
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A.2 INSTALACIÓN DE OPENCV
Ahora se instalará la librería OpenCV. El procedimiento es el siguiente:
• Lo primero que se debe hacer es descargar el paquete de instalación para Windows, 
alojado en la página http://sourceforge.net/projects/opencvlibrary/files/.
Figura 67. Sitio web de la librería OpenCV.
Fuente: Holman Granados.
• Ahora se da doble clic sobre el instalador, entonces, aparecerá un cuadro de diálogo, 
se da clic sobre Siguiente >.
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Figura 68. Primer cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
• Ahora  aparece  el  siguiente  cuadro  de  diálogo,  en  el  cual  se  deben  aceptar  los 
términos de la licencia bajo la cual se distribuye la librería (BSD), se da clic sobre 
Acepto.
Figura 69. Segundo cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
• Después aparece el siguiente cuadro de diálogo el cual nos pregunta si queremos 
añadir el directorio de instalación de la librería al PATH del sistema, se señala la 
opción  Add OpenCV to the PATH for all  users,  lo que permitirá que cualquier 
usuario pueda utilizar OpenCV, aunque si se señala Add OpenCV to the PATH for  
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the current user, sólo se agregará al PATH del usuario que instala la librería, luego 
se da clic sobre Siguiente >.
Figura 70. Tercer cuadro de diálogo de instalación de OpenCV. 
Fuente: Holman Granados.
• Luego se establece el directorio de instalación. Para que la librería funcione con más 
rapidez y para minimizar la probabilidad de que ocurran errores a causa de rutas de 
archivo excesivamente largas o se introduzcan espacios en blanco, se recomienda 
instalar OpenCV en la raíz del disco (C:\ usualmente), una vez seleccionada la ruta 
de instalación se da clic sobre siguiente >.
Figura 71. Cuarto cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
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• Posteriormente  aparece  un  cuadro  de  diálogo  donde  se  pueden  configurar  los 
accesos directos a la librería, sólo dar clic en Siguiente > (recomendado).
Figura 72. Quinto cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
• Luego aparece  un  nuevo cuadro  de  diálogo en  el  que  se  puede instalar  solo  la 
librería  sin  ejemplos  (Personalizada)  o  con  los  ejemplos  (Full),  se  recomienda 
instalarla Full, después de hacer la selección se da clic sobre Instalar.
Figura 73. Sexto cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
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• Luego los archivos comenzarán a copiarse en el directorio de instalación.
Figura 74. Séptimo cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
• Cuando termine esta tarea saldrá un cuadro de notificación sobre el que se clic en 
Terminar.
Figura 75. Octavo cuadro de diálogo de instalación de OpenCV.
Fuente: Holman Granados.
• Ahora si se abre la línea de comandos de Python y se trata de importar la librería 
con  la  instrucción  import  cv,  aparecerá  un  error,  diciendo  que  no  encuentra  la 
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librería.
Figura 76. Importación fallida de la librería OpenCV desde la linea de comandos.
fuente: Holman Granados.
• El proceso de instalación de OpenCV aún no automatiza la  copia de un par  de 
archivos  al  directorio  de  instalación  de  Python,  entonces,  se  debe  hacer 
manualmente; los archivos que se deben copiar se encuentran en el último subnivel 
de la carpeta Python2.6, situada en el directorio donde se instaló la librería.
Figura 77. Estructura de directorios de OpenCV.
Fuente: Holman Granados.
Abajo se muestran los archivos que se tienen que copiar.
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Figura 78. Ficheros a copiar.
Fuente: Holman Granados.
• Ahora se copian los archivos en la ruta C:\Python26\Lib\site-packages.
Figura 79. Ficheros de la librería en su nueva ubicación.
Fuente: Holman Granados.
• Para comprobar que la librería pueda ser accesada desde Python se importa desde la 
línea de comandos de Python.
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Figura 80. Importación exitosa de la librería OpenCV desde la linea de comandos.
Fuente: Holman Granados.
A.3 INSTALACIÓN DE PYSIDE
Finalmente se mostrará cómo instalar la librería para la creación de interfaces gráficas de 
usuario PySide, la cual se distribuye bajo una licencia LGPL (GNU Lesser General Public  
License,  Licencia  Pública  General  Reducida  de  GNU  en  español),  que  permite  su 
utilización para el desarrollo tanto de software libre como software propietario.
• El  instalador  (para  la  versión  2.6  de  Python)  se  puede descargar  del  sitio  web: 
http://developer.qt.nokia.com/wiki/PySide_Binaries_Windows
Figura 81. Sitio web de la librería PySide.
Fuente: Holman Granados.
• Una  vez  descargado  el  instalador  de  la  librería  y  al  hacer  doble  clic  sobre  el 
instalador aparece un cuadro de diálogo, en donde se desmarca la casilla Preguntar 
siempre antes de abrir este archivo y se da clic sobre la opción Ejecutar.
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Figura 82. Primer cuadro de diálogo de la instalación de PySide.
Fuente: Holman Granados.
• Ahora se aparece el tipo de licencia de la librería, en este pantallazo se da clic sobre 
la opción Siguiente>.
Figura 83. Segundo cuadro de diálogo de la instalación de PySide.
Fuente: Holman Granados.
• Luego se muestran las versiones de Python instaladas en el sistema, se selecciona la 
adecuada según sea caso (para el presente proyecto Python 2.6) y se da clic en la 
opción Siguiente>.
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Figura 84. Tercer cuadro de diálogo de la instalación de PySide.
Fuente: Holman Granados.
• Posteriormente  el  instalador  notifica  que  todo  esta  listo  para  comenzar  con  el 
proceso de instalación, se da clic sobre la opción Siguiente>.
Figura 85. Cuarto cuadro de diálogo de la instalación de PySide.
Fuente: Holman Granados.
• Entonces se copian los ficheros de la librería en el disco, y al terminar, aparece un 
cuadro de diálogo notificando que el proceso se llevó a cabo satisfactoriamente, se 
da clic en la opción   Finalizar.
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Figura 86. Quinto cuadro de diálogo de la instalación de PySide.
Fuente: Holman Granados.
• En este punto la librería estará instalada en el sistema y será totalmente funcional.
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ANEXO B
MANUAL PARA DILIGENCIAR LOS FORMATOS DE RESPUESTA
En  el  presente  anexo  del  trabajo  final  del  análisis,  diseño  e  implementación  del 
Automatizador  de recolección de datos de formularios,  desarrollado para el  proceso de 
preparación para los ECAES en el programa de ingeniería de sistemas y computación de la 
Universidad  Tecnológica  de  Pereira,  se  muestran  las  recomendaciones  necesarias  para 
diligenciar correctamente los formularios de respuesta que procesa el  Automatizador de 
recolección de datos de formularios.
Recomendaciones
• Diligenciar el formato únicamente con un lápiz de mina negra número 2.
• Rellenar las burbujas completamente.
• No rayar el formato (sólo marcar en las áreas de respuesta).
• No doblar el formato.
• Borrar completamente cuando se hagan correcciones.
• Antes  de que  comience cada prueba,  marcar  primero  el  nombre  y el  código de 
identificación para evitar errores por apresuramiento.
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ANEXO C
MANUAL DE USUARIO
El  Automatizador  de  recolección  de  datos  de  formularios procesa  las  imágenes 
resultantes de escanear los formatos de respuesta (diseñados a la medida) de los simulacros 
de preparación a los ECAES del programa de Ingeniería de Sistemas y Computación de la 
Universidad Tecnológica de Pereira, el procesamiento sobre las imágenes tiene la finalidad 
de extraer toda la información consignada en dichos formatos, la información que recava 
comprende  los  datos  personales  de  quien  presenta  el  simulacro  (nombre  y  código  de 
identificación),  y los datos de la  prueba,  como lo son la  jornada de presentación y las 
soluciones inscritas en el formato de respuestas. Luego, el Automatizador crea un informe 
(un script SQL) utilizando tanto los datos recolectados de los formatos de respuesta, como 
también los parámetros de construcción del informe ingresados a la aplicación a través de la 
interfáz gráfica de usuario.
C.1 DATOS DE ENTRADA
Imágenes
La aplicación debe ser alimentada con imágenes en  formato BMP (Windows bitmap). 
Estas deben tener una dimensión de (2550, 3300), es decir  2550 píxeles de anchura por 
3300 píxeles de altura, con una profundidad de color de 24 bits. Estas características se 
consiguen escaneando los formatos con una proporción 1:1 entre medio físico (formato) y 
digital (imagen) y a color. Las imágenes además deben estar en un mismo directorio.
Base de datos
El  Automatizador  es  una  aplicación  desarrollada  a  la  medida  y  necesita  para  su 
funcionamiento la base de datos preecaes, desarrollada con anterioridad al Automatizador 
para dar soporte a las actividades de calificación de los simulacros de los ECAES.
C.2 USO DEL AUTOMATIZADOR
Primero se deben establecer los parámetros de construcción del informe y la ubicación de 
las imágenes. Los elementos de la interfaz gráfica para tal fin son los siguientes:
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Fecha del simulacro
Figura 87. Parámetro Fecha del simulacro.
Fuente: Holman Granados.
Este parámetro corresponde a la fecha en la cual fue diligenciado el simulacro; el formato 
de la fecha es AAAA-MM-DD o año, mes y día. El campo de texto del medio se puede  
llenar manualmente o por medio de la ventana de diálogo calendario que se despliega al 
presionar el botón de la derecha.
Figura 88. Ventana de diálogo calendario.
Fuente: Holman Granados.
Número de preguntas
Figura 89. Parámetro Número de preguntas.
Fuente: Holman Granados.
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Este parámetro corresponde al número de preguntas contestadas en el simulacro, su valor 
varía entre 1 y 140. El elemento spinbox de la derecha puede ser alimentado manualmente 
o por medio de las flechas del elemento.
Directorio de trabajo
Figura 90. Parámetro Directorio de trabajo.
Fuente: Holman Granados.
Esta parámetro corresponde al directorio en el cual se encuentran las imágenes que serán 
procesadas para recavar los datos del simulacro. La ruta de la carpeta con las imágenes se 
puede ingresar en el elemento de edición de texto manualmente, o, cuando se presiona el 
botón de la derecha aparece un cuadro de dialogo de selección de directorios, en donde se 
puede buscar el directorio con facilidad.
Figura 91. Cuadro de diálogo de selección de directorio.
Fuente: Holman Granados.
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IdCuadernillo
Figura 92. Parámetro idCuadernillo.
Fuente: Holman Granados.
Este  parámetro  corresponde  a  un  atributo  interno  de  la  base  de  datos  preecaes,  es  el 
identificador del conjunto de respuestas que se aplicarán sobre los datos que se recabarán, 
para establecer el valor adecuado basta con escoger uno de los valores que aparecen al 
desplegar el elemento combobox.
Destino del informe
Figura 93. Parámetro Destino del informe.
Fuente: Holman Granados.
Por medio de este parámetro se establece el nombre del informe y su ubicación, la cual se 
puede  ajustar  manualmente,  o,  presionando  el  botón  de  la  derecha  en  cuyo  caso  se 
despliega un cuadro de diálogo de selección de nombre de archivo a guardar.
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Figura 94. Cuadro de diálogo de selección de nombre a guardar.
Fuente: Holman Granados.
Generar informe
Figura 95. Botón Generar informe.
Fuente: Holman Granados.
Una vez se han llenado los campos de la interfáz gráfica, se presiona el botón Generar 
informe para que la aplicación comience a procesar las imágenes y el informe sea creado.
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C.3 BARRA DE MENÚS
Menú Archivo
Figura 96. Menú Archivo, opción Salir.
Fuente: Holman Granados.
El menú Archivo sólo cuenta con la opción Salir, se puede acceder a esta a través del menú 
o por medio del atajo de teclado Ctrl+S.
Menú Ayuda
El menú ayuda contiene dos opciones: Acerca del Automatizador y Ayuda.
Acerca del Automatizador muestra información general de la aplicación, su desarrollador y 
el objetivo de la aplicación.
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Figura 97. Menú Ayuda, opción Acerca del Automatizador.
Fuente: Holman Granados.
Ayuda despliega la ayuda del usuario, se puede acceder a esta opción a través del menú 
Ayuda por medio del atajo de teclado Alt+U+U y también con la tecla F1.
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Figura 98. Menú Ayuda, opción Ayuda.
Fuente: Holman Granados.
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