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Abstract
This paper considers the simultaneous state and unknown input estimation for continuous-discrete stochastic systems. Two
types of approaches (with and without modeling of unknown inputs) which can address this issue are investigated. A novel
continuous recursive four-step Kalman filter is proposed and its asymptotic stability condition is established. A novel one-
step unknown input Kalman filter is proposed and has guaranteed stability when the number of unknown inputs is equal to
that of the measurements. The design of unknown input Kalman filters and observers is unified. Furthermore, an adaptive
augmented Kalman filter which requires the modeling of unknown inputs is introduced. The estimation error covariance of
the recursive four-step Kalman filter and the adaptive augmented Kalman filter is analyzed and compared. Finally, simulation
results demonstrate the effectiveness of the proposed approaches.
Key words: Unknown input estimation; Unknown input observer; adaptive augmented Kalman filter; stability; state
estimation; disturbance estimation; fault estimation.
1 Introduction
Simultaneous state and unknown input estimation has
been considered for a few decades. Generally, there are
two types of Kalman filters which can address the state
and unknown input estimation: one augments the un-
known inputs as states whereas the other one does not.
The one does not augment unknown inputs is usually
called unknown input Kalman filters whereas the other
one is called augmented Kalman filters.
Due to the fact that unknown inputs are difficult to
model, unknown input Kalman filters have received a
lot of attention and many approaches are presented
[14,2,8,9,3,6,7,1,10]. The principle of these approaches
are the same, which is to decouple unknown inputs
from the states such that the state estimation is not
affected by the unknown inputs. Consequently, most of
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them are equivalent in terms of either state estimation
or unknown input estimation whereas the differences
lie in how unbiased state estimates or unknown input
estimates are derived. Some recent works can be found
in [24,13,11]. However, all these approaches are pro-
posed for discrete-time systems. Yong [23] proposed an
unknown input Kalman filter for continuous stochastic
systems. However, many assumptions are made which
include the process and measurement noises and also
the input and unknown inputs. These assumptions are
necessary to derive the unknown input Kalman filter.
In contrast, the other type of approach, augmented
Kalman filters, have received little attention for state
and unknown input estimation. This is mostly caused
by the fact that unknown inputs have unpredictable
behaviors and it is challenging to model its dynamics.
A common practice is to model unknown inputs as a
stochastic process driven by a white noise. However,
the covariance matrix of the white noise is difficult to
determine. Another drawback of augmented Kalman
filter is its computational load. To address that, Fried-
land proposed a two-stage Kalman filter which splits
the augmented Kalman filter into a bias-free filter and
a bias filter. It was extended by Hsieh and Chen [12] to
deal with time-varying biases. Lu et al. [17] extended
the two-stage Kalman filter to deal with nonlinear sys-
tems. It should be noted that due to fast development
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of the computational power of computers nowadays,
the computational load introduced by the augmented
states is not of great concern anymore. Furthermore,
Lu et al. [20] proposed an adaptive two-stage Kalman
filter which can estimate the covariance matrix of the
unknown inputs. Therefore, the two issues regarding the
augmented Kalman filter can be considered as solved
to a certain extent. There exist more complex forms of
Kalman filters, which are based on multiple models or
double models, to address simultaneous state and un-
known input estimation [4,16,18,19]. However, they can
be all generalized as augmented Kalman filters.
This paper will consider the simultaneous state and
unknown input estimation using the two types of ap-
proaches. The main contributions of this paper are as
follows:
(1) A novel Recursive Four-Step Kalman Filter
(R4SKF) for continuous stochastic systems is pro-
posed and the stability is analyzed.
(2) A one-step unknown input Kalman filter with guar-
anteed stability is proposed for the case when the
number of unknown inputs is the same as that of
the measurements. It is theoretically proved that
the optimal Kalman gain of unknown input Kalman
filters has no effect on the final state estimates.
(3) It is proved that for addressing continuous systems,
unknown input Kalman filters are equivalent to un-
known input observers if properly designed.
(4) The estimation performance of the proposed
R4SKF and an Adaptive Augmented Kalman Fil-
ter (A2KF) is analyzed theoretically.
The structure of this paper is as follows: the problem
is defined in Sec. 2. The novel R4SKF for continuous
stochastic systems is proposed in Sec. 3. In Sec. 4, a sim-
plified unknown input Kalman filter is proposed when
the number of unknown inputs are the same as that of the
measurements. Sec. 5 presents the relationship between
unknown input Kalman filters and unknown input ob-
servers when addressing continuous stochastic systems.
The A2KF and the theoretical analysis of its estima-
tion performance comparison with the R4SKF is given
in Sec. 6. Sec. 7 compares the two approaches using sim-
ulated examples and conclusions are presented in Sec. 8.
2 Problem formulation
Consider the following time-varying continuous-discrete
system with unknown inputs:
x˙(t) = A(t)x(t) +B(t)u(t) + E(t)d(t) +G(t)w(t) (1)
yk = Ckxk + νk (2)
where xk = x(tk), xk ∈ Rnx represents the state vector,
yk ∈ Rny is the measurement/output vector, d(t) ∈ Rnd
is the unknown input vector. It can represent distur-
bances or sensor faults. A(t), B(t), E(t), G(t) and Ck
are known matrices with appropriate dimensions.w(t) ∼
N(0, Q(t)) and vk ∼ N(0, Rk) are the process noise and
measurement noise vector, respectively. u(t) ∈ Rnu rep-
resents the known inputs.
Note that most physical systems can be represented us-
ing this continuous-discrete system since measurements
are usually obtained at a discrete time step.
It is assumed that the system is observable. Moreover,
it is assumed that no prior knowledge about the dy-
namics of dk is available. dk can be any type of signal.
Without losing generality, we follow the assumption that
rank CE = rank E. This assumption ensures that an
unknown input Kalman filter can be designed.
Remark 1 The model described by Eqs. (1) and (2)
represents the problem of disturbance estimation or in-
put/actuator fault estimation.
3 A Recursive Four-Step Continuous Kalman
Filter
This section proposes the novel R4SKF with the solu-
tions to each step. The stability of the proposed filter
is analyzed. Furthermore, the approach is extended to
nonlinear systems.
3.1 Sketch of the R4SKF
We propose the following recursive four-step Kalman
filter:
Step 1: Prediction without unknown inputs
Solve x∗k|k−1 = x
∗(tk|tk−1) using
x˙∗(t|tk−1) = A(t)xˆ(t|tk−1) +B(t)u(t) (3)
with xˆ(tk−1|tk−1) = xˆk−1|k−1.
Step 2: Unknown input estimation
Solve dˆk−1 = dˆ(tk−1) using
dˆk−1 = fd(yk − Ckx∗k|k−1) (4)
where fd is a function which will be discussed later.
The aim of this function is to solve dˆk−1 from yk −
Ckx
∗
k|k−1.
Step 3: Prediction with unknown inputs
Solve xˆk|k−1 = xˆ(tk|tk−1) using
˙ˆx(t|tk−1) = A(t)xˆ(t|tk−1) +B(t)u(t) + E(t)dˆ(t)
(5)
with xˆ(tk−1|tk−1) = xˆk−1|k−1 and dˆ(tk−1) = dˆk−1.
2
Step 4: Measurement update
xˆk|k = xˆk|k−1 +Kk(yk − Ckxˆk|k−1) (6)
For readability, x∗(t|tk−1) and xˆ(t|tk−1) will be replaced
by x∗(t) and xˆ(t), respectively.
Gillijns and De Moor [7] proposed a similar framework
for unknown input estimation. However, their method is
only applicable to discrete-time systems. The solutions
to each step of the R4SKF is presented in the following.
3.2 Prediction without unknown inputs
Let xˆ(tk−1) = xˆk−1|k−1 be unbiased, then we can predict
the state by assuming there are no unknown inputs as
follows:
x˙∗(t) = A(t)xˆ(t) (7)
Since the system is linear, the following solution is ob-
tained:
x∗(tk) = Φ(tk, tk−1)xˆ(tk−1) +
∫ tk
tk−1
Φ(tk, τ)B(τ)u(τ)dτ
(8)
where Φ(tk, tk−1) = eA(tk−tk−1) = eA∆t is the transition
matrix. Similarly, Φ(tk, τ) = e
A(tk−τ). Assuming piece-
wise constant inputs over a sampling period, (8) is equal
to:
x∗(tk) = Φ(tk, tk−1)xˆ(tk−1) + u(tk−1)
∫ tk
tk−1
Φ(tk, τ)B(τ)dτ
(9)
If higher order terms are neglected, the above equation
can be further simplified as follows:
x∗(tk) = [I +A(tk−1)∆t]xˆ(tk−1) + [B(tk−1)∆t]u(tk−1)
(10)
:= Ad(tk−1)xˆ(tk−1) +Bd(tk−1)u(tk−1) (11)
Consequently, the state prediction without effects of un-
known inputs, denoted by x∗k|k−1 = x
∗(tk), is obtained.
The method presented here is only valid for linear sys-
tems. The solution for nonlinear systems will be intro-
duced in Sec 3.5.
3.3 Unknown input estimation
The measurement vector yk can be written as follows:
yk =Ck[Φ(tk, tk−1)x(tk−1) +
∫ tk
tk−1
Φ(tk, τ)(B(τ)u(τ)
+ E(τ)d(τ) +G(τ)w(τ))dτ ] (12)
Define γ∗k as
γ∗k = yk − Ckx∗k|k−1 (13)
Then dˆ(tk−1) is solved using the following:∫ tk
tk−1
Φ(tk, τ)E(τ)d(τ)dτ = γ
∗
k . (14)
The solution is denoted as dˆ(tk−1) = fd(γ∗k).
By neglecting higher order terms and substituting (12)
into (13), it follows:
γ∗k =CkAd(tk−1)ek−1|k−1 + CkEd(tk−1)d(tk−1)
+ CkGd(tk−1)w(tk−1) + vk (15)
where ek−1|k−1 = x(tk−1) − xˆk−1|k−1. Since rank
(CE)=rank E, the unknown inputs d(tk−1) can be
estimated unbiasedly using the following:
dˆ(tk−1) = (CkEd(tk−1))+γ∗k
:= Fd(tk−1)γ∗k (16)
where (CkEd(tk−1))+ denotes the MoorePenrose in-
verse of CkEd(tk−1) with Ed(tk−1) = E(tk−1)∆t. Con-
sequently, fd(γ
∗
k) is reduced to Fd(tk−1)γ
∗
k .
3.4 Prediction with unknown inputs
Once unbiased estimates of dˆ(tk−1) is obtained, the full
prediction, which contains the unknown inputs, can be
performed as follows:
˙ˆx(t) = A(t)xˆ(t) +B(t)u(t) + E(t)dˆ(t) (17)
with initial condition give by xˆk−1|k−1 and dˆ(tk−1). The
solution to this is the same as in Sec 3.2. Up until now,
the following theorem is obtained.
Theorem 1 Let xˆk−1|k−1 be unbiased, the estimator de-
noted by (3)-(5) is unbiased.
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PROOF. Define the prediction error ek|k−1 as follows:
ek|k−1 =xk − xˆk|k−1 (18)
=Ad(tk−1)ek−1|k−1 + Ed(tk−1)ed(tk−1)
+Gd(tk−1)w(tk−1) (19)
where ed(tk−1) = d(tk−1) − dˆ(tk−1) and Gd(tk−1) =
G(tk−1)∆t.
As unbiased dˆ(tk−1) is obtained by unbiased xˆk−1|k−1,
the estimator denoted by (3)-(5) is unbiased as long as
xˆk−1|k−1 is unbiased. 2
The stability of this estimator is given by the following
theorem:
Theorem 2 The estimator denoted by (3)-(5) is
stable if and only if all the eigenvalues of (I −
Ed(tk−1)Fd(tk−1)Ck)Ad(tk−1) are within the unit circle.
PROOF. The dynamics of the estimation error are
ek|k−1 =Ad(tk−1)ek−1|k−1 + Ed(tk−1)ed(tk−1)
+Gd(tk−1)w(tk−1) (20)
To analyze the stability, we still need to compute
ed(tk−1). Combing (15) and (16), ed(tk−1) is obtained
as follows:
ed(tk−1) =Fd(tk−1)(−CkAd(tk−1)ek−1|k−1
− CkGd(tk−1)w(tk−1)− vk) (21)
Consequently, the prediction error in (19) can be further
expressed as follows:
ek|k−1 =A¯k−1ek−1|k−1 + G¯k−1w(tk−1) + D¯kvk (22)
where
A¯k−1 = (I − Ed(tk−1)Fd(tk−1)Ck)Ad(tk−1) (23)
G¯k−1 = (I − Ed(tk−1)Fd(tk−1)Ck)Gd(tk−1) (24)
D¯k = −Ed(tk−1)Fd(tk−1) (25)
Therefore, to guarantee the stability, all the eigenvalues
of A¯k should lie within the unit circle. 2
3.5 Measurement update
Theorem 1 is based on the assumption that xˆ(tk−1) is
unbiased. By performing measurement update, this as-
sumption can be removed. The measurement update,
denoted as in (6), can be performed as follows [14,2,6]:
P ∗k|k−1 =Ad(tk−1)P
∗
k−1|k−1Ad(tk−1)
T
+G(tk−1)Q(tk−1)G(tk−1)T∆t (26)
Kk =P
∗
k|k−1C
T
k (CkP
∗
k|k−1C
T
k +Rk)
−1 (27)
Lk =Kk + (I −KkCk)Ed(tk−1)Fd(tk−1) (28)
P ∗k|k =(I − LkCk)P ∗k|k−1(I − LkCk)T + LkRkLTk
(29)
The optimal Kalman gain is not unique for discrete-time
systems [6],which also holds for continuous systems. A
general form of the optimal gain matrix is given in [2,6].
The effect of the Kalman gain will be discussed further
in Sec. 4.
The stability of this filter is given in the following theo-
rem.
Theorem 3 The estimator denoted by (3)-(6) is stable
if and only if all the eigenvalues of (I − KkCk)A¯k−1 is
within the unit circle.
PROOF. The estimation (6) can be rewritten as
xˆk|k−1 = (I −KkCk)xˆk|k−1 +Kkyk (30)
Therefore, the error dynamics of the estimation are:
ek|k =(I −KkCk)ek|k−1 −Kkvk (31)
Substituting (22) into the above equation, yields
ek|k = A˜k−1ek−1|k−1 + G˜k−1w(tk−1) + D˜kvk (32)
where
A˜k−1 = (I −KkCk)A¯k−1 (33)
G˜k−1 = (I −KkCk)G¯k−1 (34)
D˜k = (I −KkCk)D¯k −Kk (35)
This completes the proof. 2
3.6 Extension to nonlinear systems
We can readily extend the above properties to the fol-
lowing continuous-discrete time systems:
x˙(t) = f(x(t), u(t), t) + E(t)d(t) +G(t)w(t) (36)
yk = h(xk) + νk (37)
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For nonlinear systems, the transition matrix can not be
computed. The prediction of (36) can be performed by
x(tk) = x(tk−1) +
∫ tk
tk−1
[f(x(τ), u(τ), τ) + E(τ)d(τ)]dτ
(38)
The integral part can be solved using the Runge-Kutta
algorithm. For simplicity, they can also be solved using
Euler integration. The error covariance matrix P (tk) can
be computed from
P˙ (t) = F (t)P (t) + P (t)F (t)T +G(t)Q(t)G(t)T (39)
where F (t) is the linearized matrix of f(x(t), u(t), t) with
respect to x(t). The Runge-Kutta algorithm can also be
used. If Euler integration is used, we recommend the
following to reduce the effects of neglecting higher order
terms:
P (tk) =P (tk−1) + [F (tk−1)P (tk−1) + P (tk−1)F (tk−1)T
+ F (tk−1)P (tk−1)F (tk−1)T∆t
+G(tk−1)Q(tk−1)G(tk−1)T ]∆t (40)
Note that the above technique still uses the linearized
matrix of f(x(t), u(t), t). To avoid that, the reader is
referred to the continuous-discrete form of the Unscented
Kalman filter [22].
4 A one-step Kalman filter
In this section, we consider a special case when nx =
ny = nd. This is an extreme case when the number of
measurements is equal to that of the unknown inputs.
However, this case is common in disturbance or input
fault detection problems. It will be demonstrated in the
following theorem that a simpler estimator can be de-
signed for this special case.
Theorem 4 Provided that nx = ny = nd, unbiased
state estimate can be obtained using the following one-
step Kalman filter:
xˆk|k = C
−1
k yk (41)
PROOF. The estimator (6) can be rewritten into the
following:
xˆk|k =x∗k|k−1 + Ed(tk−1)dˆ(tk−1)
+Kk(yk − Ckx∗k|k−1 − CkEd(tk−1)dˆ(tk−1))
(42)
=x∗k|k−1 +Kk(yk − Ckx∗k|k−1)
+ [Ed(tk−1)−KkCkEd(tk−1)]dˆ(tk−1) (43)
Since rank CkE(tk−1) = rank E(tk−1) = nd, both Ck
and Ed(tk−1) are invertible. Therefore, it follows
Fd(tk−1) = E−1d (tk−1)C
−1
k . (44)
According to (16), the estimate of d(tk−1) is
dˆ(tk−1) = E−1d (tk−1)C
−1
k (yk − Ckx∗k|k−1). (45)
Substituting the above equation to (42), it follows
xˆk|k =x∗k|k−1 + Lk(yk − Ckx∗k|k−1) (46)
where
Lk = Kk + (I −KkCk)Ed(tk−1)E−1d (tk−1)C−1k (47)
= C−1k (48)
It is found out thatKk has no effect on the final estimate.
This also explains why the optimal Kalman filter gain
Kk is not unique, as stated in [7] which considers discrete
time systems.
Consequently, the following is obtained:
xˆk|k = x∗k|k−1 + C
−1
k yk − x∗k|k−1 (49)
= C−1k yk (50)
This completes the proof. 2
The stability of this simplified estimator is discussed be-
low.
Corollary 5 The estimator denoted by (3)-(6), which
is equivalent to (3), (4) and (41), is a guaranteed stable
estimator when nx = ny = nd. Furthermore, it is robust
with respect to initial condition errors.
PROOF. Since Fd(tk−1) = E−1d (tk−1)C
−1
k , A˜k−1,
G˜k−1 and D˜k defined in (33), (34) and (35) is reduced to
A˜k−1 = O, G˜k−1 = O, D˜k = −C−1k . (51)
The error dynamics of the estimator denoted by (3)-(6)
is reduced to
ek|k = −C−1k vk (52)
Therefore, the estimator is always a stable estimator.
5
As it always only use the measurement, it is also free
from the effect of initial condition errors.
This completes the proof. 2
Accordingly, the following Corollary is also obtained:
Corollary 6 The predictor denoted by (3)-(5) is a guar-
anteed stable estimator when nx = ny = nd. Further-
more, it is robust with respect to initial condition errors.
PROOF. According to the proof of Theorem 4, the
optimal Kalman gain has no effect on the final estimate.
By setting Kk = O, then the estimator denoted by (3)-
(6) is equivalent to the predictor denoted by (3)-(5).
Therefore, it follows from Corollary 5 that this predictor
is also always stable.
This can also be proved by using Theorem 2. As
Fd(tk−1) = E−1d (tk−1)C
−1
k , therefore
A¯k−1 = (I − Ed(tk−1)E−1d (tk−1)C−1k Ck)Ad(tk−1)
(53)
= O (54)
Therefore, all the eigenvalues of A¯k−1 are within the unit
circle. The predictor is always stable. 2
Remark 2 The one-step Kalman filter proposed in this
section, although proposed for continuous systems, is also
applicable to discrete-time systems. Therefore, the fol-
lowing corollary is obtained.
Corollary 7 The estimator proposed in [6] is a guaran-
teed stable estimator when nx = ny = nd. Furthermore,
it is robust with respect to initial condition errors.
5 Extension to design an unknown input ob-
server
The proposed estimator, denoted by (3)-(6), can be di-
rectly used to design an unknown input observer. The
difference between an unknown input Kalman filter and
an unknown input observer is that observer does not
consider the noise effect. However, if the unknown input
observer is designed in the same way as follows, it will
be similar to an unknown input Kalman filter.
To differentiate from the proposed estimator, different
variables are used. The unknown input observer is de-
signed as follows:
w˙ = Axˆ, with w(0) = xˆ(0) (55)
dˆ = Fd(y − Cw) (56)
z˙ = Axˆ+ Edˆ, with z(0) = xˆ(0) (57)
xˆ = z + L(y − Cz) (58)
where xˆ is the final state estimate and dˆ is the unknown
input estimate. w and z are intermediate variables and
their initial values are xˆ(0).
L is the gain of the observer. L can be designed to place
the eigenvalues at desired locations. Note that the above
unknown input observer is for time-invariant systems.
For time-varying systems, then the design is the same as
the R4SKF. The asymptotic stability of this observer is
similar to the estimator analyzed in Sec 3 and is there-
fore not repeated here. Note that the observer does not
require to compute the error covariance.
When nd = ny = nx, according to Theorem 4, the opti-
mal Kalman gain Kk has no effect on the final estima-
tion. By selecting L = C−1k , the unknown input observer
is exactly equivalent to the unknown input Kalman filter
(R4SKF) and has guaranteed stability.
Note that for the special case when nd = ny, a stable
unknown input observer designed by Saif and Guan [21]
may not exist. However, the estimator proposed in this
paper, denoted by (3)-(6), can guarantee its stability
according to Corollary 5.
6 State and unknown input estimation using
augmented Kalman filters
So far the model of unknown inputs are not required
when dealing with simultaneous state and unknown in-
put estimation. The other type of Kalman filter for un-
known input estimation, augmented state Kalman filter,
requires the modeling of unknown inputs. This section
will introduce the A2KF and then compare its estima-
tion performance with the R4SKF.
6.1 Adaptive augmented Kalman filter
As the model of unknown inputs are unknown, the fol-
lowing stochastic process is usually used instead:
d˙(t) = wd(t) (59)
where wd(t) ∼ N(0, Qd(t)). By augmenting the un-
known inputs in the state vector, the following model is
obtained:
x˙a(t) = Aa(t)xa(t) +Ba(t)u(t) +Ga(t)wa(t) (60)
yk = C
a
kx
a
k + νk (61)
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where
xa =
[
x
d
]
, Aa =
[
A E
O O
]
, Ba =
[
B
O
]
, (62)
wa =
[
w
wd
]
, Ga =
[
G O
O I
]
, Ca =
[
C O
]
(63)
Since the original process noise w(t) is augmented with
wd(t), the process noise covariance matrix for the aug-
mented Kalman filter is Qa(t) =
[
Q(t)
Qd(t)
]
. By
assuming the prior knowledge of Qd(t), the state and
unknown input can be estimated using the standard
Kalman filter. Increase of the state dimension could re-
sult in heavier computational load. Therefore, two-stage
Kalman filters are proposed which split the augmented
filter into a bias-free filter and a bias filter [5,12,17].
However, Qd(t) is still unknown. To address that, Lu et
al. [20] propose an adaptive covariance method to esti-
mate Qd in real time. An extension of this adaptive co-
variance estimation of unknown inputs to nonlinear sys-
tems is performed in [15]. In this paper, the augmented
Kalman filter is extended with the adaptive estimation
ofQd(t). For the details of the derivation ofQd(t), please
refer to [20,15]. Here, only the results are shown in the
following:
Define
Cγ0 = C
γ
k − CkG(tk−1)Q(tk−1)GT (tk−1)CTk ∆t−Rk,
(64)
then the estimation of Qd(tk) can be solved using
CkEd(tk−1)Qd(tk−1)ETd (tk−1)C
T
k = C
γ
0 (65)
where Cγk is the actual innovation covariance [20,15].
Note that in [20,15], CkEd(tk−1) is invertible. However,
in this paper, CkEd(tk−1) may not be invertible. Conse-
quently, the estimation of Qd(tk−1) is given as follows:
(CkEd(tk−1))+C
γ
0 (E
T
d (tk−1)C
T
k )
+ (66)
where (CkEd(tk−1))+ denotes the Moore-Penrose in-
verse. Ed(tk−1) = E(tk−1)∆t where ∆t is the sampling
time and can also be considered as a scaling factor. In
case there are negative numbers in Cγ0 , then only the
main diagonal elements are used.
6.2 Comparison between the A2KF and the R4SKF
In this subsection, the unknown input estimation per-
formance of the R4SKF and the A2KF is analyzed and
compared. For estimation using Kalman filters, the co-
variance of estimation error is of key concern. Therefore,
we will compare the error covariance of their unknown
input estimates.
Using (21), it is possible to compute the covariance of
the unknown input estimation error as follows:
P d(tk−1) =E[ed(tk−1)(ed(tk−1))T ] (67)
=Fd(tk−1)[CkAd(tk−1)Pk−1|k−1ATd (tk−1)C
T
k
+ CkG(tk−1)Q(tk−1)GT (tk−1)CTk ∆t
+Rk]F
T
d (tk−1) (68)
In steady state, Pk−1|k−1 is of small magnitudes. There-
fore, the estimation error covariance of the unknown in-
put reduces to
P d(tk−1) =Fd(tk−1)[CkG(tk−1)Q(tk−1)GT (tk−1)CTk ∆t
+Rk]F
T
d (tk−1) (69)
Recall thatFd(tk−1) = (CkEd(tk−1))+ whereEd(tk−1) =
E(tk−1)∆t. Without losing generality, let use assume
Ck = I and E(tk−1) = I for this analysis. Consequently,
the estimation error covariance is
P d(tk−1) =[CkG(tk−1)Q(tk−1)GT (tk−1)CTk ∆t
+Rk]/(∆t
2) (70)
It is easy to observe that the measurement noise covari-
ance is magnified with 1/∆t2. This is equivalent to dif-
ferentiating the measurement noise as performed in [23].
Consequently, The estimation error is largely dependent
on the magnified measurement noise.
On the contrary, determining the error covariance ma-
trix of the augmented Kalman filters is a bit tricky. In
short, it depends on the selected Qd. For the A2KF, Qd
is estimated in real time using (66). It has a similar form
as (69). The main difference is that the value in (69) is
fixed whereas (66) is variant depending on Cγ0 which is
defined in (64).
Apparently, if the unknown input is zero, Cγ0 will also be
zero-mean, which results in aQd with a small magnitude.
If the unknown input is non-zero, Qd is proportional to
the derivative of the unknown input. For instance, if the
unknown input is a step signal. The magnitude of Qd
will significantly increase at the step time and then it
will quickly decrease to a small value. This will also be
seen in Fig. 2 in Sec. 7.
7 Illustrative examples
The R4SKF and the A2KF will both be implemented to
estimate the state and unknown input. Their estimation
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performances will be compared in different cases.
The system matrices are as follows:
A(t) =

1.9527 −0.0075 0.0663 0.0437
0.0017 1.0452 0.0056 −0.0242
0.0092 0.0064 −0.1975 0.00128
0 0 1 0
 ,
B(t) =

0.554 0.156
0.246 −0.982
0.320 0.560
0 0
 , E(t) = B(t),
G(t) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Ck =

1 0 0 0
0 1 0 0
0 0 0 1
 ,
Q(t) = diag(10−6, 10−6, 10−6, 10−6)
Rk = diag(10
−7, 10−7, 10−7)
u(t) = [0, 0]T
The true unknown inputs are:
d(t) =
[
d1(t)
d2(t)
]
(71)
d1(t) =
{
0.5, 3 < t ≤ 7
0, otherwise
, (72)
d2(t) =
{
0.4 sin(2pif0(t− 2)), 2 < t ≤ 6
0, otherwise
, (73)
where f0 is the frequency of the unknown input.
The true initial condition is
x0 = [0, 0, 0, 0]
T (74)
The initial condition for the R4SKF and A2KF are both
set to the following:
xˆ0|0 = [10, 10, 10, 10]T . (75)
Consequently, there are initial condition errors.
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Fig. 1. Unknown input estimation using the two approaches,
case 1
7.1 Case 1: an unstable fourth-order system
In this case, f0, which is the frequency of the sine func-
tion defined in (73), is set to 0.5. The two approaches
are both implemented.
The unknown input estimation results using the R4SKF
and A2KF are displayed in Figs. 1(a) and 1(b), respec-
tively. It is seen that both approaches can achieve unbi-
ased estimation. However, the estimation results using
the R4SKF is noisier than the one using the A2KF.
The root mean square error (RMSE)s of the state
and unknown input estimation using two approaches
are presented in Table 1. The minimum RMSEs are
highlighted in bold. As seen, the A2KF achieves the
minimum RMSEs in all the estimates. The RMSEs for
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Fig. 2. The main diagonal elements of Qd estimated by the
A2KF.
state estimation using the two approaches are similar.
However, the RMSEs for the unknown input estimation
using the R4SKF is almost three times the one obtained
using the A2KF.
The estimation of Qd using the A2KF is shown in Fig. 2.
As stated in Sec. 6.2, Qd will be of small magnitudes
when the unknown input is zero and proportional to the
derivative of the unknown input. As d1 is of step-type.
The magnitudes of the diagonal elements of Qˆd both
increase to a large value when t = 3 and t = 7 and then
decrease to a small value immediately. For the second
main diagonal element of Qˆd, its magnitude is also large
during 2 < t < 6 s as caused by d2.
7.2 Case 2: Faster unknown inputs
In this case, faster unknown inputs are considered. The
frequency of the sine function defined in (73) is set to 5,
which is ten times the one in case 1. This is to validate
the estimation performance of the two approaches when
addressing highly dynamic unknown inputs.
The unknown input estimation results using the R4SKF
and A2KF are shown in Figs. 3(a) and 3(b), respectively.
The results are very similar to the one obtained in case 1.
Both approaches can estimate the fast unknown inputs
satisfactorily.
The RMSEs of the state and unknown input estimation
using two approaches are given in Table 1. The mini-
mum RMSEs are highlighted in bold. In this case, the
approaches behave equally well. The estimation of d2
using the A2KF is a bit worse than the one using the
R4SKF. The performance of the A2KF can be readily
increased by scaling the estimated Qd with 1/∆t. How-
ever, this is out of the scope of this paper.
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Fig. 3. Unknown input estimation using the two approaches,
case 2.
7.3 Case 3: Larger measurement noise
In this case, the standard deviation of the measurement
noise is increased 10 times, which results in the following
Rk:
diag(10−5, 10−5, 10−5) (76)
This is to validate the estimation performance of the two
approaches in terms of different measurement noise.
The unknown input estimation results using the R4SKF
and A2KF are demonstrated in Figs. 4(a) and 4(b), re-
spectively. It is noted that the estimation performance
of the two approaches both degrade when the mea-
surements are noisier, which is expected. However, the
R4SKF is significantly more affected by the increased
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Table 1
RMSEs of the state and unknown input estimation
Methods x1 x2 x3 x4 d1 d2
Case 1
R4SKF 0.000315 0.000302 0.000360 0.000122 0.075171 0.044637
A2KF 0.000248 0.000265 0.000323 0.000122 0.029995 0.015039
Case 2
R4SKF 0.000315 0.000302 0.000359 0.000122 0.075171 0.044637
A2KF 0.000287 0.000645 0.000500 0.000122 0.029689 0.068015
Case 2
R4SKF 0.003146 0.003016 0.003128 0.000474 0.751464 0.446227
A2KF 0.001767 0.001729 0.002047 0.000472 0.069634 0.039664
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Fig. 4. Unknown input estimation using the two approaches,
case 3. Note the scale differences in (a) and (b).
measurement noise. Note the scale differences in the two
figures. It is difficult to tell the shape of the unknown
inputs from Fig. 4(a) whereas the shape of the unknown
inputs are estimated reasonably well in Fig. 4(b).
The RMSEs of the two approaches can be found in Ta-
ble 1. All the minimum RMSEs are again obtained us-
ing the A2KF. The RMSEs of the state estimation using
the two approaches are similar while the A2KF behaves
better. However, the RMSEs of the unknown input es-
timation using the R4SKF is ten times larger than the
one obtained using the A2KF, which demonstrates the
superior estimation performance of the A2KF. Increas-
ing the process noise will result in similar results.
8 Conclusion
This paper considers the simultaneous state and un-
known input estimation for continuous stochastic sys-
tems. A Recursive Four-Step Kalman Filter (R4SKF) is
proposed to estimate the state and unknown input in an
unbiased sense. The stability of the proposed estimator
is analyzed. For special cases when the number of un-
known inputs are equal to that of the measurements, it
is proved that the optimal Kalman gain has no effect on
the final state and unknown input estimation. Further-
more, a one-step estimator is derived to estimate the
states. It is proven that the estimator is always stable
and robust to initial condition errors.
It was interesting to notice that the design of an un-
known input observer can be similar as an unknown in-
put Kalman filter for continuous systems. It is observed
that when the number of unknown inputs is the same
as that of the measurements, the two are exactly equiv-
alent.
Finally, the other type of Kalman filters, the Adaptive
Augmented Kalman Filter (A2KF), which can also ad-
dress state and unknown input estimation is compared
with the R4SKF in terms of estimation error covariances.
It is found out that the estimation error of the R4SKF
is largely dependent on the differentiated measurement
noise whereas that of the A2KF is not. Simulation ex-
amples demonstrate that the A2KF is a better option
for state and unknown input estimation of continuous
stochastic systems.
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