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European Central Bank Working Paper Series 34Abstract
This paper describes a methodology to estimate the coeﬃcients, to test speciﬁcation hy-
potheses and to conduct policy exercises in multi-country VAR models with cross unit inter-
dependencies, unit speciﬁc dynamics and time variations in the coeﬃcients. The framework of
analysis is Bayesian: a prior ﬂexibly reduces the dimensionality of the model and puts structure
on the time variations; MCMC methods are used to obtain posterior distributions; and marginal
likelihoods to check the ﬁto fv a r i o u ss p e c i ﬁcations. Impulse responses and conditional forecasts
are obtained with the output of MCMC routine. The transmission of certain shocks across G7
c o u n t r i e si sa n a l y z e d .
Key Words: Multi country VAR, Markov Chain Monte Carlo methods, Flexible priors, Inter-
national transmission.
JEL Classiﬁcation: C3, C5, E5.
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When dealing with multi-country data, the empirical literature has taken a number of short cuts.
For example, it is typical to assume that in the dynamic speciﬁcation slope coeﬃcients are common
across (subsets of the) units; that there are no interdependencies across units or that they can be
summarized with a simple time and unit invariant index; that the structural relationships are stable
over time; that asymptotics in the time series dimension apply; or a combination of all of these.
None of these restrictions is appealing: short time series are the result, in part, of new deﬁnitions and
the adaptation of international standards to data collection in developing countries; unit speciﬁc
relationships may reﬂect diﬀerence in national regulations or policies; interdependencies results
from world markets integration and time instabilities from evolving macroeconomic structures.
This paper shows how to conduct inference in multi-country VAR models featuring short time
series and, potentially, unit speciﬁc dynamics, lagged interdependences and structural time vari-
ations. Since these last three features make the number of coeﬃcients of the model large, no
classical estimation method is feasible. We take a ﬂexible Bayesian viewpoint and weakly restrict
the coeﬃcient vector to depend on a low dimensional vector of time varying factors. These factors
capture, for example, variations in the coeﬃcients which are common across units and variables
(a “common” eﬀect); variations which are speciﬁc to the unit (a “ﬁxed” eﬀect) , variations which
are speciﬁc to a variable (a “variable” eﬀect), etc. Factors relating to lags and time periods, or
capturing the extent of lagged interdependencies across units, can also be included. We complete
the speciﬁcations using a hierarchical structure which allows for exchangeability in the ﬁxed eﬀects,
and time variations in the law of motion of the factors and in the variance of their innovations.
The factor structure we employ eﬀectively transforms the overparametrized multi-country VAR
into a parsimonious SUR model, where the regressors are linear combinations of the right-hand-
side variables of the VAR, the loadings are the time varying coeﬃcient factors and the forecast
errors feature a particular heteroschedastic structure. Such a reparametrization has, at least, two
appealing features. First, it reduces the problem of estimating a large number of, possibly, unit
speciﬁca n dt i m ev a r y i n gc o e ﬃcients into the problem of estimating a small number of loadings on
certain combinations of the right hand side variables of the VAR. Therefore, despite its complex
structure, the computation costs are small. Second, since the regressors of the SUR model are
observable linear combinations of the right hand side variables of the VAR, the framework is
5
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leading indicators; conduct unconditional out-of-sample forecasting exercises; recursively estimate
coincident indicators of world and national business cycles and examine their time variations;
construct measures of core inﬂation or of potential output; and examine the propagation of certain
shocks across countries.
Posterior distributions for the quantities of interest are obtained with Markov Chain Monte
Carlo (MCMC) methods. We show how to use the output of the Gibbs sampler to compute
responses to unexpected perturbations in the innovations of either the VAR or the loadings of one
of the indices, and conditional forecasting experiments, featuring displacements of certain blocks of
variables from their baseline path, two exercises of great interest in policy circles. We employ the
marginal likelihood to examine hypotheses concerning the speciﬁcation of the reparametrized SUR
model. We also show how to quantify the importance of lagged interdependences, of unit speciﬁc
dynamics and of time variations in the factors. This analysis is important since the inferential
work of the investigator could be greatly simpliﬁed if some of the distinguishing features we have
emphasized is absent from the data under consideration.
The methodology is used to model the dynamics of a vector of variables in the G-7 countries
and to examine two issues which are important for policy makers: what are the eﬀects of a US
shock on GDP of the G-7 countries and what are the consequences of a persistent oil price increase
on inﬂa t i o ni nE u r oa r e ac o u n t r i e s .
6
ECB
Working Paper Series No 603
April 20061I n t r o d u c t i o n
Over the last decade, there has been a growing interest in using multi-county VAR models for
applied macroeconomic analysis. This interest is due, in part, to the availability of higher quality
data for a large number of countries and to advances in computer technology, which make the es-
timation of large scale models feasible in a reasonable time. Multi-country (or multi-sectors) VAR
models arise in a number of ﬁelds and applications. For example, when studying the transmission
of certain structural shocks across countries, it is desirable to have a model where cross country
interdependencies are fully spelled out. Similarly, when examining issue related to income conver-
gence and/or the evaluation of the eﬀects of regional policies, it is necessary to have a framework
that explicitly allows for spillover eﬀects across regions, both of contemporaneous and lagged na-
ture. Finally, questions about contagious of ﬁnancial crises, spillover of exchange rate volatility
or issues concerning the globalization of ﬁnancial markets in advanced economies can be naturally
studied in the framework of multi-country VARs. A multi-country setup diﬀers from the multi-
agent framework typically studied in applied microeconomics for several reasons. First, cross unit
lagged interdependencies are likely to be important in explaining the dynamics of multi-country
data, while this is not necessarily so for multi-agent data, especially once a (common) time eﬀect
is taken into account. Second, heterogeneous dynamics are a distinctive feature of multi-country
time series data (see e.g. Canova and Pappa (2003) or Imbs et at. (2005)) while it is a less cru-
cial feature in multi-agent, multi-period data. Third, while in multi-agent studies the number of
cross sectional units is typically large and the time series is short, in multi-country studies the
number of cross sectional units is generally limited and the time series dimension is of moderate
size. These latter two features make the inferential problem non-standard. For example, the GMM
estimator of Holtz Eakin et al. (1988), the QML and a minimum distance estimators of Binder, et.
al. (2001), all of which are consistent as the cross section dimension becomes large, or the group
estimator of Pesaran and Smith (1996), which is consistent as the time series dimension becomes
large, are inapplicable. Finally, while with a large homogeneous cross section, estimation of time
varying structures is feasible, the combination of heterogenous dynamics and moderately long time
series makes it diﬃcult to exploit cross sectional information to estimate time series variations in
multi-country setups.
When dealing with multi-country data, the empirical literature has taken a number of short
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eﬃcients are common across (subsets of the) units; that there are no interdependencies across units
or that they can be summarized with a simple time and unit invariant index; that the structural
relationships are stable over time; that asymptotics in T apply; or a combination of all of these.
None of these restrictions is appealing: short time series are the result, in part, of new deﬁnitions
and the adaptation of international standards to data collection in developing countries; unit spe-
ciﬁc relationships may reﬂect diﬀerence in national regulations or policies; interdependencies results
from world markets integration and time instabilities from evolving macroeconomic structures.
This paper shows how to conduct inference in multi-country VAR models featuring short time
series and, potentially, unit speciﬁc dynamics, lagged interdependences and structural time vari-
ations. Since these last three features make the number of coeﬃcients of the model large, no
classical estimation method is feasible. We take a ﬂexible Bayesian viewpoint and weakly restrict
the coeﬃcient vector to depend on a low dimensional vector of time varying factors. These factors
capture, for example, variations in the coeﬃcients which are common across units and variables
(a “common” eﬀect); variations which are speciﬁc to the unit (a “ﬁxed” eﬀect) , variations which
are speciﬁc to a variable (a “variable” eﬀect), etc. Factors relating to lags and time periods, or
capturing the extent of lagged interdependencies across units, can also be included. We complete
the speciﬁcations using a hierarchical structure which allows for exchangeability in the ﬁxed eﬀects,
and time variations in the law of motion of the factors and in the variance of their innovations.
The factor structure we employ eﬀectively transforms the overparametrized multi-country VAR
into a parsimonious SUR model, where the regressors are linear combinations of the right-hand-
side variables of the VAR, the loadings are the time varying coeﬃcient factors and the forecast
errors feature a particular heteroschedastic structure. Such a reparametrization has, at least, two
appealing features. First, it reduces the problem of estimating a large number of, possibly, unit
speciﬁca n dt i m ev a r y i n gc o e ﬃcients into the problem of estimating a small number of loadings on
certain combinations of the right hand side variables of the VAR. Thus, for example, in a model
with G variables, N units and k coeﬃcients each equation, a setup which requires the estimation
of GNk, possibly time-varying parameters, our approach produces estimates of 1+N +G loadings
when a common, a unit and a variable speciﬁc vector of coeﬃcient factors are speciﬁed. Therefore,
despite its complex structure, the computation costs are small. In addition, if the loadings are time
invariant and priors uninformative, OLS estimation, equation by equation, is everything that it is
8
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of the SUR model are observable linear combinations of the right hand side variables of the VAR,
the framework is suitable for a variety of policy purposes. For example, one can produce multi-step
multi-country leading indicators (see Anzuini, et al. (2005); conduct unconditional out-of-sample
forecasting exercises; recursively estimate coincident indicators of world and national business cycles
and examine their time variations (see Canova, et al. (2003)); construct measures of core inﬂation
or of potential output; and examine the propagation of certain shocks across countries.
The reparametrized multi-country VAR model resembles a classical factor model (see e.g. Stock
and Watson (1999), Forni, et al.(2000), Pesaran (2003)). Nevertheless, several important diﬀerences
need to be noticed. First, our starting point is a multi-country VAR with lagged interdependences,
unit speciﬁc dynamics and time varying coeﬃcients and our factorization is the results of ﬂexible
restrictions imposed on the coeﬃcients of the model. Second, the regressors of the SUR model
are observable unweighted combinations of lags of the VAR variables while in factors models they
are estimated weighted combinations of the current endogenous variables. Therefore, their infor-
mational content is potentially diﬀerent since, by construction, the regressors of our SUR model
emphasize low frequency movements of the data, while those used in the factor literature do not
usually have this feature. Third, estimates of the loadings obtained in classical factor models are
asymptotically justiﬁable only if both T and NG are large, while here exact distributions are ob-
tained for any T,N or G under assumptions about the distribution of the shocks. Finally, while our
setup allows the estimation of time varying relationships, time varying loadings are not permitted
in factor models estimated with standard classical (EM) techniques.1 Therefore, they can only be
used to answer a restricted set of questions which have policy interest.
Posterior distributions for the quantities of interest are obtained with Markov Chain Monte
Carlo (MCMC) methods. We show how to use the output of the Gibbs sampler to compute
responses to unexpected perturbations in the innovations of either the VAR or the loadings of one
of the indices, and conditional forecasting experiments, featuring displacements of certain blocks of
variables from their baseline path, two exercises of great interest in policy circles. We employ the
marginal likelihood to examine hypotheses concerning the speciﬁcation of the reparametrized SUR
model. We also show how to quantify the importance of lagged interdependences, of unit speciﬁc
1Kim and Nelson (1998) and Otrok and Del Negro (2003) study time varying coeﬃcients factor models, but employ
Bayesian methods to estimate the unknowns.
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work of the investigator could be greatly simpliﬁed if some of the distinguishing features we have
emphasized is absent from the data under consideration.
Canova and Ciccarelli (2004) proposed a structure to (unconditionally) forecast with multi-
country VAR models which allows for unit speciﬁc dynamics and time variations. There the es-
timation process is computationally demanding since the structure of time variations is diﬀerent
across variables and units. Relative to that paper we innovate in three dimensions. First, we pro-
vide a ﬂexible coeﬃcient factorization which renders estimation easy. Second, we present a testing
approach which makes model selection and inference tractable. Third, we provide a set of tools to
conduct structural analyses and policy projection exercises.
The structure of the paper is a follows: the next section presents the setup of the model. Section
3 describes estimation and inference. Section 4 deals with model selection. Section 5 shows how
to compute impulse responses and conditional forecasts. In section 6 the methodology is used to
model the dynamics of a vector of variables in the G-7 countries and to examine the transmission
of certain shocks. Section 7 concludes.
2 The model
The multi-country VAR model we consider has the form:
yit = Dit(L)Yt−1 + Cit(L)Wt−1 + eit (1)
where i =1 ,...,N; t =1 ,...,T; yit is a G × 1 vector of variables for each i, Yt =( y0
1t,y0
2t,...y0
Nt)0,
Dit,j are G × GN matrices and Cit,j are G × q matrices each j, Wt is a q × 1 vector which may
include unit speciﬁc, time invariant variables (for example, a vector of ones) or common exogenous
variables (for example, oil prices), and eit is a G × 1 vector of random disturbances. We assume
that there are p1 lags for each of the G endogenous variables and p2 lags for the q exogenous
variables. In (1), cross-unit lagged interdependencies exist whenever the matrix Dit(L)c a nn o tb e
decomposed into I ⊗ Dit(L)f o rs o m eL,w h e r eI is a 1 × N vector with one in the i-th position
and zero elsewhere, and Dit,j are G×G matrices each j. To see what this feature entails, consider
a version of (1) with N =2 ,G =2 ,p1 =2 ,q=0o ft h ef o r m :
Yt = Dt,1Yt−1 + Dt,2Yt−2 + et (2)
10
ECB
Working Paper Series No 603
April 2006where Yt =[ y1
1t;y2
1t;y1
2t;y2
2t]0, et =[ e1
1t;e2
1t;e1
2t;e2
2t]0, and the matrices Dt,j contain Dit,j stacked
by i. Then, lagged cross units interdependencies appear if Dt,1 or Dt,2 are not block diagonal.
The presence of this feature adds ﬂexibility to the speciﬁcation but it is costly: the number of
coeﬃcients, in fact, is greatly increased (we have k = NGp1 + qp2 coeﬃcients in each equation).
In (1) the dynamic relationships are allowed to be unit speciﬁca n dt h ec o e ﬃcients could vary
over time. While this latter feature may be of minor importance in multi-agent studies, it is
crucial in macro setups where structural changes are relatively common. Let δ
g
it be k × 1 vectors
containing, stacked, the G rows of the matrices Dit and Cit;d e ﬁne δit =( δ10
it,...,δG0
it )0,a n dl e t
δt =( δ0
1t,...,δ0
Nt)0 be a NGk×1 vector. Whenever δit varies with cross—sectional units in diﬀerent
time periods, it is impossible to estimate it using classical methods. To deal with this problem, the
literature has employed various shortcuts: either it is assumed that the coeﬃcient vector does not
depend on the unit, apart from a time invariant ﬁxed eﬀect; that there are no interdependencies
across units, that there are no time variations or a combination of all of these (see e.g. Chamberlain
(1982), Holtz Eakin et al. (1988) or Binder et al. (2001)). None of these assumptions is appealing
in our context. Instead, we assume that δt c a nb ef a c t o r e da s :
δt =
F X
f
Ξfθft+ ut (3)
where F< <N G k ;e a c hθft is a low dimensional vector, Ξf are conformable matrices and ut
captures unmodelled and idiosyncratic variations present in the coeﬃcient vector.
For the example considered in (2), δt =[ vec(Dt,1),vec(Dt,2)] is a 32 × 1 vector with typical
element δ
i,j,h
t where i denotes the unit, j the variable, and h the lag. Then, one possible factorization
of δt is
δ
i,j,h
t = θ1t + θi
2t + θ
j
3t + θh
4t + u
i,j,h
t
where θ1t is scalar capturing common movements, θ2t =( θ1
2t,θ 2
2t)0 is a 2 × 1 vector capturing
coeﬃcient movements which are unit speciﬁc, θ3t =( θ1
3t,θ 2
3t)0 is a 2×1 vector capturing coeﬃcient
movements which are variable speciﬁc, θ4t =( θ1
4t,θ 2
4t)0 is a 2 × 1 vector capturing coeﬃcient
movements which are lag speciﬁcw h i l eut is a 32 × 1 vector absorbing the remaining idiosyncratic
variations. Here Ξ1 is a 32 × 1 vector of ones, Ξ2 and Ξ3 are 32 × 2 vectors
Ξ2 =
⎡
⎢ ⎢
⎣
ι1 0
ι1 0
0 ι2
0 ι2
⎤
⎥ ⎥
⎦ Ξ3 =
⎡
⎢ ⎢
⎣
ι3 0
ι3 0
0 ι4
0 ι4
⎤
⎥ ⎥
⎦
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Alternative factorizations can be obtained distinguishing, e.g. own vs. other variable/unit speciﬁc
coeﬃcients in θ2t and θ3t,e t c .
Clearly, the choice of factorization is application and, possibly, sample dependent. While the
choice of the number of factors is typically a-priori dictated by the needs of the investigation -
in a cross country study of business cycle transmissions, common and country speciﬁc factors are
probably suﬃcient while when constructing indicators of GDP, one may want to specify, at least, a
common, a country and a variable speciﬁc factor - there are situations where no a-priori information
is available. A simple procedure to determine the dimension of F in these situations, which trades-
oﬀ the ﬁt of the model with the number of factors included, appears in section 4. Note also that
in (3) all factors are permitted to be time varying. Time invariant structures can be obtained via
restrictions on their law of motion, as detailed below.
If we let Xt = ING⊗X0
t;w h e r eXt =( Y 0
t−1,Y 0
t−2,...,Y0
t−p,W 0
t,...,W0
t−l)0;a n d l e t Yt and Et
be NG× 1 vectors, we can rewrite (1) as:
Yt = Xtδt + Et
= Xt(Ξθt + ut)+Et ≡ Xtθt + ζt (4)
where Xt ≡ XtΞ; Ξ =[ Ξ1, Ξ2, Ξ3,...,ΞF]a n dζt ≡ Xtut + Et.
In (4) we have reparametrized the original multi-country VAR to have a structure where the
vector of endogenous variables depends on a small number of observable indices, Xt,a n dt h e
coeﬃcient factors, θt, load on the indices. By construction, Xt are particular combinations of right
hand side variables of the multi-country VAR. For example, X1t is a NG×1 vector with all entries
equal to the sum of all regressors of the VAR; X2t = X
†
2t ⊗ ιG is a NG× N matrix where ιG is a
G × 1 vector of ones and X
†
2t is a N × N diagonal matrix with the sum of the lags of the variables
belonging to a unit on the diagonal; etc. Furthermore, note that (i) the indices are correlated
among each other by construction and that the correlation decreases as G or N or p = max[p1,p 2]
increase; (ii) the sums are constructed equally weighting the lags of all variables; and (iii) each Xit
is a one-sided moving average process of order p.
One advantage of the SUR structure in (4) is that the over-parametrization of the original multi-
country VAR is dramatically reduced. In fact, estimation and speciﬁcation searches are constrained
only by the dimensionality of θt, not by the one of δt. A second advantage is that, given the moving
12
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original VAR. Since the parsimonious structure adopted averages out not only cross section but also
time series noise, reliable and stable estimates of θt can potentially be obtained even in large scale
models, and this makes the framework useful for medium term unconditional forecasting and policy
analyses exercises. A third advantage of our reparametrization is that (4) has a useful economic
interpretation. For example, X1tθ1t is an indicator for Yt b a s e do nt h ec o m m o ni n f o r m a t i o np r e s e n t
in the lags of the VAR while X1tθ1t + X2tθ2t is an indicator for Yt b a s e do nt h ec o m m o na n dt h e
country speciﬁc information present in the lags of the VAR. Indicators containing various type of
information can therefore be easily constructed. Since Xit are predetermined, leading versions of
these indicators can be obtained projecting θt on the information available at t − τ, τ =1 ,2,....
If the loadings θt where independent of time, estimation of (4) would be easy: it would simply
require regressing each element of Yt on appropriate averages, adjusting estimates of the standard
errors for the presence of heteroschedasticity. Regressions like these are typical in factor models
of the type used by Stock and Watson (1999), Forni et al. (2000) and others. However, two
diﬀerences are worth emphasizing. First, our indices are observable, as opposed to estimated; and
can be recursively constructed as new data becomes available. Second, since our indices span
the space of lagged interdependencies in models with unit speciﬁc dynamics, they can be used to
examine the importance of both these features in the data.
We specify a ﬂexible time varying structure on the factors of the form:
θt =( I − C) ¯ θ + Cθt−1 + ηt ηt ∼ (0,B t)( 5 )
¯ θ = Pµ +    ∼ (0,Ψ)( 6 )
where ¯ θ is the unconditional mean of θt; P,C,Ψ are known matrices; ηt and   are mutually inde-
pendent and independent of Et and ut,a n dBt = diag( ¯ B1,... ¯ BF)=γ1 ∗ Bt−1 + γ2 ∗ ¯ B ≡ ξt ∗ ¯ B,
where B0 = ¯ B, γ1 and γ2 are known, and ξt = γt
1 + γ2
(1−γt
1)
(1−γ1). Furthermore, we let Et ∼ (0,Ω), and
ut ∼ (0,Ω ⊗ V ), where V = σ2Ik is a k × k matrix and Ω is a NG× NG matrix.
Intuitively, to permit time variations in the factors, we make them obey the ﬂexible restrictions
implied by (5) and (6). In (5) we have assumed an AR structure with time varying variances. Since
the matrix C is arbitrary, the speciﬁcation allows for general relationships. As shown in Canova
(1993), the structure used in Bt imparts heteroschedastic swings in θt, which could be important in
modelling the dynamics present, e.g., in ﬁnancial variables, and nests two important special cases:
13
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γ1 =0a n dγ2 = 1. Cogley and Sargent (2005) have used a similar speciﬁcation in a single country
VAR framework. However, to capture conditional heteroschedasticity they set Bt = ¯ B and specify
Ω to be a function of a set of stochastic volatility processes.
The matrix P allows the mean of the country factors to have an exchangeable structure. For
example, if the unit speciﬁc factors are drawn from a distribution with common mean and there
are, e.g. three units, two variables and three factors in (6), then:
P =
⎡
⎢ ⎢ ⎢ ⎢ ⎢
⎢
⎣
1000
0100
0100
0100
0010
0001
⎤
⎥ ⎥ ⎥ ⎥ ⎥
⎥
⎦
.
The spherical assumption on V reﬂects the fact that factors are measured in common units, while
the block diagonality of ¯ B is needed to guarantee the identiﬁability of the factors.
Numerous interesting speciﬁcations are nested in our model: for example, time invariant factors
are obtained by making Bt a reduced rank matrix and setting the appropriate elements of C to
zero; no exchangeability obtains when Ψ is large and the factorization becomes exact if σ2 =0 .
For the rest of the presentation we specify normal distributions for Et,u t,η and  , but it is
easy to allow for fat tails if aberrant or non-normal observations are presumed to be present. For
example, we could let (ut | zt) ∼ N(0,z t(Ω⊗V )) where z−1
t ∼ χ2 (ν,1), and χ2 is a chi-square with
ν degrees of freedom and scale equal 1, since unconditionally, ut ∼ tν(0,Ω⊗V ). Since the forecast
errors of our SUR model display fat tail distributions even when all disturbances are normal (see
section 3), this additional feature will not be considered here.
3 Inference
The model that needs to be estimated is composed of (4)-(6). While classical Kalman ﬁlter methods
can be employed, we take a Bayesian approach to estimation for two reasons. First, our estimates
are valid for any sample size, while classical estimates are only asymptotically justiﬁed. This
is important in typical macroeconomic applications since T is either small or of moderate size.
Furthermore, when T is short, shrewdly chosen priors can help to obtain economically meaningful
estimates of the unknowns while this is hard with classical ﬁltering techniques, unless additional
14
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our estimates asymptotically approach those obtained with classical methods. Clearly, gaussianity
of the disturbances is necessary for eﬃc i e n te s t i m a t i o ni nb o t hf r a m e w o r k s .
The likelihood of the reparametrized SUR model (4) is
L(θ,Υ|Y ) ∝
Y
t
|Υt|−1/2 exp
"
−
1
2
X
t
(Yt − Xtθt)
0 Υ−1
t (Yt − Xtθt)
#
where Υt =
¡
1+σ2X0
tXt
¢
Ω ≡ σtΩ. To calculate the posterior distribution for the unknowns we
need prior densities for
¡
µ, Ψ−1,Ω−1,σ −2, ¯ B−1¢
. Let the data run from (−τ,T), where (−τ,0)
is a “training sample” used to estimate features of the prior. When such a sample is unavailable or
when a researcher is interested in minimizing the impact of prior choices, it is suﬃcient to modify
the expressions for the prior moments, as suggested below.
We let p
¡
µ, Ψ−1,Ω−1,σ −2, ¯ B−1¢
= p(µ)p
¡
Ψ−1¢
p
¡
Ω−1¢
p
¡
σ−2¢Y
f
p
³
¯ B−1
f
´
where
p(µ)=N(¯ µ,Σµ) p(Ψ−1)=W(z0,Q 0)
p(Ω−1)=W(z1,Q 1) p(σ−2)=G
µ
a
2
,
b
2
¶
p( ¯ B−1
f )=W(z2f,Q 2f) f =1 ,...,F
Here N () stands for Normal, W () for Wishart and G() for Gamma distributions. The hyperpara-
meters (z0,z 1,z 2f,a,b,vec(¯ µ),vech(Σµ),vech(Q0,Q 1,Q 2f)) are treated as ﬁxed, where vec(·)(vech(·))
denotes the column-wise vectorization of a rectangular (symmetric) matrix. Non-informative priors
are obtained setting a,b → 0, Q−1
f → 0,Σ−1
µ → 0a n dQi → 0,i=0 ,1. The form of the conditional
posterior distributions below is unchanged by these modiﬁcations.
Despite the dramatic parameter reduction obtained with (4), the analytical computation of
posterior distributions is unfeasible. However, a variant of the Gibbs sampler approach described,
e.g., in Chib and Greenberg (1995) can also be used in our framework. Let Y T =( Y1,...,Y T)d e n o t e
the data, ψ =
³
µ, Ψ−1,Ω−1,σ −2, ¯ B−1
f ,{θt}, ¯ θ
´
the unknowns whose joint distribution needs to
be found, and ψ−α the vector of ψ excluding the parameter α.L e tθ∗
t−1 =( I − C) ¯ θ + Cθt−1 and
2Notice, however, that with small sample certain dogmatic features of the model might have an important eﬀect
on posterior inference and therefore a sensitivity analysis should always been performed when T is short. On the
other hand, our following derivation of the posterior relies on the Normality assumption of the error term. This
assumption could nevertheless be relaxed, though not at the cost of limiting an exact inference.
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µ | Y T,ψ −µ ∼ N
³
ˆ µ, ˆ Σµ
´
Ψ−1 | Y T,ψ −Ψ ∼ W
³
z0 +1 , ˆ Qo
´
Ω−1 | Y T,ψ −Ω ∼ W
³
z1 + T, ˆ Q1
´
¯ B−1
f | Y T,ψ − ¯ Bf ∼ W
³
T ∗ dim
³
θ
f
t
´
+ z2f, ˆ Q2f
´
σ2 | Y T,ψ −σ2 ∝ (σ−2)−a−1 exp{bσ−2}×
Y
t
|Υt|−0.5
× exp{−0.5
X
t
(Yt − Xtθt)0Υ−1
t (Yt − Xtθt)}
¯ θ | Y T,ψ −¯ θ ∼ N
³
b ¯ θ, ˆ Ψ
´
(7)
where
ˆ µ = ˆ Σµ
¡
P0Ψ−1¯ θ + Σ−1
µ ¯ µ
¢
;
ˆ Σµ =
¡
P0Ψ−1P + Σ−1
µ
¢−1 ;
ˆ Qo =
h
Q−1
o +
¡¯ θ − Pµ
¢¡¯ θ − Pµ
¢0i−1
;
ˆ Q1 =
"
Q−1
1 +
X
t
(Yt − Xtθt)σ−1
t (Yt − Xtθt)
0
#−1
;
ˆ Q2f =
"
Q−1
2f +
X
t
³
θ
f
t − θ
∗f
t−1
´³
θ
f
t − θ
∗f
t−1
´0
/ξt
#−1
;
b ¯ θ = ˆ Ψ
"
Ψ−1Pµ +( I − C)
0 ¯ B−1 X
t
˜ θt/ξt
#
;
ˆ Ψ =
"
Ψ−1 +( I − C)
0 ¯ B−1 (I − C)
X
t
1/ξt
#−1
;
θ
f
t refers to the f-th sub vector of θt, and dim
³
θ
f
t
´
to its dimension.
The conditional posterior of (θ1,...,θ T | Y T,ψ −θt) ,c a nb eo b t a i n e dw i t har u no ft h eK a l m a n
ﬁlter and of a simulation smoother. We use here what Chib and Greenberg (1995) proposed for
SUR models. In particular, given θ0|0 and R0|0 the Kalman ﬁlter gives the recursions
θt|t = θ∗
t−1|t−1 +( R∗
t|t−1XtF−1
t|t−1)(Yt − Xtθt)
Rt|t =
³
I − (R∗
t|t−1XtF−1
t|t−1)Xt
´
(R∗
t−1|t−1 + ξt ¯ B)
Ft|t−1 = XtR∗
t|t−1X0
t + Υt (8)
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t−1|t−1 and R∗
t−1|t−1 are, respectively, the mean and the variance covariance matrix of the
conditional distribution of θt−1|t−1. Subsequently, to obtain a sample {θt} from the joint posterior
distribution (θ1,...,θ T | Y T,ψ −θt), the output of the Kalman ﬁlter is used to simulate θT from
N(θT|T,R T|T), then θT−1 is simulated from N(θT−1,R T−1), and so on, until θ1 is simulated from
N(θ1,R 1), with θt = θt|t + Rt|tR−1
t+1|t
¡
θt+1 − θt|t
¢
,a n dRt = Rt|t − Rt|tR−1
t+1|tRt|t. The recursions
can be started choosing R0|0 to be diagonal with elements equal to small values, while θ0|0 can be
estimated in the training sample or initialized using a constant coeﬃcient version of the model.
Since the conditional posterior of σ2 is non-standard, a Metropolis step is needed to obtain
draws for this parameter. We assume that a candidate (σ2)∗ is generated via (σ2)∗ =( σ2)l + v,
where v is a normal random variable with mean zero and variance c2. The candidate is accepted
with probability equal to the ratio of the kernel of the density of (σ2)∗ to the kernel of the density
of (σ2)l and c2 is chosen so that the acceptance rate is roughly 20-40 percent.
Draws from the posterior distributions can be obtained cycling through the conditional in (7)-
(8) after an initial set of draws is discarded. Checking for convergence of the algorithm to the
true invariant distribution is somewhat standard, given the structure of the model. Convergence in
fact only requires the algorithm to be able to visit all partitions of the parameter space in a ﬁnite
number of iterations (for example, see Geweke (2000))
Our choice of making Et and ut correlated, an assumption also used in the Minnesota prior
(see Doan, et al. (1984)) and in other priors (e.g. Kadiyala and Karlsson, 1997), greatly simpliﬁes
the computation of the posterior. Furthermore, it provides an interesting interpretation for the
errors of the model. In fact, since Υt =( 1+σ2X0
tXt)Ω, the prior distribution for the forecast error
ζt = Yt − Xtθt has the form (ζt|σ2) ∼ N(0,σ tΩ). Therefore, unconditionally, ζt has a multivariate
t distribution centered at 0, scale matrix proportional to Ω and νζ degrees of freedom, and the
innovations of (4) are endogenously allowed to have fat tails. Since with this feature, shocks to
the model may alter its dynamics, there is a built-in an endogenous adaptive scheme which allows
coeﬃcients to adjust when breaks in the relationships are present.
While the regressors of the SUR model are correlated, the presence of correlation (even of
extreme form) does not create problems in identifying the loading as long as the priors are proper
(see e.g. Ciccarelli and Rebucci (2003)), which is the case in our setup.
Posterior distributions for any continuous function G(ψ) of the unknowns can be obtained
using the output of the MCMC algorithm and the ergodic theorem. For example, E(G(ψ)) =
17
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G(ψ)p(ψ|Y )dψ can be approximated using 1
¯ L[
P¯ L+L
 =¯ L+1 G(ψ )] (the ﬁrst ¯ L observations represent
a burn-out sample discarded in the calculation). Predictive distributions for future yit’s can be
estimated using the recursive nature of the model and the conditional structure of the posterior.
Let Y t+τ =( Yt+1,...,Y t+τ), consider the conditional density of Y t+τ,g i v e nt h ed a t au pt ot,a n d
a function G(Y t+τ). Then
F
¡
G(Y t+τ) | Yt
¢
=
Z
F
¡
G(Y t+τ) | Y t,ψ
¢
p
¡
ψ | Y t¢
dψ
and, e.g., forecasts for Y t+τ can be obtained drawing ψ( ) from the posterior distribution and
simulating the vector Y  ,t+τ from the density F
¡
Y t+τ | Yt,ψ( )¢
.
©
Y  t+τª¯ L+L
 =¯ L+1 constitutes a
sample, from which we can compute a location measure - e.g. ˆ Y t+τ = L−1[
P¯ L+L
 =¯ L+1(Y  t+τ)] or
Y t+τ,50; and a dispersion measure - var
³
ˆ Y t+τ
´
= L−1
h
Qo +
Pr
s=1
³
1 − s
r+1
´
(Qs + Q0
s)
i
,w h e r e
Qs = L−1
∙
PL+¯ L
 =s+1+¯ L
³
Y t+τ − ˆ Yt+τ
´³
Y t+τ − ˆ Yt+τ
´0¸
or various interdecile ranges. Turning point
distributions can also be constructed by appropriately choosing G. Impulse responses and condi-
tional forecasts can be obtained with the same approach as detailed in section 5.
4M o d e l s e l e c t i o n
Although we have assumed that the choice of factors in (3) is dictated by the nature of the problem,
one may be interested in having a method to statistically determine the number of indices needed
to capture the heterogeneities present across time, units and variables in the VAR, etc., especially
when there are no a-priori reasons to choose one decomposition over another. It is easy to design
a diagnostic to discriminate across models with diﬀerent indices. Let
L(Y t|Mh)=
Z
F(Y t|ψh,M h)p(ψh|Mh)dψh (9)
be the marginal likelihood for Y t in a model with h indices. Here p(ψh|Mh) is the prior density
for ψ in model Mh and F(Y t|ψh,M h) the density of the data under the parameterization produced
by Mh. (9) can be easily computed using the output of the Gibbs sampler, as suggested by Chib
(1995), or using the modiﬁed harmonic mean approach of Gelfand and Dey (1993), for any model
Mh. Then the Bayes factor
Bhh0 ≡
L(Y t|Mh)
L(Y t|Mh0)
(10)
18
ECB
Working Paper Series No 603
April 2006can be used to decide whether Mh or Mh0 ﬁts the data better. Since marginal likelihoods can
be decomposed into the product of one-step ahead prediction errors, pairs of models are compared
using their one-step ahead predictive record. Also, since the marginal likelihood implicitly discounts
the performance of models with a larger number of indices, (10) directly trades oﬀ the predictive
record with the dimensionality of the model.
When the two speciﬁcations are nested, that is, when ψ =( ψ1,ψ 2)a n dψ2 = ¯ ψ2 is the restriction
of interest, if p(ψ1|Mh)=
R
p(ψ1,ψ 2|Mh0)dψ2 and ψ1 and ψ2 are independent, Bayes factor is
Bh,h0 =
p( ¯ ψ2|Mh0)
p( ¯ ψ2|Y t,Mh0) (see Kass and Raftery (1995)), which only requires the prior and the posterior
of the model with h0 indices.
With this form of the Bayes factor it is possible to conduct several speciﬁcation searches. For
example, it is possible to examine whether the factorization in (5) is exact, i.e. whether there are
no idiosyncratic elements in the coeﬃcients, letting ψ2 = σ2 and ¯ ψ2 = 0; or whether there are
time variations in θt, setting ¯ Bf = bf ∗ I, ψ2 = bf some f,a n d¯ ψ2 = 0. Posterior support for the
presence of interdependencies is obtained, on the other hand, comparing the marginal likelihoods of
the unrestricted model and that of a vector of country speciﬁc VARs with time varying coeﬃcients.
Rather than examining hypotheses on the structure of the model, one may want to incorporate
model uncertainty into posterior estimates. Let M1 be the model with one index and Mh the model
with h indices, h =2 ,...H, and suppose we have computed the Bayes factor Bh1 for each Mh.T h e
posterior probability of model h is p(Mh|Y t)= ahBh1 SH
h=2 ahBh1
,w h e r eah are the prior odds for Mh,
and model uncertainty can be accounted for weighting G(ψh)b yp(Mh|Y t).
5 Dynamic analysis
5.1 Recursive unconditional forecasts
Given the information at time t, unconditional forecasting exercises only require the computation
of the predictive distribution of future observations. In some applications recursive unconditional
forecasts are needed, in which case the predictive density of future observations has to be con-
structed for every t = ¯ t,...T once recursive estimates of p(ψh|Y t) are computed. These recursive
distributions are straightforward to obtain (we only need to run a MCMC for every t)a n do n l y
require computer memory. Since in models with about 30 variables one complete run of the MCMC
routine takes about 45 minutes on a high speed PC, recursive computation of posterior distributions
are computational demanding but feasible on available machines.
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The computation of impulse responses in a model with time varying coeﬃcients is non-standard.
Impulse responses are generally computed as the diﬀerence between two realizations of yt+τ,τ =
1,2,... which are identical up to time t, but one assumes that between t +1a n dt + τ ao n et i m e
impulse in the j-th component of et+τ occurs only at time t+1, and the other that no shocks take
place at all dates between t +1a n dt + τ.
In a model with time varying coeﬃcients such an approach is inadequate since it disregards
that between t +1a n dt + τ,s t r u c t u r a lc o e ﬃcients may also change. Our impulse responses are
obtained as the diﬀerence between two conditional expectations of yt+τ. In both cases we condition
on the history of the data (Y t) and of the factors (θt), the parameters of the law of motion of the
coeﬃcients and all future shocks. However, in the ﬁrst case we condition on a random draw for the
current shocks, while in the second the current shocks is set to its unconditional value.
To formally deﬁne impulse responses we need some preliminary notation. Recall that the
reparametrized multi-country model VAR is:
yt = Xtθt +( Et + Xtut)
θt =( I − C)(Pµ +  )+Cθt−1 + ηt
where θt =[ θ0
1t,θ0
2t,...,θ0
Ft]0, Xt =[ X1t,...,XFt],Xit = ΞiXt, Xt =[ Yt−1,W t]. Let Ut =[ ( Et +
Xtut)0,η0
t,  0]0 be the vector of reduced form shocks and Zt =[ H−1
t (Et + Xtut)0,H−1
t η0
t,H−1
t  0]0 the
vector of structural shocks where Et = Htvt, HtH0
t = Ω so that var(vt)=I and Ht = J ∗Kt where
KtK0
t = I and J is a matrix that orthogonalizes the shocks of the model. For example, a Choleski
system is obtained setting Kt = I,∀t and choosing J to be lower triangular while more structural
identiﬁcation schemes are obtained letting J be an arbitrary square root matrix and Kt am a t r i x
implementing certain theoretical restrictions.
Let Vt =( Ω,σ2,B t,Ψ), let ¯ Zj,t be a particular realization of Zj,t and Z−j,t indicate the struc-
tural shocks, excluding the one in the j − th component. Deﬁne F1
t = {Y t−1,θt,Vt,H t,Zj,t =
¯ Zj,t,Z−j,t,Ut+τ
t+1} and F2
t = {Y t−1,θt,Vt,H t,Zj,t = EZj,t,Z−j,t,Ut+τ
t+1} be two conditioning sets.
Then responses to a shock in the j − th component of Zt are obtained as
IR(t,t + τ)=E(Yt+τ|F1
t ) − E(Yt+τ|F2
t ) τ =1 ,2,... (11)
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al. (1996) and Koop (1996), three important diﬀerences need to be noted. First, our responses are
history dependent but state independent - histories are not random variables. Second, we condition
on the future path of the reduced form shocks. We do this for two reasons: responses are easier to
compute this way and produce numerically more stable distributions; when the model has constant
coeﬃcient responses to structural shocks generated by (11) correspond to the standard ones. Note
that our impulse responses display larger variability than those of Gallant et al.(1996) and Koop et
al. (1996) since future shocks are averaged out. Third, since θt+τ is integrated out, we concentrate
attention on time diﬀerences which depend on the history of yt and θt but not on the size of the
sample. Note also that, contrary to the case of constant coeﬃcient models, the sign and the size of
certain elements of Zjt aﬀect the responses of the system.
To see what deﬁnition (11) involves rewrite the original VAR model (1) in a companion form
Yt+τ = At+τYt+τ−1 + Ct+τWt+τ−1 + Et+τ (12)
and let
δt+τ = Ξ[(I − C)(Pµ +  )+Cθt+τ−1 + ηt+τ]+ut+τ (13)
Here δt+τ =[ vec(A1t+τ),vec(Ct+τ)] and A1t+τ is the ﬁrst row of At+τ.T a k i n gY t−1 =( Yt−1,Y t−2,...,
Wt−1,W t−2,...,), At =( At,A t−1,...),Ct =( Ct,C t−1,...)a n dHt+τ = Ht ∀τ as given, and solv-
ing backward we can write (12) as
Yt+τ =(
τ Y
k=0
At+τ−k)Yt−1 + Ct+τWt+τ−1 +
τ X
h=1
(
h−1 Y
k=0
At+τ−k)Ct+τ−hWt+τ−h−1
+ Ht+τvt+τ +
τ X
h=1
(
h−1 Y
k=0
At+τ−k)Ht+τ−hvt+τ−h (14)
while solving backward (13) we have
δt+τ = Ξ(I − C)(Pµ +  )
τ X
k=0
Ck + ΞCτ+1θt−1 + Ξ
τ X
k=0
Ckηt+τ−k + ut+τ (15)
Consider ﬁrst the case of a (m+1)-period impulse in the j-th component of vt,i . e .vj,t+k =¯ vj,t+k
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IR(t,t + τ)=Et[Yt+τ|Y t−1,δt,Vt,H t,{¯ vjt+m}m
k=0,{v−jt+k}m
k=0,{vt+k}τ
k=m+1]
− Et[Yt+τ|Y t−1,δt,Vt,H t,{vt+k}τ
k=0]
= Et[(
τ−1 Y
k=0
At+τ−k)jH
j
t (¯ vjt − Evjt)+(
τ−2 Y
k=0
At+τ−k)jH
j
t+1(¯ vjt+1 − Evjt+1)+...
+(
τ−m−1 Y
k=0
At+τ−k)jH
j
t+m(¯ vjt+m − Evjt+m)] (16)
where the superscript j refers to the j-th column of the matrix. It is easy to see that, when δt = δ,∀t,
(16) reduces to standard impulse responses and that when Et and ηt are correlated, both the sign
and the size of the shocks matter since, e.g. a shock in vt induces changes in δt.
Given (16), responses in our reparametrized model can be computed as follows
1. Choose a t,aτ and an Jt.D r a wΩl = Hl
t(Hl
t)02)l,(Bt)l,Ψl from their posterior distribution
and ul
t from N(0,(σ2)lI ⊗ Hl
t(Hl
t)0). Compute yl
t = Xtθt + Ht¯ vt + Xtul
t.
2. Use the law of motion of the coeﬃcients to compute θl
t+1,l=1 ,...,L after drawing
ηl
t+1,u l
t+1,  l and the deﬁnition of Ξ to compute Xt+1.D r a wul
t+1 from N(0,(σ2)lI ⊗Hl
t(Hl
t)0)
and compute yl
t+1 = Xt+1θl
t+1 + Ht¯ vt+1 + Xt+1ul
t+1, l =1 ,...,L.
3. Repeat step 2. and compute θl
t+k,yl
t+k,k=2 ,...τ.
4. Repeat steps 1.-3. setting vt+k = E(vt+k),k =0 ,...,m using the draws for the shocks in
1.-3.
Shocks to the law of motion of the factors can be computed in the same way. A shock in ηt =¯ η
lasting one period implies from (15) that
E(¯ δt+τ − δt+τ)=Ξ
m X
k=0
Ht+kCk(¯ ηt+τ−k − Eηt+τ−k) (17)
so that
IR(t,t + τ)=Et[
τ Y
k=0
( ¯ At+1τ−k − At+τ−k)Yt−1 +
τ X
h=1
h−1 Y
k=0
( ¯ At+1τ−k − At+τ−k)Ct+τ−hWt+τ−h−1 (18)
+
τ X
h=1
h−1 Y
k=0
( ¯ At+1τ−k − At+τ−k)Ht+τ−hvt+τ−h] (19)
Therefore, responses to shocks in the factors can also be easily computed using the output of the
Gibbs sampler routine.
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There are two types of conditional forecasts one can compute in our model: those involving dis-
placement of the exogenous variables Wt from their unconditional path, and those involving a
particular path for a subset of the endogenous variables. Both types of conditional forecasts can
be constructed using the output of the Gibbs sampler routine.
Consider ﬁrst displacing the exogenous variables from their expected future path for m+1
periods. Call the new path ¯ Wt+k,k=0 ,1,...,m.D e ﬁning the response of Yt+τ as the diﬀerence
between the conditional expectations of Yt+τ under the two diﬀerent paths for Wt+k we have
IR(t,t + τ)=E[(
τ−2 Y
k=0
At+τ−k)Ct+1( ¯ Wjt − Wjt)+(
τ−3 Y
k=0
At+τ−k)Ct+2( ¯ Wjt+1 − Wjt+1) (20)
+ ...+(
τ−2−m Y
k=0
At+τ−k)Ct+m+1( ¯ Wjt+m − Wjt+m)] (21)
Therefore, to compute conditional forecasts of this type in our model we need to:
1. Choose a t,aτ,ap a t h{ ¯ Wt+k}m
k=0.D r a wΩl,(σ2)l from their posterior, draw El
t + Xtul
t and
compute yl
t.
2. Draw (Bt)l,Ψl from their posterior distribution, draw ηl
t+1,  l and use the law of motion
of the factors to draw θl
t+1,l =1 ,...,L and the deﬁnition of Ξ to compute Xt+1.D r a w
El
t+1 + Xt+1ul
t+1 and compute yl
t+1 = Xt+1θl
t+1 +( El
t+1 + Xt+1ul
t+1), l =1 ,...,L.
3. Repeat steps 2. and compute θl
t+k,yl
t+k,k=2 ,...,τ.
4. Repeat steps 1.-3. setting Wt+k = E(Wt+k),k=0 ,1,...,m, using the draws for the shocks
in 1.-3.
Consider ﬁnally the case where the future path of a subset of Yt’s is ﬁxed. For example, in
a system with output growth, inﬂation and the nominal rate we would like to condition on a
given path for the future interest rate. Partition Yt = AtYt−1 + CtWt−1 + Et into two blocks, let
Y2t+k = ¯ Y2t+k be the ﬁxed variables and Y1t+k those allowed to adjust. Then we have that
IR(t,t + τ)=E[H1
t (
τ−1 Y
k=0
At+τ−k)1(¯ v2t − v2t)+H1
t+1(
τ−2 Y
k=0
At+τ−k)1(¯ v2t+1 − v2t+1) (22)
+ ...+ H1
t+m(
τ−1−m Y
k=0
At+τ−k)1(¯ v2t+m − v2t+m)] (23)
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to the ﬁrst row of the matrix. Hence, to compute this second type of conditional forecasts we need
to:
1. Partition yt =( y1t,y 2t), choose a t,a n dap a t h{y2t+k}τ
k=0. U s et h em o d e lt os o l v ef o rt h e
¯ v2t that gives y2t =¯ y2t and back out the implied yl
1t once draws for El
1t and ul
t are made.
Draw ηl
t+1,  l and use the law of motion of the factors to obtain θl
t+1,l=1 ,...,L and the
deﬁnition of Ξ to compute Xt+1.
2. Use the model to solve for ¯ vl
2t+1 that gives yl
2t+1 =¯ y2t+1 and back out the implied yl
1t+1 once
draws for El
1t+1 and ul
t+1 are made. Draw ηl
t+2 and use the law of motion of the factors to
compute θl
t+2,l=1 ,...,Land the deﬁnition of Ξ to compute Xt+2.
3. Repeat step 2. and compute θl
t+k,yl
t+k,k=2 ,3....
4. Repeat steps 1.-3. setting v2t+k = E(vt+k), ∀k using the draws for the shocks in 1.-3.
6 The transmission of shocks in G-7 countries
In this section we show how to use multi-country VAR models to examine two issues which are
important for policy makers: what are the eﬀects of a US shock on GDP of the G-7 countries and
what are the consequences of a persistent oil price increase on inﬂa t i o ni nE u r oa r e ac o u n t r i e s .
The last twenty years have witnessed an increased globalization of world economies. Given the
current high level of integration in the G-7, inﬂation and economic activity in the Euro area are
closely related not only to those of the US but also of the other industrialized countries. Therefore,
it makes sense to try to exploit cross sectional information to construct probability distributions
of various scenarios. Furthermore, the evolutionary nature of the relationship suggests that a time
varying speciﬁcation will be probably useful in modelling cross country interdependencies.
For each of the G-7 countries we use 4 endogenous variables (real GDP growth, CPI inﬂation,
employment growth, and rent inﬂation) and one predetermined ones (the growth rate of an oil
price index). Besides GDP growth and CPI inﬂation, which are the focus of attention in this
section, the other two endogenous variables have been selected because they have considerable in-
sample predictive power for output growth and inﬂation across countries. We exclude monetary
variables from the speciﬁcation as they do not seem to have predictive power for inﬂation or
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a constant and two lags of the predetermined variable are used. Therefore, each equation has
k=7*4*5+2=1=143 coeﬃcients and there are 28 equations in the system. The estimation sample
covers the period 1980:1-2000:4, and the exercises we conduct are conditional on estimates obtained
with the information up to 2000:4. Since a training sample is not available, we set Ψ = C =0 ,
P = I, a = 10, b =1 ,c h o o s eζt =1, ¯ B = bi ∗ I and let p(bi)=G(0.5,5),i =1 ,2,...,F.W e
initialize ¯ θ with a sequential OLS on the time invariant version of the model and set σ2 to the
average estimated variances of NG AR(p) models.
The vector δt is decomposed into three factors: a 2 × 1 vector of common factors, θ1t -o n ef o r
the Euro area and one for the rest of the world; a 7 × 1 vector of country speciﬁc factors, θ2t;a n d
a4× 1 vector of variable speciﬁc factors, θ3t, Hence, θt =( θ0
1t,θ 0
2t,θ 0
3t)0 is 13 × 1 vector.
We produce 55,000 iterations of the MCMC routine starting from arbitrary initial conditions.
Runs of 50 elements are drawn 1100 times and the last observation of the ﬁnal 1000 runs was used
for inference. We checked convergence recursively calculating the ﬁrst two moments of the posterior
of the parameters using 300, 500, 1000 draws and found that convergence was suﬃciently easy to
achieve and obtained with about 500 draws.
In order to preliminary search across possible speciﬁcation, we have computed the marginal
likelihood for 6 models: M0 is our benchmark speciﬁcation; M1 is a model with an exact factor-
ization of δt;i nM2 there are no interdependencies; in M3 there are no time variations; ﬁnally, in
M4 and M5 we exclude the country and the variable speciﬁcc o m p o n e n t sθ2t and θ3t, respectively.
Marginal likelihoods are computed following Chib (1995), treating both θt and σt as latent vectors.
Table 1. Log Marginal Likelihood of models
sample M0 M1 M2 M3 M4 M5
1980-2000 7336.3 10594.2 9377.3 -1799.1 10404.7 9117.9
Several important aspects of table 1 are worth emphasizing. First, M1, the model with an exact
factorization of δt is preferred. Second, a model with lagged cross-country interdependencies (M1)
is superior to a model without interdependencies (M2). Hence, there is important information in
the lags of the variables which is neglected when standard static factor approaches are used. Third,
consistently with Del Negro and Otrok (2003), time variations in the loadings are extremely useful
in tracking the dynamics of the data (compare M1 and M3). As a matter of fact, M3 has the lowest
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with three indices is always higher than the marginal likelihood of a model with only two indices,
regardless of whether the two indices capture world and variable speciﬁc factors (M4), or world and
country speciﬁcf a c t o r s( M5).
Figure 1, which plots the evolution of the posterior mean and the centered posterior 68% band
for θ2t, supports the idea that country speciﬁc factors are important. Excluding relevant cases, the
seven factors are small but signiﬁcant. Furthermore, they appear to add important variations at
certain dates (see e.g. the German factor at the time of German uniﬁcation).
In conclusion, lagged interdependencies, unit speciﬁc dynamics and time variations appear to be
important features of our VAR. Furthermore, a factorization of the coeﬃcient vector which includes
three factors and allows for no idiosyncratic component summarizes the information present in the
VAR reasonably well.
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Figure 1. Evolution of country loadings over time
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struct such a shock by making US variables contemporaneously casually prior. Within the US
block, employment growth and output growth increase by one unit for one period, while the other
two variables change according to the domestic correlation matrix. Figure 2 presents the median
responses together with a 68 percent posterior band. Three features of the ﬁgure are worth empha-
sizing. First, responses are relatively smooth despite the large number of VAR parameters because
of the moving average nature of our indices. Second, there appears to be a signiﬁcant Anglo-Saxon
real cycle with Canadian and UK GDP growth responding signiﬁcantly and instantaneously to
the US shock. The response is instantaneously signiﬁcant also in Japan and, to a much smaller
extent, in Germany. Third, the peak response in Italy and France is delayed by at least one period,
suggesting that transmission to these two countries takes time an probably occurs via Germany.
Finally, impulses typically dissipate very quickly: except for Italy and France, all response bands
include zero two quarters after the shocks.
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Figure 2. Responses of GDP growth to a shock to the growth rate of real US variables
Next, we consider the response of inﬂation in the three European countries when the growth
rate of the oil price index is 30 percent higher than its 2000:4 level and the increase lasts for four
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in Germany, Italy and France. Responses in the three countries look diﬀerent in magnitude and
timing. All countries have a delayed peak reaction. However, the peak of German inﬂation occurs
after 3 to 4 quarters after the shock has died out, whereas for Italy and France the peak response
is at quarter 2 and the reaction remains signiﬁcantly positive only for 3 to 4 quarters, roughly the
length of the increase. Interestingly, the average magnitude of the reaction of French inﬂation is
lower than the one obtained in Italy and Germany.
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Figure 3. Responses of inﬂation to an oil price growth shock
Finally, the estimated model can be used to compute a variety of measures which are of interest
for policymakers. In Figure 4 we present the time proﬁle for the posterior 68% band for a coinci-
dent measure of potential world output growth, constructed as CVLIGDP
t =( X1tθ1t + X3tθ3t)
GDP.
Three features are worth emphasizing. First, cyclical movements of potential output roughly cor-
respond to those of actual output. Second, there is a marked and signiﬁcant diﬀerence in the level
of potential output growth in the 1990’s as compared to the end of 1980’s. The decline is driven by
both Japanese and the Euro area variables. Third, our measure of potential output starts declining
signiﬁcantly at the beginning of 2000.
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Figure 4. Potential output growth
7 Conclusions
This paper develops an approach to conduct inference in time varying coeﬃcient multi-country VAR
models with lagged cross unit interdependencies and unit speciﬁc dynamics. We take a Bayesian
viewpoint to estimation and restrict the coeﬃcients to have a low dimensional time varying factor
structure. We complete the speciﬁcations using a hierarchical prior for the vector of factors which
allows for exchangeability, time variations and heteroschedasticity in the innovations in the factors.
The factor structure on the coeﬃcients allows us to transform an overparametrized VAR into
a parsimonious SUR model where the regressors are observable linear combinations of the right-
hand-side variables of the VAR, and the loadings are the time varying coeﬃcient factors. We
derive posterior distributions for the vector of loadings using Markov Chain Monte Carlo methods.
We show how to construct unconditional forecasts, responses to impulses in interesting structural
shocks and conditional forecasts, using the output of the MCMC routine.
The reparametrization of the VAR has a number of appealing features. First, it reduces the
problem of estimating a large number of, possibly, unit speciﬁca n dt i m ev a r y i n gc o e ﬃcients into
the problem of estimating a small number of loadings on certain combinations of the right hand
side variables of the VAR. Second, since the regressors of the model are observable, the model can
be employed recursively for a variety of policy purposes. Third, since indices are predetermined
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of indices or to examine the model speciﬁcation to be used.
The tools described in this paper can be applied to a number of interesting problems. For ex-
ample, Canova, et al. (2003) have used a multi-country VAR to extract world and national business
cycles while Anzuini, et al. (2005) use a multi-country VAR structure to construct coincident and
leading indicators for inﬂation and output growth in Italy and the Euro area. The construction of
measures of core inﬂation and of the natural rate of unemployment in multi-country settings, the
study of the transmission of monetary policy shocks across economic areas and sectors, and the
construction of portfolios of assets in diﬀerent geographical regions can all be studied within the
general framework presented in this paper.
To conclude, one should mention that the procedure is far from being computationally demand-
ing (one full run of the MCMC routine for the example of section 6 takes about 45 minutes).
Therefore, the approach is at least competitive with existing alternatives.
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