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PREFACE
Users of survey data have insatiable demand for detail, which is only limited by 
cost and the response burden. Especially in business surveys the response burden 
is an important aspect since one business may fall in surveys many times in a 
given time interval. This also raises another question. How to even out this 
burden as fairly as possible? Poisson sampling, with Bernoulli sampling and 
Poisson nps sampling as special cases, has been found in the early seventies to 
have good properties as regards sample co-ordination. Using permanent random 
numbers it is possible to rotate some units out and some units in the sample in 
each draw. However, at the very beginning when I started this study I found one 
drawback in Poisson sampling. It bypasses some small units in each rotation 
round so that it is not fair to all small units. I found that by combining two special 
cases it is possible to fill at least some of this bypassed part. Thanks to Prof. Carl- 
Erik Sämdal from the University of Montreal we have now the mathematical model 
and algorithm for this sampling scheme, named Poisson Mixture (PoMix) sampling. 
In this context I must also thank Hannu Kröger, who then worked at Statistics 
Finland, for preparing the co-ordination system with me and for discussing much of 
this problem. Hannu Kröger has done the programming work for Monte Carlo 
simulation studies in Chapter 12.
Prof. Sämdal became interested in my problem and, thanks to the Finnish 
sampling project, I got the possibility to visit Canada in March 1996 to begin co­
operation with Prof. Sämdal. Our project team of three found in simulation 
studies that the PoMix sampling, combined with some parts of Bernoulli 
sampling, gave a smaller variance than the Poisson Tips sampling when auxiliary 
information was used at the estimation stage. This was very important and we 
welcomed the result, which encouraged us to approach another drawback of the 
Poisson sampling, that is the random sample size. Using the method of Esbjöm 
Ohlsson and Prof. Bengt Rosen we prepared an order PoMix sampling which 
gives fixed size sampling and some bias but effectively the same as the random 
sample size PoMix sampling.
I thank the referees, Prof. Erkki Pahkinen and Prof. Osmo Kolehmainen, for 
their valuable comments on my work. I also want to thank Prof. Antti Kanto from 
the Helsinki School of Economics, and Dos. Seppo Laaksonen and Prof. Risto 
Lehtonen from Statistics Finland, with whom I could discuss my thesis and who 
encouraged and stimulated me at the beginning of and during the work, especially 
when I prepared the comprehensive introduction part concerning survey practice 
and theory of sample co-ordination. I am also obliged to Statistics Finland for its 
financial and other support for my work.
Last, but not least, I want to warmly thank my family, and especially my wife 
Raija, for their understanding both towards my work and towards the time 
preparing this thesis has taken from our time together.
Helsinki, March 2000
Ismo Teikari
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I .
INTRODUCTION
A response burden arises from the need for statistical information about finite 
populations. The demand for this information for the purposes of business 
surveys has grown rapidly in recent times. There are two reasons why 
governments, organizations and citizens need information: to plan national 
policies and to monitor the effects of implementing these policies. To create 
the necessary conditions for business operations, data are needed; but the 
gathering of such data creates a response burden for those businesses which 
are included in the survey. Reducing this response burden requires a proper 
survey program. A survey is an operation involving the collection of data to 
be used for statistical purposes, and a survey programme is a set of surveys 
conducted by a single statistical organization or commercial organization 
(Colledge 1995).
In planning a survey programme, the response burden should always be 
considered. The request for survey data should be matched to bookkeeping 
practices so that replying to the questionnaire will not take up too much time. 
The questions must be comprehensible and the number of questions should 
not be greater than is needed. To reduce the response burden on businesses, 
administrative data should be used as much as possible. As is well known, the 
burden imposed on businesses by governments and other organizations can 
be divided into an administrative and a response burden. The Small Business 
Institute at the Turku School of Economics and Business Administration, for 
example, when studying the problems of small, young businesses (Malinen 
1994) on the basis of a sample population of 300 businesses with a maximum 
of 199 employees, found that they spent a reported average of 290 hours a 
year administrative tasks, which were of the following kinds:
1. The most expensive and time-consuming tasks were concerned with 
taxation
2. Extremely expensive task included membership fees of Trade Unions, 
employee benefits etc.
3. Utterly useless tasks comprised inquiries from statistical agencies, 
reports submitted to various authorities, inspections, public health 
matters etc.
4. The easiest and least expensive tasks were the issuing of testimonials, 
working agreements, notices etc.
There is also a considerable overlap in the demand for reports.
Completing questionnaires is not the most expensive aspect; that is the 
maintenance of an information system for inquiries. Consequently the 
response burden is greatest in the case of small businesses, because their 
accounting systems are often incomplete.
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The response burden caused by a statistical agency or other authorities 
should be reduced by using existing administrative data as far as possible and 
by designing the survey policy so that it is easy to reply to questionnaires. 
This is not enough, however. It is also important that the existing response 
burden should be distributed as evenly as possible. To show that random 
sampling without any control over the response burden is unfair, Cox and 
Chinappa (1995) considered, as an example, a population stratum sampled at 
a rate of 25 percent each year, so that each unit would be expected to be 
sampled once over a 4-year period. If Simple random sampling is used, 
however, we have the following results:
• 31.6 percent will not be sampled at all
• 42.2 percent will be sampled once
• 21.1 percent will be sampled twice
• 4.7 percent will be sampled three times
• 0.4 percent will be sampled four times.
Random samples drawn from a single population can thus cause a problem of 
uneven response burden. If, however, a single frame is used for numerous 
surveys of a business population, it is possible to control the distribution of 
the response burden by suitable statistical methods. This is discussed in more 
detail in Chapter 7. The aim of this work as a whole is to present suitable 
statistical methods for controlling the distribution of the response burden.
We have so far used the term “business” without a definition. In everyday 
speech, the word business does not have a clear-cut meaning, but Kogan 
(1970) gives the following definition:
"Business is any gainful occupation in which profit is the goal and in 
which there is risk of loss."
In this thesis the term “business” is used to refer to a legal entity in the real 
world, but in reference to the units listed in the sampling frame, the more 
exact and internationally harmonized statistical term “enterprise” is used. In 
business surveys an enterprise is identical to an institutional unit. It is useful 
to make a distinction between the real, observable world and what 
corresponds to it in administrative files and in statistical business registers. 
Thus the population element referred to in this study is a business but its 
counterpart in the frame is an enterprise. The enterprise is not a suitable unit 
for use in all business surveys, however, and thus it is often necessary to use 
more homogeneous units for regional or product surveys. Units in business 
surveys are discussed more detail in Chapter 3.
A survey is often understood as meaning only a sample survey. In its 
widest meaning, however, a survey also includes a census, i.e. a complete 
enumeration. A census of population can be defined as "the total process of 
collecting , compiling, evaluating, analyzing and publishing demographic, 
economic and social data pertaining to the whole population at a specified 
time". A census could also be defined as a special type of survey in which a 
whole population is surveyed instead of a subset. The distribution of the 
response burden does not have to be controlled in the case of a census, as all 
the units are studied in any case. The term survey is therefore understood in
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its narrower meaning in the present connection and includes only sample 
surveys.
Instead of controlling the distribution of the response burden, it is 
sometimes useful to use the term "coordination". Two terms are widely used 
in the case of business surveys: positive coordination and negative 
coordination. Positive coordination means maximization of the overlap 
between two successive samples, whereas negative coordination means 
minimization of the overlap between two successive or parallel samples. 
Positive coordination is necessary in panel studies.
The coordination of business surveys is very important for statistical 
agencies that send out numerous questionnaires to businesses every year. In 
Statistics Finland, as in many other statistical agencies, the most suitable 
place for the coordination of business surveys is the Business Register, which 
is a list of enterprise units with their contact information and the most 
important auxiliary variables. The Business Register also provides a 
framework of concepts, economic measures, definition of units etc. Reality 
cannot be observed or measured without applying an observation framework 
and set of concepts. A more detailed discussion of the Business Register is 
given in Chapter 3.
One of the first coordination systems for business surveys was introduced 
by Johan Atmer and Lars-Erik Sjöberg in Sweden in the 1970s. The system is 
called SAMU (SAMordnade Urval inom företagsstatistiken) and the method 
used in it is called JALES, an acronym derived from the names of its 
inventors. The principal aim of the SAMU-system was negative coordination 
based on Sequential Simple random sampling. This method resembles the 
sequential sampling methods presented by Fan et al. (1962) which are based 
on random numbers which are not associated permanently with the units. The 
JALES method, on the other hand, is based on the use of Permanent Random 
Numbers (PRNs). A PRN is a Unif(0,l) random number attached to unit k at 
its creation and remaining with it during its entire life.
At the same time Brewer et al. (1972) in Australia introduced a method 
which was also based on the use of PRNs but with positive coordination as its 
principal aim. The method of coordination in this system was based on 
Bernoulli sampling and Poisson reps sampling schemes. The authors speak 
only about Poisson sampling, as the term Bernoulli sampling was not used 
until the book of Sämdal et al. (1992) was published. Poisson sampling was 
introduced by Hajek in 1964, but surprisingly, it had been used in the USA 
before that. Bernoulli sampling is a special case of Poisson sampling with 
equal inclusion probabilities.
Although there has been much discussion over the randomness of random 
numbers, this question does not lie within the scope of the present work. We 
shall assume throughout that a program exists which assigns proper random 
numbers.
The coordination system used in Canada is based on the rotation group 
method, which does not involve the use of PRN’s. The history of business 
sample coordination is presented in more detail in Chapter 8 and a 
description of existing coordination systems in Chapter 9.
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While business surveys have many features in common with social 
surveys, they also have many special features, one of which is the rapidly 
changing structure of the sampling frame. New enterprises and 
establishments enter the frame continuously, and at the same time numerous 
old ones die. Some persistent businesses change their industrial class, some 
expand and some decline. The study of these phenomena, called business 
demography, is discussed in Chapter 4.
One of the most important features of a business survey population is its 
inevitably very skewed distribution, with substantial numbers of small 
businesses and just a few large ones. Simple random sampling (SRS) is 
hardly ever a good procedure for surveying businesses, because it draws on 
small and large enterprises in the same proportions. This leaves a great 
number of small businesses that do not contribute much to the estimates. 
Thus Probability Proportional-to-Size (PPS) samples and samples stratified 
by size -measures are the most suitable for business surveys. Survey and 
sampling designs and estimation methods in general are briefly discussed in 
Chapters 5 and 6. Schemes suitable for sampling coordination are presented 
in more detail in Chapter 8, which is a review of the history of coordination 
in business surveys.
At the beginning of this study, Poisson sampling was observed to have the 
property that, when rotating successive samples, it bypassed some small units 
in every rotation round. Poisson sampling is a highly suitable sampling 
design for the coordination of surveys, because it is very simple and makes it 
possible to use Permanent Random Numbers (PRN). It has two shortcomings, 
however: the bypassing of some small enterprises, as mentioned, and the size 
of the random sample, as described in Chapter 5. I do not consider this latter 
shortcoming very serious and will concentrate on the first one.
Studies of Small and Medium-sized Enterprises (SME) are very important 
at the present time, because politicians expect this group to have the greatest 
effect on employment. At the same time, interest in longitudinal studies has 
increased. Longitudinal data sets have to take into account the fact that 
individual businesses are heterogeneous. Time series and cross-sectional 
studies do not control this heterogeneity, and they therefore run the risk of 
obtaining biased results. Longitudinal data give more information, more 
variability, less collinearity among variables, higher degrees of freedom and 
greater efficiency, and are also better able to cope with the dynamics of 
adjustment. Moreover, many variables can be measured more accurately at 
the micro level, and biases resulting from aggregation over firms or 
individuals are eliminated (Baltagi 1996).
Bypassing the group of small enterprises weakens the possibilities for 
carrying out the studies mentioned in the previous paragraph, and at the same 
time the bypassing property makes the Poisson sampling scheme unsuitable 
for cases where all units should be updated within a certain period. The 
Poisson Mixture (PoMix) sampling scheme, which greatly alleviates this 
problem and in some cases even eliminates it entirely, will be presented in 
Chapter 10.
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PoMix is a family of sampling schemes with two extremes: marked by 
Bernoulli sampling and Poisson Tips sampling. PoMix sampling is based on 
the use of Permanent Random Numbers and on a constant shift in the rotation 
of successive samples. By changing the Bernoulli part and the width of the 
constant shift it is possible to control the area of bypassed units.
It was surprising to find in the Monte Carlo simulation results presented in 
Chapters 11 and 12 that PoMix sampling was more efficient than traditional 
Poisson 7tps sampling with some Bernoulli widths. The more skewed the 
distribution of population, the more effective PoMix sampling is. Thus 
PoMix sampling is very suitable for a business population.
It should be remembered that business surveys have human respondents 
and face the same problems as social surveys. There are some problems that 
will not be taken up for discussion here, e.g. those arising from data 
collection, such as response errors, missing data etc. It will be assumed 
throughout this work that a Business Register is available as a sampling 
frame for business surveys. This implies that direct element sampling is 
always possible, which means that a sampling frame exists that identifies 
every element in the population.
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2.
SURVEY DESIGN
We set out from the words of Deming (1960):
“Before there is any thought of survey or experiment someone must 
have a problem which is associated with some subject field. To find a 
rational solution for a problem, it requires a statement of aims and a 
criterion for evaluating the effectiveness of the system of solution”.
Sometimes the chance of selecting the wrong solution to a problem can be 
lessened by the use of statistical information not now at hand. Whether 
statistical information is useful or not depends on the information and the 
problem. If the information is useful, the statistician can reformulate the 
problem in statistical terms, i.e. translate the need for information into a plan 
by which to acquire estimates of totals or proportions that will be relevant to 
the problem. This plan may be called “a survey design”.
Surveys can be carried out in different ways. Two major classes are 
census surveys and sampling surveys. A sample can be defined as any 
fraction of all elements in a universe. However, sampling is not only a 
procedure for selecting a part of a whole, but is, as Deming (1960) suggests, a 
scientific method of investigation and inference, in which demonstrable 
reliability is required. This means that a sampling design must not only 
produce estimates but it must also provide demonstrable measures of the 
reliability of those estimates.
A census survey involves complete coverage, and can thus be regarded as 
a special case of a sample survey -  based on a 100% sample. Official 
statistical agencies in almost all countries nowadays perform at least some 
census surveys. They are costly, but free of sampling errors. In addition, they 
provide frames for use in both social surveys and business surveys of the 
sampling kind. A census can also be filled in using administrative data as a 
source of information. In the widest sense of the word, the gathering of data 
by administrative sources must also be regarded as a type of survey.
Assuming that a need for information exists and that a survey seems to be 
the best way to meet that need, the next step is to decide what kind of survey 
seems to offer the best way of obtaining answers to the problem.
In general, the purpose of a survey is not to use data to make decisions 
about individual elements, but to obtain summary statistics covering a 
population or specific subgroups in a population. However, due to 
dissimilarities between and within subgroups, information based on 
microdata in addition to ordinary macrodata will be needed. Firms within the 
same industry do not use same production process, produce identical products 
and face identical costs. Numerous studies have proved that they differ 
dramatically even within the same geographical area and within the same
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four-digit industry classes as defined by the SIC (Standard Industrial
Classification). Heterogeneity is observed across time as well as across units.
It is therefore obvious that different kinds of information are needed. Duncan
and Kalton (1987) present eight kinds of information needs:
1. Estimates of characteristics, activity, behaviour, or attitudes for one point 
in time
2. Estimates of net change between two or more time periods
3. Estimates of gross change between two or more time periods
4. Estimates of trends based on several time periods
5. Estimates of duration, transitions, or frequency of occurrence for specific 
kinds of events and specific groups of people
6. Estimates of characteristics based on cumulative data over time
7. Estimates of rare events based on cumulative data over time
8. Estimates of relationships among characteristics
To satisfy these information needs, Bailar (1989) distinguishes five types of
survey:
1. Single time surveys are designed to produce estimates of characteristics, 
activity, behaviour or attitudes for a single point in time. Estimates of 
duration and transition are possible if there are questions covering these 
topics. Often some of the information is the same as is collected with 
other surveys, so that it may be possible to estimate net changes.
2. Repeated surveys with no overlap between units investigate a given topic 
at regularly scheduled time points. In addition to estimates for a single 
point of time, these surveys give estimates for net changes and trends.
3. Repeated surveys with partial overlap are surveys where units are 
included a number of times and then rotated out of the survey. The main 
reason for the overlap is variance reduction. This approach allows gross 
changes to be estimated.
4. Longitudinal surveys with no rotation are designed to monitor a 
particular group of units over time. They allow characteristics to be 
traced for longer periods of time based on cumulative data. The main 
purpose is to estimate gross changes.
5. Longitudinal surveys with rotation are designed to monitor a particular 
group of units for a specified period of time, to introduce new sample 
units at specified intervals, to create longitudinal records for each 
observation unit and to include longitudinal analysis. Estimation of gross 
changes for a specified period is possible. This method also allows rare 
events to be identified in cumulative data.
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Table 2 .1
Survey types by kind of estimates that can be produced. X  means always possible, (X ) means 
sometimes possible.
Kind of Estimate Type of Survey
Single
Time
Repeated, 
no overlap
Repeated,
partial
overlap
Longitu­
dinal, 
no rotation
Longitu­
dinal,
with
rotation
For one point in time X X X X X
Durations, transitions, 
frequency of occurrence (X) X X X X
Relationships among 
characteristics X X X X X
Net change (X) X X X X
Trends X X X X
Rare events - cumulated X X X
Gross change (X) X X
Characteristics for longer 
time periods based on 
cumulated data X X
The above five types of survey and eight kinds of information needs have 
been tabulated by means of a modified version of the technique used by 
Bailar (1989). The table helps the statistician to decide what kind of survey to 
select. After this has been done a decision must be made regarding the set of 
elements (population) and the possible subpopulations (domains of study), 
including the characteristics of the population which are of interest. It is 
assumed in this thesis that a frame exists which makes it possible to reach the 
population units and which also includes the main population characteristics. 
I will return to this problem in the next two chapters. After the steps 
mentioned above we have some information on the distinctions between the 
frame and the population. The next steps are to design the sampling 
procedure and a way of collecting the data. The last of these problems lies 
outside the scope of this study.
A  brief summary of Chapter 2
When it is decided to carry out a survey it must first be determined what kind 
of information is needed and what kind of survey can best elicit answers to 
the problems of interest. Expenditure considerations usually determine 
whether a census or sampling survey is used. The information needs tell us 
what kinds of estimates have to be produced, and these determine what type 
of survey should be carried out. The type of survey, in the last resort, 
determines what kind of control over the distribution of the response burden 
it is possible and reasonable to use. If a census is used, no such control is 
needed. Once the type of survey has been determined, the next step is to 
decide what are the population entities and to seek a frame for the population 
of interest.
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3.
SAMPLING FRAMES FOR 
BUSINESS SURVEYS
This study concentrates on direct element sampling schemes. The term is 
used by Samdal et al. (1993), for example, to denote selection from a frame 
that directly identifies the individual elements of the population of interest. 
Thus direct element sampling means sampling based on a frame that contains 
a list of population elements, whereas the elements in indirect element 
sampling are units which are sets of elements in the first sampling stage, this 
being based on a frame that contains a list of sets, often called clusters. Since 
these primary sampling elements are often geographical areas, the frame is 
called an area frame.
Frame quality, which is a critical point for a successful survey, can be 
evaluated through the relations that exist between the target population and 
the frame population. Samdal et al. (1993) present eight necessary properties 
for a frame in direct element sampling:
1. The units in the frame have been identified
2. All units can be found, if selected in the sample.
3. The frame is organized in a systematic fashion
4. The frame contains a vector of auxiliary information for each unit
5. The frame specifies the domain to which each unit belongs.
6. Every element in the population of interest is present only once in the 
frame.
7. No element not in the population of interest is present in the frame.
8. Every element in the population of interest is present in the frame.
In practice, a frame is never perfect, mostly due to the continually changing 
structure of the business population. For example, there may be new birthed 
or recently dead businesses not recorded in the frame at the moment of 
sampling. Some frame units of interest may not be elements of the population 
and, conversely, some population elements may not be present in the frame. 
These frame imperfections are called undercoverage and overcoverage.
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Figure 3.1 Undercoverage and overcoverage in a frame.
Figure 3.1 shows that a sample may include some frame units not contained 
in the population. Conversely, some units of interest are not attainable 
because they are not included in the frame.
Many other imperfections may also be found in a frame. Two examples 
are: 1. some population elements have links to more that one frame unit; 2. 
frame information may be incorrect, or not detailed and current enough to 
allow access to target population elements.
There are numerous definitions of a frame in the sampling literature. Two 
examples are quoted here, from Lessler (1982) and Colledge (1995) . Lessler 
says:
’’The materials or devices which delimit, identify and allow access to 
the elements of the target population. In a sample survey, the units of 
the frame are the units to which the probability sampling scheme is 
applied. The frame also includes any auxiliary information that is used 
for (1) special sampling technique, such as stratification and 
probability to proportional sampling, or for (2) special estimation 
techniques such as ratio or regression estimation”.
The definition proposed by Colledge is as follows:
"The survey frame is defined as a set of units comprising the sampled 
population with identification, classification, contract, maintenance, 
and linkage data for each unit".
Both definitions show the importance of the frame for delimiting the 
population of interest and for assembling the identification data, contact data 
and auxiliary data necessary for sampling. Identification data may include an 
alphanumeric identifier, name, address etc. Contact data are items required in 
order to locate units in samples, such as mailing address and telephone 
number. The frame should also include the maintenance and linkage data 
needed for repeated surveys or programmes comprising several surveys, and 
also classification data, including stratification variables and size variables 
for probability to proportional sampling.
Thus the frame is a list of units which are associated with population 
elements in which economic activities connected with the producing of goods
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and services take place These elements are transformed, in the frame into 
units which are suitable for statistical purposes.
In the real world, economic activities are performed in entities having an 
operational and legal structure of their own (UN, Statistical Office 1990). The 
operating structure reflects the way a business makes decisions about its use 
of resources and the production of goods and services. This structure may 
divide an enterprise into two or more entities in which economic activity 
takes place. This activity can be principal, secondary or ancillary, where a 
principal activity is a process producing more than the other processes in the 
entity, either principal products or by-products. Secondary activities produce 
secondary products or by-products.
Principal and secondary activities cannot be carried out without the 
support of ancillary activities such as bookkeeping, transportation, storage, 
purchasing, sales promotion, cleaning, repair and maintenance, and security 
(UN Statistical Office 1990). As the production process is generally not 
viable without the support of ancillary activities, these latter should be 
allocated over all the production activities that they support. Sometimes they 
are organized into a central ancillary entity, however, and then it is expedient 
to use supplementary tabulation for ancillary entities in a survey.
The legal structure of a population entity provides the basis for its 
ownership. This structure forms a legal entity, which may be a corporation 
(possibly a public corporation), a joint stock company, a co-operative society, 
an incorporated non-profit association, a partnership, an individual 
proprietorship, or some other form of association. In some cases legal 
structures contain more than one legal entity. This entity, called a group of 
enterprises, is often created in a process of concentration (mergers, take­
overs) or déconcentration (split-offs, break-ups). Concentration and 
déconcentration as demographic events are described in more detailed in the 
next chapter. Strategy and control are centralized into a relatively small top 
management group functioning in the manner of a management consulting 
firm within the group of enterprises.
Most economic entities are small enterprises whose economic activities 
are generally located in one place. In this case it is easy to collect information 
both geographically and on a detailed activity level. Economic activity in 
large and complex enterprises takes place in units, which are grouped into 
hierarchical structures for management, administrative and decision-making 
purposes, and this means that there is often a lack of geographically or 
industrially detailed information at the enterprise level. These enterprises 
must be divided into smaller parts, The most useful ones, whose definition is 
internationally standardized, being establishments, local units and activity 
units. For homogeneous use in international statistics, the U.N. Statistical 
Office recommends that reference should be made internationally to 
economic activity units. The third revision of the International Standard 
Classification of All Economic Activities published by the UN Statistical 
Commission in 1990 (ISIC rev.3) includes a definition of statistical units. The 
importance of such definitions is described as follows:
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” The statistical unit serves as a tool to measure in an unduplicated and 
exhaustive fashion several aspects of the economy. In general, the 
utility of using standard classifications of activities, institutional 
sectors and geographical regions is weakened if they are applied to sets 
of transactors which are not defined in a standard way”.
A basic statistical unit in business statistics is an institutional unit defined as 
a transactor in the system. This unit is also supposed to be capable of 
engaging in a transaction on its own behalf and in its own right. This unit can 
be a household or a legal, social or economic entity. In the case of business 
statistics, an institutional unit is normally a legal entity which owns or 
manages the property of the organizations, enters into contracts, receives 
incomes and maintains an independent, complete set of accounting records, 
including profit-and-loss accounts and a balance sheet. In most cases an 
institutional unit is a single legal entity whose existence is recognized in law 
independently of the persons or institution owning it. Thus a household 
cannot be a legal entity, and it follows that the boundary between households 
and enterprises is sometimes difficult to specify.
In some cases a legal entity is not independent enough to be an 
institutional unit. In this case a suitable statistical unit may be composed or 
two or more legal entities. This basic unit is called an enterprise, which is 
defined as an institutional unit, or the smallest combination of institutional 
units, that encloses and directly or indirectly controls all the functions 
necessary fro carrying out its production activities.
The smallest combination of institutional units means that there exist no 
legal entities created and owned by one or more other legal entities only for 
reasons of tax shelter or liability. Such units may not be able to survive without 
the rest of the corporation. It will then be convenient to integrate the activities 
of these entities into the corporation so that there exists only one enterprise.
Most enterprises are single-establishment enterprises, being homogeneous 
in terms of both the location of the unit and its activities. On the other hand, 
in multi-establishment enterprises different activities are often carried out in 
different locations. It follows that an enterprise is an unsuitable unit for either 
activity classification or geographical classification. The Statistical 
Commission of the UN has recommended use of the activity unit, the local 
unit or the establishment in such cases.
The activity unit is an enterprise or a part of an enterprise engaging in one 
kind of economic activity without being restricted to the geographical area in 
which that activity is carried out. It falls under unitary ownership or control 
from the outside and carries out only one activity. It can be heterogeneous in 
its location, however. The use of this unit allows the statistician to compile 
statistics that are homogeneous with regard to economic activities. When 
statistics are to be provided for individual geographical areas which are 
smaller than a country and no further breakdown according to economic 
activity is necessary, it will nevertheless be more appropriate to use the local 
unit for statistical purposes, as this covers all economic activities carried out 
by an enterprise at one location.
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The statistical unit is often required to be homogeneous with regard to 
both its location and its activity, And in this case the ideal unit is the 
establishment.
Most economic statistics are significant only when the breakdown occurs 
by activity. A consistent classification across surveys and over time is then 
needed. The standard industrial classification of all economic activities is an 
integral part of the frames called Business Registers. The ISIC (International 
Standard Industrial Classification of all Economic Activities) serves as the 
standard for this purpose. Its two-digit or lower level is a hierarchical system 
of categories coded with Arabic numerals and arranged on a decimal system. 
At the one-digit level, which does not belong to any particular hierarchical 
level, the letters A - Q are used. This makes it possible to use more than ten 
tabulation categories.
The Statistical Commission of the UN recommends using the ISIC with 
such modifications as may be necessary to meet national requirements, 
without disturbing the framework of the classification. The ISIC has links to 
the Central Product Classification (CPC), the central instrument for 
classifying goods and services, and the Statistical International Trade 
Classification (SITC), the classification for transportable goods in 
international trade statistics.
The council regulation on the statistical classification of economic 
activities in the European Community recommends a classification called 
NACE, which is identical to the ISIC at the two-digit level.
Business survey statisticians are often interested in links between survey 
units over time as recorded in the Business Register. The treatment of 
changes is linked to what is recorded in the Business Registers at any point in 
time. In other words, whatever events in the outside world are deemed 
relevant, their consequences for entries in the statistical business register 
should be described between units. As the Business Register is in general 
based on the files of the tax authorities, the events recorded are 
administrative events of a kind that is not suitable for statistical purposes in 
all cases. This is described more detail in the next chapter.
The benefit of having an administrative source for the Business Register is 
that it provides an inexpensive starting point for the register and a source of 
continuous information for its maintenance. An administrative business list 
cannot satisfy all the register’s data requirements, however. Its coverage may 
be inadequate, or its data items may be insufficient for classification and 
contact. Moreover, the legislation governing the administrative process 
places limits on the use of administrative data, so that we have a distinction 
between the statistical world and the register world. It follows that business 
registers also use supplementary information from other sources (Colledge 
M. J„ 1995).
The problems raised by large, multi-establishment enterprises are usually 
different from those of small, single-establisment enterprises. The problems 
arising from small businesses are the following. A large number of units must 
be maintained, high volumes of data on the formation and closure of 
businesses must be updated, and accurate classification data is laborious to
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handle. Furthermore, bookkeeping systems in small enterprises are often 
incomplete, which results in the respondent burden becoming high if the 
register data has to be complemented by surveys. Fortunately, administrative 
and statistical units most often coincide in small enterprises, so that use can 
often be made of administrative data.
Problems arising from large units concern the difficulty of defining 
suitable statistical units and reporting units and the updating of organizational 
changes. The tax authorities are generally interested only in the accounts of 
the whole enterprise, which means that data on individual establishments 
must be collected by direct inquiries, called register surveys. Some countries 
use a process referred to as profiling to determine the statistical structure of 
large, complex businesses. Profiling means direct contacts with large 
businesses aimed at defining their structures (Pietch L. 1995).
The good thing is that the response burden is not a major problem among 
large enterprises, as they usually have good bookkeeping systems. On the 
other hand, the study of Tuominen (1999) shows that larger enterprises have 
fairly high response burdens, due to the complex structure of their operating 
and bookkeeping systems.
A brief summary of Chapter 4
The quality of the frame is a critical part of a business survey, as it must 
include and define the units and classifications needed for the survey. Units 
must be suitable for statistical purposes and coincide with real units in the 
population. These purposes depend on whether information is needed about 
the geographical level or the activity level. The Statistical Commission of the 
UN recommends the use of units defined according to the third revision of 
the International Standard Classification of all Economic Activities (1990).
A frame is never perfect in practice, and there is always some 
undercoverage and overcoverage in frames due to births of new businesses 
and the deaths of old ones. In addition, there may be some errors in the 
contact data, making communication with the businesses impossible.
A frame is often in linked to a coordinating system, which may be needed to 
update data used for coordination purposes, such as permanent random 
numbers.
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4.
BUSINESS DEMOGRAPHY
Some changes that can occur in the business population were discussed in the 
previous chapter. A new entry in the administrative register does not 
necessarily imply the birth of an enterprise in the real world. Some questions 
arise regarding this problem. How should the birth of an enterprise be 
recognized? When should identification numbers be changed for statistical 
units? How should the register track units?
Business Registers should identify changes in the business population in 
an appropriate way, and the types of changes should be identified and 
classified. Struits and Willeboords (1996) present a basic classification of 
changes (see below)
Table 4.1.
Basic Classification of changes in business population. x:y means x units before and y units 
after the event)
Change class Num ber o f units involved  
beforetafter the event
Identity continued
1. Change of Characteristic 1:1 Yes
2. Change of Existence
2.1 Birth 0:1 No
2.2 Death 1:0 No
3. Change of Structure
3.1 Concentration
3.1.1. Merger x:l No
3.1.2. Takeover x:l Yes
3.2 Déconcentration
3.2.1. Break-Up l:y No
3.2.2 Split-Off l:y Yes
3.3. Restructuring x:y Yes or No
A change of characteristic means that the identity of the enterprise has not 
changed but its main activity or size class or some other important character 
has changed. The number of units before and after this change is the same 
and the identity of the enterprise continues.
Changes of existence involve units which are not related to any unit of 
the population to which they could be compared, before or after change. In 
the case of birth there is no related enterprise before the event, and in the case 
of death there is no related enterprise after the event. There is no continuity of 
identity in either of these cases, of course.
Changes of structure involve more than one unit before or after the 
change, which can therefore be a process of either concentration or 
déconcentration. Concentration means that two or more units combine to
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form one. The unit emerging from this concentration may or may not be 
essentially the same as one of the units before the event. In the case of take­
over one unit continues its identity whereas other units lose theirs, While in 
the case of merger all the units lose their identity and a new enterprise 
appears after the event. During déconcentration a unit either breaks up 
without any part retaining the identity of the original unit or one or more 
units split off from another, which retains its identity. This case is the reverse 
of concentration. Restructuring involves more complex changes in structure.
All of these changes except changes of characteristics entail the 
administrative birth or death of an enterprise, in addition to which a case of 
birth in an administrative sense can occur when an enterprise changes its 
legal form.
These changes can be identified in the administrative register By using the 
continuity or change of telephone numbers or addresses, for example, to 
separate real cases of birth and death from purely administrative ones. In 
Finland the tax authorities gives an ID number to each enterprise when it in 
appears in the register, and this number disappears in the case of closure and 
in some cases of a change in structure. The Business Register, which 
investigates the numbers of new enterprises which appear in its lists and the 
locations of their establishments, gives an establishment ID-number to each, 
which is independent of the enterprise number and in general does not change 
in response to future demographic events. It is thus possible to classify some 
demographic events using the enterprise number and establishment number 
together, making use of available information on the continuity or existence 
of the new enterprise before the change (Laaksonen, Teikari 1998).
It is possible to use the movement of employees from one enterprise to 
another to improve the accuracy of the classification. Tuija Mustaniemi 
(1997) studied real instances of the formation of enterprises in the business 
register as a proportion of administrative ones, constructing for the purpose 
of this analysis a longitudinal worker-establishment data set covering the 
years 1988-1992. The data included variables from the Business Register, the 
Regional Employment statistics and the Statistics of Bankruptcies. For a real 
birth she used three criteria: 1) a new enterprise must start its activities by 
creating a new establishment, i.e. a new enterprise creates its own factors of 
production, 2) a new enterprise is not allowed to share a high proportion of 
employees with any other enterprise that has closed down or remained active, 
because this usually indicates an administrative birth that is not real, and 3) a 
new enterprise must be economically active. Using these three criteria the 
analysis showed only 54 percent of all openings of enterprises in the retail 
trade and 63 percent in manufacturing to be classifiable as real births.
Enterprise demography has attracted a great deal of attention recently due 
to its importance for political decisions. In the process of sample 
coordination, administrative birth or death may mean that we miss a unit 
which exists in the real world or we may send a questionnaire out to it in 
succeeding surveys simply because the its ID number has changed. It would 
therefore be desirable that the history of an enterprise should be contained in 
the sample frame.
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A brief summary of Chapter 4
Changes in business population cause lead to overcoverage and 
undercoverage in a frame, And can also cause some problems in sample 
coordination. We can send a questionnaire to an enterprise which has 
changed its ID-number and was in the same inquiry last time with another 
ID-number. Business demography is essential in order to reduce these 
difficulties.
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5.
SAMPLING DESIGN
Sampling does not give information on every unit of the population, and thus 
it results in sampling errors, but it is preferred because it is cheaper and easier 
to carry out than a census. When sampling is designed carefully the resulting 
data can be sufficiently precise, with moderate unbiasedness and variance, 
and for the purpose at hand. It may sometimes be as precise as a census, or 
even more precise, due to the fewer non-sampling errors. To be sufficiently 
precise the sample must be representative. Neyman (1934) described 
representative sampling in the following manner:
”1 should use these words with regard to the method of sampling and to 
the method of estimation, if they make possible an estimate of the 
accuracy of the results obtained in the sense of the new forms of the 
problem of estimation, irrespectedly of the unknown properties of the 
population studied.”
By accuracy, Neyman meant small bias.
In the first third of the twentieth century there were two versions of 
representative methods of sampling, one based on purposive selection and the 
other on random selection. Following Neyman’s work in the 1930's, sampling 
based on random selection has predominated, because purposive sampling does 
not give the inclusion probabilities for units, so that it is impossible to measure 
the precision of the sample. Purposive sampling is a method that selects sample 
units according to the judgement of the researcher, who assumes the result to be 
representative. For that reason the method is called also judgement sampling. 
An example of purposive sampling is the farm surveys carried out by the 
Australian Bureau of Agricultural and Resources Economics, as described in 
more detail by Bardsley and Chambers (1984).
Even though the purposive method was very popular for business 
sampling until the 1980’s, this study will concentrate on randomized 
sampling methods. As it is assumed that there exists a sampling frame, the 
analysis is restricted to direct element sampling techniques (see later 
chapters). This means that a two-stage sampling design, two-phase sampling 
design and clustered sampling design are all bypassed and that two basic 
types of randomized sampling method are taken for consideration, namely the 
draw-sequential and list-sequential sampling schemes.
The draw-sequential sampling scheme involves drawing randomly units 
from the entire population and including every drawn unit in the sample, and 
can be carried out either with or without replacement of every unit in the 
frame after each draw. Typical sampling schemes are Simple random 
sampling With Replacement (SRSWR) and Simple random sampling without 
replacement (SRS). SRS can also be performed sequentially, as we will see in
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later chapters. Ohlsson (1993) calls this Sequential Simple random sampling.
The list-sequential sampling scheme consists of successive experiments 
(unit by unit) for frame units; not necessarily for each frame unit. Each 
experiment results in either selection or non-selection of the unit in the 
sample. Bernoulli sampling is a typical form of list-sequential sampling, 
where each frame unit is given a random number from a uniform distribution 
Unif(0,l). The unit is then included in the sample if its random number is 
greater than the sampling fraction.
The sampling design determines the statistical properties of the resulting 
estimates (sampling distribution, expected values, variance), while the 
sampling distribution determines the inclusion probabilities that are necessary 
for calculating point and interval estimates. The sampling distribution p(.) 
gives a probability for each sample in the set of all possible samples. 
Inclusion of a given element in the sample (s) can be indicated by the random 
variable /*, defined as
which is known as the sample membership indicator (Samdal et al.1992).
The probability of an element k being included in a sample is obtained 
from the given design p(.) as follows:
where k  e s indicates that the sum is calculated over those samples s which 
contain k.
If the frame includes auxiliary information which is closely correlated 
with a variable of interest, it is possible to use sampling designs that 
effectively exploit this auxiliary information. This is extremely important for 
business surveys due to the skewness of distribution of business populations. 
The Stratified Sampling and unequal probability sampling schemes are 
possibilities in this situation.
The inclusion probability in equal probability sampling schemes is equal 
to the sampling fraction for each sampling unit. Examples are Bernoulli 
Sampling, and Simple random sampling without replacement (SRS).
Bernoulli sampling is based on a binomial probability model called a 
Bernoulli model. There is one trial for each of the N  units, and these trials are 
statistically independent. Each trial is carried out with a random number and 
results in either success or failure. Each trial has a probability of success n  
and a probability of failure (1- n). Thus there are only two possible outcomes 
for each trial and their probabilities remain the same throughout the trials. 
The event "n trials result in k successes and n-k failures" can come about in as 
many ways as k letters can be distributed among n places. The event thus
1, if  k e  s 
0 otherwise
-  p ( k e  s) = p ( I k = !)  = £ /> ($ ) ,
kes
contains
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In Bernoulli sampling the sample membership indicators are
independent and identically distributed random variables. The inclusion 
probability ;ris a constant, and each Ik follows the Bernoulli distribution
p (Ik =1 ) = JC 
p {Ik =0) = \-7C
Denote the realized sample size as ns, then the sampling design BE is 
expressed by
p{s) = n ”’ (}-7c)N n> .
The binomial probability model also gives the answer to another question. 
The probability of obtaining exactly ns successes is given by
'N \
\ ns j
K ns( \ - j t ) N—ne
This means that the sample size ns is a random variable, distributed 
binomially with a mean
^BE (nS ) —
and variance
VBE{ns ) = N 7 t{ \-n ) .
In the design BE the estimator Trfor the population total and its variance takes 
the forms
7C<
and
n  V
An unbiased variance estimator is
v,Ah=-(--*)Ln ■K K
As the sample size ns varies in the sampling procedure, Brewer et al. (1984) 
recommend use of the ratio estimator
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-----= Nÿs ,
ns
which is called the expanded mean estimator.
The variance estimator takes the form
VBE( m  = N 2— ( l - - ) S 2yv ,
n.
where S 2yu refers to population variance of y; the variable of interest.
Simple random sampling without replacement (SRS) is based on the 
assumption of a normal distribution of all possible samples. Every sample s 
of fixed size n receives the same probability of being selected, and we have
p (s ) = 1/ \ ns j
, if  s is o f size n 
0 otherwise
Auxiliary information can be introduced by stratifying the population using a 
size variable which is closely correlated with the variable of interest. The 
inclusion probabilities are then identical within each stratum and different 
between the strata. The sampling design is then Stratified simple random 
sampling (STRSRS). Stratification is treated in more detail in section 8.1.
A Stratified Simple random sampling where the sample fraction differs 
from stratum to stratum, can be regarded as equal probability sampling as 
long as we think of each stratum as a separate population. If our study 
variable y is approximately proportional to a known auxiliary variable x  we 
can incorporate this auxiliary information by selecting each element k with a 
probability proportional to the size measure xt. It follows that each unit in the 
frame has its own inclusion probability. The use of unequal probabilities was 
first suggested by Hansen and Hurwitz (1943). Their method was based on 
the replacement of units in the frame after each draw. Sampling with 
replacement is less efficient than sampling without replacement, but it has 
four advantages (Brewer and Hanif 1983):
1. Selection of the sample is simple
2. The method can be used for any predetermined (but not necessary 
distinct) number of units in the sample
3. The unbiased estimator of variance is simple.
4. It is also comparatively easy to obtain unbiased estimators of total 
variance and components of variance in multistage designs.
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However, to avoid the possibility of units being selected more than once, 
Horwitz and Thompson (1952) presented a general theory of sampling with 
unequal probabilities without replacement based on the use of an unbiased 
estimator called an HT estimator
where nk incorporates the auxiliary information of xt . In this paper the 
sampling with unequal probabilities without replacement is called reps 
sampling.
Brewer and Hanif (1983) review 50 procedures which have been 
suggested for Tips sampling without replacement, and show that the solution 
requires that the sample either 1) changes some selection probabilities, or 2) 
allows some variation in sample size. An ideal sample selection method 
should satisfy the following requirements:
1. Units are selected with probabilities 7tk proportional to the size measure xk
2. The probability, nk\, of joint selection of the units indexed by k and / 
should be positive for all k, /;
3. Covariance exists between the sample membership indicators 
7tk7ti - nkl >0, for all k, l (krf.)
4. 7tki is known or can be calculated
Much attention has also been devoted to the desire for fixed sample size, 
which means that the first requirement would take the following form
T. Exactly n units are selected without replacement and with probabilities 
7tk proportional to size xk
Sunter (1986) has given some solutions to this problem, but his algorithms 
are not suitable for the coordination of samples because this is impossible 
based on PRNs (negative or positive). Poisson sampling, which makes this 
control possible, is presented in section 8.3 in the context of the history of 
sample coordination. We will now briefly go into the principles of sample 
estimation.
A probability sampling design gives us a device for generalizing a sampled 
population to the whole population. Sampling coordination using PRNs needs 
a list-sequential sampling scheme such as Bernoulli sampling, Sequential 
SRS or Poisson sampling. Bernoulli sampling is a special case of Poisson 
sampling, that is, équiprobable Poisson sampling. Due to the highly skewed 
distribution of business populations, stratification is needed for équiprobable 
sampling schemes. Bernoulli sampling is described in this chapter, and 
sequential SRS and Poisson sampling are described in more detail in later 
chapters.
A brief summary of Chapter 5
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6.
ESTIMATION
When using a sample we aim to obtain point estimates for certain parameters 
of interest. These parameters may be totals, ratios of totals, domain means, 
regression coefficients, medians, etc.
Let 9  be an estimator of the parameter 6. The Mean Square Error (MSE) 
is a measure of the accuracy of 9 ,
M SE(9) = E (9  -  6 f  = V(9) + Bid)
A  A  A
which depends both on the bias B{6) and the variance V(9 ) of the estimate 6 . 
Bias is an important character which measures the distance between the true
A  A
value of parameter 9 and the expected value E{9) of the estimator 9 ,
B(9) = E ( 9 ) - 9 .
Although unbiasedness is an important quality in an estimator, its importance 
must not be exaggerated. Samdal et al. (1992), for example, present two cases 
where it is not reasonable to seek an exactly unbiased estimator.
1. Many parameters have a structure that makes it difficult to find an 
unbiased estimator.
2. An estimator with bias can often have a smaller variance and mean 
square error (MSE) than an unbiased estimator.
Unbiasedness is a characteristic of the //T-estimator, which sometimes gives 
very large variance. By accepting some bias we often achieve a smaller MSE. 
We cannot accept a very large bias, however. It must be small in relation to 
the standard error. This is important for confidence interval to be valid. A 
measure for this quality is the bias ratio
BR{9) = —
B(9)
A
1/2 *
V(9)
Following Samdal et al.(1992), we can show that as long as BR(9) is small, a 
calculated confidence interval will not be greatly in error despite a non-zero
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bias. As the above authors have shown, we can see this by making 
approximation
Z = 9 - E ( 9 )
V ( 9 f 2
~ N (0,1).
The coverage probability is then
(6.1)
fc„  = p j e - z, . „ „ h « ) J ' 2 < » < 9 + z ,^ , ! [r(9)l'2]J
= - m # )  < Z < . -  me».
Pcov equals the desired confidence level I -a  only if BR(9)=0. The effect of 
the bias ratio on the coverage probability Pcov may be ignored, however, if its 
absolute value is small, as can be seen in the table below.
Table 6 .1. Probability Pcov as a function of the bias ratio BR{9)
If a biased estimator is used, the variance should be replaced by MSE, so that 
the interval for 0 will be
9 ± z l-or/2 M SE{9)}/2 ( 6.2)
The value of the probability Pcov can be expressed in terms of the bias ratio 
BR{9). Assuming that 9 is normally distributed and the coverage 
probability l-a =  0.95, the coverage probability lies between 0.9489 and 0.95
if BR(9) < 0 .1.
According to Hidiroglou et al. (1995) we now consider a point estimator 
of the population total Y based on auxiliary information about P subgroups of 
the population U, called model groups and denoted Up ,p  = 1 ,...,P . Let sp
be the part of the whole sample s that lies in model group U  . The estimator 
is given by
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(6.3)
/>=> Sp
where wk = a^gk- The weight wt is thus composed of two weights: the 
sampling weight ak = \/nk , which is the inverse of the original inclusion 
probability, and the g-weight
Sk - 1  + (X„ -X/wr) S
V sp
a^pk^pk
S-l
pk (6.4)
which incorporates the auxiliary information associated with the particular 
model groups U , p=l,...,P  used in the estimation, p  is the index of a model 
group for which one or more auxiliary variable total is known, xpk is an 
auxiliary variable vector, and X p = '^ jU Xpt . The known constants ck are
determined by the variance structure of the assumed underlying regression 
model
yk =  x 'pkfip+ £ k-> (6-5)
where fip is estimated from the sample.
This regression structure also gives the estimated regression residuals 
ek — y k - x  'pkPp , which are needed for the variance estimator given by
F (7) = y y  n k ‘ ~ n kK ‘ S ke k S ie i (6 6)
kes le s  ^  kl ^ k  ^ l
In the case of equal probability sampling designs, (6.6) reduces to simpler 
forms. For Simple random sampling, for example, it takes the form
V(Y) = N 2
n “  n - 1
If we do not use auxiliary data, this means that p= l (the entire population is 
the only model group) and gk=l, because xk=0 for all k, and this leads to the 
well known HT estimator
f = Y , a k y k , (6.7)
s
which uses the auxiliary information only in the design stage (or not at all). 
HT estimator is unbiased, as is well known, and its variance estimators takes 
the form
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ftf)=XZ n M 71 k7^ i yk y t
f t k l  f t  k  f t  l
The Horwitz-Thompson estimator can be improved using auxiliary data, 
totals for which may be known for the entire population or for specified 
subpopulations. By incorporating this information into our estimation process 
through the g-weight, we can improve the estimates obtained using the ratio, 
post-statification, regression or ranking methods.
Another way to incorporate auxiliary data into the estimates is that known 
as the calibration approach. This method is described in the paper of Deville 
and Sàmdal (1992), for example.
In business surveys, where we are operating with highly skew distributions, 
the data are often divided into two strata: the take-all stratum UTA and the rest 
of the population i f .
Three estimators for the population total, which are used later in this work, 
are presented below.
In the following expressions ak = l/nk denotes the sampling weights of 
unit k:
The Horwitz-Thompson (HT) estimator (6.7) takes the form
This estimator does not use auxiliary information in the estimation stage, but 
the remaining two do. They are not unbiased, but in general give smaller 
MSE’s.
The separate ratio estimator takes the form
(6.8)
Y m  = Y ,a kyk = Z ^  •
5 UTA SR
(6.9)
sR
and the GREG estimator takes the form
y G R E G
where
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b GREG ■
2 ] ak(ak ~ l)x k
sR
The slope calculation in Y GREG uses the weighting al(ai - 1). Note that 
yGREG an(j y srat aj-e both members of the GREG family of estimators given 
by (6.11). By equating these estimators with (6.4), we find the g-weights 
implied by each of them. These weights are required for variance estimation.
It will be shown later in Chapter 11 that Y GREG and f SRAT, which use 
auxiliary information at the estimation stage, will improve the HT estimator
Y ht even if the auxiliary information is also used at the sampling stage. Part 
of the reason why the HT estimator has a comparatively large variance is that 
the randomness of the sample size penalizes it but not the GREG estimators.
A brief summary of chapter 6
When we estimate totals, ratios of totals, domain means regression 
coefficients etc, using the sample it is not enough to have point estimates 
only. We must know how accurate our estimates are. The measure of this 
accuracy is a mean square error (MSE) which consists of the bias and the 
variance of the estimate. Even if the unbiasedness is an important quality in 
an estimator its importance must not be exaggerated. Unbiased estimator 
often gives large variance and accepting some bias the variance and MSE 
often can be reduced.
Incorporating the auxiliary information into the weights gives small bias, 
but reduces often considerably the variances of estimates. This chapter 
presents three estimates from which one, which is well known HT-estimator, 
do not use auxiliary information while two others, which are separate ratio 
estimator and GREG estimator, use auxiliary information in the estimation 
level. These three estimators are used later in Monte Carlo tests for PoMix 
sampling.
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7.
RESPONSE BURDEN
Since time is money, business owners generally resent spending time on 
replying to surveys. Brewer et al. (1972) refer to this as sample fatigue, 
which is an important problem in repeated mail and field surveys unless 
preventative measures are available. They regard this sample fatigue as an 
effect which tends to make survey responses different from what they might 
otherwise have been. A respondent may, for example, refuse to answer yet 
another voluntary questionnaire if no rotation method is used. On the other 
hand, repeated surveys are needed because economic analysis usually 
requires measures of change over time, which can be done with greater 
precision if there is a substantial overlap between successive samples.
Users of survey data have an insatiable demand for detail, which is only 
limited by cost and the response burden. Thus requests for survey data should 
be matched to bookkeeping practices. It is unreasonable to request more 
detail than can be extracted from a business’s accounts.
The largest businesses in the economy are likely to be selected as 
respondents for most surveys for which they qualify, and their burden can be 
minimized in this respect only if the statistical agency ensures that the 
statistical units included in survey frames correctly represent the business's 
organization and are compatible with structural units for which the data can 
be reported with least effort. This presupposes a process of setting up 
statistical reporting arrangements for a business. This is called profiling. At a 
minimum, profiling involves personal contact with a large business to gain 
insight into its legal and organizational structures. Good questionnaires 
impose a low response burden and remain friendly to both the respondent and 
the interviewer.
Questionnaires from statistical agencies are only a part of the whole 
administrative burden imposed on businesses. For example, an inquiry into 
administrative practices in small and medium size enterprises carried out by 
the Business Research Centre of Turku School of Economics and Business 
Administration (1994) showed that businesses spend about 290 hours a year 
and about 40.000 FMK on administrative practices, of which about 5 percent 
is devoted to inquiries made by statistical agencies. The inquiry concerned 
aspects of 46 administrative practices, of which the 10 most unnecessary ones 
and the 10 most expensive ones in the respondents' opinions are presented in 
the table below.
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Table 7.1
The ten most unnecessary and most expensive administrative practices in the opinion of 
respondents to an inquiry prepared by the Business Research Centre of Turku School of 
Economics.
Place The m ost unnecessary The m ost expensive
1. C o lle c tio n  a n d  p a y m e n t o f  tra d e  u n io n  fe e s R e p o r ts  fo r  p a te n ts  a n d  tra d e m a rk s
2. In q u ire s  b y  S ta tis t ic s  F in la n d D o c u m e n ts  fo r  b a la n c e  sh ee ts
3. C o n tra c ts  re g a rd in g  tra d e  u n io n  fee s T a x  re tu rn s
4 . R e p o r ts  to  u n io n s C la im s  fo r th e  c o s ts  o f  o c c u p a tio n a l h e a lth  
c a re  a n d  re p o rts
5. O c c u p a tio n a l h e a l th  re p o rts C o lle c tio n  an d  p a y m e n t o f  tra d e  u n io n  fe e s
6. D e a lin g s  w ith  th e  p ro v in c ia l  a d m in is tra tio n In sp e c tio n s
7. D e a lin g s  w ith  th e  lo c a l a u th o rit ie s R e p o r ts  to  u n io n s
8. U n e m p lo y m e n t in s u ra n c e  fe e s U n e m p lo y m e n t in s u ra n c e  fee s
9. A n n o u n c e m e n ts  fo r  e m p lo y m e n t a g en c ie s D e a lin g s  w ith  th e  p ro v in c ia l  a d m in is tra tio n
10. C la im s  fo r  th e  c o s ts  o f  o c c u p a tio n a l h e a l th  ca re  
a n d  re p o rts
In q u ire s  by  S ta tis t ic s  F in la n d
The public authorities in Finland have paid some attention to this 
administrative burden, and Statistics Finland has investigated the response 
burden that it places on businesses. In some countries statistical agencies 
have indexed and measured this response burden. Terhi Tuominen (1999) 
sent out a supplementary questionnaire with five business surveys in spring 
1998 in order to index and investigate the response burden induced by these 
questionnaires.
The response burden can be relieved by using administrative data as much 
as possible, by profiling and by good survey programme designing. The 
information is still needed, however, so that some response burden must 
exist. Three basic features of a useful definition of this response burden are 
listed by Sunter (1977):
1. Each survey questionnaire (j=l,2,...,n) is assessed for its response ‘load’. 
This would be expressed conveniently as a money equivalent to the time 
and effort required to complete the questionnaire and determined by one, 
or some combination of, the following methods: (i) careful assessment 
through simulation, role-playing and interviews, of the average time 
taken; (ii) measurement of the actual time taken, or costs incurred, by 
respondents in a pilot survey; (iii) negotiation between the agency and 
business representatives.
2. Each business (k=l,2, ... ,N) is assessed for its ”response obligation”, a 
measure which reflects the agencies’ assessment of its reasonable relative 
share of the total burden. The assessment might be a function of the size 
of the business, for example, and the particular function used might be 
subject to negotiation with business representatives.
3. The response burden allocation system seeks to ensure that the assessed 
response obligation of each business is exceeded only rarely by its actual 
response burden, the latter being, of course, the sum of the response loads 
of all the survey questionnaires it is obliged to answer within some 
accounting period.
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Let /3j denote the response load imposed by the f '  survey in a survey 
program, and jfy the probability of inclusion of the k‘ business in the j h 
survey. From the three features presented above, it is now possible to derive 
an equation for the expected response burden, denoted by RBk for the business 
k
M
= 2 X 4  • (7-dj=i
which should not exceed the response obligation of this business.
The formula (7.1) shows that there are two factors that create a response 
burden: the response load fy, which could be minimized by the use of 
administrative data, profiling and a proper survey programme, and ^  , which 
makes the actual response burden a random variable. This means that the 
response burden may be distributed unevenly among businesses, many of 
which suffer in this system which is fair only in that the burden occurs by 
chance. Thus minimizing the response burden is not enough; steps should 
also be taken to see that it is distributed as evenly as possible. It is possible 
to do this by coordinating samples. Coordination can have one of two 
contrasting aims. Negative coordination aims to achieve the smallest overlap 
between samples, and so to avoid the situation in which a respondent is 
burdened with two successive questionnaires, while positive coordination 
aims to improve the quality of the survey by including successive responses 
from as many units as possible. Fortunately there is a compromise: the 
rotation of samples. We will return to the subject of rotation in the next 
chapter.
Figure 7.1. Coordination of samples
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A brief summary of chapter 7
Users of survey data have an insatiable demand for detail. This imposes a 
burden on respondents which will cause sample fatigue if the burden is not 
controlled by the statistical agency. A model presented by Sunter includes 
three main factors: the response load, which express the effort required to 
complete the questionnaire; the response obligation, which reflects the 
agency’s assessment of it’s a given business’s reasonable relative share of the 
total burden the response load and the inclusion probability. The response 
load and the inclusion probability together form an expected response burden, 
which must not exceed the response obligation. The inclusion probability 
makes the response burden a random variable, which means that it is not 
evenly distributed among businesses. It is possible to make this distribution 
more even by means of coordination, and the rest of this thesis will be 
concentrated on the theory of coordination as it applies to business samples.
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8.
HISTORY AND THEORY OF SAMPLE 
COORDINATION IN BUSINESS 
SURVEYS
Three types of method for business sample co-ordination will be 
distinguished below, each of which tries to take into account the following 
four important features of business surveys:
1. In order to avoid sample fatigue and response burden, the sample units 
should be changed as often as possible.
2. The structure of the business population is rapidly changing.
3. There are significant changes in strata and inclusion probabilities 
between successive samples.
4. The distribution of the business population according to the size of the 
units is highly skewed.
Each of the three methods has its own philosophy, history and application. 
One of them, Simple random sampling based on the use of randomly formed 
rotation groups is described in sections 8.1 and 8.2 and its application in 9.1. 
The other two methods, Poisson (or stratified Bernoulli) sampling and 
Stratified Sequential Simple random sampling, are based on the use of 
permanent Random Numbers (PRN). These methods are described in sections 
8.3 and 8.4 and their application in 9.1 and 9.2.
These methods also represent two distinct aims of co-ordination, each 
system apparently having been constructed with a certain primary use in 
view. The main criterion was initially use for negative coordination or for 
positive coordination. Even though both criteria are met to a certain extent in 
each system, we can say that the aim of coordination based on Sequential 
SRS is mainly negative co-ordination, which means minimizing the overlap 
between contemporaneous or successive samples, while that in the other two 
methods is mainly positive coordination, which means maximizing the 
overlap between successive samples. This division will be used in Chapter 9, 
where a brief description is given of some existing coordination systems.
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Figure 8 .1. Grouping the sampling methods w ith respect to  coordination
8 .1 Sample Coordination based on Simple Random Sampling 
in Randomly Formed rotation Groups
The Canadian system of sample coordination is based on rotation groups 
determined within each strata on criteria of the kind of business activity, 
geography and size. All the units in a selected rotation group are included in 
the sample. The primary strata are kind of activity and geography, while 
secondary strata are formed using some suitable measure of the sizes of units 
within these primary strata. According to Hidiroglou et al. (1991), this system 
must have three characteristics. Firstly it should result in samples which 
reflect the changing structure of the population, secondly it should distribute 
the response burden by rotating units in and out of the sample, and thirdly, if 
there are significant changes in the stratification of the universe, it should be 
possible to redraw a new sample which reflects the changing structure of the 
population. The third characteristic can be divided into two parts. Firstly, due 
to the highly skewed nature of the distribution of the business population it is 
necessary to perform a stratification by size and to divide the population into 
two parts: a take-all part and a take-some part. An improvement to the theory 
of setting the cut off points between these parts will be examined in section 
8.1.1. Secondly, due to changes in stratification between two dates of 
sampling, some methods need to be improved to correct for the results of 
these changes. The improvement of these methods will be examined in 
section 8.1.2.
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8.1.1 Cut-off points in size variables
Because of the highly skewed nature of the business population the secondary 
strata comprise a certainty part and a part in which the rest of the population 
is stratified by size. If the distribution of population is extremely skewed the 
relatively small number of large units will contribute a dominant portion of 
the total being measured and it could be uneconomical to include any small 
units in the sample.
The decision when forming the strata is sometimes obvious in view of 
other decisions made in advance, i.e.the population may be divided into 
small, medium-sized and large enterprises according to some common 
principle. If there is no decision in advance, however, the cut-off points 
should be decided upon by some suitable method.
One of the earliest is the cut-off sampling method introduced by Hansen et 
al. (1953) for a case where a very small proportion of the units contribute 
almost the entire aggregate value of the characteristics. This is precisely the 
case of a population with a highly skewed distribution. This method is usable 
when the trend in a given auxiliary variable between two dates is similar to 
that in the larger units and smaller units. In the authors’ terminology, a cut­
off method is a method for making an estimate that applies to a whole 
population using only the stratum of larger units and neglecting the other 
strata, including those composed of small units.
It is essential to this method that there should be data available which 
include information on a measure of size x; on two dates /= 1,2: where date 1 
is a past date and provides an estimate for the whole population, and date 2 is 
the sampling date. The largest n units on date 2 are selected on the basis of 
the measure of size on date 1, and the ratio of the total on date 2 to the 
historical total of the selected large units on date 1 is then computed to obtain 
a measure of the relationship between the population totals for the two dates. 
An estimate for the total applying to the current universe on date 2 may then 
be obtained by multiplying the population total on the past date 1 by the ratio 
derived for the large establishments. The procedure is as follows
Let x '° 'h i be the sample total for stratum h, h=l,2 on date i, i= 1,2 , and let
be the ratio of sample totals on dates 1 and 2 for stratum h.
Accordingly, let X ‘°‘ hi be the population total for stratum h, h= 1,2 at time i, 
i= 1,2. Then
Rh =
x ‘°‘
X ‘o!
h
h
(8.1.1.1)
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is the ratio of the population totals in time periods 1 and 2 for stratum h.
Hansen et al. (1953) considered an estimate for the weighted average of the 
ratio of sampling totals in two strata
r = wlrl + w 2r2, (8.1.1.2)
where w, and w2 are the weights for strata 1 and 2 and wt+w2=l.
After some calculation, they obtained formulae for the optimum values of 
w, and w2 :
?2 - S ,S 2 +
( X n + X 22).
(X n S 2- X 22S 22)
(S2 -  Si)
and
S 2- S XS2 +
w2 =-
( X l2+ X 22)
(X 22S22 - X n S 2)
(52- 5 , r
where 5 / and S2 are approximations for the variances of the ratios /?, and R2 
(8.1.1.1) in respective samples.
If units are stratified so the large ones form the first stratum and the small 
ones the second stratum, and if S and are of roughly the same order of 
magnitude, then X n S l will be considerably larger than X 22S 2, and as this 
difference widens, the optimum value of w, will increase and will decrease. 
When this difference becomes large enough, the optimum values will be 
approximately w =1, w=0  and n=n.
This method described by Hansen et al. can be used if the trend in a given 
variable between the two dates is similar for the larger and smaller units. 
Later, Hidiroglou (1986) introduced an improved method in which the 
smaller units are sampled, so that similarity between the dates is not 
necessary.
Before Hidiroglou (1986) introduced his rules, the cut-off method that was 
widely used was that introduced by Dalenius (1952) and improved by Glasser 
(1962). Their objective was to minimize the variance of a given auxiliary 
variable with the given sample size.
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Glasser presented his cut-off value as a function of the mean, the sampling 
weight and the population variance. The parameters he used can be 
summarized as follows.
A ll u n its L a rg e  u n its S m all u n its
N u m b e r N t N-t
M ea n Y Y, y»-,
S a m p le  m ean y y, y N-,
V a ria n ce s 2 s ,2 S 2N-t
V a ria n c e  e s tim a to r s 2 s 2t S 2N-t
An unbiased estimator for the population mean is
$  N - t  _ t _ 
Y = — -y» - + N y '
The variance of the mean estimator takes the form
S 2(T ) ' N - t f  S \ Y n_,) N - n  
K N  J  n - t  N - t  —l (8.1.1.3)
where S2(YN,) is the population variance for small units.
Let yp y2, ...,yN be arranged in ascending order, and let ym be the value 
exceeded or equated by only the m largest values. Then
y\ ^  yN-m ^  (ym = y*) ^  yN-m+1 ^ yN • (8.1.1.4)
The optimum value of Y* is the value that minimizes (8.1.1.3). 
The necessary conditions for the optimum point are that
S 2(Y{l__m)) < S 2(Y ,=m+l)) and S 2(Y{l=m)) < S 2(Y(l__m_X)) .
The authors show that, if m is the optimum number of extremes to be 
included with certainty, then (8.1.1.4) is satisfied if
r * = r „ - , u l ^ - J!L s2 ( i - . hn - m
This is a necessary but not inevitably a sufficient condition for the optimum, 
as there may exist more than one solution. Glasser gave the following rule for 
the upper limit:
Y* = Y + y / N / n  S 2(Y) .
As the general rule is that it is better to set the cut-off point too high than too
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low, this upper limit can provide a good approximation for the optimal cut­
off point.
The rules of Dalenius and Glasser predominated in this field until 
Hidiroglou (1986) presented his cut-off rules for a desired level of precision 
of estimation. This method can be seen as a generalization of the method of 
Hansen et al.. Where the objective of Dalenius and Glasser was to minimize 
the sampling variance for a fixed sample size, that of Hidiroglou was to 
minimize the sample size for a fixed sampling variance, using the auxiliary 
variable y as the measure of the size of the units. The sample size is not 
specified in advance in this method. Hidiroglou expressed the total of a finite 
ordered population of TV units as the sum of the take-all population and the 
rest of the population TV*. Let
U = l f  + if*,
where if*  is a population of larger units which are included in the sample 
with a probability of one and i f  is the rest of population, which are included 
with a probability of less than one. Let
r  = 5 > *  + ± y k = Y * + Y T\
k=l k ~ N -t+ \
where y < y < ... <y
1 2 N*
There are t large units in the take-all population and (N-t) small units in the 
rest of the population.
The sample size of the take-all population t and the overall sample size 
n(t) are determined so that t units are selected with an inclusion probability of 
one and the small units are selected from i f  using SRS. The estimator of 
population total Y is then
Y = N - t
»OH
n(t)- 7 + •1 *=1 k = N —t+\
/ - r  „
We must now fix the desired level of precision c — y V  (Y) / Y  for the
estimated total, which is the desired coefficient of variation. Once we have
A A ~ ~ .
calculated the variance for Y  and substituted V( Y ) =cz Yz, we can solve the 
equation for n(t), which is the overall sample size obtained by adding the 
required take-some sample to the number of take-all units.
n(t) = t + (TV—i)S2 (N - o 
c 2Y 2 + (N  -  t')S2 (N - 1)
For c,Y and TV as fixed, there exists a minimum for n(t) which is the minimum 
sample size when stratifying the universe into a take-all stratum and a take-
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some stratum. It also gives the optimal size of the take-all part. From the 
figure (8.1.1.1) below we can see that when the distribution of population is 
highly skew we can achieve a good total estimate with a small sample size by 
including most units in the take-all part. In this example the optimum overall 
sample size n(t) is composed of 20 take-all units and 70 representing the rest 
of the population
Figure 8 .1.1.1 Example of sample size versus size of the take-all population with 
an overall sample size of n(t)
Sample
size
Lavallee and Hidiroglou (1988) improved this method further by splitting i f  
into two or more strata, the boundaries of which were determined using the N  
and y-proportional power allocation proposed by Bankier (1988) for the rest 
of the population.
8 .1.2 Overlap within strata in successive samples
Another problem in sample coordination based on the Simple random 
sampling in randomly formed rotation groups is the overlapping or non­
overlapping of successive samples. As this method is based on positive 
coordination, successive surveys are intended to overlap as much as possible. 
Jumps between strata are then a problem. Nathan Keyfitz (1951) was one of 
the first to prepare a solution to this problem. As maximization of the overlap 
between successive samples is the same problem as positive coordination 
between samples, we can say that Keyfiz was one of the pioneers in the area 
of sample coordination. A short description will be given below of the Keyfiz 
procedure, which was prepared for the labour force survey of Statistics 
Canada.
A sample of one unit is drawn from each stratum h at the time T using the 
PPS procedure, and a sample with maximum overlap should be drawn at time 
T+1. An unbiased procedure would be to make a new selection within each 
stratum using PPS for the newly obtained measure of size, but this does not
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represent an attempt at maximum overlap.
The first step in the Keyfitz procedure is to check whether the inclusion 
probability of the unit originally selected has increased or decreased. If it has 
increased, nothing need be done, but if it has decreased, a change must be 
introduced. Suppose that a stratum consists of the units 1, 2, 3 and 4. The 
original inclusion probabilities of these units are Pl,P2,P3, PA and the new
probabilities P\ , P2’ Pa- Suppose further that p x >Px, p 2 > P2, 
p 3 < P3 and p A<PA. The required probabilities of change are 
(P3 —p 3)/P 3 and (PA — p A)/P A. Let this required probability be 0.07. We
then choose a two-digit random number. If this random number lies between 
01 and 07 we do not change the original unit included in sample, but if it does 
not lie in this interval, the unit is dropped from the sample and a new unit (1 
or 2) is chosen. The probability of our drawing unit 1 is 
(jox - Px) /(p x — Px + p 2 — P2) . Thus, if we obtain a random number which is 
not greater than this probability we draw unit 1 and otherwise we draw unit 2. 
A generalization for this special case can be presented as follows. 
Assume that there are D + I  units in the new stratum, where D  
undergoes decreases in inclusion probability and I  undergoes increases.
Pd < p d and Pj > p j, where d=l,2,..,D  and I=D+\,D +2,..,D +I
1. If P, > Pj , we retain unit k in the sample. Thus it has a new probability Pt 
of being selected.
2. If Pd < p d , there is a probability Pd / p d that we will retain unit k in the 
sample. The compound probability of the original draw and this retention 
is
3. There is a probability \ — Pd / p d that unit k will be dropped. If this is the 
case, the probability of our selecting a new unit is
The total probability of selecting the k"1 increasing unit is the sum of the 
disjoint probabilities for the initial draw and the new draw:
(8.1.2.1)
(8.1.2.2)
s
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P i + ( Z Pi ~ Y jP ^I I
Pi~ P i
E w - i , )
=p , -
It follows from (8.1.2.1) and (8.1.2.2) that the desired new probabilities are 
obtained for both increasing and decreasing units.
Kish and Scott (1971) made some extensions to the Keyfitz method. 
Important changes in probabilities may be confined to a small proportion of 
units, those for which P/pk differs greatly from one. Let increases of less than 
P/pk = 1.1 be deemed insignificant. Then the procedure consists of four 
steps. Denote the previous probability by pk and the new probability by Pk , 
and let D and I be defined as earlier.
1. Calculate the provisional probabilities Pk-
2. A unit for which Pk/pk ^ 1 1  has a new probability Pk of remaining in the 
sample. Calculate the sum y  (Pk — p k) of these increases in the stratum.
i
3. Take enough decreasing units from among those with the smallest values 
of P/pk to balance the sum of increases exactly, so that
— pi) — 0 . Assign the probabilities Pk* ~ Pk to
d  /
these decreasing units with marginal adjustments to balance the decreases 
exactly against the increases.
4. For all other units, reassign the old probabilities, pk = Pk-
5. Some units which grow too much are removed from the new stratum and 
moved elsewhere These units are assigned inclusion probabilities of 
p, = 0 in their eventual stratum and Pd = 0 in their initial stratum.
Kish and Scott also introduced principles for designating the set of initial 
selection rules in a case where a new stratum is composed of units from 
several strata.
The method proposed by Hidiroglou and Lavallee is adapted to create the 
strata, and the procedure proposed by Kish and Scott is used for sample 
updating when forming the rotation groups for SRS in the randomly formed 
rotation groups in the Canadian method. The procedure is described in the 
next chapter.
8.2. Sample Coordination based on Sequential Simple 
Random Sampling
Simple random sampling was originally designed to be draw-sequential 
sampling, but list-sequential selection is usually more convenient for a large 
population of units stored sequentially. Especially if we want to coordinate 
the units included in different samples, the random numbers procedure 
requires the list-sequential technique.
One outstanding work in this context was the article of Fan et al. (1962),
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who argued that sequential techniques eliminate the need to sort the data 
according to classification categories prior to sample selection. Computer 
selection programs based on sequential techniques entail considerable 
savings in time, because they can utilize data as already arranged, without 
any need for sorting. All that is required is that the data can be identified as 
belonging to the sample or not. This method became even more important 
later, when coordination systems were being prepared for use in business 
surveys.
One of the proposals made by these authors was the binomial distribution 
approach, which means that an expected number of n units is selected at 
random from N  population elements. Each unit is selected independently, 
with a probability n which is equal to the sampling fraction n/N. Each unit is 
inspected sequentially and the process terminates when all N  elements have 
been inspected.
The procedure is as follows. Each unit k, k=l,2,...,N is assigned a random 
number rk from a set of numbers distributed uniformly in the interval (0,1). 
For each k we test whether rk < n . If rk satisfies this inequality, the unit k is
accepted into the sample, otherwise it is rejected.
From the independence of the random numbers rk it immediately follows 
that each unit is accepted in the sample independently with a probability n. 
Thus observations on a binomial distribution with parameters 7t and N  are 
considered in this procedure.
Another sequential sampling method presented by Fan et al. is more 
important for the developments in the coordination of business samples. The 
authors call it the Conditional Distribution Function approach. Each unit is 
inspected sequentially until n items have been included in the sample. A unit 
is accepted according to a conditional distribution function that also takes 
into account the number of units already selected. The procedure is as 
follows.
Each unit k, k= 1,2,...,N is assigned a random number rk from a set of 
numbers distributed uniformly in the interval (0,1). The k:th unit is accepted 
in the sample if
n — u
N - k  + l ’
(8.2.2)
where u denotes the number of units already accepted. If (8.2.2) is not 
satisfied, the k:th unit is rejected. The process terminates when u = n , which 
means that n is not random as it was in the Binomial Distribution approach,
i.e. Bernoulli Sampling.
The sequential selection rule must clearly provide samples which are 
equivalent to those obtained by the usual non-sequential methods. This means 
that the procedure for the Conditional Distribution approach must give a 
sample which has the same properties as with Simple Randon Sampling. The 
proof of this can be found in Fan et al. (1962) and Sunter (1977).
In the Conditional Distribution Function approach the population size N  is 
assumed to be known. A “reservoir method” was presented by Cassel (1967)
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for the case where N  is unknown. Instead of testing every unit, this method 
searches for the n smallest random numbers. The reservoir method gains its 
name from the fact that memory space has to be reserved in the computer for 
the time of sample selection, and this space, which is empty when the 
procedure starts, is called a reservoir. The procedure consists of six stages:
1. The first n units are read and saved in the reservoir. Each unit is assigned 
a random number rk.
2. The units are sorted according their random numbers
3. The unit with the running number i > n is read and assigned a random 
number.
4. When there are no units left behind to be read into the reservoir, the 
program stops.
5. If rk > rn, go to stage 3.
6. If rk < rn , put the unit k in the reservoir and take the unit n out of the 
reservoir, k is the unit whose random number is rk and n is a unit whose 
random number is r .n
Later, in 1969, Johan Atmer and Lars-Eric Sjöberg constructed their JALES 
method, which draws the n units with the smallest random numbers. The 
method is simple to describe, but in order to prove that it obeys the SRS 
principle exactly without replacement, it will have to be described in the 
manner of Atmer et al. (1975).
Let the set E00 — {e001 • • • e00 k • ■ ■ e00 N } be ordered according to some 
ascending argument of e, and let a permutation E 0 = (eQl...e0k...e0N) exist
in o^o ■
The random numbers rk which are uniformly distributed in the interval (0,1) 
are ordered according to the same argument of e. Now insert
r\ into e0>1
rk into e0 k 
rN into e0 N
When we arrange ¿oo in ascending order of rk , we obtain the permutation
E '= (e \...e \...e 'N ).
All permutations have equal probabilities, and E00 can be ordered in the set 
N \. The probability of the permutation E ’ occurring is then 1/N\.
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Furthermore, let the ordered sets U k include n ordered elements of N. These 
n elements can be ordered into (n!(N-n)!) permutations of E 00 .The 
probability of Uk is then
n \(N -n ) \
N\ ’
which is the probability of an SRS with n elements of population size N. This 
means that when we order N  units according their random numbers in 
ascending order, any sequence of the n units will constitute an SRS. It is 
possible to use this property to coordinate the overlap between longitudinal 
and cross-sectional sample surveys. This important property is one reason 
why it is used as a base structure in the SAMU system in Statistics Sweden. 
We will return to these properties in the next chapter.
8.3. History of Sample Co-ordination based 
on Poisson Sampling
Bernoulli sampling and Sequential Simple random sampling are both equal 
probability sampling schemes. We will now look at the history of the second 
approach to controlling the response burden entailed in business samples. 
This is based on Poisson sampling.
In 1960 Jaroslaw Hajek established necessary and sufficient conditions 
for the asymptotic normality of estimates based on Simple random sampling 
from a finite population without replacement. The solution was obtained by 
approximating Simple random sampling by means of “Poisson sampling”. 
However this was not the first appearance of Poisson sampling. As a matter 
of fact the annual report on methodology contained in the annual survey of 
manufactures (1971) states the following:
“In the selection of new sample panels for the 1959 and 1965 ASM 
(Annual Survey of Manufactures), each unit was sampled 
independently of the selection or non-selection of every unit, or 
combination of units, with the probability of selection varying from 
unit to unit. For this reason, the ASM sampling procedure is termed 
Poisson sampling,...”
But let us return to Hajek. In 1964 he used the same method for deriving 
asymptotic normality conditions for a special kind of sampling with varying 
probabilities.
There is a particular kind of probability sampling that contains some free 
parameters which may be controlled by the statistician. These parameters 
may be related in some way to the size of the units. Hajek assumes that the 
parameters or,..., a n are non-negative numbers and that
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z>*=1-
keU
Let U be a population consisting of N  identifiable units, and let s  be a sample 
which is a subset of U. Rejective sampling of size n can be defined by
P r e ( s n , ax oCfj )
Z (n ,a „ ...,a N) ] J a k
kes  »
0 otherwise
(8.3.1)
where / ( n , a 1,...,ûrw)is chosen so that ^ ip RE(s\n,ai, . . . ,aN)  = l , with s
running through all subsets of size n.
Rejective sampling is a realization of n independent draws with fixed 
probabilities generally varying from unit to unit, given the condition that if 
the units are not distinct the sample is rejected.
Poisson sampling is defined by
p P0{ s \ n , a i ,cc2, . . . , a N) = Y [ n a k J ^ [ ( l - « a ;) ,  (8.3.2)
kes le U -s
where a  < 1/n.k
Now let p i , p 2, . . . , p Nbe the size measures, which are fixed numbers such
that 0 < pk < 1. We can now define rejective sampling in an equivalent 
manner to (8.3.1.) as
{c n  P» n o  -  p k), if  s  contains n units,k e s  k e U - s 0 otherwise
where c is a constant, and Poisson Tips sampling as
/>(*) = r i a - A )  • (83'3)
kes k e U -s
It can be seen from these equations that rejective sampling may be defined as 
conditional Poisson sampling. Hajek (1964, 1981) has also shown that 
rejective sampling may be regarded as sampling with replacement of size n 
given the condition that the number of distinct units equals n. Conditional 
Poisson sampling may be regarded as Poisson sampling given the condition 
that the sample size equals n. If the probabilities p r -.,p are chosen so that 
n — ^ ^ p k ,  the sample size of the rejective sampling will equal that of
keU
Poisson sampling.
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Poisson sampling and sampling with replacement may both be 
decomposed into independent sub-experiments, and for this reason they both 
possess simple variance formulae and simple conditions for an asymptotic 
normal (Hajek 1964, 1981).
Poisson sampling as defined by Hajék allows each unit in the population 
to have a given probability of inclusion in the sample. We can also say that 
all non-rejective samples drawn independently unit by unit as Bernoulli trials 
with inclusion probabilities pk are called Poisson samples. There are two 
special cases of Poisson sampling. The first is the case, where pk is constant 
for all k, for example pk = n/N for all k, where n is the expected sample size. 
This is called Bernoulli sampling. Another special case is Poisson rcps 
sampling, which is defined as a Poisson sampling design such that
Jtk (8.3.4)
that is, 7tk is directly proportional to the size measure xk .
Why (8.3.4) is the right size measure and why Poisson sampling with 
unequal inclusion probabilities is more efficient than equal probability 
sampling schemes require some explanation. Minimizing the variance (8.3.5)
introduced below for a fixed expected sample size n = ^^7Tk is equivalent to
u
minimizing the product
2
< 1  — (Samdaletal .  1992).
u u
By the Cauchy-Schwarz inequality we obtain
Œ— ) Œ > , ) ï ( 2 > , > j
^k u u
y.
and the equality holds only if —1-  = a is a constant. Assuming that y k > 0
y,
for all k, we have 7Tk = — .
a
Finally since n — ^^7Tk , we obtain the optimal inclusion probability
u
n k
ny k
z ? *
Unfortunately y k is in general unknown, but if we have an auxiliary variable
49
X which is closely correlated with Y, we can let pk be proportional to the 
known xk and obtain (8.3.4)
v
Poisson sampling that obeys (8.3.4) is referred to below as Poisson Tips 
sampling.
The fact that the random numbers attached to units can be kept permanent 
means that it is easy to cope with the birth and death of businesses. A random 
number is attached to a unit on its first appearance in the frame and remains 
with it until it disappears.
The unbiased Horvitz-Thompson estimator for the population total Y in 
Poisson Kps sampling takes the usual form
Y?ips_ y l j L
As the random numbers rt are independent, the joint probability of inclusion 
takes the form jcu = Kk7tl . This means that the variance in the HT estimator 
takes the simple form
2
’ (8-3.5)
and the unbiased variance estimator the form
As the sample size is random, it is possible for the realization of sample size 
to be zero. Brewer et al. (1984) have shown that a ratio estimate that takes the 
form
y n p s  _  . i f  n > 0, where n is the expectation o f n s 
otherwise
is more efficient than the Horvitz-Thompson estimator. The variance for this 
ratio estimator can be approximated by
F ( F ^ ) = Z ^ ( i - ^ x — - n 2+ ^ Z 7 2 ’U Jtk u
where P0 is the probability of an empty sample.
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There are some solutions available for correcting the randomness of Poisson 
sampling. One of these is the modified Poisson 7tps sampling introduced by 
Ogus and Clark (1971), referred to as rcpsMO.
In this procedure an ordinary Poisson Tips sample is drawn first, but if the 
sample is empty, a second Poisson sample is drawn, and so on repeatedly 
until a non-empty sample is achieved. Let 7lk be the probability of the unit k 
being included in the sample. The inclusion probability in each draw, 
considering the possibility of an empty sample, is 7Tk(\ — p 0* ) , where P0 
denotes the probability of drawing an empty sample, and the second order 
inclusion probabilities are n kK l (1— p 0 *) f°r k #  l.
Brewer et al. (1984) give the variance of the HT estimator for Y mM0 as
— po
u n k
and the unbiased variance estimator as
( Z ^ ) 2 _ E ^ 2u
V (YV’M°) = Y  (1 - m ) ~  E2— (Y*aUO- Y
m 1 - p o  ^
Yk
' m
A more stable estimator can be obtained by multiplying this expression by 
n/n, where n-E (n) is the expected sample size.
The difference V (y m ) -  V{YmMO) is
Po ( Y , y k) 2 > 0, i fp 0*> 0, which means that
y^yXpsMO  ^<
Despite this property, the only advantage of modified Poisson sampling is the 
non-empty sample. If the sample selected is much smaller (or larger) than the 
expected sample size, the benefit of modified Poisson sampling is marginal.
Brewer et al. (1972) introduced a procedure which modifies random 
numbers rk so that they are uniformly spaced over the interval (0,1). This 
happens by allocating them according to the following technique:
Lk +rk -1
4>k = — ---- ------•k TV
A random ordering of Lk ( Lk =1,2,...,N) is chosen with equal probabilities, 
and a random variable rk is selected from a set distributed uniformly in the 
interval (0,1). A new random number (j)k is then calculated for each unit.
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The estimation formulae for collocated sampling, that use random number 
modified like this, is identical to that of Poisson sampling, but the variance 
formulae are somewhat more complex:
v ( Y ^ co) = y  (1- ^ )Z i l + 2 y  y  ^  ,
V «"4 4=1 1=1 f t k l  f t  k f t  l
and the unbiased estimator is given by
y (Y ^ c o ) = y { l _ Kk) y ^  + 2y f ftkl- f t kft, y ky,
5 f t l r  4=1 /= 1  f t h !  I t l f t tf t ^ i
To see how a collocated sample affects the variation in sample size, we must 
compare the sample size variances in the two cases. The variance in the 
sample size for Poisson sampling is
« - I X 2 .
u
and that for a collocated sample is
V ( „ r CO) = n - - £ , x t 1+- u
( N - 1) 2X
( N~ l ) f t k 
N - 1
It is easy to show that V(nsm ) > V(nsmCO) . Collocated sampling thus
reduces the variance in sampling size and the probability of drawing an 
empty sample, but some variability remain.
The method that gives an exactly permanent sample size using unequal 
sampling probabilities without replacement is Sequential Poisson sampling, 
which is a generalization of sequential Simple random sampling to the case 
of Poisson 7tps sampling (Ohlsson E. 1990, 1995, 1998). As we have seen, the 
unit in Poisson Tips sampling is included in the sample if
u
where rt is the permanent random number given to the unit k, n is the 
expected sample size and xk is the size variable for the unit k.
To obtain the same sample size, which is exactly n , Ohlsson introduced 
a normed random number
TJk = —  ■ (8.3.7)
* 4
According to (8.3.7), the unit k is then included in the sample if
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n (8.3.8)
u
The right-hand side of (8.3.8) is constant, and the adjustment of ns to n 
adjusts this constant. Adjusting E(nJ until we obtain a sample size n° is 
equivalent to including the n° units with the smallest normed random 
numbers tj in the sample.
We can also present this by introducing
Pk = (8.3.9)
We can give an alternative expression for (8.3.6) as follows:
rk $ nPk 
Let i;k be
6  =
We get
(8.3.10)
< —
N
We draw exactly n units from the beginning of the sampling line. We can do 
this by sorting the file in ascending order of £t and drawing the first n units 
from the beginning. Ohlsson calls this procedure Sequential Poisson 
Sampling. Some units are moved to a take-all stratum, which does not alter 
the sample but must be properly handled in the estimation process.
Because of the sorting, the procedure is neither list-sequential nor draw- 
sequential in the sense of Samdal et al. (1992).
Sequential Poisson sampling is not a Jtps sampling. Nevertheless, because 
of its close relation to Poisson sampling, as can be seen above, it is 
approximately ttps sampling. The simulation studies of Ohlsson (1995) 
support this conclusion. It then follows that
A  SEPPS
Y
is approximately normally distributed, with mean Y  and variance a  .
In the equal probability case Sequential Poisson Sampling is simply Ordered 
Simple random sampling.
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One problem with Sequential Poisson Sampling is that no closed 
expression can be given for the first-order and second-order inclusion 
probabilities. Hence the standard theory for unbiased estimators cannot be 
used and we must rely on approximations.
The family of fixed sample size order 7tps sampling designs introduced by 
Rosen (1996a,b) includes two important cases of sampling coordination, 
Sequential Poisson Sampling as presented above and Pareto sampling. The 
family is defined as follows.
Let there be associated with each unit k, &=1,2,...,N, a probability 
distribution Fk in the interval [0,°°). Order sampling with sample size n and 
the order distribution F  = (F!,F2,...,FN), denoted by OS(n,F), is carried out by 
introducing the independent random variables Qr Q2,-..,QN , called ranking 
variables, with distributions FPF2,....,FN. The units with the n smallest 12- 
values constitute the sample.
Let H(t) be a probability distribution of density h(t), and 
let &=(6P d2, ... ,9 J  be real numbers. An OS(n,F) scheme is said to have fixed 
order distribution shape H(t) and intensities 9, if either of the following two 
equivalent conditions is met:
(i) The ranking variables qpq2,...,qN are of the type qk - z /  9k,
&=1,2,...,N, where z,,z2,- ,zN are independent, identically distributed 
random variables with a common distribution H.
(ii) The order distribution is Fk(t)=H(t 9k), 0 < k<  &=1,2,...,N.
Sequential Poisson Sampling, as defined by Ohlsson, is an order sampling
with zk=rk and 9=pk and
where rk is the permanent random number of the unit k and pk and T]k are 
defined as in (8.3.9) and (8.3.10).
Pareto sampling is an order sampling scheme with zk = r/(l-rk) and 
9 = X /(l- \) , where A=npk and
_ **( l ~ 4 t )
K ( \- r > Y
We note that Xk is the desired inclusion probability for a Poisson jtps 
sampling of an expected size n without replacement. Rosen has shown that 
Pareto nps sampling is optimal in the class OS(n;F), in that it gives the 
minimum variance for the HT estimator.
8.4. The Constant Shift method in rotation
Rotation is a procedure which makes the panel survey more fair, releasing 
some units from the preceding survey and replacing these with new ones. A 
rotation round is a sequence during which all units are surveyed once.
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A compromise between negative and positive coordination is to rotate 
units in successive samples so that the response burden is evenly distributed 
among them all. A rotation system based on rotation groups which did not 
use PRNs was described in section 1.1. Using the constant shift method it is 
possible to rotate units in succeeding samples using procedures based on use 
of the PRN technique.
Set the constant shift value, D, at zero for the first round of a repeated 
survey and increase it by a fixed amount before each subsequent round. This 
should cause the small units to be rotated more rapidly than the larger ones. 
The overall proportion of the population rotated depends on the size 
distribution of the units and is an increasing function of the value D. In the 
case of Bernoulli sampling stratified according to the measure of size, 
rotation operates as follows.
Figure 8.4.1. Rotation using Bernoulli sampling stratified by size
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The inclusion probabilities nk are functions of the size measures xh in the 
stratum h. The points in Figure 8.4.1 specified by the random number r* and 
the size measure x* correspond to units in the population. Units are included 
in the sample if nk > r^ . Rotation takes place when we shift the sampling area 
to the right by the constant shift interval D. This means that we release units 
lying to the left of the vertical line DD ’. As can be seen, the proportion of the 
rotation is the greater the smaller is the sampling fraction. Let D=0.05. The 
rotation proportion will then be 50%in the lowest sample stratum, 25% in the 
next sample stratum and 10%in the next. That in the complete enumerated 
sector will be 0%. The small units are rotated more rapidly than the large 
ones, as should be the case. Let us now move on to Poisson 7ips sampling.
Rotation can be carried out in two ways using Poisson itps sampling. In 
Figure 8.4.2 below it takes place by rotating the sampling area around the 
origin. This gives all the units the same rotation ratio. In Figure 8.4.3 the 
constant shift method is used, which gives faster rotation for small units. 
Although it bypasses some small units in every rotation round, it must be 
regarded as the better means of evening out the response burden. We will 
return later to the problem of bypassed units.
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Figure 8.4.2. Rotation around the origo Figure 8.4.3. Constant shift method
K n
To formulate the constant shift method, let the required selection probability 
be , which is the probability of unit k, k=l,...,N, being included in survey 
j, y=l , . . Unit k will then be selected in the survey j if 7tkj > n  .
By control we mean here the capacity to influence the probability of one 
unit being included in successive surveys by changing the constant shift 
interval D. Consider the joint probability of a unit being included in both 
samples j  = 1,2. The probabilities of inclusion of a unit k are 7tk] and Jtk2. 
Assume that Jtk2 > 7Tkl and make the realistic assumption that D < 1 - D. It 
follows that the joint inclusion probability in successive surveys will take the 
modified form proposed by Sunter (1977).
As we can see, there is an area where the inclusion probability with respect to 
each sample is zero. This means that we do not achieve the panel effect, 
repetition of units, for the smallest units. PoMix sampling as introduced by 
Samdal, Kroger and Teikari (1999) eliminates this problem.
It is easy to handle the formation and closure of businesses in a rotation 
based on Poisson sampling. The frame has to be updated before each draw, 
new units being assigned a PRN of rk and the no longer existing units 
together with their PRN’s being removed from the frame.
There are three methods available for coordinating business samples: one 
based on rotation groups and other two on permanent random numbers 
(PRN). A brief history of these methods is presented in this chapter. Some 
important ways to stratify skewed data are presented, and also some methods 
for mastering the problem of changes between strata occurring in the time
2nk2- l ,  i f  l - D<Kk2<\
= ■ x k2-D> i f  D <  7ük2 < 1 -D . 
0, i f  0 < nk2 < D
(8.4.1)
A brief summary of Chapter 8
56
elapsing from one sampling to the next. These observations are presented in 
the context of rotation groups, but they are important in other methods too. 
An application of Simple random sampling in randomly formed rotation 
groups is described in section 9.1. The rest of this thesis will concentrate on 
the use of PRNs. The idea of using random numbers in sequential sampling 
comes from Fan et al. (1962) and was elaborated on by Cassel and later by 
Atmer and Sjöberg. The latter also introduced the JALES method, 
subsequently termed sequential Simple random sampling.
The method of Poisson sampling introduced by Hajek in 1964 forms the 
basis of PoMix sampling, which was introduced by Kröger, Sämdal and 
Teikari (1999) and is one of the main themes pursued in the remaining part of 
this thesis.
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9.
APPLICATIONS OF SAMPLE 
COORDINATION
A general theory of sampling design was presented briefly in Chapter 2 and 
sampling schemes for use in sample coordination were presented in more 
detail in Chapter 4. This chapter presents some existing coordination systems. 
All of them work for both positive and negative coordination, but the 
emphasis on positive coordination is greater in some systems and that on 
negative coordination greater in others. Rotation is a compromise between 
these two extremes of emphasis, as described in the figure below.
Figure 9 .1 Coordination of samples
ROTATION
The smallest overlap between samples, and thus the greatest evenness in the 
distribution of the response burden, is achieved by negative coordination, 
Whereas positive coordination improves the quality of the survey. A 
compromise is therefore required, in the form of rotation.
9 .1 Applications primarily based on the Positive 
Coordination
There are two systems which rely mainly on positive coordination of business 
samples: the Canadian system, based on the use of rotation groups, and the 
system used in New Zealand, based on the use of permanent random numbers 
in a Bernoulli sampling scheme. The system employed in Australia was based 
on equal probability collocated sampling until 1983, since then it has been 
based on the synchronized sampling technique.
The Canadian co-ordination system is based on the same theory of 
"Simple Random Sample of randomly formed rotation groups" that was
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presented in the last chapter. The response burden is distributed by rotating 
the units in succeeding surveys using a rotation groups method. The system is 
described by Hidiroglou et al. (1991) and Hidiroglou and Srinath (1993). The 
units in each stratum are grouped into a certain number of rotation groups, 
depending on the sampling fraction in the stratum and the time-in / time-out 
constraints. The procedure is described below.
According to the Hidiroglou method described in the previous chapter, the 
population is stratified into a certainty part Y TA and the rest of the population 
Y R, the latter being further stratified into parts, called take-some strata, of 
sizes Nh. Let f h = nf/N}t be the desired sampling fraction in the take-some 
stratum h. Denote by tin the desired number of occasions on which the unit 
should stay in the sample, and by tout , the minimum required number of 
occasions on which it should stay out of the sample once it has been rotated 
out. If there is no time-out constraint, then the number of rotation groups is 
simply determined by multiplying the inverse of the sampling fraction f hl by 
the number of occasions on which the units is to be in the sample. This 
cannot, however, ensure that the unit stays out of the sample for the desired 
period after it has been rotated out. The following method, which ensure that 
units stay out of the sample on at least t0ut occasions, also determines the 
number of rotation groups Gh in the take-some stratum population and the 
number of rotation groups gh in the sample Gh-
Compute
X h =int 1 - /
/
t .  +0.5
where int /* /  denotes the integer part of the argument. Two conditions arise:
1. If Xh > tout, which means that the integer part of the 
argument is greater than the minimum number of occasions 
on which the unit should stay out of the sample, then the 
number of rotation groups in the sample is
8h = Hn
and the number of rotation groups is 
Gh = Hn + Xh-
2. If Xh < tout, which means that the integer part of the 
argument is smaller than the minimum number of occasions 
on which the unit should stay out of the sample, then the 
number of rotation groups in the sample is
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and the number of rotation groups is 
Gh = gh + tout-
Once the number of rotation groups has been determined, we must 
allocate the units to these groups. The rotation groups are initially 
numbered 1,2, ... ,G, and this is the order in which they are selected in 
the sample. We shall call this the rotation ordering. A random 
permutation of this ordering we will call the assign ordering . The 
method of allocation depends on whether the number of units Nfo is 
greater or less than the number of rotation groups Gft.
1. If Nh > Gh , then at least one unit can be allocated to eachn St Strotation group. The 1 uni t , is assigned to the 1 , rotation
group^the 2 unit to the 2 rotation group ... P unit to
the P rotation group, the (G+ 1 ) unit to the first rotation
group and so on. Let Nh = rnGfr + q, where m > 0 and q > 0
are integers. Then the first q rotation groups will include
(m+l) units each and the last (G - q) rotation groups will
includes m units.
2. If Nfi<Gh the rotation groups which are non-empty must be 
determined. These groups must be as equispaced as possible, 
to ensure that the expected sample size nh = f h Nh will be 
achieved. A random number p  is selected between 1 and 
Gh/Nh- Then the rotation groups
p, p + G h / N h , p +  2G h/N h,---,p+  (Nh-l)GhZNh
will be selected to be non-empty. A random permutation of
Nh units have been assigned to Nh non-empty rotation 
groups.
After the units have been allocated to rotation groups, the rotation using these 
groups is simple. The groups numbered 1 to gh in rotation ordering are 
selected for the sample on the first occasion, and on the second occasion 
group 1 is dropped and group number gh + 1 is added. The non-empty 
rotation groups are rotated so that at the same as an empty group is dropped a 
new empty group is included. On these occasions no rotation takes place.
All enterprise births falling into the take-all stratum are certain to be
units Nh will be performed, After which the 1 unit, will be , , ,sf „ ,, „nd . „
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surveyed, while those falling into the take-some stratum are stratified and 
given an assign ordering number. Assume that the last assignment rotation 
number was q, here 0 < q < Gfr. The first new enterprise will be given the 
assign rotation number (q+ 1) in the case Nh > Gh, and subsequent ones will 
be assigned to rotation groups starting from the next to it. If Nh < Gh , there 
will only be Nh rotation groups. Empty panels are never assigned new 
enterprises.
The changes in the classification variables are reflected in the estimation 
process by the use of a domain estimate. Within one time survey, if a change 
is found after the selection, the latest classification will be assigned to the 
data and the weight originally assigned will be retained for estimation 
purposes. For tabulation purposes, however, the unit will belong to the new 
domain. Over a period of time the changes in classification may become 
sufficiently important to require examination of the stratification and 
subsequent sampling rates. To maximize the overlap between the current 
sample and the new sample, an adaptation of the Kish and Scott (1971) 
method presented in Chapter 8 can be used.
The shortcoming of this method is that it is much more complicated than 
the constant shift method.
The New Zealand Department of Statistics has adopted a panel-based 
approach to sample designs for business surveys. This employs Bernoulli 
sampling. Each unit is assigned a Permanent Random Number (PRN) in the 
interval (0,1). To control the overlap and rotation a Poisson chart is used 
which has the PRNs of the units on the horizontal dimension and the size of 
the unit on the vertical dimension. The parts of the survey are marked out in 
the chart, so as to ensure that no unit is selected for more than one sample in 
a given survey period.
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Figure 9.2 Parts of the survey defined in the 
Poisson chart (New  Zealand)
When no unit is to be included in the sample for more than an expected 
number of survey periods, the Poisson chart is divided into rotation groups 
(panels) according the random numbers of the units.
Figure 9.3. Rotation groups in the Poisson chart 
(N ew  Zealand)
X  1,1
Initially the sample may include panels 1 and 2. After one year, if it is 
wished to rotate out half of the original sample, panels 2 and 3 are 
taken.
The method looks the same as the JALES-method as used in the SAMU 
system (described later), but it uses Bernoulli sampling where SAMU is 
based on the sequential SRS sampling procedure.
The Australian coordination system has been based since 1982 on the 
Synchronized Sampling System. The selection mechanism is adapted to the 
JALES method. Each unit is given a random number r e unif(0,l), and the 
first n units are selected for the first sample using the sequential SRS scheme. 
For the next selection we describe this sample with an interval open to the
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right [a^e,). This is used as a trial sample interval, and if it contains exactly n 
units it is approved. Otherwise, if it has been affected by the formation or 
closure of units, the starting or end point has to be moved. If [a,,e,) contains 
more than rt units, the starting point is moved to the right, and if it contains 
less than n units, the end point is moved to the right. The same procedure is 
employed if the sample size has changed.
When we want a rotation to take place we partition the first sample into 
rotation groups of sizes n , ,..., nR with starting points p0=a, , ... , pR= er At 
the next selection, [p^e,) is used as a trial interval and process goes on as 
earlier.
When a unit changes stratum, synchronized sampling treats it as a case of 
death in the old stratum and a case of birth in the new one.
9.2 Applications primarily based on the Negative Coordination
The JALES technique for sampling coordination was described in the 
previous chapter. The SAMU system used by Statistics Sweden, as described 
by Thulin 1 (1976) and Ohlsson (1995), is based on this technique. In the 
SAMU system each unit is assigned a random number drawn independently 
from a uniform distribution (0,1). As the random numbers apply permanently 
to their units, they are called Permanent Random Numbers (PRN). The frame 
units are arranged in ascending order of their PRNs. New units are assigned 
PRNs when they enter the frame and are placed in order accordingly.
The sample design used in the SAMU system, known as Sequential SRS 
allows both negative and positive coordination when used with PRNs. 
Although negative coordination has been considered more important in this 
system, it is useful to begin by describing positive coordination.
In two successive samples we start both draws from the beginning of the 
sampling line using the same PRN’s. Denote the persistent units by x, closed 
units by o and newly formed units by (+).
Figure 9.2.1. Positive coordination in SAMU -system
xxx xx x x x  xx
Time 1 •*--------------------------------------------------------------------►
0 ------------------ * 1
XX 0+ + X X o x x + x x
Time 2 ---------------------------------------------------------------------►
0 x------------- - 1
Since the PRNs are not equispaced, the intervals between the random 
numbers of the units on the line (0,1) will not be equal. It is this property that 
creates the random sample size in Bernoulli and Poisson sampling. In 
sequential SRS the sample size is always equal to the expected sample size, 
because we draw exactly n successive units.
We draw a sample of five units at time 1 and again at time 2 and hope to 
have the overlap between them as great as possible. We can see that due to 
the formation of new units and closure of old ones there is natural rotation
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between samples. If, say, one of the first five units has closed between time 1 
and time 2 and two units have entered the scheme, the sample that we draw at 
time 2 will contain three constant units and two new ones.
When we co-ordinate samples for cross-sectional surveys, we hope that 
the overlap between them will be as small as possible. To reduce the overlap 
between two samples, we choose two constants a, and a2 in the interval (0,1). 
To make it sure that the two samples do not overlap, the interval between the 
constants should be 0.5. Then choose n units to the right (or left) beginning 
from the points a, and a2.
Figure 9.2.2. negative coordination in SAMU
X X X  X  X X
0  ' 
a i Sample 1
X  X  X  X  X
a2 Sample 2
X  X
1
When we use sequential SRS, we need not group units in panels as in the 
New Zealand case. Samples can be rotated by drawing the first n units 
beginning from the origin and placing a, for the next sample at the (n+l)!1 
unit. This gives the maximum rotation. Different rates of rotation can be 
obtained by locating a2 between units 1 and (n+1).
The difference between Sequential SRS and Bernoulli sampling is 
described below.
Figure 9.2.3. Difference between Bernoulli sampling and Sequential Simple SRS
X X X  I X  X X  X  X X X  X X
0  n/N=f 1
<----------- ► Bernoulli sample
■*---------------- ► Sequential SRS sample
Here the size of the population is N = 12 and the expected sample size is n = 
4, so that the inclusion probability of a unit in both Sequential SRS and 
Bernoulli sampling is n/N = 1/3. Sequential SRS includes exactly 4 units, but 
Bernoulli sampling includes all the units which have been assigned a PRN < 
1/3. In this case the actualized sample size using Bernoulli sampling is n = 3.
A system called EDS is used in Statistics Netherlands to coordinate business 
samples. The sampling frame is a file extracted from the Central Business 
Register and the units are enterprises. Coordination takes place by accumulating 
a measure of the response burden in the sampling frame. Comparable to the 
response load index introduced by Sunter (1977) to measure response burden, 
as described in chapter 7, the EDS system measures the response burden by the 
estimated time required to complete the questionnaire (van H u ís , Koeijers, de 
Ree 1994), arranged in six classes, as below.
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Table 9.2.4. Classes of response burden assessed in terms of 
questionnaire completion time
Class Com pletion tim e (min) Response burden
1 1 -  30 1
3 31 -  60 2
2 61 -  120 4
4 121 -  180 6
5 1 8 1 -2 4 0 8
6 2 4 1 - 10
Response burden values per enterprise are accumulated in the sampling 
frame. If an enterprise is selected, the value of this questionnaire is added to 
the enterprise’s total.
Since each enterprise is assigned a PRN in the interval (0,1), the 
enterprises are recorded in the framework together their identification 
number, PRN, a size class, code for the branch of economic activity 
concerned and RB total. Before sampling, the enterprises in each stratum are 
sorted into ascending order of their RB total and in the case of equal RB 
totals according to their PRN.
Before selection of the very first sample the enterprises will have been 
sorted entirely according to their PRNs. In Figure 9.2.4. we suppose there are 
ten enterprises.
Figure 9.2.4. Enterprises placed in random order
10
Let the sampling fraction n/N be 5/10. The first 5 units are then selected and 
gain an RB value according the completion time of the questionnaire (say 2). 
Before the next selection the units in the frame are sorted as follows.
Figure 9.2.5 Enterprises after first selection
Let the sampling fraction of the next selection be 6/10, and let these be given 
the RB index 4. The least burdened enterprises are drawn. The sequence of 
units in the frame after the second selection is presented in Figure 9.2.6. The 
units are first arranged in ascending order of their response burden load, and 
if the loads are identical, according to their random numbers.
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Figure 9.2.6 Enterprises after the second selection
j m m *
6 7 8 10
It can be seen that after the same rounds the enterprises are purely in 
ascending order of their response load, so that it remains obscure whether the 
system is based on PRN usage at all.
For the rotation of samples, the EDS creates a file containing the 
identification numbers of the enterprises that were included in the sample 
selected previously for the same survey. This is done by means of a dummy 
variable which indicates whether the enterprise was included in that sample. 
The inclusion probability for each enterprise is included.
The rotation fraction determines the proportion of the total number of 
enterprises that can be relieved of participation in the survey. The rotation 
fraction must be selected in the interval [0,1]. If the rotation fraction is 0, the 
resulting sample will have maximum overlap with the previous sample, 
whereas the value 1 will result in minimum overlap.
The Statistical Agency of France (INSEE) maintain a system of 
coordinated selection of stratified samples called OCEAN. This system, 
described by Cotton and Hesse (1992), is based on assigning units random 
numbers which are recalculated after each selection. The unit can be either an 
enterprise or an establishment. Units to be surveyed are selected by Simple 
random sampling Stratified by size (SSRS).
To describe the system, we can consider the selection of two samples s' 
and s2. Assume that no changes in the population occur between these 
occasions. Denote by n h and n h the numbers of units we want to select from 
stratum h for samples 1 and 2 respectively. Each unit k is assigned a random 
number, r'h(k)t selected in the interval (0,1) and arranged in the stratum h 
according to their size measure. We then determine for each stratum h a 
random starting point, c h. When we reach the endpoint of the line (0,1), we 
choose (nlh-r) units to the right from the starting point cih  and the remaining 
r units to the right of the origin.
To obtain a negative coordination, the selection sequence for the next 
sample must be moved to the right, as in the SAMU system. OCEAN takes 
into account the possibility of changes in strata by using an algorithm which 
moves the selected units to the end of line (0,1) and selects sample s2 from the 
beginning of the line. The procedure is as follows. The random numbers of 
the units in sample s' are changed using the transformation that moves the 
units selected in the first sample to the end of the stratum h and when the 
second sample is drawn from the beginning of this stratum there is no 
overlapping. Maximum rotation takes place when the random numbers of all 
units included in s' are transformed, and different rotation rates can be 
achieved by transforming only some of the random numbers. A pure panel 
approach would make this equal to the SAMU system.
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The coordination system used in Statistics Finland is named OTKO, an 
acronym for the Finnish words meaning sample coordination. OTKO is not 
yet very widely used, because it is a rather new system, in addition to which 
extensive use is made of administrative data and only the largest enterprises 
are surveyed. OTKO is based on the use of PRNs and permits various 
sampling designs, including PoMix sampling, which is described in the rest 
of this thesis. Each unit is given the response index 100 when it comes into 
the frame, and every questionnaire reduces this index. When it falls below a 
fixed level the unit is removed from the frame for a time, and when it is 
reintroduced as a new unit it receives the response index 100 again.
A brief summary of Chapter 9
This chapter describes briefly some existing coordination systems which are 
based on the theory and history described in chapter 8. The rest of this thesis 
will be concerned with describing PoMix sampling.
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POISSON MIXTURE (POMIX) 
SAMPLING
1 0 .
Poisson sampling, as we have seen, has some important strengths as regards 
sampling coordination, but also certain weaknesses. Its advantages include 
the ease with which it allows us to handle the formation of new units and 
elimination of old ones, to estimate totals and ratios, and to handle co­
ordination in general, because it is based on PRN. The weaknesses of Poisson 
sampling include the fact that sample sizes are random and that some small 
units are missed in each round of the rotation (more on this later). Moreover, 
the remaining small units are included only once, so that some longitudinal 
information on small enterprises is missed. The contribution of the smallest 
enterprises to the total estimates is not significant, but sometimes longitudinal 
information is required on small and medium-sized enterprises (SMEs). 
Furthermore, it is unfair that some enterprises should be required to give 
statistical information and others not.
Some solutions to the first weakness, i.e. random sample size, were 
suggested in Chapter 2. However, as Sunter (1986) writes,
"There is usually no particular reason to insist on a fixed n. In most
cases, the almost inevitable nonresponse would make such a
requirement absurd."
Let me leave this problem aside for the time being and address the second 
problem instead. The solution proposed for this is the Poisson Mixture 
(PoMix) sampling scheme (Kröger, Sämdal and Teikari 1999). We will 
return to the problem of random sample size in Chapter 12, where a form of 
fixed sample size PoMix sampling, known as order PoMix sampling, is 
introduced.
10.1 Two special cases of Poisson Mixture sampling
Poisson Mixture (PoMix) sampling can be described as a general case of 
rotating successive samples. It is a family of sampling schemes in which 
Poisson equiprobability sampling and Poisson 7tps sampling represent the two 
extreme cases. All the other members of the family are mixtures of these 
extremes. Following Sämdal et ai. (1992), I will use the term Bernoulli 
sampling to refer to Poisson equiprobability sampling (see Chapter 5). The 
rectangular area which includes the units belonging to Bernoulli sampling is 
called the Bernoulli part. PoMix sampling is based on Permanent Random 
Numbers (PRN) attached to each unit, and it uses sample rotation by the 
constant shift method.
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BEThe expected sample size in PoMix sampling consists of n units drawn 
from the Bernoulli part and n °  units drawn from the rest of the sampling 
area. It is thus
E(n) = nBE+ n p° .  (10.1.1)
A permanent random number (PRN), rk, is assigned to each population unit. 
This number is generated from the uniform distribution Unif(0,l). A size 
measure Q is calculated for every unit in such a way that the sampling area is 
rectangular, the PRN being the horizontal dimension and the size measure Q 
the vertical dimension. For simplicity, let Q be the size measure normed so 
that there are no negative values and no values exceeding 1.
Figure 10.1.1 (A.) below presents the general case of PoMix sampling in a 
two-dimensional area, where each unit k is represented by a point (reQt), 
where rk (on the horizontal axis) is the random number and Qk (on the vertical 
axis) is the size measure. The rotation for the next sampling case is shown in 
Figure 10.1.1 (B.). The starting-point is moved to the right by the constant 
shift D. Thus the starting-point for the third occasion will be 2D, and so on
Figure 10.1.1 Sample rotation using PoMix sampling, D < 8.
B 1 r
A. Sampling at time I
D B 1 r
B. Sampling at time 2
The width of the Bernoulli part, B, and the width of the constant shift, D, are 
fixed. The units included in the first draw lie in the shaded area of Figure
10.1.1 (A), and those included in the second draw in the shaded area of 
Figure 10.1.1 (B). As we can see, there are no units in the area above D+B, 
which has zero probability of being included in the sample drawn at time 1 or 
at time 2. This is because the width of the constant shift, D, is smaller than 
the width of the Bernoulli part, B. In the opposite case, presented in Figures
10.1.2 (A) and (B), unit k has zero probability of being included in the 
sample drawn at time 1 or at time 2.
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Figure 10.1.2 Sample rotation using PoMix sampling, D > B.
Q Q
B r. 1 r D r, B 1 r
A . S am pling a t t im e  I B. S am pling a t  t im e  2
The size of the area where the probability of being included in either of these 
successive samples depends on the difference between the width of the 
Bernoulli part (B) and the width of the constant shift (D) is highest in the case 
of Poisson 7tps sampling. When B >D, this area vanishes. On the other hand, 
in the extreme case (which is Poisson 7ips rotation with B = 0 ), the base of 
this triangle has the length of the constant shift D.
We assumed in section 7.1 that the size measure Q must be normed so that 
there are no negative values and no values greater than one. To achieve this, 
one or more take-all units must first be identified. If the population is highly 
skewed, as is often the case in business populations, some units are selected 
with a probability of one because they contribute most to the total estimates. 
Some procedures were described in Chapter 4 for determining this take-all 
stratum. The following procedure is used here. Let n be the expected sample 
size, fixed in advance. We assume that the largest units are assigned to a 
take-all stratum, denoted U , to be selected with a probability of one. Let 
n be the size of U . The rest of the population is
10.2 A  take-all stratum and introduction of 
the size measure Q
U R = U - U TA,
of size
N* = N - n TA.
A random sample is to be selected from i f ,  of expected size
Using (8.3.4) we define a size measure for unit k in i f  as follows:
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(10.2.1)
We have 0 < Ak < 1 for all k e i f .  This follows from the principle used to
construct the take-all stratum Un, which we will now describe.
First we compute
Ak* = I ^ k , for h e  U .
L Xk
u
If Ak* > 1 for some units k , say n units, then these units are assigned to a 
preliminary take-all stratum i f  . The procedure is then repeated to see if 
additional units should be assigned to this stratum. Compute
A  =
(n ~ n  )xk
Xk
Those units k for which Ak** > 1 are also included in the take all stratum. The 
procedure is repeated until no further units are assigned to the take all 
stratum. As a result we have a take-all stratum U of size n while the rest 
of the population is denoted by if*.
We can now assume that
4  =
( n - n TA)xk <1
for all k e i f because if Ak > 1 had been true for any of these units they would 
have been assigned to the take-all stratum.
We can now rewrite 10.1.1 using i f  as the sampling frame:
n R = n RBE + n RP0 = B N R + n RP0 (10.2.2)
where B is the width of Bernoulli part, i f  is the size of the rest of the 
population and n is the expected size of the sample taken from the rest of 
the population. Correspondingly n BE is the expected size of the Bernoulli 
sample from the rest of the population and n PO of that of the Poisson ttps 
sample.
We fix the constant B so that 0 < B <JR, where
n R n RBE
J ~  — t  and B ~ f  = — —.
n r n r
Using (10.2.1) and (10.2.2), we define the size measure Qk for each unit 
k e i f  as follows:
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(10.2.3)
_ nR - N RB x k _ N R( f R - B ) s t ( f R - B )  x k 
1 - 5  £ * *  1 - 5  ( 1 - 5 )  x*
c/s c/s
where
JV *
From the fact that that Ak = < 1 for all k e i f 1 we can prove that
* ^ x *
Qk< 1 for all keif*. Rewrite (10.2.3) as follows:
a =1 - B / f R1 - 5
Since A <1 , we have
Qk — -—-  ^ Ak < 1 for all k e  i f 1. 
1 — 5
10.3. Algorithm for PoMix sampling
Let us concentrate for a moment on time one only. Using PoMix sampling, 
unit k is included in the sample if k e i f  and it falls in the shaded area in 
Figure 10.3.1 below.
Figure 10.3.1 PoMix sampling
Thus unit k is included in the sample if 
0 < rk <B
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or if
B < r k < 1 and Qk > -f— - .
1 — if
It follows that the probability of the inclusion of unit k in the sample consists 
of two conditional probabilities: the conditional probability that the unit will 
be drawn when rk < B (Bernoulli sampling) and the conditional probability 
that the unit will be drawn when rk > B (Poisson reps sampling). The 
inclusion probability nk thus is given by
7Ck = P (k  e s )  = P(k  € < B)P(rk < B) + P(k  e  s\rk > B)P(rk > B )
It is easy to see that P(k  e  s\rk < B )=  1, because we select all units for which
rk < B  = n RBE/ N \
RBEwhere n is the expected sample size in the Bernoulli part.
It is also clear that P(rk < B) = B , which means that B is the inclusion
probability of unit k with respect to the Bernoulli part.
It is also easy to see that
P{rk >B) = \ - B ,
but the inclusion probability with respect to the first part of Poisson Ttps 
sampling is somewhat more complicated:
P ( k e  s\rk >B) = P{Qk > (rk - B ) /(I - B )  = P(rk < B  + Qk{ \ - B ) ) .
We showed in section 10.2 that 0 < Qk < 1 for all k included in U .
We can now see that, because
\Qk > (rk — B ) / ( I - B) <=> rk < B  + Qk(1 — B ) \ , the inclusion probability can 
be presented as
rck = B + P(B < rk < min(l, B  + Qk (1 -  B)) . (10.3.1)
From (10.3.1) we get the first order inclusion probability for unit k in the rest 
of the population:
_ \ B  + Qk( \ - B ) ,  i i k & U R 
^ _ {l if  k & U TA
It follows that unit k is included in the sample if
(10.3.2)
0 <rk <Qk( \ - B ) .
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The second order inclusion probabilities are easy to compute, because rk and 
ri are independent random numbers. We have
m i  = m m  — [B + Qk{\ -  B ) \B  + Qi( 1 -  5 )1  f o r k - t i e .  U r .(10.3.3)
We use the name PoMix sampling because (10.3.1) can be written as
B B71 k — -j y  f R + (1 — -pj-)Ak . From this equation we obtain
Ak, if  5  = 0 
f \  i f B = f R’
for a l ik e  U R.
Thus, if we set B = 0  , we obtain Poisson 7tps sampling, and if we set B = f  we 
obtain Bernoulli sampling.
10.4. Estimation based on a PoMix sample
The unbiased Horwitz-Thompson estimator for a PoMix sample is easy to 
obtain by replacing (6.7) with (10.3.2)
y  = y  yk = y  yk
r x k £ t [ B + Q k( i - B ) Y
However, as both Bernoulli and Poisson sampling are list sequential 
samplings with random sample size n, the unbiased HT estimator gives a 
large variance. It is therefore better to use an alternative which gives 
approximately unbiased estimators but much smaller variances. The first such 
alternative is called the weighted sample mean (Samdal et al. 1993). An 
approximately unbiased estimator for the population mean is
Y s -
s
where the numerator is the HT estimator for the population total, Y , and the 
denominator is the HT estimator for the population size, N  . Multiplying this 
by the known population size N  we obtain the first alternative estimator for Y
A alt 1 ^ j Y k ^ k  f
Y = N Y S = N - ^ --------= N —
Y } ' n k N
5
To estimate the approximate variance for PoMix sampling we must keep in
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mind that in the case of independence the population covariance (JTki - 7tk7ti) 
is equal to zero. This means that we have the following general formula for 
variance estimator
v  = Y . — -(— ■- D t e . e , ) 2.
ftk ftk
(10.4.1)
where gk is the g-weight, which incorporates the auxiliary information into 
the estimator, and ek = y k -  y k . In this case the g-weight is N / N  and
ek = y k - ^  = y k - YS ■ N
We thus have
(— ■- o u - ? ’)2.N  "  "ftk ftk
If we have auxiliary data which are correlated with the variable of interest, it 
is possible to include these in the estimator by means of the g-weight. We can 
now try to improve the estimation by using the regression estimator
r “  = x * = x : — g , / , .
where X = ^ ^ x k ,
u
X
For the variance estimator we have ek = y k -  bxk . Thus the estimator for 
the approximated variance takes the form
V(Y all 2 ) = C y — 1 x n - f a , ) ’ .X n k
where
¿ 2 = ( Z ^ ) 2 .
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10.5. Joint probability in two successive samples
As we have seen, the rotation of Poisson samples causes some units to be 
missed in each rotation round. Where PoMix sampling is used, it is possible 
to control the number of units that have zero probability of being included in 
two successive samples s1 and s2.
Let 7tki2 be the probability that of unit k being included in both s1 and s2
and let the Bernoulli interval be B and the constant shift D ( B,D  < —).
2
Depending on the relation between D and B, we have two cases.
CASE 1:
D <  B <  —
2 .
In this case we can show that the probability of inclusion in two successive 
samples takes the form
\ - D - { \ - B ) { \ - Q k) ,i fO < Q k < \ -  °
7ik\2 - P { k e  s A k e  s ) = 1 - BD
1 —  B
Corresponding, for 
CASE 2: B < D <
we can show that the probability is
n kn = P ( k e  s'  A k e s 2)--
0,if0<Qk < D - B  
1 - B
1 - B 1 - B
1-2 (1 -5)(1-&),*/!-
D
1 -5 1
(10.5.1)
As can be seen from (10.5.1), we have fy n  = 0, if
D — BB < D, and,0 <Qk < -------- . We can also see that by changing B, we can
1 — 5
control the number of units which have a zero probability of being included 
in two successive samples. This means that by changing B we can add or cut 
units included in two or more successive cases. It is also possible to study 
changes with respect to small enterprises.
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Equating B=0 in (10.5.1) we reach the same result as Sunter (1977) on 
page 56. We must recall that Qk = Ak if B = 0.
n ki2 = P (ke  s' A k e  s2) =
0, i f  0 <Qk<D
1 — Z> — (1 — Qk), ifD < Q k < \-D  
1-2(1 -Qk), i f \ - D <  Qk<\
This means that bysetting B=0 in PoMix rotation we achieve Poisson ftps 
rotation.
10.6 O rder PoMix sampling
If a random sample size is considered undesirable, this can be avoided by 
using the method of Ohlsson (1990, 1996, 1998) that was described in 
chapter 8.3 above. In this method the inclusion probabilities are normed so 
that we can draw a Poisson ftps sample by choosing exactly the n units with 
the smallest normed random numbers. As was shown in chapter 8.3, the 
sequential Poisson sample was achieved as follows. The condition for 
inclusion in the Poisson ftps sample was
rk < A k = n Rp k, where P k =  00 .6. 1)
uR
The normed random numbers T|k are obtained by dividing both sides by xk
P k
In the case of order PoMix sampling we must first introduce a modified size 
measure
A,™1 = B  + ( l - j r ) A ,  = B  + ( l - j ;r)„Pk
which is a linear transformation of Ak.
Because A™°d is a modification of Ak (by linear transformation), we cannot 
use exactly the same procedure as Ohlsson for order sampling. We define
c* = A m °d  /?A  5 + ( i _ J L h
( 10.6.2)
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There are two interesting special cases (10.6.2). If B is zero, we have just the 
order Poisson sampling of Ohlsson (r^A^). If B — f R = nR / N R we obtain 
the result As PRNs divided by a constant give the same order of units as 
the original PRNs, we are in effect performing Sequential Simple random 
sampling with constant sample size.
A brief summary of chapter 10
Poisson Mixture (PoMix) sampling was introduced to improve Poisson 
rotation, which ignores some small units and does not give any longitudinal 
information for others. This was done by adding part of the equiprobable 
Bernoulli sampling procedure to that of Poisson Tips sampling. The take-all 
stratum and the size measure Q were introduced and a sampling algorithm 
was prepared. The joint probability of inclusion in two successive samples in 
PoMix sampling was found to be exactly the same as that obtained earlier by 
Sunter with a Bernoulli part of width zero.
To ensure a fixed sample size, order PoMix sampling was introduced on 
the basis of the method described by Ohlsson. The resulting sampling led to 
two interesting observations. When the value of the Bernoulli part was set at 
zero, we obtained Ohlsson’s sequential Poisson sampling. Otherwise,when 
the size of the Bernoulli part was set at exactly n/N, we did not get Bernoulli 
sampling but Sequential Simple random sampling.
Unexpectedly, we found that the addition of part of the equiprobable 
Bernoulli sampling procedure to Poisson Ttps sampling reduced the variance 
of the estimators that used auxiliary information. The next chapter describes 
simulation studies carried out on order PoMix sampling.
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A MONTE CARLO STUDY OF POMIX
SAMPLING
II.
A Monte Carlo experiment was conducted in order to see the effects of the 
Bernoulli width on PoMix sampling. For this purpose we used a real 
population of 1,000 Finnish enterprises. For enterprise k, k = 1, ..., 1,000, 
yk is the number of employees in the enterprise and xk is the total wages and 
salaries paid by the enterprise. In Chapter 12 we use an artificial data set to 
test these effects with different skewnesses of the population distributions. 
The 1,000 units were selected randomly from an originally larger population 
of enterprises. Each unit k is assigned a random number rk.
Since the assignment of PRNs to population units is a random procedure, 
a proper Monte Carlo study also requires repetitions of PRN assignments in 
the same population. Therefore, for each 100 assignments of PRNs, 100 
samples were drawn using PoMix sampling with a fixed value of the 
Bernoulli width B. The Monte Carlo experiment thus consisted of 100 x 100 
= 10,000 combinations. For each combination, we computed four point 
estimators, the corresponding four variance estimators, and the corresponding 
four confidence intervals. To establish the effect of the Bernoulli width B, we 
carried out one of these experiments (with 10,000 combinations) for each of a 
range of values of B situated in the interval 0 < B < f K, , where f R = n/N„ 
denotes the expected sampling rate in UR. The simulation results are 
obviously not free of Monte Carlo error, but it is fair to argue that the 
10,000 combinations give sufficient reliability.
The Monte Carlo population had the following characteristics: The total y 
to be estimated was Y  = ^ „ , y k =169,168, and the expected sample size
was fixed at E(n) = 100. The procedure described in Chapter 10.2 was used 
to determine the take-all part nTA, and the formula (10.2.1) to calculate 
inclusion probabilities for the units in the take-some part. This resulted in a 
take-all stratum of 29 units and a take-some part consisting of 971 units, with 
a population total F* = 46.138 employees. This gives a take-some population 
comprising 97.1% of the units but accounting for only 27.3 % of the total 
population ( = 169 168 employees). The coefficient of variation (see 6.1) is 
1.78 for the variable y and 1.94 for the variable jc; the correlation coefficient 
between y and x  being 0.965.
Three estimators of the population total were compared. The experiment 
involved repeated draws of samples as well as repeated assignments of 
PRN’sto the N  population units.
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In the following expressions for the three estimators, ak =1/ 7Zk denotes
the sampling weight of unit k, where 7tk is given by (10.3.2).
We can expect the simulation to show that f GREG (6.11) and Y SRAT (6.10), 
which use auxiliary information at both the design stage and the estimation
stage, will improve the HT estimator Y HT (6.9), which uses auxiliary 
information only at the sampling stage, but the extent of the improvement is 
unpredictable and interesting to observe.
In a survey, auxiliary information can be exploited at the sampling stage, 
at the estimation stage, or at both stages. With PoMix sampling, auxiliary 
information is used at the design stage; the extent to which this occurs being 
dependent on the value of B. Despite this use of auxiliary information, it is
expected in our simulation that 7 Gfl£G(6.11) and Y SRAT (6.10), which make 
further use of the auxiliary variable at the estimation stage, will perform 
better than the HT estimator, Y HT, which only benefits from auxiliary 
information at the sampling stage.
The simulation for a range of different values of B was carried out in such 
a way that the maximum value of B — n R / N R was 71/971 = 0.0073, 
which gives the Bernoulli sample. For each value of B = 0, 0.01, ..., 0.07 
10 000 PRN/Sample pairs were produced. The results were used to calculate 
five Monte Carlo summary outcomes for these four point estimators. The 
simulation results are shown in Tables 11.1, which displays the Monte Carlo 
coverage rates (MCRTE) for four estimates with nominal 90% (MCRTE90) 
and 95% (MCRTE95) confidence intervals, and Table 11.2, which displays 
two simulation quantities for each of the four estimators, namely:
(1) M C V(Y) = Monte Carlo variance of the point estimator Y , 
i.e. the variance of the 10 000 point estimates
(2) MVE( V ) = Monte Carlo expectation of the variance estimator V , 
i.e. the arithmetic mean of the 10 000 variance estimates;
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Table l l . l .
Monte Carlo coverage rates for four estimates with nominal 90% (MCRTE90) and 95% 
(MCRTE95) confidence intervals
Bernoulli 
w idth D
M CRTE95 M CRTE90
y H T yG R E G ySRAT y H T yGREG ySRAT
0.000 94.50 92.75 92.48 89.70 87.35 86.74
0.010 95.20 93.47 93.52 90.43 87.93 88.02
0.020 95.06 93.88 93.88 90.36 88.49 88.55
0.025 95.06 94.56 94.70 90.64 89.73 89.72
0.030 94.63 94.09 94.19 89.85 88.70 88.86
0.040 93.84 94.47 94.64 88.77 89.41 89.60
0.050 93.97 93.76 93.82 88.67 88.08 88.53
0.060 93.54 92.12 92.69 89.10 85.99 87.27
0.070 92.93 90.67 92.03 88.40 84.27 86.11
0.073 91.03 88.03 90.46 86.53 81.26 83.86
We do not know the bias ratio presented in (6.1) and we cannot check the 
coverage probability presented in (6.2) and (6.3). The results of the Monte 
Carlo simulation in Table 11.1 indicate that all three estimators for 
MCRTE90 and MCRTE95 are close to their theoretical values, which are
90% and 95%, respectively. Only for Y GREG and f SRAT, and when B  comes 
close to the upper limit, is it possible to see any marked tendency for the 
MCRTE to drop below the nominal value.
Preliminary tests indicated that the variance is not smallest in the case of 
Poisson 7tps sampling with B=0. This surprising observation prompted the 
addition of a Bernoulli width of 0.025 to the tables. Table 11.2 shows the 
Monte Carlo variances for four estimates. The Monte Carlo expectations for 
the four point estimators are not shown because they are all very close to the 
target parameter value Y= 169 168.
Table I 1.2.
Results of Monte Carlo simulation for different Bernoulli widths B.
Bernoulli 
W idth B
M CV(Y)*  KT6* M CE(V)*  1(T6
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 24.56 3.43 3.46 24.92 3.43 3.46
0.010 22.74 1.84 1.85 23.53 1.86 1.87
0.020 24.75 1.77 1.78 25.37 1.77 1.78
0.025 25.51 1.78 1.79 26.86 1.81 1.82
0.030 28.03 1.80 1.81 28.58 1.87 1.88
0.040 35.17 2.03 2.06 33.54 2.11 2.15
0.050 42.25 2.64 2.67 41.42 2.51 2.59
0.060 56.08 3.65 3.67 55.70 3.24 3.44
0.070 90.73 5.47 5.59 91.28 4.72 5.37
0.073 119.13 7.09 7.43 116.27 5.34 6.49
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Table 11.2 shows very little difference between, y greg and y SRAT. By contrast,
Y HT has considerably greater variance. This confirms that the HT estimator is 
a poor choice compared with the alternative that uses a closely correlated 
auxiliary variable. This is true most particularly for Bernoulli sampling, but it 
is also the case for B values near the lower end of the interval [ o , / fi J, which 
shows that the sampling design alone does not remove all the power from the 
auxiliary variable, even though we are close to Poisson tips sampling (B=0).
The variance estimator performs well in the sense that MCE( V ) is
generally very close to MCV( Y ), which measures the variance of Y . This 
holds for all estimators and all values of B, with a few notable exceptions, 
namely, in the case of YGREG when B is close to the upper extreme 
(Bernoulli sampling). Then the variance estimators for these two estimators 
only clearly overestimate the true variance.
Interestingly, the minimum variance for Y m  , f REG and f SRAT is not 
obtained for Poisson tips with B = 0, as one might expect, but rather for a 
value of B apparently somewhere between 0.02 and 0.03. The improvements 
achieved in the case B = 0.02 relative to B = 0 are substantial for Y CRAT , 
Ygreg and ysrat . As we can see in Table 11.3, the variance ratio
(M CV(Y) | B = 0.02)
(MCV(Y ) | B = 0)
is close to 50% for y greg and Y SRAT. More precisely, this ratio is 0.52 for 
Y greg and 0.51 for Y SRAT. Once the simulation results had been examined, we 
carried out one additional simulation for the case B = 0.025. This confirmed 
that, with our data set, the minimum variance occurs at around this value of 
B. The results in Table 11.3 confirm that the minimum variance for two 
estimators y greg and Y SRAT is obtained at a point which lies in the 
neighbourhood of B=0.025. One possible explanation for this surprising 
result is that when B is close to zero, the units with the lowest x  values, when 
selected, will have unduly large weights, which implies high variability. This 
can be avoided by choosing a B that is a long way from zero.
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Table 11.3.
Results of simulations with different Bernoulli widths, B. Improvement of Pomix 
sampling for different Bernoulli widths B. M C V (T) = MC-varlance of the point
estimator Y  and AbCE(V) = MC expectation for the variance estimator V . 
Each row  In Table I 1.2 Is divided by the first row
Bernoulli 
w idth B
M VC(Y ) MCE{V)
y l l T y G R E C y S R A T y H T y G R E C y S R A T
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.93 0.54 0.53 0.94 0.54 0.54
0.020 1.01 0.52 0.51 1.02 0.52 0.51
0.025 1.04 0.52 0.52 1.08 0.53 0.53
0.030 1.14 0.52 0.52 1.15 0.55 0.54
0.040 1.43 0.59 0.60 1.35 0.62 0.62
0.050 1.72 0.77 0.77 1.66 0.73 0.75
0.060 2.28 1.06 1.06 2.24 0.94 0.99
0.070 3.69 1.59 1.62 3.66 1.38 1.55
0.073 4.85 2.07 2.15 4.67 1.56 1.88
The Monte Carlo results showed, somewhat surprisingly, that PoMix sampling 
combined with a regression estimator is more efficient for certain Bernoulli 
widths B within the interval 0 < B < f  = n/Et than for B = 0, corresponding 
to Poisson 7tps sampling. One possible explanation is that this result is caused 
by our particular data set. To check this we examined the Taylor linearized
variance of Y  (see Samdal et al. 1992, Ch. 6):
r “ = 2 > , -  m , '
uR
where ak = \ t K k and Ek is the population analogue of the sample-based 
residual ek used in the variance estimator (10.4.1). This residual for the 
estimator f GREG, for example, is
E k= y k - b GREGxk (11.1)
with
t  G R E G  _  U  * ___________
X K - ! K 2
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The residual (11.1) comes from the regression model
f E ( y k) =  pxk 
\ v ( y k) = CJ2Xk'
It is reasonable to model the squared residual pattern as
E 2 = a 2xkp(l + Sk) ,  (11.2)
whereupon, using an approximation
Ek2 ~ G 2xkp
and (10.3.2.), we have
V TAY= a 2Y,(cik - 1 ) * /  = G 2H ( B , p ) ^ x kp ,
n R I 1R
where
H (B ,p )  
where
uR
t B x R + ( f R - B ) x k
Consider the fixed value of p  in the interval 0 < p < 2. We wish to find out 
whether H(B,p) has a smaller value for some B within the interval 0 < B < 
f R than at B=0, which is H(0,p).
W e find
H'(B,p) = xRY,- x kP(x k ~ xR)uJ { B x R y { f R - B ) x k)2 ’ 
and the value of which at B = 0 is
H (0,p) = {xyR / fR2) X x/ " 2 (xk - xu*)-
IJR
(11.3)
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The sign of (11.2) is the same as that of y in, t /  2 (xk - x uR) .  But this 
quantity equals the covariance between xk'2 and xk - x uR in UR (note that 
xk - x uR has zero mean), apart from the factor \/(Nk - 1). When p satisfies 
0 <p <2 this covariance is negative: when xk increases, xk - x uR increases
steadily, but xkp"2 decreases steadily (and always remains positive). The sign 
of H'(B,p) is therefore negative; and consequently, it is not at B = 0 that 
H(B,p) attains its minimum value but at some B in the interval [o ,/*  J. For 
p -  2 , H(0,p) now has its minimum at B = 0.
These considerations raise the question of whether the population used for 
the simulation corresponds to a value of 0<p<2, but distinctly less than 2, so 
that we can expect significant gains from PoMix sampling. To obtain an 
answer, we estimated p by fitting the logarithmic version of the model (11.2) 
to the data available for i f  = U - UTA . That is, we fitted
w=a+pze
where
w=log(E2),
and
T-, j  SRAT
Ek=yk-b **
with
and
z=log(xk).
We obtained the value p=1.45 by treating p as a linear regression slope 
estimated as
uR
P =  I > * - ^ ) 2
UR
Since the value of p  is considerably less than 2, our Monte Carlo population 
is indeed one in which one can expect significant gains from the use of 
PoMix sampling with a value of B within the interval [o, f R j.
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A brief summary of chapter I I
A Monte Carlo simulation of PoMix sampling was carried out. A total of 
10,000 sampling combinations were drawn from the frame of 1000 
enterprises, which were derived at random from the Business Register. The 
findings confirmed that the addition of some part of the equiprobable 
Bernoulli sampling procedure to Poisson Tips sampling reduces the variance 
of the estimators when auxiliary information is used. An examination of the 
Taylor linearized variance showed that the parameter p, measuring the 
heterogeneous error term, must be smaller than 2 in order to achieve the 
desired results. Linearizing the error term using a logarithmic version, we 
obtained the value of p  1.45 for our data.
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1 2 .
MC SIMULATION STUDIES OF POMIX 
SAMPLING IN TW O  WEIBULL- 
DISTRIBUTED ARTIFICIAL
We have seen that it is advantageous to add some part of the equiprobability 
sampling procedure to that of PoMix sampling. That is, by taking B > 0 , the 
estimators based on auxiliary information show less variance than is the case 
when B  = 0. If the heteroscedasticity is very large, p >  2, we lose this 
improvement. We are now interested in the distribution of the auxiliary 
variable x. To see the impact of PoMix sampling on data with a very high 
skewness and kurtosis we prepared two artificial data sets (xvyt), k = 
one with the values xk following an exponential distribution and the other 
with a more skewed distribution.
The Weibull distribution with parameters a  > 0 and c > 0 is defined by 
the distribution function
If we set a  = 1, we get the exponential distribution with parameter c,
POPULATIONS
12 .1 Preparing the artificial data sets
F (x)  = P ( X < x )  = l - e ~ cx
a
for x  > 0 .
F (x)  = 1 -  e~cx , ( 12.1.1)
with the density function
f i x )  = ce"“ . 
Setting oc=l/2weget
( 12. 1.2)
F (x)  = \ - e ~ c /^ x (12.1.3)
with the density function
(12.1.4)
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We decided to fix c so as to equalize the expected values of (12.1.2) and
(12.1.4). That is, we determined c so that
00 »  1
fxce~c* d x =  fx —~y=e~e'^ d x , (12.1.5)
1 .J 2 VT
which gives c=2 (see annex 1). In the following we use the terms 
"Weibull( 1/2)" and "exponential" to refer to the Weibull distribution with 
a=M2 and c=2 and the exponential distribution with a= 1 and c=2. The 
density functions of these two distributions are presented in Figure 12.1.1, 
which shows that Weibull( 1/2) is more skewed and has a higher frequency of 
very small units, than the exponential distribution.
Figure 12.1.1
The exponential distribution (12.1.2) with c=2 and the W eibull( 1/2) distribution 
(12.1.4)
We wish to create 1000 artificial unit values xk for each of the two 
distributions. To obtain values xk which obey the exponential distribution, we 
define for k= 1,..., 1000
uk = l - e ~ 2Xk (12.1.6)
Solving this for xk, we obtain
xk —— ln(— -— )for k=l,...,1000 (12.1.7)
2 1-M/t
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Correspondingly, we obtain for the Weibull( 1/2) distribution
uk X - e 1^
and
1 1 ,
x k = (—In------- f  for &=1,...,1000. (12.1.8)
2 1-w*
The values of uk for given values of x are shown in Figure 12.1.2. We can see 
that the Weibull{ 1/2) distribution gives more small values for * and fewer 
large ones than the exponential distribution.
Figure 12.1.2.
Graph of the exponential (thinner line) and W eibu ll( 1/2) distribution functions 
(thicker line).
Our next step is to fix the principle for choosing the values of uk in (12.1.7) 
and (12.1.8). One possibility is to choose the M as random numbers obeying 
the Unif{0,1) distribution. Another is to choose equidistant values.
For convenience, we have chosen the equidistant alternative, with values 
for uk determined by the formula
A: -  0.5
M* " 7 0 0 0 "  for k = 1,...,1000. (12.1.9)
Using (12.1.9) as values for the uk we derive 1000 values for xk by (12.1.7) 
when oc= 1 and by (12.1.8) when at=\/2. The first four moments of xt in these 
two sets are presented in table 12.1. 1.
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Characteristics of the two distributions of values of x, exponential 
and W eibull( 1/2)
Table 111.I
Exponential W eibull(l/2)
Expected value 0.5 0.5
Variance 0.25 1.25
Skewness 0.25 9.25
Kurtosis -2.4375 134.063
As seen in Table 12.1.1, the two distributions have the same mean, fix = 0,5, 
While the Weibull{H2) distribution has greater variance, skewness and 
kurtosis than the exponential distribution.
The next step is to construct values for the variable Y that are closely 
correlated with X. We decided to fix the conditional expected value of yk so 
that E (y k \xk) = 2xk and so that the value of the correlation coefficient is 0.9, 
that is
corr(x, y) =
cov(x,>Q
ylV(x)V(y)
= 0.9
The procedure for obtaining the values yk is explained in detail in Annex 2. 
For the exponential distribution, we generate yk, k=l , ... , 1000 such that
y k\xk ~ Gamma(0,23457,8.52624x*);
The derivations of the parameter values 0.23457 and 8.52624 are shown in 
Annex 2.
We then have
£(.y*|x*) = 0.23457 *8.52624x* = 2x*
V (yk\xk) = (0.23457)2 *8 52624x*= 0.46914x*
Corr(x, y)  -  0.9
For Weibull( 1/2) we generateyk k = 1,...,1000, so that
y k\xk ~ Gamma(0,39095,5.115814x*) .
The derivation of the parameter values is shown in Annex 2. 
We then have
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£ ( a K )  = 0-39095*5-11581** = 2xk 
V (yk \xk) = (0.39095)2 * 51158l x k = 0.78190x*
Corr(x, y ) = 0.9
We now have two population data sets (xe y j ,  /:=1,...,1000 and can use these 
as frames for PoMix sampling.
12.2 Simulation results for random 
size PoMix sampling
Using the procedure described in section 12.1, we have constructed two data 
sets, one with exponentially distributed values x and y and the other with 
Weibull(l/2) distributed values for x. As in chapter 10, we conducted a MC 
experiment on these two data sets involving four estimators of the population 
total of y. The experiment involved repeated draws of samples and repeated 
assignments of the set of PRNs to the population units. For each of 100 
assignments of the PRN’s, 100 samples were drawn using PoMix sampling 
with a fixed value of the Bernoulli width B. For each of the 10.000 
combinations, three point estimators, the corresponding three variance 
estimators and the corresponding three confidence intervals were computed. 
To see the effect of the Bernoulli width B, experiments were carried out for a 
range of values 0 < B < / ,  where /  = n/N. For the exponential case the size 
of each sample was n- 100 out of N= 1000 so that the sampling fraction was 
100/1000=0.1. For the more skew Weibull (Vi) case some units was put into 
the take-all stratum so that the size of each sample was n=87 out of /V=987 so 
that the sampling fraction is 87/987=0.088
As seen in Table 12.2.1, the variance is only 50% of that in Poisson Ttps 
sampling when the Bernoulli width B lies in the interval 0.03 - 0.04 and 
a  = 1/2. The percentages are calculated by dividing each row (B*0) in Table 
1 of Annex 3 by the first row (B=0).
MCV{Y\B) MCE(V\B)
MCV(Y\B = 0) MCE(V\B = 0)
( 12.2 .1)
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Table 12.2.1.
Results of the simulation experiment using a W eibullf 1/2) distribution. 
Improvement gained with Pomix sampling for different Bernoulli widths B.
M C V ( Y )  = MC variance of the point estimator Y  and M C E ( V >)  =
A
M C expectation of the variance estimator V  .
Each row of Table I in Annex 3 is divided by the first row.
Bernoulli 
w idth B
M V C ( Y ) M C E ( V )
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.72 0.59 0.59 0.73 0.59 0.60
0.020 0.70 0.51 0.52 0.70 0.52 0.53
0.030 0.72 0.50 0.50 0.71 0.47 0.48
0.040 0.76 0.48 0.49 0.73 0.47 0.47
0.050 0.83 0.49 0.50 0.80 0.49 0.49
0.060 0.95 0.51 0.52 0.91 0.52 0.53
0.070 1.12 0.55 0.57 1.14 0.56 0.57
0.080 1.44 0.61 0.63 1.48 0.66 0.67
0.088 2.01 0.70 0.74 2.01 0.77 0.79
For the case of exponential distribution, Table 12.2.2 shows that the variance 
is about 80% of that in Poisson Tips sampling when the Bernoulli width B lies 
in the interval 0.03 - 0.04.
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Table 12.2.2. Results of the simulation experiment using an exponential distribution . 
Improvement gained with Pomix sampling for different Bernoulli widths B.
M C V(Y) = M C variance of the point estimator Y  and M CE(V ) =
MC expectation of the variance estimator V  . Each row in Table 2 of Appendix 4 is 
divided by the first row.
Bernoulli 
w idth B
M CV(Y) M CE(V )
y H T y-GREG ySRAT y H T y-GREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.99 0.88 0.88 0.95 0.90 0.90
0.020 1.00 0.83 0.83 0.88 0.83 0.84
0.030 1.04 0.81 0.81 1.02 0.76 0.76
0.040 1.08 0.80 0.80 0.94 0.80 0.80
0.050 1.14 0.80 0.81 1.01 0.81 0.81
0.060 1.21 0.81 0.82 1.14 0.79 0.80
0.070 1.31 0.83 0.84 1.25 0.84 0.84
0.080 1.45 0.87 0.87 1.34 0.88 0.89
0.090 1.63 0.92 0.93 1.60 0.92 0.92
0.100 1.93 1.00 1.00 1.90 1.04 1.03
The relative improvement achieved when the value of the parameter a  in the 
Weibull distribution is changed from 1 to 1/2 is shown in Table 12.2.3 below. 
This is measured by
M C V (Y B ,a  = \ 12)1 M C V  (Y\B = 0 ,a  = 1/2)
M C V  {Y B ,a  = \) l  M C V  (Y\B = 0 ,a  = 1)
( 12.2.2).
By definition, this formula gives the value 1 in the first row, corresponding to 
Poisson 7ips. The results obtained with different values of B show an 
improvement if they are smaller than one. The smaller the value, the greater 
this improvement is.
With these two values of a  we can see that the improvement achieved by 
PoMix sampling over Poisson Tips is better for the distribution with the 
greater skewness, i.e. Weibull( 1/2). Otherwise, we can see from annex 3 how 
the heterogeneity of the population affects the improvement achieved by 
PoMix sampling.
We note that the relative improvement is greater for 0=1/2 than for of=l. 
The efficiency increases about 40% when we move from the exponential 
distribution to the Weibull(\l2) distribution. It seems that PoMix sampling is 
suitable for a business population that is very skew and has a high kurtosis 
value. There are no significant differences in the relative efficiency of the
A A CD AT*
estimators Y  and Y  , while the relative improvement with the
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estimator Y HT is smaller although still positive, except in the case of 
Bernoulli sampling (B=0.088).
Table 12.2.3.
Results of simulations for different Bernoulli widths B. Relative improvement 
moving from the exponential to the W eibull( 1/2) distribution. M C V(Y)  =
MC variance of the point estimator Y  and M CE(V ) = MC expectation of 
the variance estimator V
Bernoulli 
w idth B
M C V  (Y) MCE(V)
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.73 0.67 0.67 0.77 0.66 0.67
0.020 0.70 0.62 0.63 0.80 0.62 0.63
0.030 0.69 0.61 0.62 0.69 0.63 0.64
0.040 0.71 0.61 0.61 0.78 0.58 0.59
0.050 0.73 0.61 0.62 0.79 0.60 0.61
0.060 0.78 0.63 0.64 0.79 0.65 0.67
0.070 0.86 0.66 0.68 0.91 0.67 0.68
0.080 0.99 0.70 0.72 1.10 0.75 0.76
0.088 1.23 0.77 0.79 1.26 0.83 0.86
So, as far we have found three good properties of PoMix sampling:
1. We have seen that when Poisson 7tps samples are rotated, not all the units 
have a positive probability greater than zero of being selected in any of 
the successive samples. PoMix sampling can help to reduce the number 
of these bypassed units. When we set the value of B equal to or greater 
than the value of the constant shift, D, we get the positive inclusion 
probability (greater than zero) for each unit. This is necessary if we want 
to update the frame with a sample, and it is necessary to update every unit 
at some point in time. Otherwise it is fair that all units should be evenly 
subjected to questionnaires.
2. By rotating PoMix samples we can follow even the smallest units in two 
or more successive time intervals. This is important when surveying 
SME's (small and medium-sized enterprises). With Poisson 7tps sampling 
we do not have this panel effect for the smallest units.
3. PoMix sampling gives smaller variance than Poisson reps sampling with 
some values of B .
We have also found two factors that affect the improvement achieved with
PoMix sampling. First, we found in chapter 10 that an increasing value of p
weakens the improvement brought about by PoMix sampling. Second, we
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found that the greater the skewness and kurtosis in the data, the more 
effective PoMix sampling is compared with Poisson nps sampling. This 
means that PoMix sampling is suitable for business surveys.
12.3 Simulation results for Order 
PoMix sampling
It is interesting to see how order PoMix sampling is improved with B^O 
compared with the case of B = 0. Two order PoMix sampling schemes were 
introduced in Chapter 10: one which gives the sequential Poisson sampling of 
Ohlsson (1990, 1996, 1998) when B = 0 , using (10.6.2), and one which gives 
the Pareto sampling of Rosen (1996a, 1996b). To see this improvement, we 
conducted MC experiments on the two data sets described in the previous 
chapter.
There was not found essential difference in variances between sequential 
Poisson sampling and Pareto sampling. We therefore concentrate below on 
sequential Poisson sampling only.
Table 12.3.1 below shows how the efficiency improves when we add 
elements of equiprobability sampling to the Sequential Poisson sampling 
scheme. When we set p=l and a=l we can achieve an improvement of 
about 25 percent in the sampling scheme if we choose B between 0.02 and 
0.05. The formula used in the calculations is presented in 12.2.2.
Table 12.3.1
Results of simulations using different Bernoulli widths B when p= I and a= I . 
Improvements in O rder PoMix sampling achieved with different Bernoulli width B.
A A A
MVC(Y)  = MC variance of the point estimator Y  and M CE(V ) =
MC expectation of the variance estimator V . Each row of Table 2 in Annex 4 is 
divided by the first row.
Bernoulli 
width B
M VC (Y ) MCE(V)
ÿ H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.94 0.89 0.89 0.91 0.85 0.85
0.020 1.01 0.84 0.84 0.94 0.77 0.77
0.030 1.14 0.82 0.82 1.11 0.76 0.76
0.040 1.33 0.81 0.81 1.19 0.73 0.73
0.050 1.58 0.81 0.81 1.54 0.76 0.76
0.060 1.89 0.82 0.82 2.05 0.81 0.81
0.070 2.32 0.84 0.84 2.31 0.82 0.82
0.080 2.91 0.87 0.87 2.78 0.86 0.86
0.090 3.75 0.92 0.92 3.82 0.87 0.87
0.100 5.12 1.00 1.00 5.01 0.98 0.98
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As demonstrated by Table 12.3.2 below, the efficiency is increased when we 
move to a Weibull( 1/2) distribution. As in the case of random size PoMix 
sampling, we achieve an improvement of over 50% when adding 
équiprobable sampling with B between 0.02 and 0.03. As in the case of 
random size PoMix sampling, it seems that fixed size order PoMix sampling 
also improves the efficiency when we move to a distribution with higher 
skewness and kurtosis; always assuming that p < 2.
Table 12.3.2.
Results of simulations with different Bernoulli widths B when p= I and a= 1/2 . 
Improvements in O rder PoMix sampling achieved with different Bernoulli widths B.
M VC(Y) -  MCvariance of the point estimator Y  and M CE(V) =  MC expectation 
of the variance estimator V . Each row of Table I in annex 4 is divided by the first row.
Bernoulli 
w idth B
M VC(Y) M CE(V )
y H T yGREC y-SRAT y H T -y  GREG y  SR AT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.66 0.64 0.64 0.68 0.67 0.67
0.020 0.61 0.55 0.56 0.61 0.55 0.55
0.030 0.63 0.53 0.53 0.64 0.53 0.53
0.040 0.69 0.53 0.53 0.68 0.50 0.50
0.050 0.78 0.53 0.53 0.78 0.55 0.55
0.060 0.92 0.55 0.55 0.92 0.53 0.53
0.070 1.16 0.59 0.60 1.20 0.60 0.61
0.080 1.59 0.66 0.67 1.54 0.67 0.68
0.088 2.43 0.77 0.78 2.31 0.75 0.74
As seen in Table 12.3.3, the same effect could be observed for order PoMix 
sampling as was found earlier for random sample size PoMix sampling. 
Efficiency was lost with increasing heteroscedasticity:
M C V(Y\B ,a = l ,p  = 2)
M C V(Y\B ,a = \ ,p  = \)
The deterioration increases at greater cell values.
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Results of simulations with different Bernoulli widths B when a= I . Relative improvement 
between p=2 and p= I . Sequential Poisson sampling follows if B=0. M VC(Y) = 
MCvariance of the point estimator Y and M CE(V) = M C expectation of 
the variance estimator V .
Table 12.3.3.
Bernou lli 
w idth B
M VC(Y) M CE(V )
y  HT Y ^ r eg ySRAT y H T yGREG ySRAT
0.01 1.49 1.19 1.19 1.42 1.16 1.16
0.02 2.01 1.41 1.40 1.89 1.46 1.46
0.03 2.49 1.63 1.63 2.35 1.64 1.63
0.04 2.92 1.89 1.88 3.10 1.95 1.95
0.05 3.36 2.21 2.20 3.49 2.16 2.15
0.06 3.94 2.66 2.64 3.38 2.47 2.46
0.07 4.64 3.24 3.21 4.07 3.16 3.13
0.08 5.85 4.20 4.18 5.72 4.00 3.93
0.09 7.72 5.45 5.59 7.14 6.04 5.84
When we move from random size PoMix sampling to fixed size order PoMix 
sampling the efficiency is greatly improved if we use the Horwid-Thompson 
estimator, as shown in Table 12.3.4, although the improvement is close to 
zero if we use auxiliary information in the ratio or regression estimators. The 
first row shows that this holds good even with sequential Poisson sampling. 
The use of auxiliary information improves the estimates so that no further 
improvement is achieved by fixing the sample size.
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Table 12.3.4.
Results of simulations with different Bernoulli widths B when o= I . Change in efficiency 
between Order (fixed sample size) PoMix sampling and non-fixed size PoMix sampling.
Sequential Poisson sampling follows if B=0 in O rder PoMix sampling. M VC(Y ) = 
MCvariance of the point estimator Y  and M CE(V) = MC expectation of the variance 
estimator V .
Bernoulli 
w idth B
M VC(Y ) M CE(V )
y H T y G R E C y S R A T y H T y G R E G y S R A T
0.000 0.20 0.99 0.99 0.20 1.03 1.03
0.010 0.19 1.00 1.00 0.19 0.97 0.97
0.020 0.20 1.00 1.00 0.21 0.95 0.95
0.030 0.22 0.99 0.99 0.21 1.03 1.03
0.040 0.25 1.00 1.00 0.25 0.95 0.95
0.050 0.28 0.99 0.99 0.30 0.97 0.97
0.060 0.32 0.99 0.99 0.35 1.06 1.05
0.070 0.36 1.00 1.00 0.36 1.00 1.00
0.080 0.41 0.99 0.99 0.41 1.00 1.00
0.090 0.47 0.98 0.99 0.47 0.97 0.97
0.100 0.54 0.99 0.99 0.51 0.96 0.97
A brief summary of chapter 12
To see the effect of skewness on PoMix sampling, two artificial data sets 
were introduced: a highly skewed Weibull (1/2) distributed data set and an 
exponentially distributed data set. A greater improvement in estimation was 
obtained for the more skewed distribution, provided that the value of 
heterogeneity p was smaller than two. We thus know that a major 
improvement is achieved with PoMix sampling if the population is highly 
skewed and if the heterogeneity of the error term is not very great.
The improvement in estimation was also tested using order PoMix 
sampling and comparing this with fixed size sequential Poisson sampling and 
Pareto sampling. Since it was found that there are no significant differences 
between the results of sequential Poisson and Pareto sampling, the latter was 
dropped out. PoMix was found to produce the same improvement in 
variances as random size PoMix sampling. Using the Weibull( 1/2) 
distribution, the variance was reduced by about 50% when a Bernoulli part 
was included. It was also found that sequential Poisson sampling improved 
the variances compared with Poisson 7tps sampling only when the ordinary 
HT estimator was used without any auxiliary information.
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SUMMARY
When we decide to carry out a statistical survey we must determine the kind 
of survey and the kind of information needed in order to obtain answers to the 
problems we are interested in. Whether we use a census or a survey sampling 
is determined by questions of cost. The information needs tell us what 
estimates we need, and it is these that determine what type of survey must be 
conducted, which in turn defines what kind of coordination system is possible 
and reasonable to use in order to lessen the response burden. If a census is 
used, no coordination is needed, as the inclusion probabilities are one. Once 
the type of survey has been determined, the next step is to decide what are the 
units of which the population is composed and to look for a frame for the 
population we are interested in.
The quality of the frame is a critical part of a business survey, as it must 
include and define the units and classifications that are needed. The units 
must be suitable for statistical purposes and coincide with real units in the 
population. For this purpose we commonly need information on the 
geographical level or activity level concerned.
Due to the continuous formation of new businesses and closure of some 
existing ones, the frame is never the same between two points in time. Apart 
from causing overcoverage and undercoverage in the frame, changes in the 
business population also cause some problems of sample coordination. We 
may send a questionnaire to a business which has changed its ID number and 
was in the same inquiry on the last occasion but with a different number. It is 
essential to pay attention to business demography in order to reduce these 
difficulties.
Some units change strata between two time points. One mechanism which 
takes note of the formation and closure of businesses is the constant shift 
method performed using permanent random numbers. Keyfitz provides a 
method to control for changes in strata. A frame is often linked to 
coordinating system, which contains the update data necessary for 
coordination purposes, such as permanent random numbers.
A probability sampling design gives us a device for making 
generalizations from a sample to the whole population. The use of permanent 
random numbers (PRN) in list-sequential sampling schemes such as 
Bernoulli sampling, Sequential SRS or Poisson sampling makes the 
coordination of sampling easy. Bernoulli sampling is a special case of 
Poisson sampling, i.e. équiprobable Poisson sampling. Due to the highly 
skewed distribution of business populations, stratification is needed for all 
équiprobable sampling schemes.
Users of survey data have an insatiable demand for detail. This means that 
the burden imposed on respondents will cause sample fatigue if it is not 
controlled by the statistical agency. Sunter has presented a model which
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includes three important parts: the response obligation, which reflects the 
agency’s assessment of what is a respondent’s reasonable share of the total 
burden, and the response load and inclusion probability, which together form 
the expected response burden, which must not exceed the response load. The 
inclusion probability makes the response burden a random variable, and this 
means that the distribution of the response burden is not even. Coordination 
enables this distribution to be made more even, and thus the main topic of 
this thesis is the theory of coordination of business samples.
There are three methods of coordinating business samples. One is based 
on the use of rotation groups and other two on the use of permanent random 
numbers (PRN). The first of these, Simple random sampling in randomly 
formed rotation groups, is the one used in Statistics Canada. Another one 
which is based on the idea of the use of random numbers in sequential 
sampling originates from Fan et al. (1962) and was improved later by Cassel 
and then by Atmer and Sjöberg, who introduced the JALES method, later 
called sequential Simple random sampling.
Hajek introduced Poisson sampling in 1964, and this served as a basis for 
Poisson Mixture (PoMix) sampling, which was introduced by Kröger, 
Sämdal and Teikari in 1999 to improve on Poisson rotation, which ignores 
some small units and does not give longitudinal information on others. The 
improvement was achieved by adding part of the technique of equiprobable 
Bernoulli sampling to Poisson 7tps sampling. The take-all stratum and the size 
measure Q were introduced and a sampling algorithm prepared. The joint 
probability in two successive samples in PoMix sampling was found to be 
exactly the same as had been obtained earlier by Sunter with a zero width for 
the Bernoulli part.
To obtain a fixed sample size, order PoMix sampling was introduced on 
the basis of the method described by Ohlsson. The resulting sampling gave 
two interesting results. When the value for the Bernoulli part was set at zero, 
we obtained exactly Ohlsson’s sequential Poisson sampling. Otherwise, when 
the size of the Bernoulli part was set at exactly n/N, we did not get Bernoulli 
sampling but sequential Simple random sampling.
Unexpectedly, we found when we carried out a Monte Carlo test that the 
addition of part of the equiprobable Bernoulli sampling routine to Poisson 
7cps sampling reduced the variance of the estimators that made use of 
auxiliary information. A total of 10,000 sampling combinations were drawn 
from a frame of 1000 enterprises extracted at random from the Business 
Register. An examination of the Taylor linearized variance showed that 
parameter p, measuring the heterogeneous error term, must be smaller than 2 
in order to achieve the desired results. Linearizing the error term by means of 
a logarithmic version we arrived at a p-value of 1.45 in our data.
To investigate the effect of skewness on PoMix sampling, two artificial 
data sets were introduced, one highly skewed, called Weibull U n ­
distributed, and the other exponentially distributed. The result was that the 
improvement in the estimates was greater for the more skewed distribution, 
provided that the heterogeneity value p was smaller that two. Thus we know 
that the improvement achievable by using PoMix sampling is great if the
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population is highly skewed and the heterogeneity of the error term is not 
very great.
The improvement in the estimates was also tested using order PoMix 
sampling as opposed to fixed size Sequential Poisson sampling or Pareto 
sampling. As no significant differences were found between the results of 
Sequential Poisson and Pareto sampling, the latter was dropped. It was found 
that PoMix gave the same improvement in variances as in the case of random 
size PoMix sampling. Using the Weibull (1/2) distribution with some part of 
the Bernoulli routine the variance was reduced by about 50 percent. It was 
also found that Sequential Poisson sampling improved the variances 
compared with Poisson 7tps sampling only when an ordinary HT estimator 
without auxiliary information was used.
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ANNEX I
Determining the parameter c in ( 12 .1. 1) 
and (12.1.3)
To see the impact of the effectivity of Pomix sampling in the data with 
different skewness it was prepared artificial data. For that we defined and 
equalized two exponential functions
°jxce a dx = °jx — —7=-e dx
o o ^ Vx
( 1)
for witch c was solved. In the left hand side of (1) it was set cx=z which
dz
gives after differentiating both sides dx -  —  .In  the right hand side it was
c
/— 2zdz
set c~4x —z  which gives after differentiating both sides dx = — — . After
c
putting these values in (1) we get
•c z 
2 c '
2 xdz
(2)
o o
which can be written in the form
(3)
~ 0 ~ 0
So we have got two gamma functions. The left hand side can be written
1 1
- * T ( 2) = - * 1
c c
and the right hand side
(4)
- 2 - * r ( 3 )  =  - r * 2 !
c c
(5)
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From (3) and (4) we get
1 2
— = —r  => c = 2 (6)
c c
Which is the desired value of c for which the left and the right hand side of 
(1) has the same distribution. After putting (6) to the left hand side of (1) we 
get
and considering that cx=z and dx —
dz
c
we get
“r dz 1 
E { x ) = \ z e ~  —  =  ~ .  
o c ^
Thus for the Weibull distribution with a= l we get
E{x) = ab = ^  * 1 = ^  = Hx 
and
F (* )  =  a 26 =  Q) 1 =  ^  =  <7X2
(7)
(8)
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ANNEX 2
Derivation of y -^values for given xk-values
Next we define a variable X  ~ Gamma(a,b) .  This means that the density 
function of X  is
/ ( * )  = a'T (è) ^
for x > 0
We have:
E(X) = ab 
V(X)=a2b
Because we need a study variable yk, k -  and with that highly
correlated (p=0.9) auxiliary variable Xk k=l,...,N, we must create yk, 
k= l,... ,N so that, given Xk
yk
a 2 ß 2x kx k ~ Gamma(—ß  ,— )
Then
E {y k x k) = ab = ß  o2 = ßx t
V(ykx k) = a 2b =
( o 2\ ß 2xk
2 ~  &  X k
V ß )  ° 2
( 1)
(2)
We want corr(x, y )  —
C ov(x ,y ) 
ylV(x)V(y)
to have a fixed value, say 0.9.
Using (2) we get
E (J )  = E E (Y \X ) = E{ßx) = ßE {X ) = ß ß x 
E (X Y ) = E{XE{Y\X)) = E (X ß X ) = ß E (X 2) = ß ( a 2x + ß 2x) 
V(Y) = E V (y \x ) + VE{Y\X) = ( j 2 f i x + ß 2o 2x
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and further
Cov(X, Y) =  E{XY) -  E(X)E(Y) =  fro 2* + / / 2 X )  ~tixfyix =  pcPx
and
Cort(X;Y) = CarjX\Y) _ per*
^V(X)V(Y)~\lo2x(a2Mx+ p W x
(3)
We define the Weibull distribution with a  = 1. From (7) and (8) in Annex 
1 we got
Mx
a 2 X
2
4
(4)
Then we fix P = 2 and find a 2 so that corr(x,y j = 0.9. Using (3) and (4) we 
get
0.9 = corr(x,y )  = P
VP 2 + 2  a 2
(5)
We can solve a 2 from (5)
(0.9 ) \ p 2 +2cr2) = 0.81*2cr2 = /?2(1-0.81) = 0.19/?2 
0.19
£J2 = P2 =0.46914
0.81 * 2 1
For (1) we can now calculate two parameter
P
P2
2
4
= 0.23457 
• = 8.52624
(6)
.ct2 0.46914
For Weibull distribution with ct=l we have the exponential distribution
f ( X)  = 2e~2X
We must then generate Ye k=l,...,N, so that 
y k l a c *  ~ Gamma(0.23457,8.52624jct ).
which gives
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E {yk \xk) = 0.23457 * 8.52624xt = 2xk 
V{yk\xk) = (0.23457)2 *8.52624*,= 0.46914**
C orr(x ,y ) = 0.9
Putting (6) in Annex lto the right hand side of (1) in Annex lgives
f U ) = ^ = e - ir-
Vx
E {xm) = ~\xm^ = e - 2rxdx (7)
o y *
If we set z  = 2*Jx it follows x  = z 2 /4  and dx = z/2dz. Putting these 
values in (7) we get
E (x m) = ° ° \ \ z 2me~zdz 
0 ^
T(2m + \)
4 m
If we put m=2 we get
j  // = 1.5 
[ a 2 =1.25
To obtain corr(x,y) =0.9 we get as in (5) before
0.9 = P
+ (T 1.5
1.25
When we fix fi=2 we get
O'2 =0.78189  
• <t 2 /2  = 0.39095 
f i 2 ! o 2 =5.11581
We create k=l,...,N, so that
y k\xk ~ Gaw2/wfl(0.39095,5.11581xk) 
which gives
(8)
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E (y k |jc* ) = 0.39095 * 5.1158 lx k » 2xk 
« V (yk\xk) = (0.39095)2 *511581xt =0.78190jc* 
C orr(x,y) = 0.9
ANNEX 3
Results of simulation study using the frame of 
artificial units
Results of simulation study using the frame of artificial units obeying 
Weibull distibutions with parameter values a= l and ot=l/2. Size of frame is 
1000 units from which 100*100 Pomix samples of expected size of 100 are 
drawn. The measure of heteroscedasticity p= 1. The effectiveness in tables 3 
and 4 are measured by ratios
MVC(Y)\B = w  _ j  MCE(V)\B  = w
MVC(Y)\B  = 0 an MCE(V)\B  = 0 ’
where w is the width of B in corresponding Tables 1 and 2. The change of this 
effectiveness when a  changes from 1 to 1/2 is measured by dividing the 
values in Table 3 by the values in Table 4.
Table I.
Results of simulation study with different Bernoulli widths, B, when p =  I and a= I /2.
A A A
Values of MVC(Y) =MC-variance of the point estimator Y  and MCE(V^) =
MC-Expectation of the variance estimator V . Values are multiplied by I06
Bernoulli 
width B
M VC{Y)*  lO-10 M CE(V)*  10"10
y H T yOREC ySRAT y H T yGREG ySRAT
0.000 15.73 11.29 11.16 16.00 11.70 11.53
0.010 11.34 6.63 6.64 11.74 6.93 6.95
0.020 10.98 5.80 5.81 11.23 6.08 6.08
0.030 11.31 5.60 5.63 11.30 5.53 5.56
0.040 12.00 5.46 5.49 11.67 5.44 5.45
0.050 13.11 5.51 5.55 12.81 5.68 5.71
0.060 14.87 5.78 5.85 14.50 6.03 6.10
0.070 17.69 6.21 6.31 18.28 6.52 6.59
0.080 22.67 6.91 7.03 23.69 7.74 7.75
0.088 31.62 7.96 8.21 32.16 8.99 9.07
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Table 2.
Results of simulation study for different Bernoulli widths B when p =  I and a= I . 
Values of M VC(Y) =MC-variance of the point estimator Y  and M CE(V) =
MC-Expectation of the variance estimator r V . Values are multiplied by I04
Bernoulli 
w idth B
M VC(Y)*  1(T10 M CE(V) 1(T10
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 10.31 2.11 2.10 11.15 2.13 2.12
0.010 10.19 1.85 1.85 10.59 1.91 1.91
0.020 10.32 1.75 1.75 9.81 1.77 1.77
0.030 10.69 1.71 1.71 11.39 1.61 1.61
0.040 11.14 1.68 1.69 10.43 1.69 1.70
0.050 11.70 1.69 1.70 11.29 1.71 1.73
0.060 12.50 1.72 1.72 12.77 1.68 1.69
0.070 13.53 1.75 1.76 13.94 1.78 1.78
0.080 14.94 1.83 1.84 14.97 1.88 1.88
0.090 16.80 1.94 1.95 17.85 1.96 1.95
0.100 19.88 2.10 2.10 21.24 2.21 2.19
Table 3.
Results of simulation study for different Bernoulli widths B when p =  I and a =  1/2 . 
Effectiveness of Pomix sampling with different Bernoulli width B. M V C ( Y )  = 
MC-variance of the point estimator Y  and M C E ( V )  = MC-Expectation of 
the variance estimator V  . Each row of table I is divided by the first row.
Bernoulli 
width B
M VC(Y) M CE(V )
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.72 0.59 0.59 0.73 0.59 0.60
0.020 0.70 0.51 0.52 0.70 0.52 0.53
0.030 0.72 0.50 0.50 0.71 0.47 0.48
0.040 0.76 0.48 0.49 0.73 0.47 0.47
0.050 0.83 0.49 0.50 0.80 0.49 0.49
0.060 0.95 0.51 0.52 0.91 0.52 0.53
0.070 1.12 0.55 0.57 1.14 0.56 0.57
0.080 1.44 0.61 0.63 1.48 0.66 0.67
0.088 2.01 0.70 0.74 2.01 0.77 0.79
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Table 4.
Results of simulation study for different Bernoulli widths B when p =  I and a= I . 
Effective of Pomix sampling with different Bernoulli width B. M VC(Y ) =
MC-variance of the point estimator Y  and M C E(V )  = MC-Expectation of
the variance estimator V . Each row of table 2 is divided by the first row.
Bernoulli 
w idth B
M VC(Y ) M C E(V )
y H T y  GREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.99 0.88 0.88 0.95 0.90 0.90
0.020 1.00 0.83 0.83 0.88 0.83 0.84
0.030 1.04 0.81 0.81 1.02 0.76 0.76
0.040 1.08 0.80 0.80 0.94 0.80 0.80
0.050 1.14 0.80 0.81 1.01 0.81 0.81
0.060 1.21 0.81 0.82 1.14 0.79 0.80
0.070 1.31 0.83 0.84 1.25 0.84 0.84
0.080 1.45 0.87 0.87 1.34 0.88 0.89
0.090 1.63 0.92 0.93 1.60 0.92 0.92
0.100 1.93 1.00 1.00 1.90 1.04 1.03
Table 5.
Results of simulation study for different Bernoulli widths B when p =  I. Ratio of efectiviness 
betveen cases a= I/2 and oc=l. M V C ( Y )  = MC-variance of the point estimator Y  and 
M C E ( V )  = MC-Expectation of the variance estimator V  . Table 3 is divided by table 4
Bernoulli 
width B
M VC(Y ) M CE(V )
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.73 0.67 0.67 0.77 0.66 0.67
0.020 0.70 0.62 0.63 0.80 0.62 0.63
0.030 0.69 0.61 0.62 0.69 0.63 0.64
0.040 0.71 0.61 0.61 0.78 0.58 0.59
0.050 0.73 0.61 0.62 0.79 0.60 0.61
0.060 0.78 0.63 0.64 0.79 0.65 0.67
0.070 0.86 0.66 0.68 0.91 0.67 0.68
0.080 0.99 0.70 0.72 1.10 0.75 0.76
0.088 1.23 0.77 0.79 1.26 0.83 0.86
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ANNEX 4
The effectiviness of Order PoMix sampling with different
values of p using parameter values a =  I /5 or a -1
Results of simulation study using the frame of artificial units obeying 
Weibull distibutions with p-values (measure of heteroscedasticity ) 1, 1.5 
and 2 when parameter value a= l. The effectiveness in tables are measured 
by ratios
M V C (Y )\B  =  w  M C E (V ) \B  = w
----------^ -------- and ----------^ --------, where w is the
M V C (Y ) \B  =  0 M C E (V ) \B  =  0
width if B.
The change of this effectiveness in table 3 is got by dividing the figures in 
Table 1 by Table 2 . Correspondinly are calculated the changes in Tables 6 
and 7 using Annexes 1 and 4.
Table I.
Results of simulation study for different Bernoulli widths B when p =  I and a=0.5 . 
Effectiveness of O rder Pomix sampling with different Bernoulli width B. Sequential
Poisson sampling follows if B=0. M V C ( Y )  = MC-variance of the point estimator Y  and 
M C E ( V )  = MC-Expectation of the variance estimator V  Values are multiplied by 103.
Bernoulli 
w idth B
M V C ( Y ) *  1(T3 M C E { V )  10“3
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 10534.26 10394.51 10413.17 10617.86 10617.86 10617.86
0.010 6919.03 6662.45 6684.55 7238.63 7100.80 7115.41
0.020 6418.27 5758.74 5782.64 6427.61 5809.25 5829.02
0.030 6658.29 5520.50 5541.25 6742.39 5669.22 5677.17
0.040 7280.42 5494.41 5522.86 7229.89 5329.96 5346.37
0.050 8184.33 5501.70 5530.79 8287.33 5793.76 5811.50
0.060 9688.50 5712.92 5761.36 9717.46 5632.22 5666.09
0.070 12182.09. 6128.90 6220.48 12762.72 6422.85 6476.78
0.080 16760.61 6829.13 6976.39 16386.67 7108.69 7175.13
0.088 25557.85 7989.33 8165.24 24486.61 7944.45 7904.44
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follows if B=0. M V C ( Y )  = MC-variance of the point estimator Y  and M C E { V }  = 
MC-Expectation of the variance estimator V  .
Table 2.
Results o f simulation study fo r different Bernoulli widths B when p =  I and a= I . Effective of
O rder Pomix sampling with different Bernoulli width B. Sequential Poisson sampling
B e r n o u ll i  
w id th  B
M VC{Y)*  1(T3 M CE{V)*  1(T3
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 2100.51 2078.91 2079.50 2182.85 2182.85 2182.85
0.010 1979.32 1847.81 1848.52 1981.08 1847.41 1847.84
0.020 2112.85 1741.90 1743.40 2062.40 1677.07 1678.31
0.030 2385.76 1694.61 1696.47 2424.22 1660.50 1661.30
0.040 2786.55 1681.25 1684.29 2604.13 1601.09 1603.16
0.050 3310.28 1680.36 1684.15 3351.10 1667.09 1669.27
0.060 3972.87 1697.44 1701.95 4471.66 1775.83 1776.24
0.070 4880.47 1745.04 1751.00 5040.89 1785.25 1786.18
0.080 6113.68 1809.35 1815.34 6078.00 1876.73 1876.00
0.090 7883.64 1910.11 1918.70 8335.85 1899.30 1894.04
0.100 10745.80 2071.53 2081.60 10936.51 2131.68 2131.59
Table 3.
Results of simulation study for different Bernoulli widths B when p =  I and a=0.5 . Effective of 
O rder Pomix sampling with different Bernoulli width B between Sequential Poisson sampling
and Pareto sampling which follows if B=0. M V C ( Y )  = MC-variance of the point estimator 
Y  and M C E ( V ) =  MC-Expectation of the variance estimator V  .
Bernoulli 
width B
M VC(Y ) M CE(V)
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 1.02 1.02 1.02 1.02 1.04 1.04
0.020 0.99 0.98 0.98 0.92 0.93 0.93
0.030 0.99 0.99 0.99 0.96 0.98 0.98
0.040 1.00 1.00 1.00 1.05 0.97 0.96
0.050 1.00 1.00 1.00 0.93 0.94 0.94
0.060 0.99 0.99 0.98 1.02 0.97 0.97
0.070 1.00 1.00 1.00 1.07 0.97 0.97
0.080 1.00 1.00 1.00 1.01 0.98 0.98
0.088 1.00 1.00 0.99 0.90 0.92 0.93
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Table 4.
follows if B=0. M VCiY) = MC-variance of the point estimator Y  and MCE(V)=  MC- 
Expectation of the variance estimator V . Each row of table 2 is divided by the first row.
Results of simulation study fo r different Bernoulli widths B when p =  I and a=0.5 . Effective
o f O rder Pomix sampling with different Bernoulli width B. Sequential poisson sampling
Bernoulli 
w idth B
M VCiY) M CE(V)
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.66 0.64 0.64 0.68 0.67 0.67
0.020 0.61 0.55 0.56 0.61 0.55 0.55
0.030 0.63 0.53 0.53 0.64 0.53 0.53
0.040 0.69 0.53 0.53 0.68 0.50 0.50
0.050 0.78 0.53 0.53 0.78 0.55 0.55
0.060 0.92 0.55 0.55 0.92 0.53 0.53
0.070 1.16 0.59 0.60 1.20 0.60 0.61
0.080 1.59 0.66 0.67 1.54 0.67 0.68
0.088 2.43 0.77 0.78 2.31 0.75 0.74
Table 5.
Results of simulation study for different Bernoulli widths B when p =  I and a =  I . Effective 
of O rder Pomix sampling with different Bernoulli width B. Sequential Poisson sampling
follows if B=0. M VC(Y) = MC-variance of the point estimator Y  and M CEiV) =  MC- 
Expectation of the variance estimator V . Each row of table 2 is divided by the first row.
Bernoulli 
w idth B
MVC{Y) M CEiV)
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 1.00 1.00 1.00 1.00 1.00 1.00
0.010 0.94 0.89 0.89 0.91 0.85 0.85
0.020 1.01 0.84 0.84 0.94 0.77 0.77
0.030 1.14 0.82 0.82 1.11 0.76 0.76
0.040 1.33 0.81 0.81 1.19 0.73 0.73
0.050 1.58 0.81 0.81 1.54 0.76 0.76
0.060 1.89 0.82 0.82 2.05 0.81 0.81
0.070 2.32 0.84 0.84 2.31 0.82 0.82
0.080 2.91 0.87 0.87 2.78 0.86 0.86
0.090 3.75 0.92 0.92 3.82 0.87 0.87
0.100 5.12 1.00 1.00 5.01 0.98 0.98
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= MC-variance of the point estimator Y  and M CE(V) =  MC-expectation of the variance 
estimator V
Table 6.
Results of simulation study fo r different Bernoulli widths B when a= I . Change of
effectiviness between p = 2  and p =  I . Sequential poisson sampling follows if B=0. M V C ( Y )
Bernoulli 
width B
M VC(Y ) M CE(V )
y H T yGREG ySRAT y H T yGREG ySRAT
0.00 1.00 1.00 1.00 1.00 1.00 1.00
0.01 1.49 1.19 1.19 1.42 1.16 1.16
0.02 2.01 1.41 1.40 1.89 1.46 1.46
0.03 2.49 1.63 1.63 2.35 1.64 1.63
0.04 2.92 1.89 1.88 3.10 1.95 1.95
0.05 3.36 2.21 2.20 3.49 2.16 2.15
0.06 3.94 2.66 2.64 3.38 2.47 2.46
0.07 4.64 3.24 3.21 4.07 3.16 3.13
0.08 5.85 4.20 4.18 5.72 4.00 3.93
0.088 7.72 5.45 5.59 7.14 6.04 5.84
Table 7.
Results of simulation study for different Bernoulli widths B when a= I . Change of 
effectiviness between O rder (fixed sample size) Pomix sampling and non fixed size Pomix 
sampling. Sequential poisson sampling follows if B=0 in O rder Pomix sampling.
M VC iY) = MC-variance of the point estimator Y  and MCE{V^) = MC-expectation 
of the variance estimator V . Table I in annex4 is divided by 2 in annex 2.
Bernoulli 
w idth B
M VC(Y ) M CE(V )
y H T yGREG ySRAT y H T yGREG ySRAT
0.000 0.20 0.99 0.99 0.20 1.03 1.03
0.010 0.19 1.00 1.00 0.19 0.97 0.97
0.020 0.20 1.00 1.00 0.21 0.95 0.95
0.030 0.22 0.99 0.99 0.21 1.03 1.03
0.040 0.25 1.00 1.00 0.25 0.95 0.95
0.050 0.28 0.99 0.99 0.30 0.97 0.97
0.060 0.32 0.99 0.99 0.35 1.06 1.05
0.070 0.36 1.00 1.00 0.36 1.00 1.00
0.080 0.41 0.99 0.99 0.41 1.00 1.00
0.090 0.47 0.98 0.99 0.47 0.97 0.97
0.100 0.54 0.99 0.99 0.51 0.96 0.97
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ANNEX 5
Notations in formulas
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Qk
P opulation  
M o d e l group
Take-a ll p a r t  o f  p o p u la tion  
Size  o f  ta ke -a ll popu la tio n
S ize  o f  Take-som e p o p u la tio n  
Take-som e p a r t  o f  p o p u la tion  
P opula tion  size
In d ex  fo r  p o p u la tio n  u n it (In sec tion  8 .2  k  m eans a lso  the ord er n u m b er o f  
w hich  is u nder experim ent)
Sam ple
R ea lized  sam ple  size
U nits d raw n fro m  B ernou lli a n d  P oisson  sa m p lin g  areas
Sam ple  size  o f  the re st o f  popu la tio n
R andom  n u m b er o f  un it k
P erm anen t random  n u m b er
C onstan t sh ift in terva l
W idth o f  B ern o u lli p a r t in P o M ix  sam pling
Size m easure  f o r  P o M ix  sa m p lin g  (In  sec tion  8 .3  a lso  ranking  variab les f o r  
ord er sam pling)
S ize  m easure  f o r  P o M ix  sam pling  in U  R
0k,%
Y , y k
u
s
Y j y k
M o d ified  random  nu m b ers f o r  un it k
N
Y , y k
jfc=l
¿=i
sp
Y , y k
S p  A  sam ple  o f  a  m o d e l group
X k V alue o f  a u x ilia ry  variab le  o f  un it k
X 4 A u xilia ry  variab le  v ec to r  o f  un it k
X  P opula tion  to ta l o f  au x ilia ry  variab le
X  P opula tion  to ta l o f  au x ilia ry  variab le  vec to r
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p (s)
h
Sam ple  design  
Inclusion  ind ica tor
Xk F irs t o rd er inclusion  p ro b a b ility  o f  u n it k
Ku S e co n d  ord er inclusion  p ro b a b ility  o f  u n its  k  a n d  l
ak Sam ple  w e igh t 1/ 7tk
S k g-w eigh t
™k = akg k
E{0) E xp ec ted  value o f  e s tim a to r 9
V(0) V ariance o f  estim a to r 0
B{9)
s 2
B ia s o f  estim a to r 0 
P opula tion  variance
MSE{9) M ean square erro r o f  e s tim a to r  0
BR{9)
E 0 > E qo
B ia s ratio  o f  estim a to r 9  
P erm uta tions
Y
Y>ps
yflpsMo 
yrSEpps
t
y  HT
■y-SRAT
y-GREG
RB
P j
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F Q
O S(n ,F )
H orw itz-T hom pson  e stim a to r f o r  p o p u la tio n  to ta l 
T ota l estim a to r f o r  P o isson  Tips sam pling  
T ota l estim a tor f o r  M o d ified  P o isso n  7tps sa m p lin g  
T ota l estim a tor f o r  Sequen tia l P o isso n  sam pling  
R atio  estim a tor o f  p o p u la tio n  to ta l
H orw itz-T hom pson  e stim a to r o f  p o p u la tio n  to ta l (T a ke-a ll p a r t  separa ted)  
Separa te  ratio  e s tim a to r o f  p o p u la tio n  to ta l (T a ke -a ll p a r t separa ted) 
G enera lized  regression  e s tim a to r o f  p o p u la tio n  to ta l (T a ke-a ll p a r t  separa ted )  
response burden
R esponse  lo a d  o f  questionna ire  j
N u m b er o f  units a lready a c ce p te d  in  the  sam ple
P robab ility  o f  em pty  sam ple
O rd er d istribu tion
O rd er sam pling  o f  size  n  o f  o rd er  d is tr ib u tio n  F
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CC
Notes used in section 8.1
y rT O T
h
Sam ple to ta l
R a tio  o f  sa m p le  to ta ls in s tra tum  h 
R atio  o f  p o p u la tio n  to ta ls in s tra tum  h  
w eigh t f o r  stra tum  h
p o p u la tion  m ean  
A p p ro x im a ted  variance  o f
U nbiased  es tim a to r  f o r  p o p u la tio n  m ean  
N u m b er o f  L arge  un its o r  ta ke -a ll units
C o effic ien t o f  varia tion  = d e sire d  leve l o f  prec is ion  
P robability  o f  d ra w in g  decreasing  u n it in sam ple  
O rig ina l inclusion  p ro b a b ility  o f  p d 
P robability  o f  d ra w in g  decreasing  u n it in sam ple  
O rig ina l inc lusion  pro b a b ility  o f  p I
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