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A Finite-Difference Time-Domain (FDTD) scheme with Perfectly Matched Layers (PMLs) is
considered for solving the time-dependent Schro¨dinger equation, and simulate the ionization of an
electron initially bound to a one-dimensional δ-potential, when applying a strong time-oscillating
electric field. The performance of PMLs based on different absorption functions are compared,
where we find slowly growing functions to be preferable. PMLs are shown to be able to reduce the
computational domain, and thus the required numerical resources, by several orders of magnitude.
This is demonstrated by testing the proposed method against an FDTD approach without PMLs
and a very large computational domain. We further show that PMLs outperform the well known
Exterior Complex Scaling (ECS) technique for short-range potentials when implemented in FDTD,
though ECS remains superior for long-range potentials. The accuracy of the method is furthermore
demonstrated by comparing with known numerical and analytical results for the δ-potential.
I. INTRODUCTION
It has long been established that excitons must be
taken into account to accurately describe the optical
properties of solids. If the excitons are strongly bound,
further complications arise as the excitons must be dis-
sociated into free charge carriers before they can supply
an electrical current. Interest in using monolayer transi-
tion metal dichalcogenides (TMDs) in electronic devices
has increased dramatically during recent years. These
materials are known to support strongly bound excitons
[1–3], which dominate their linear and nonlinear optical
properties [1, 4–6]. However, efficient generation of pho-
tocurrents in e.g. photodetectors and solar cells require
dissociation of excitons into free electrons and holes. It is
therefore of significant interest to obtain efficient meth-
ods of inducing dissociation of bound excitons in mate-
rials such as TMDs. Recently, static in-plane electric
fields have proven a promising candidate to aid dissocia-
tion [7–10], and the rates induce by such fields are read-
ily calculated by the well known complex scaling method
[8, 10–12], or by using a hypergeometric resummation
technique [13]. The situation is not as simple for time-
dependent fields, however, which motivates the search for
efficient methods of calculating the dissociation rates in-
duced by alternating fields. The problem is remarkably
similar to calculating the ionization rate of atoms [14–23],
for which Floquet theory [24] implemented with complex
scaling [25, 26] has proven very useful. A major draw-
back with traditional Floquet theory, however, is that
it only applies to periodic fields. In the present paper,
we seek to develop a different approach based on PMLs.
To accurately described TMD excitons, one must use the
Keldysh potential [27, 28]. As this potential is rather
complicated, we shall test the method developed here by
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calculating the ionization rate of an electron bound to
the one-dimensional zero-range potential −δ(x).
One of the most reliable techniques of obtaining accu-
rate results in intense laser-matter interactions is to prop-
agate the time-dependent Schro¨dinger equation (TDSE)
and calculate the relevant observables. Strong electric
fields lead to a large probability flux traveling out of the
central region occupied by the initially localized wave
function, which, of course, is exactly what we mean by
ionization. If one simply uses Dirichlet boundary con-
ditions at the edges of the simulation domain, a huge
domain is required to avoid reflections of the wave func-
tion from the boundary. Several methods have been de-
signed to circumvent this problem, with one of the most
common ones being absorbing boundaries outside a spec-
ified interior domain. Popular methods include complex
absorbing potentials (CAPs) [29], absorbing masks [30],
and ECS [31, 32]. The goal of the absorbing layers is
to leave the wave function unaltered in the interior re-
gion, while absorbing it as it moves out of this region. If
it is absorbed sufficiently quickly, then one is able to use
Dirichlet boundary conditions at a distance into the layer
with minimal flux reaching this point and thus avoiding
spurious reflections.
The ECS method has been given a lot of attention in
recent years, and rightfully so, as it has been shown to be
a very efficient absorber in time-dependent Schro¨dinger
problems [33, 34]. A related method that has been given
less attention in quantum mechanics is the use of PMLs.
The PML method was developed by Berenger for solv-
ing Maxwell’s equations [35], and has since been used
extensively in classical electromagnetism, where PMLs
are applied efficiently in FDTD [36, 37], in frequency-
domain finite-element [38], and in Fourier-series [39] ap-
proaches. Lu and Zhu additionally proposed a perturba-
tive approach [40] to deal with undesired effects of the
PML when simulating optical wave guides, and PMLs
have, furthermore, been utilized to study sound waves
[41]. Given the success of the PML method in solv-
2ing problems in electromagnetism, interest in applying
it to Schro¨dinger problems has slowly been increasing.
Zheng used it to solve the nonlinear Schroo¨dinger equa-
tion [42], and Nissen and Kreiss have since tried to op-
timize the PML method for the Schro¨dinger equation
with time-independent potentials [43], and have, together
with Karlsson, applied it to a reactive scattering problem
[44]. PMLs have also been applied to time-dependent-
density-functional theory (TDDFT) [45], and the Dirac
equation [46]. It is, however, surprising how compara-
tively little work has been done on applying PMLs in
Schro¨dinger problems, in particular, for explicitly time-
dependent problems, such as intense laser-matter inter-
actions.
In the present paper, we develop a method based on
a finite-difference time-domain scheme including a PML
(FDTD-PML) to describe the ionization of an electron
bound by the zero-range δ-potential. This potential
has previously been used to, e.g., study the optical re-
sponse in one-dimensional semiconductors [47] and to
model ionization of the H− ion [48]. The convergence
of the method will be compared to a standard FDTD
scheme using Dirichlet boundary conditions, as well the
well known ECS method. We will show that for a short-
range potential, the PML method far outperforms ECS
when both are implemented as finite-difference schemes.
Subsequently, the method will be used to analyze limit-
ing cases, where analytical results can obtained [49–51].
This is done in order to check that the FDTD-PML re-
sults remain physical, even though the wave function will
be absorbed by the PML. The ionization rate is thereafter
calculated as a function of frequency and field strength.
Finally, we show that PMLs are not well suited for po-
tentials that reach far into the absorbing layers.
II. ELECTRON IN A LASER FIELD
We seek to solve the time-dependent Schro¨dinger equa-
tion for an electron, initially bound to a localized poten-
tial, perturbed by a monochromatic laser field (atomic
units are used throughout)
i
d
dt
ψ(r, t) =
[
−1
2
∇2 +Hg(r, t) + V (r)
]
ψ(r, t) , (1)
where Hg describes the interaction between the electron
and the laser field. Here, the subscript g refers to the
gauge, in which the interaction is considered. We shall
work only in the dipole approximation such that neither
electric fields nor vector potentials have any spatial de-
pendence. This leads to the interaction in the velocity
gauge (VG) being
HV = p ·A(t) , (2)
where p is the momentum operator and A is the vector
potential. Note that the usual A(t)
2
/2 term has been
removed by a unitary transformation. We will consider
the monochromatic field defined by
A(t) = A0 cos(ωt)xˆ . (3)
In the length gauge (LG), the interaction is given in terms
of the electric field
E(t) = −∂A(t)
∂t
= E0 sin(ωt)xˆ (4)
by
HL = r · E(t) . (5)
The goal is to be able to reproduce the exact wave func-
tion in an interior box |r| ≤ R0 for relevant time periods.
That is, we seek to modify the TDSE so that the solution
to the modified equation ψ satisfies
ψ(r, t) = ψex(r, t) for |r| ≤ R0 , (6)
where ψex is the exact wave function. To be able to
quantify the error by a single number, we will use the
error measurement introduced by Scrinzi [34]
σ(R0) = 1−
∣∣〈ψex|ψ〉R0∣∣2
〈ψex|ψex〉R0〈ψ|ψ〉R0
, (7)
where the scalar product is to be taken in the region
|r| ≤ R0, i.e.
〈f |g〉R0 =
∫
|r|≤R0
f∗(r)g(r)dr . (8)
III. EXTERIOR COMPLEX SCALING
The literature covering complex scaling is vast (see e.g.
[11, 12, 52–55] and references therein), and for this reason
we shall only describe briefly the most relevant aspects
to the present paper before describing how PMLs are im-
plemented. For simplicity, we will restrict the discussion
to one dimension x. The simplest form of complex scal-
ing is implemented by scaling the coordinates uniformly
according to x→ xeiθ , where θ will be taken as a purely
real number. The motivation is that the outgoing waves
exp(ikx) become exponentially decaying waves if the ro-
tational angle θ is chosen large enough. This transfor-
mation, referred to as uniform complex scaling (UCS),
has been used with great success in finding ionization
rates for static electric fields [7, 56, 57] and in solving
the TDSE [55]. In certain situations, however, one may
wish to leave the domain untransformed in an interior
region and introduce complex scaling only in an outer
region. The original motivation was that UCS cannot
be used with the Born-Oppenheimer approximation [58].
Furthermore, when dealing with sufficiently weak elec-
tric fields, ionization rates typically become so low that
3UCS results in a wave function that (numerically) van-
ishes before it reaches the important region far from the
core [10]. The ECS [33, 58–60] procedure circumvents
these problems, and is implemented in one dimension by
the transformation
x→ x˜ =
{
x for |x| < R0
eiθ(x±R0)∓R0 for ∓ x > R0 ,
(9)
where R0 is referred to as the scaling radius. This trans-
formation turns outgoing waves into decaying waves in
the absorbing layer while leaving them unaffected in the
interior region.
The resulting behaviour of the wave function in the
absorbing layer is slightly different in the two gauges.
The exponential propagator can be constructed as usual
(see Ref. [31]), and the perturbing part can be written
as
exp(−iHL∆t) = exp{−iE(t)[cos θ(x±R0)∓R0]∆t}
× exp{E(t) sin θ(x±R0)∆t} , (10)
in LG and as
exp(−iHV∆t) = exp(−i cos θA(t)px∆t)
× exp(− sin θA(t)px∆t) , (11)
in VG. The first terms on the right-hand sides of Eqs.
(10) and (11) are oscillatory, while the second terms are
either exponentially increasing or exponentially decreas-
ing. In LG, this depends on the sign of the oscillatory
field E(t) and in VG on the sign of A(t). Thus, in both
cases one may obtain an undesired exponentially increas-
ing behavior in the absorbing layer. Given that the be-
havior depends on the sign of the field or vector poten-
tial, the propagators will oscillate between amplifying
and damping the wave function exponentially. In prac-
tice, we have found that the exponential behavior outside
of the scaling radius is much more apparent in LG than
inVG. Furthermore, in LG, the exponential behavior is
more volatile for larger x, which may lead to numeri-
cal instabilities if a wide absorbing layer is desired. In
practice, we have not found these growing terms to cause
numerical instabilities for moderate frequencies, while for
low frequencies they lead to a numerically diverging wave
function. This is in agreement with the observations in
Ref. [31].
IV. PERFECTLY MATCHED LAYERS
The PML scheme for the TDSE is usually derived by
assuming that the potential is both spatially and tem-
porally invariant, and then modal analysis is performed
on the Laplace-transformed equation to ensure that the
solution decays outside the interior domain, i.e. |x| > R0
[42–44]. The transformation can be formulated as
x→ x˜ =
{
x for |x| < R0
x+ iσ0
∫ x
f(x′)dx′ for [x] > R0 ,
(12)
where σ0 is a constant referred to as the absorption
strength and f is the absorption function. The absorp-
tion function is zero inside the interior |x| ≤ R0 and
positive otherwise. Specific forms will be discussed later.
Unlike in ECS, the transformation in Eq. (12) is not ap-
plied to the potential. Thus, the PML method can be
understood as a transformation of the differential opera-
tor
∂
∂x
→ c(x) ∂
∂x
, (13)
where c(x) = 1/[1 + iσ0f(x)] . The PML equation in one
dimension therefore becomes
i
∂
∂t
ψ =
[
−1
2
c(x)
∂
∂x
c(x)
∂
∂x
+Hg(x, t) + V (x)
]
ψ , (14)
which coincides with the usual TDSE inside a box of ra-
dius R0 as c(|x| ≤ R0) = 1. Note that the momentum
operator in HV (see Eq. (2)) is also transformed accord-
ing to Eq. (13). As the transformation is only applied to
the spatial derivatives, it is only reasonable to expect Eq.
(14) to yield a good approximation if R0 is chosen suffi-
ciently large so that the variations in the potential V (x)
in the exterior are negligible. This is the case for any
non-zero R0 for the zero-range potential V (x) = −δ(x).
However, the interaction in LG effectively modifies the
potential so that it includes a linear term which does not
vanish outside the interior. One may therefore specu-
late to which degree Eq. (14) in LG is able to approx-
imate the exact wave function in the interior. Indeed,
as we show numerically below, implementing the PML
in LG introduces significantly larger errors than in VG.
The technical details of implementing both the ECS and
PML method can be found in App. A.
A. Absorption function
It is important that the absorption function f be cho-
sen positive to ensure decay of the wave function as it
travels out of the interior domain. Previous choices in-
clude low-degree power functions [35, 42] and singular
functions [61]. It is interesting to examine whether or
not there is a substantial difference between the numeri-
cal accuracy obtainable with the different functions. To
this end, we will compare four different absorption func-
tions, namely
f(y) = Θ(y)


d/(d− y + ǫ)− 1
y2
y3
tanh(2y/d− 1)− tanh(−1) ,
(15)
where y = |x|−R0, ǫ is some small positive number, and
Θ is a step function equal to unity for y ≥ 0 and zero
otherwise, and d is the width of the absorbing layer. For
ǫ, we have used 10−4, as we have not found the results
to be highly dependent on ǫ.
4FIG. 1. Absolute square of wave functions calculated with
ECS (upper) and PML (lower) for three different times with
R0 = 20 a.u. (indicated by vertical dashed lines). The solid
and dotted lines are calculated in VG and LG, respectively.
The field parameters are E0 = 0.1 a.u. and ω = 0.52 a.u.,
and the field has been turned on smoothly over three optical
cycles.
V. SHORT-RANGE POTENTIAL
The first potential we will consider is the short-range
potential
V (x) =
{
− 1
2b for |x| < b ,
0 otherwise .
(16)
This potential can be seen as a discrete approximation
to the zero-range potential −δ(x), for which we want to
calculate the ionization rate. We have used b = 5× 10−3
for the calculations in the present paper, which leads to
a ground-state energy of E0 = −0.4967 a.u. (as opposed
to −1/2 a.u. for the zero-range potential).
Figure 1 shows the absolute square of the wave function
calculated with the ECS and the PML method at three
FIG. 2. Error at t = 200 a.u. as a function of PML width
for four different absorption functions and various absorption
coefficients. The solid and dotted lines correspond to PML
VG and LG, respectively. The scaling radius is set to R0 = 20
a.u.. The field parameters are the same as in Fig. 1.
different times. The oscillations in LG outside the scal-
ing radius (R0 = 20 a.u.) that were discussed briefly in
the ECS section above are immediately clear. The abso-
lute square of the wave function is, however, graphically
indistinguishable in the interior for ECS implemented in
LG and VG. For the PML calculations, the results are
not as equal-footed. The LG calculation introduces non-
negligible reflections leading to a large error inside the
interior. This is, of course, what we seek to avoid and
thus one must be careful in implementing PML in LG.
For VG, the PML and ECS wave functions are indistin-
guishable for |x| ≤ R0.
To perform error analysis, we need a reference func-
tion. It was obtained by calculating the error in Eq. (7)
inside R0 = 20 a.u. at t = 200 a.u. between two wave
functions without any transformation and with Dirich-
let boundary conditions set at x = ±n × 500 for ψ and
x = ±(n+ 1)× 500 a.u. for ψex, where n is a positive in-
teger, which was increased by one until the error vanished
within numerical precision. This occurred at n = 8, and
thus without any absorbing layer a domain width of at
least 8000 a.u. is needed. To ensure a numerically exact
5FIG. 3. Error at t = 200 a.u. as a function of ECS width for
various angles of rotation. The field parameters are the same
as in Fig. 1. The inset shows the behavior for smaller widths.
reference function, we have used a domain width of 10000
a.u. for ψex in the error calculations. In Fig. 2 we show
the error calculated by Eq. (7) at t = 200 a.u. as a func-
tion of the PML width d for the different absorption func-
tions with various absorption strengths σ0. It is clear that
the PML should be implemented in VG to obtain an ac-
curate wave function in the interior. We also notice that
an absorption function that grows slowly leads to a lower
error at the cost of slower convergence. The reason is that
less of the wave function will be (numerically) reflected
upon entering the absorbing layer when the transition is
more gradual. The error introduced by the power func-
tions converge to a constant value for a sufficiently large
d. This indicates that the entire outgoing flux has either
been absorbed or reflected from the layer, and further
increasing d does not make any difference. It is worth
noting that the PML method with a square absorption
function (Fig. 2(b)) leads to errors of order 10−15 for an
absorbing layer of around d = 40 a.u.. Thus, the do-
main width required to obtain an excellent approxima-
tion to the exact wave function is 2(d+R0) = 120 a.u.,
significantly lower than the domain width of 8000 a.u.
needed without any absorbing layer. For the nearly sin-
gular function and the tanh function, increasing d leads
to an absorption function that grows more slowly. For
this reason, the errors they induce do not converge in the
same manner as those induced by the power functions.
Rather, they continue to decrease as the absorbing layers
become wider. The PML errors should be compared to
those introduced by the ECS method, shown in Fig. 3,
for which both LG and VG calculations converge to the
same error, and are nearly indistinguishable. A low ro-
tational angle θ can be seen to introduce lower errors, as
less of the wave function will be reflected upon entering
the absorbing layer, exactly as with the PML method.
FIG. 4. Error as a function of time. The absorbing boundary
is located at R0 = 20 and at R0 = 10 for the solid and
dotted lines, respectively. The PML calculations have been
made with σ0 = 0.001 and the quadratic absorption function,
while the ECS calculations have been made with θ = 0.35.
In both cases the absorption width is d = 40 a.u.. The field
parameters are the same as in Fig. 1.
By comparing the errors introduced by ECS to those for
PMLs with a square absorption function in Fig. 2(b),
we see that the ECS errors for comparable absorption
widths converge to values that are around six orders of
magnitude larger. For PMLs with a quadratic absorp-
tion function (Fig. 2(c)), the ECS errors are around four
orders of magnitude larger. This might be due to the
poor performance of ECS when implemented in finite-
difference schemes [59]. The same behavior is observed
in Fig. 4, where the error is shown as a function of time.
The PML LG calculation introduces much larger errors
than the other two methods, and the ECS LG and VG
errors are graphically indistinguishable. Again, the PML
VG calculation leads to the lowest error by several orders
of magnitude. The dotted lines show a scaling radius of
R0 = 10 a.u. as opposed to R0 = 20 a.u.. As can be seen,
reducing the size of the box does not have a large impact
on the errors in the interior domain.
A. Polarizability and ionization
In the previous section, the error of the wave function
inside the box |x| < R0 was analyzed. If the wave func-
tion can be reproduced, then the desirable observables
can be calculated, as long as the box size is chosen ade-
quately. While the error measurement defined by Eq. (7)
is a meaningful parameter, we are unable to directly re-
late it to physical observables. As an additional check,
we therefore demonstrate that we are able to reproduce
the frequency dependent polarizability in the weak-field
limit. Numerically, the polarizability α can be found by
calculating 〈x〉/E0 in the weak field limit, and relating it
6to the real and imaginary part of α. Here, 〈x〉 is the av-
erage value of x. As the field amplitude is extremely low,
and 〈x〉 is only needed over a single period, the integral
in 〈x〉 can, to an excellent approximation, be restricted
to the interior region. An analytical expression can be
found for α of the δ-potential ground-state using linear
perturbation theory [51]. It is given by
α(ω) =
2− ω2 −√1 + 2ω −√1− 2ω
ω4
. (17)
As can be seen in Fig. 5, the PML simulations using a
low field strength of E0 = 10
−6 a.u. are in excellent
agreement with the analytical results.
A special interest in the present paper is to obtain the
strong-field ionization rate. The probability of occupying
a bound state (that is, not being ionized) can be found
by
Pbound(t;E0) =
∑
b
|〈ϕb|ψex〉|2 , (18)
where the sum is to be taken over all bound states. For
numerical calculations, however, one may cut the sum
after convergence to a desired number of digits. Let us
denote the most delocalized state included in the sum by
ϕB, such that from some number L
|ϕB(x)| ≥ |ϕb(x)| for |x| ≥ L , (19)
where b refers to all states included. If L is chosen such
that ϕB is negligible for |x| > L, then all integrals in
Eq. (18) may be restricted to |x| < L. By choosing the
scaling radius R0 to coincide with L, we can therefore de-
scribe all bound states, as well as obtain an excellent ap-
proximation to the wave function, in the interior domain,
allowing us to implement Eq. (18) in the present ap-
proach. For the short-range potential defined by Eq. (16)
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FIG. 5. Polarizability calculated from first order perturbation
theory (solid lines) and the PML method (markers). A field
strength of E0 = 10
−6 a.u. was used.
FIG. 6. Probability of occupying a bound state as a function
of time. The field parameters are the same as in Fig. 1 and
has been turned on smoothly over one optical cycle.
there is only one bound state and it decays exponentially
for |x| > b. Therefore, a scaling radius of R0 = 20 a.u.
is expected to be adequate. The probability of not being
ionized can be seen as a function of time in Fig. 6, where
the ECS and PML calculations are compared to a con-
verged Crank-Nicolson calculation in an untransformed
domain. As is evident, the result obtained by the PML
method in LG is the only one that can be distinguished
from the other ones. This is yet another indication that
care must be taken when implementing PMLs in LG.
To obtain the time-dependent ionization rate Γ, we use
Γ(t;E0) = − d
dt
lnPbound(t;E0) . (20)
The ionization rate defined by Eq. (20) will oscillate in
time. It is therefore convenient to average the time-
dependent ionization rate over a number of periods to
remove these oscillations, and thereby obtain a time-
independent ionization rate, i.e.
〈Γ(E0)〉 = ω
2nπ
∫ t0+2npi/ω
t0
Γ(t;E0)dt , (21)
where n is the number of periods, and t0 is an initial time
taken after the field has been turned on. The ionization
rate averaged over two periods can be seen in the upper
panel of Fig. 7 for ω = 0.2 a.u.. As is evident, the four
methods yield identical results. Furthermore, the shape
of the ionization rate is consistent with the results for
three-photon ionization in Ref. [48].
In the adiabatic limit, one can obtain analytical results
for the ionization rate of the zero-range potential. By set-
ting up the Schro¨dinger equation for a static electric field
EDC > 0 and requiring that the wave function becomes
an outgoing wave as x → −∞ [49], one can obtain the
7following condition
E
1/3
DC
22/3π
−Ai(λ)Bi(λ) = iAi2(λ) , (22)
where λ = −21/3EE−2/3DC , and Ai and Bi are Airy func-
tions of the first and second kind [62], respectively. Solv-
ing Eq. (22) numerically one obtains complex energies
and the DC ionization rate is then given by ΓDC(EDC) =
−2Im[E(EDC)] [49, 56]. In the adiabatic regime, the ion-
ization rate by an oscillating monochromatic field is the
cycle average of the DC ionization rate corresponding to
the instantaneous static electric field at a specific time
E(t) [63], that is
〈ΓAdiabatic(E0)〉 = ω
2π
∫ 2pi/ω
0
ΓDC[E(t)]dt . (23)
FIG. 7. Ionization rate for ω = 0.2 a.u. (upper) and ω =
0.01 a.u. (lower). For the larger frequency, the vector potential
has been turned on smoothly over t = 35 a.u., while for the
lower frequency the electric field has been turned on linearly
over the same amount of time. The ionization rate in Eq. (20)
has been averaged over [4pi/ω; 8pi/ω] for the larger frequency,
and over [pi/2ω; 5pi/2ω] for the lower frequency.
As can be seen in the lower panel of Fig. 7, this adia-
batic ionization rate corresponds exceptionally well with
the average ionization rate obtained from Eq. (21) with
t0 = π/2ω and n = 1, i.e., t ∈ [π/2ω; 5π/2ω]. It should
be noted here that, in this low frequency limit, ECS in
both LG and VG, as well as PML in VG, diverge nu-
merically. This phenomenon was briefly discussed above
and in more detail in Ref. [31]. Thus, the low frequency
ionization rate has been calculated implementing PML
in LG. This can be done without obtaining significant
errors for two reasons: (i) we are only interested in the
interval t < 5π/2ω, for which the PML LG method gives
a fairly good approximation to the real wave function
for low frequencies, and (ii) the ionization rate is not as
sensitive to the errors in the wave functions as the error
measurement in Eq. (7).
Two further comparisons are made in the lower panel
of Fig. 7. The first is an analytical approximation to the
low frequency ionization rate. This can be obtained by
analyzing the asymptotic behavior of the Airy functions.
For low field strengths, |λ| tends to infinity. In fact, both
the real and imaginary part of λ tend to +∞ for E0 → 0.
Substituting the asymptotic expressions of the Airy func-
tions [62] into Eq. (22), one obtains a polynomial in the
electric field multiplied by an exponential function. Solv-
ing for the imaginary part of the energy, while retaining
only first order terms in the polynomial, then leads to
Γasymp.(EDC) =
(
1− 5
3
EDC
)
exp
(
− 2
3EDC
)
. (24)
The ionization rate of the monochromatic field can then
again be obtained by Eq. (23) using Eq. (24) for ΓDC.
It can be seen to agree with the first two methods for
weak fields. The final comparison is made with the ex-
pression obtained by Perelomov, Popov, and Terent’ev
(PPT) [14] for the adiabatic ionization rate for the zero-
range potential in a monochromatic field with amplitude
E0
〈ΓPPT(E0)〉 =
(
3E0
π
)1/2
exp
(
− 2
3E0
)
. (25)
It again agrees for weaker fields but as opposed to the ap-
proximation obtained by the asymptotic analysis it over-
estimates the ionization rate for strong fields.
VI. LONG-RANGE POTENTIAL
As a final study of the behavior of PMLs in laser-
matter interactions, we will look at a long-range poten-
tial, namely the one-dimensional ”hydrogen atom”
V (x) = − 1√
x2 + 2
. (26)
This potential does not have the same cut-off spatial be-
havior as the short-range potential in the previous sec-
tion, and thus this potential will reach into the absorbing
8FIG. 8. Error at time t = 200 a.u. as a function of PML width
for four different absorption functions and various absorption
coefficients. The solid and dotted lines correspond to PML
VG and LG, respectively. The parameters are E0 = 0.1 a.u.
and ω = 0.52 a.u., and the field has been turned on smoothly
over three optical cycles.
layer. The ground-state energy of the one-dimensional
hydrogen atom remarkably comes out as exactly E0 =
−1/2 a.u.. First, we study the error as a function of ab-
sorption width d. This is shown in Fig. 8 for the PML
method and in Fig. 9 for ECS. For the PML method, we
see similar trends as for the short-range potential with
the exception that the errors are much larger. Whereas
the PML with σ0 = 0.001 and a square absorption func-
tion converged to an error of the order 10−15 for the
short-range potential, it converges to around 10−6 for
the long-range potential. It does seem, however, that
one is able to obtain lower errors if the absorption width
is increased and the absorption function is allowed to in-
crease more slowly. This is indicated in Fig. 8(a), as the
nearly singular function will grow slower as d is increased.
This leads to an interesting opportunity in implementing
a non-uniform grid in the absorption region, significantly
reducing the number of grid points required to describe
a much wider absorption width. This was done in Ref.
[64] for ECS and was shown to produce excellent results.
Figure 10 shows the error as a function of time for the
same parameters as for the short-range potential. Here it
FIG. 9. Error at time t = 200 a.u. as a function of ECS width
for various angles of rotation. The field parameters are the
same as in Fig. 8. The inset shows the behavior for smaller
widths.
FIG. 10. Error as a function of time. The absorbing boundary
is located at R0 = 20 and R0 = 10 a.u. for the solid and
dotted lines, respectively. The PML calculations have been
made with σ0 = 0.001 and the quadratic absorption function,
while the ECS calculations have been made with θ = 0.35.
In both cases the absorption width is d = 40 a.u.. The field
parameters are the same as in Fig. 8.
can be seen that ECS in VG and LG are again indistin-
guishable at later times. As is evident, the ECS scheme is
preferable for a potential that reaches into the absorbing
layer.
VII. CONCLUDING REMARKS
We have presented a simple FDTD scheme implement-
ing PMLs to describe the dynamics of an electron in a
laser field. The PML approach has been compared to the
9well known ECS approach, and we observe that the PML,
when implemented in VG, far outperforms the ECS ap-
proach when the potential vanishes outside the scaling
radius R0. Conversely, the traditional ECS approach is
much more efficient when implemented for a potential
that reaches into the absorption domain. Upon compar-
ing the errors introduced by ECS implemented in the
two gauges, little to no difference is observed. On the
other hand, when PMLs are implemented in LG, signif-
icantly larger errors can be seen. For sufficiently low
frequencies, both the ECS LG and VG and the PML VG
wave functions blow up, leaving PML LG as the only
remaining option of the four methods. Finally, we have
demonstrated that the PML implemented in LG is able
to reproduce the ionization rate in the adiabatic region,
where the other methods considered fail.
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APPENDIX A: Finite Difference Formulas
The finite difference (FD) approach used in the present
paper is based on the Crank-Nicolson scheme [65]. It
consists of a combination of the forward (explicit) and
backward (implicit) Euler method and reads
i
ψ(x, tj+1)− ψ(x, tj)
∆t
=
1
2
[H(tj+1)ψ(x, tj+1) +H(tj)ψ(x, tj)] , (A1)
where tj = j∆t and H(tj) is the Hamilton operator at
time tj . What remains is to discretize the spatial deriva-
tives. For the PML method, the kinetic term is given
by
TPML = −1
2
c(x)
∂
∂x
c(x)
∂
∂x
ψ
= −1
2
[
c2(x)
∂2ψ
∂x2
+ c(x)
∂c(x)
∂x
∂ψ
∂x
]
. (A2)
Both c and its derivative are known analytically. The
derivatives of the wave function are approximated using
the second-order approximations
∂ψ
∂x
≈ ψn+1 − ψn−1
2∆x
(A3)
∂2ψ
∂x2
≈ ψn+1 − 2ψn + ψn−1
(∆x)
2
, (A4)
with ψn = ψ(xn) and xn = n∆x, where n is an integer
running from −N to N for a grid with a total of 2N + 1
equidistant points. These simple FD formulas are one of
the advantages of the PML method.
For the ECS method, on the other hand, the trans-
formation leads to modified FD formulas. They can be
derived by writing the wave function as a standard ap-
proximation using Lagrange interpolating polynomials
ψ(x˜) ≈
p∑
n=−p
ln(x˜)ψ(x˜n) (A5)
with
ln(x˜) =
p∏
m=−p
m 6=n
x˜− x˜m
x˜n − x˜m . (A6)
The FD formulas at any particular point are then derived
by differentiating Eq. (A5) and evaluating the result at
said point, all the while keeping in mind Eq. (9). That
is,
x˜n =
{
xn for xn ≤ R0
eiθ(xn ±R0)∓R0 for ∓ x > R0 ,
(A7)
where xn is the equidistant grid described above. Here
we use p = 1, which leads to the standard FD formulas
for |x| < R0. Outside the scaling radius we simply pick
up a complex phase factor
dψ
dx
≈ e
−iθ
2∆x
(ψn+1 − ψn−1) (A8)
d2ψ
dx2
≈ e
−i2θ
(∆x)
2
(ψn−1 − 2ψn + ψn+1) , (A9)
while at the scaling radius we have the non-symmetric
formulas
dψ
dx
≈ 1
∆x
[
− e
±iθ
eiθ + 1
ψn−1 ±
(
1− e−iθ)ψn
+
e∓iθ
eiθ + 1
ψn+1
]
forx = ±R0 (A10)
d2ψ
dx2
≈ 1
(∆x)2
[
2
eiθ + 1
ψn∓1 − 2e−iθψn
+
2e−iθ
eiθ + 1
ψn±1
]
forx = ±R0 (A11)
As was discussed in Ref. [59], the ECS FD formulas are
O
[
(∆x)
2
]
for x 6= ±R0 but only O(∆x) for x = ±R0.
For all calculations in the present paper, we have used
∆x = 10−2 a.u. and ∆t = 10−3 a.u..
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