INTRODUCTION
When studying relationships between curvature of a complete Riemannian manifold and other topological or geometric properties, it is useful to have many examples. This paper will describe the rich collection of examples which are obtained by providing an arbitrary Lie group G with a Riemannian metric invariant under left translations. (This class of examples can be enlarged substantially, with no extra work, as follows. If /" is any discrete subgroup of G, then a left invariant metric on G gives rise to a metric on the quotient space F\G, with identical curvature properties. The case where F\G is compact is of particular interest. Compare 4.9 and 6.2.)
The first four sections will survey the subject, giving some old results and some new results. In the 3-dimensional case the theory is essentially complete (Section 4), but in higher dimensions there remain many unsolved problems. Most proofs will be deferred until the last three sections.
The author is indebted to Nolan Wallach for extremely helpful suggestions.
SECTIONAL CURVATURE
Let G be an n-dimensional Lie group, and let g be the associated Lie algebra, consisting of all smooth vector fields on G which are invariant under left translations. (See for example [3, 7, 17, 20] .) Choosing some basis e 1 ,..., e n for the vector space g, it is easy to check that there is one and only one Riemannian metric on G so that these vector fields e 1,..., e~ are everywhere orthonormal. More generally, given any n × n positive definite symmetric matrix (fii~) of real numbers, there is one and only one Riemannian metric so that the Riemannian inner product (ei, ej) is everywhere equal to the constant function filj • Evidently this construction provides the most general Riemannian metric on G which is left invariant (i.e.,
invariant under left translations of G). Thus each n-dimensional Lie group possesses a ½n(n -~-1)-dimensional family of distinct left invariant metrics.
We will see that different metrics on the same Lie group may exhibit drastically different curvature properties.
Choosing some fixed left invariant metric on G, note that the resulting Riemannian manifold is homogeneous. That is, there exists an isometry carrying any point to any other point. It follows easily that G is complete. In fact, choosing E > 0 so that the closed e-ball about the identity is compact, it follows that every ball of radius ¢ is compact, hence every Cauchy sequence lies eventually within a compact set. (Compare [11, p. 176] . ) The curvature of a Riemannian manifold at a point can be described most easily by the bi-quadratic curvature function
~(x, y) = (R~@), y).
(Compare Section 5.) Here x and y range over all tangent vectors at the given point. A given function K(x,y) can occur as curvature function for some Riemannian metric if and only if it is symmetric and biquadratic as a function of x and y, and vanishes whenever x = y. (I know of no reference for this elementary fact.) The collection of all such symmetric, bi-quadratic functions with K(x, x)~ 0 forms a real vector space of dimension n~(n ~--1)/12. In other words one must prescribe n2(n 2 --1)/12 real numbers in order to describe the Riemannian curvature of an n-dimensional manifold at a single point.
If u and v are orthogonal unit vectors (or more generally if the determinant (u, u) (v, v) --(u, v) ~ is equal to 1), then the real number K = K(u, v) is called the sectional curvature of the tangential 2-plane spanned by u and v. Geometrically, K can be described as the Gaussian curvature, at the point, of the surface swept out by all geodesics having a linear combination of u and v as tangent vector.
In order to study a Lie group with left invariant metric, it is best to choose an orthonormal basis e 1 ,..., e n for the left invariant vector fields. The Lie algebra structure can then be described by an n x n × n array of structure constants c~i~ k where This array is skew-symmetric in the first two indices. The curvature function • can then be expressed as a complicated quadratic function of the aijk. The explicit formula is usually not too useful. However, we will write down the following just to show that it can be done. The proof, and a more useful expression for curvature, will be found in Section 5.
At least this explicit expression shows that the curvature can be computed completely from information about the Lie algebra, together with its metric. Furthermore the curvature depends continuously on the structure constants ecij k and vanishes whenever they vanish.
In some cases of interest, there is a great deal of cancellation in (1.1) so that we obtain a more useful formula.
Recall that the adjoint L* of a linear transformation L between metric vector spaces is defined by the formula
<Lx, y) = @, L'y).

joi-iz~ MILNOR
The transformation L is skew-adjoint if L* = --L. For any element x in a Lie algebra g the linear transformation
y~ [x,y] from g to itself is called ad(x).
Given G with left invariant metric, let u be a vector in the associated Lie algebra. Proof. We may assume without loss of generality that u and v are orthonormal. Choosing an orthonormal basis e 1 ,..., e n with e 1 == u, e 2 = v, the statement that ad(el) is skew-adjoint means that the array ~{yk is skew in the last two indices for i = 1. Inspection then shows that the formula 1.1 reduces to k Thus K(el, ee) >/0, as asserted. | Proof. This follows from the Lemma just stated, together with 1.2. |
In fact we will see in 7.3 that sectional curvatures associated with a bi-invariant metric can be computed by the explicit formula
This will give an alternative proof that K(u, v) ~ 0.
More generally if G is the semi-direct product AB of a commutative normal subgroup A and a subgroup B with bi-invariant metric which operates orthogonally on A, then G possesses a left invariant metric with all sectional curvatures K ~ 0. (Compare 7.8.) It would be of interest to know whether these are the only groups which admit such a metric.
If we sharpen the inequality and require that K > 0, then examples become very scarce indeed.
THEOREM OF WALLACH. The 3-sphere group S U(2), consisting of 2 × 2 unitary matrices of determinant 1, is the only simply connected Lie group which admits a left invariant metric of strictly positive sectional curvature.
(Compare 4.5.) Thus there are no examples at all in higher dimensions. For the proof, the reader is referred to [19] .
The easiest Riemannian manifolds to understand are those which are flat in the sense that the sectional curvature K is identically zero. A classical theorem asserts that a complete Riemannian manifold is flat if and only if its universal covering manifold is isometric to Euclidean space. In the case of a left invariant metric, the precise criterion for flatness can be stated as follows (Section 7 In other words, every left invariant metric on a unimodular Lie group must possess some strictly positive sectional curvature unless it is completely flat as in 1.5.
Proof. This follows from [1, Sections 5.2, 6.2, 4.4], using 6.3 below. | Here is an explicit (although rather exceptional) example of a left invariant metric with sectional curvatures K < 0. SPECIAL EXAMPLE 1.7. Suppose that the Lie algebra g has the property that the bracket product [x, y] is always equal to a linear combination of x and y. Assume that dim g >/2, then in fact
where l is a well defined linear mapping from g to the real numbers.
Choosing any positive definite metric, the sectional curvatures are constant:
Thus, in the noncommutative case l ~ O, every possible metric on g has constant negative sectional curvature.
Here II lf] denotes the norm of the linear operator l. The proof will be given in Section 5.
We will see in 2.5 that these special examples can also be characterized as the only Lie algebras such that every metric has sectional curvatures of constant sign.
For other examples of Lie algebras with metrics of constant or non-constant negative curvature see 4.11.
RICCI CURVATURE
A somewhat cruder description of the curvature of a Riemannian manifold at a point is provided by the Ricci quadratic form r(x). This is a real valued quadratic function of the tangent vector x, defined by the formula
where K is the biquadratic curvature function of Section 1, and where e 1 ,..., e~ can be any orthonormal basis for the tangent space. If u is a unit vector, then r(u) is called the Ricci curvature in the direction u. It is equal to n --1 times the average of the sectional curvatures of all tangential 2-planes containing u. For computational purposes it may be more convenient to work with the self adjoint Ricci transformation ~ defined by
This is related to the quadratic form r by the identity Proof. In one direction this follows from the theorem of Myers which asserts that any complete Riemannian manifold with Ricci curvatures positive and bounded away from zero must be compact with finite fundamental group. (See for example [2] or [14] .) In the other direction, if G is compact then we can choose a bi-invariant metric, so that each ad(x) is skew-adjoint. (Compare Section 1 or Section 7.) If G also has finite fundamental group, so that the universal covering group G is compact, note that g must be equal to its commutator ideal [g, g] . For otherwise there would exist a non-trivial Lie algebra homomorphism from g to the commutative Lie algebra R. This would induce a non-trivial homomorphism from G to the additive Lie group R, contradicting the hypothesis that ~ is compact. Now, using Lemma 2.1, it follows that all Ricci curvatures are strictly positive. | Remarks. We will see in Section 7.7 that this result can be sharpened: If G is compact with finite fundamental group, then it actually admits a bi-invariant metric with constant positive Ricci curvature. That is It would be of interest to characterize those connected Lie groups which admit left invariant metrics with all Ricci curvatures 90. We will see in 6.4 that such a group G must necessarily be unimodular. It will follow from 3.1 that G cannot be solvable unless it is fiat.
Similarly it would be of interest to know which groups admit left invariant metrics of Ricci curvature ~<0. We will see in 4.7 that the simple group SL(2, R) and the unimodular solvable group E(1, 1) both admit non-fiat left invariant metrics with Ricci curvature 40. Both examples are in contrast with 1.6. It seems unlikely that any higher dimensional simple group admits such a metric.
Finally it would be interesting to know which groups admit left invariant metrics with Ricci curvature identically zero, x or with (constant or non-constant) strictly negative Ricci curvature.
Here is a criterion, completely analogous to 2.1, for obtaining a direction of negative Ricci curvature. This will be proved in Section 5. Combining 2.1 and 2.3 we obtain the following sharper version of a theorem of Wolf [21] . For any real number e > 0, consider an auxiliary basis e 1 ,..., e~ defined by el = ebl, e~ = Eb~, and e~ = dbl for i >~ 3. Define a left invariant metric by requiring that e~ ,..., e, should be orthonormal. Let g~ denote the Lie algebra g provided with this particular metric and this particular orthonormal basis. Setting [e~, ej] = ~. aijkek, the structure constants ~jk are clearly functions of E. Now consider the limit as e ~ 0. Inspection shows that each ~ijk tends to a well defined limit. Thus we obtain a limit Lie algebra go with prescribed metric and prescribed orthonormal basis. Furthermore the bracket product in g0 is given by with [ei, ej] = 0 otherwise. Applying 2.1 and 2.3 it follows that the inequalities r(el)< 0 < r(es) are satisfied in go-(For more explicit computations, see 4.6.) But these Ricci curvatures must vary continuously as we vary the structure constants, so it follows that r(el) < 0 < r(e3) whenever e is sufficiently close to zero. |
SCALAR CURVATURE
Choosing any orthonormal basis e 1,..., en for the tangent vectors at a point of a Riemannian manifold, the real number
is called the scalar curvature at the point. Alternatively p can be described as n(n --1) times the average of all sectional curvatures at the point.
According to Eliasson any smooth manifold of dimension >~3 admits a Riemannian metric of strictly negative scalar curvature. However, metrics of positive scalar curvature do not always exist.
(Compare [8, 10, 13] .) For left invariant metrics, the situation can be described as follows. This will be proved in Section 5. We will see in Section 4.7 that the corresponding statement is true also for the 3-dimensional simple group SL (2 
, R). It may be conjectured that it is true for any Lie group whose universal covering space is homeomorphic to Euclidean space.
The following is an immediate consequence.
COROLLARY 3.2. If G is solvable and unimodular, then every left invariant metric on G is either flat, or has both positive and negative sectional curvatures.
In the nilpotent case we obtained the sharper statement that there exist positive and negative Ricei curvatures (Section 2.4). However, a solvable unimodular group does not necessarily have any directions of positive Ricci curvature (Section 4.7). b~=z, and for any E > 0 we can choose a metric so that the vectors ~bl , eb2, e2ba ,..., e2b~ are orthonormal. Denote this Lie algebra with prescribed metric and prescribed orthonormal basis by g~. As • tends to zero, g~ tends to a well defined limit go which is nilpotent but not commutative. Hence p(g0) < 0 by 3.1 and 2.4, or by explicit computation as in 4.6. It follows by continuity that p(g~) < 0 whenever • is sufficiently close to zero.
Proof of
On the other hand, if x, y and [x, y] are always linearly dependent, then g is isomorphic to the special example of Section 1.7, hence g has strictly negative curvature for any choice of metric. I There remains the question as to which Lie groups admit left invariant metrics of positive scalar curvature. The following result was communicated to the author by Nolan Wallach. (Compare [12] .) Let G be a connected Lie group.
THI?OREM 3.4 (Wallach). If the universal covering of G is not homeomorphic to Euclidean space (or equivalently if G contains a compact non-commutative subgroup), then G admits a left invariant metric of strictly positive scalar curvature.
This will be proved in Section 7. As noted earlier, it is conjectured that these are the only groups which admit a left invariant metric with O>0.
THE 3-DIMENSIONAL CASE
In order to study 3-dimensional Lie algebras we will make use of the familiar Euclidean cross product operation. If u and v are elements of a 3-dimensional vector space which is provided with a positive definite metric and with a preferred orientation, then the cross product u × v is defined. This product is bilinear and skew symmetric as a function of u and v. The vector u × v is orthogonal to both u and v and has length equal to the square root of the determinant (u, u)(v, v) --(u, v) 2. Its direction is determined by the requirement that the triple u, v, u × v is positively oriented whenever u and v are linearly independent.
Let G be a connected 3-dimensional Lie group with left invariant metric. Choose an orientation for the Lie algebra of G, so that the cross product is defined. LEMMA 4.1. The bracket product operation in this Lie algebra fl is related to the cross product operation by the formula
where L is a uniquely defined linear mapping from g to itself. The Lie group G is unimodular if and only if this linear transformation L is self adjoint.
All proofs will be given in Section 6. Now let us specialize to the unimodular case. If L is self adjoint, then there exists an orthonormal basis el, e2, e 3 consisting of eigenvectors, Lei = Aiei. Replacing el by --e~ if necessary, we may assume that the basis el, e~, e 3 is positively oriented. The bracket product operation is then given by [e~, e2] = L(el × e2) =-A~es, with similar expressions for the other [e~, ej]. Thus we obtain the following normal form,
for the bracket product operation in a 3-dimensional unimodular Lie algebra with metric. The three eigenvalues )1, ~2, A3 are apparently well defined up to order. However, the construction was based on a choice of orientation. If we reverse the orientation of g, then the cross product operation will change sign, hence L and its eigenvalues A1, A~, A s will all change sign.
The curvature properties of the metric Lie algebra (4.2) can be described as follows. It is convenient to define numbers ~1,/~,/z3 by the formula m = ½01 + h2 + z~) -~, so that, for example,/z 1 +/z 2 -----ha. In particular, it follows that scalar curvature is given by the formula
Using this description of Ricci curvature, the sectional curvatures can easily be computed. In fact, at a point of any 3-dimensional manifold the explicit formula
is not difficult to verify. (There can be no such formula in dimensions n > 3 since the ln(n + 1) parameters needed to describe Ricci curvature can not suffice to determine the ~ffn2(n 2-1) parameters needed to describe sectional curvature.)
COROLLARY 4.4. In the 3-dimensional unimodular case, the determinant r(el) r(e2) r(ea) of the Ricci quadratic form is always nonnegative. If this determinant is zero, then at least two of the principal Ricei curvatures must be zero.
Proof. This follows immediately from 4.3. | If this determinant r(el)r(e2)r(e3) is non-zero, then it is easy to sove for/z 1 ,/z~,/z~, and hence for the structure constants A1, A2, Aa, as functions of the principal Ricci curvatures, well defined up to simultaneous change of sign. Now suppose that we alter the metric, keeping the bracket product operation fixed. If we choose a new metric so that the basis is orthonormal, then the new structure constants in formula (4.2) will clearly be
~2;~1, ~2~, ~2~3 "
Thus we can multiply ~1, ~2, ~a by arbitrary positive numbers without changing the underlying Lie algebra. There are now just six distinct cases, which we tabulate as follows. By changing signs if necessary, we may assume that at most one of the structure constants A1, A2, A 3 is negative. The proof is easily supplied. | Remark 4.9. It is interesting that each of these 3-dimensional unimodular groups G possesses a discrete subgroup /" so that the quotient !'\G is compact. (Compare 6.2. ) For a precise description of the possible compact quotient manifolds, the reader is referred to [16] . In the four solvable cases it can be shown that P\G is always a torus bundle over a circle. In the SL(2, R) case, _N\G always has a finite covering space which is a non-trivial circle bundle over a surface of genus ~2. The topology of F\G determines the associated Lie algebra uniquely except in one exceptional case: Both the Euclidean group E(2) and the commutative group R @ R @ R admit a discrete subgroup so that the quotient is topologically a torus S 1 × S 1 × S 1.
It is interesting that many of these quotient manifolds I'\G occur also in the study of algebraic singularities. Compare [4, 15, 16, 18] . Now let us turn to the nonunimodular case. The possible Lie algebras can be described as follows. 
COMPUTATIONS
This section contains proofs of several of the results stated earlier.
Before making any actual computations it is necessary to define some basic concepts. For details the reader is referred to textbooks such as [2, 7, 11, 14] .
First we consider the Riemannian connection V associated with a Riemannian metric. This connection assigns to each pair of smooth vector fields x and y a smooth vector field Vxy called the covariant derivative of y in the direction x. For our purpose it suffices to know that V is always uniquely defined, that Vxy is bilinear as a function of x and y, that it satisfies the "symmetry" condition 
equal (--Ruv(U), v).
We can now give an explicit formula for sectional curvature in terms of structure constants, as described in Section 1 :
Proof of Lemma 1. We may also think of the ideal u as a Lie algebra in its own right with the induced metric. Let V] denote the Riemannian connection for this metric Lie algebra u. The symbol V will be reserved for the Riemannian connection of the original Lie algebra g. To compute the component orthogonal to b we choose an arbitrary go in u and use 5.3 to compute (Vuv, w) . Since the computation takes place completely within u, this inner product is equal to (Vuv, w). Hence Vuv is equal to V~v plus the normal component just computed. The other arguments are completely analogous. | Here is a first application. (More important applications will follow.)
Verification of Example 1.7. For any elements x and y in the Lie algebra g we suppose that [x, y] is a linear combination of x and y. Fixing x, note that ad(x) induces a linear mapping from the quotient vector space g/Rx to itself, with the property that every vector maps into some multiple of itself. It follows easily that this multiple must be a constant, depending only on x. Calling it l(x), we have 
Taking u to be an eigenvector as above, and noting that In terms of the Lie algebra we have the following criterion.
LEMMA 6.3. A connected Lie group is unimodular if and only if the linear transformation ad(x) has trace zero for every x in the associated Lie algebra.
As an example, if g is nilpotent, then every ad(x) is nilpotent, and hence has trace zero.
Proof. We will use two different "exponential mappings." If 1 is a linear transformation from a finite dimensional vector space to itself, let e ~ =~l~/n!. Thus the bracket product operation (with respect to a carefully chosen basis) is uniquely determined. I Suppose that we are given a positive definite metric on the nonunimodular Lie algebra 9. Choose an orthonormal basis el, e2, ea so that e 1 is orthogonal to u, and so that the two image vectors [el, e~] and [e I , es] are mutually orthogonal. The bracket product can then be expressed as 
r(ez) = --8(o~ + 8) + {(t3 5 --ys).
The proof, based on Section 5.5, is tedious but straightforward, and will be left to the reader. |
The proof of Theorem 4.11 will be given in outline only. To simplify the formulas in 6.5, let us make a scale change if necessary so that + 8 = 2. Then setting As examples, taking ~ = 0 we obtain metrics of constant negative curvature for every D > 1, and taking ,/ = 0 we obtain metrics of negative sectional curvature whenever 0 < D < 1. Further details will be left to the reader. |
BI-INVARIANT METRICS
Recall that a Riemannian metric on G is called bi-invariant if it is invariant under both left and right translation. We will first outline the classical theory.
LEMMA 7.1. A left invariant metric on G is also right invariant if and only if, for each group element g, the linear transformation
is an isometry with respect to the induced metric on the Lie algebra g. Proof. If g is sufficiently close to the identity then g = exp(x) for some uniquely defined x close to zero. As in Section 6.3 we use the identity Ad(g) = Ad(exp(x)) = e aa(*).
Recall that Ad(g) is orthogonal if and only if
Ad(g) -1 = Ad(g)*.
Since the left side equals e -aa{x) while the right side equals e aa(x)*, this condition is satisfied if and only if --ad(x) = ad(x)* so that ad(x) is skew-adjoint. Since a connected Lie group is generated by any neighborhood of the identity, and since products of orthogonal transformations are orthogonal, the conclusion follows. | DEFINITION. It will be convenient to say that a metric on g is biinvariant if every ad(x) is skew-adjoint. Note that a bi-invariant metric on g induces a bi-invariant metric on any subalgebra of g.
Using such a bi-invariant metric, the last two terms in formula 5.3 cancel so that we obtain simply One important property of bi-invariant metrics is the following.
Recall that a Lie algebra is simple if it contains no ideals other than 0 and itself. Proof. If G admits a bi-invariant metric, then the argument above shows that the universal covering ~ splits as the cartesian product of a compact group H and a vector group R m. The group G can be identified with the quotient G/H where H is a discrete normal subgroup of G. Projecting H into R m, let V be the vector space spanned by its image and let V ~ be the orthogonal complement. Then G is the cartesian product of the compact group (H × V)/H and the vector group V'.
The converse is straightforward. Any commutative group certainly admits a bi-invariant metric, and any compact group can be given a bi-invariant metric by starting with an arbitrary metric /~ on the Lie algebra ~ and then averaging Ad(g)*/z as g varies over G. See, for example, [3, p. Proof. Let {x, y) be one bi-invariant metric on g. Then any other metric on 9 can be expressed as (Sx, y) where S is some self adjoint operator. If this new metric is also bi-invariant, then expressing the fact that ad(u) is skew-adjoint with respect to both metrics we see that ad(u) commutes with S, and hence maps each eigenspace of S into itself. This implies that each eigenspace is an ideal. Since ~ is simple, it follows that S has only one eigenspace, say Sx = Ax for all x. Thus the bi-invariant metric is essentially unique.
Choosing such a bi-invariant metric, consider the associated Ricci quadratic form r(x). Setting r(x) = (~(x), x) where ~ is self adjoint, the inner product (~(x), y) can be considered as a Riemannian metric on G, since r is positive definite. Evidently this metric is invariant under both left and right translations. So the argument above proves that f(x) ~ Ax and hence flu) = (~(u), u) = for every unit vector u, where A > 0 is constant. I If we make a scale change, that is, multiply the metric {x, y) by a positive constant, it is easy to check that the connection V, the Riemann tensor R, and the Ricci form r(x) remain unchanged. Therefore, we may choose the metric so that (x, x) _= r(x), or so that Ricci curvature is identically + 1. This statement was proved in [9] , although substantial parts of it had been obtained earlier by Cartan and by Malcev. Here is an immediate consequence.
COROLLARY. The universal covering of G is homeomorphic to Euclidean space if and only if every compact subgroup of G is commutative.
The proof is easily supplied. | Proof of Theorem 3.4. Let G be a connected Lie group, and suppose that G contains a compact non-commutative subgroup H. We must construct a metric of strictly positive scalar curvature. By Iwasawa's theorem, we may assume that H is connected. Since H is compact we can construct a positive definite metric on g which is invariant under the linear transformation Ad(h): g -~ g for every h in H. Using this metric, let e~ ,..., e m be an orthonormal basis for the Lie algebra of H, and extend to an orthonormal basis e 1 ,..., e n for g. Inspecting the proof of 7.2, we see that the linear transformations ad(e~),..., ad(e~) must be skew-adjoint. (However, the remaining transformations ad(em+a) .... , ad(e~) will not usually be skew-adjoint.) ? Fixing any E > 0, consider a new basis el',..., e, defined by Choose a new metric so that this basis el',..., e~' is orthonormal. The symbol g~ will denote the Lie algebra 9 provided with this new metric, and provided with this specified orthonormal basis. As in the proof of 2.5, we note that the structure constants ([et', ej'] , ek' ) associated with g~ tend to well defined limits as e--+ 0. Hence there is a well defined limit Lie algebra go, provided with a specified metric and orthonormal basis. Evidently go splits as an orthogonal direct sum t)@ u where b is the subalgebra spanned by el',... , e m' and u is the commutative ideal spanned by e~+l ,..., e~'. Note also that ad(b) is skew-adjoint for each b ~ §. Applying 5.3 we see that V u = 0 for every u in u, hence Rxu = 0 and ~c(x, u) ¢= 0 for all x. In particular the Ricci curvature r(u) is zero for u ~ u. On the other hand for b in t) we have r(b) >/0 by 2.1, where equality does not always hold since b is noncommutative. Therefore the scalar curvature p = r(el' ) + "" + r(e~') of the limit algebra go is strictly positive. It follows by continuity that p(g~) > 0 whenever e is sufficiently small. | Remark 7.8. This limit algebra go provides an interesting example of a metric Lie algebra with all sectional curvatures K >~ 0.
