2-Groups normalized by SL(2, 2n)  by Dickson, N.K
JOURNAL OF ALGEBRA 41, 529-546 (1977) 
2-Groups Normalized by SL(2,2”) 
N. K. DICKSON 
Department of Mathematics, University of Glasgow, 
University Gardens, Glasgow, Scotland G12 SQW 
Communicated by G. Higman 
Received October 11, 1976 
1. INTRODUCTION 
The following theorem is due to G. Higman: 
THEOREM [4, Theorem 8.21. Let G be a finite group with a normal 2-subgroup 
T such that G/T s SL(2, 2n), n > 2. Let d be an element of order 3 and suppose 
that C,(d) = 1. Then T is elementary Abelian and the direct product of minimal 
normal subgroups of G each of order 22n. 
Most applications of this theorem (see, for example, [6]) have been in the 
following context. The group G has arisen as N,(T) for some larger group H. 
L Higman’s theorem yields that T is elementary Abelian and, if / T j > 22n, it can 
be concluded that T is weakly closed in G so that G contains a Sylow 2-subgroup 
of H and G controls the fusion of the involutions of T. These facts are then used 
to simplify the structure of H. 
Suppose we now relax the condition that C,(d) = 1 and seek an extension of 
Higman’s theorem. If this extension is to find the same type of application as 
detailed above we would like it to prove that there are large Abelian groups 
involved in T and to give some,information about how C,(d) is positioned relative 
to these Abelian groups. We show that when C,(d) is cyclic such an extension can 
be found. We prove the following theorem (for which an application is to be 
found in [2]): 
THEOREM. Let G be a jinite group with a normal 2-subgroup T such that 
G/T s SL(2,2”). Suppose also that n > 4. Let d be an element of G of order 3 and 
suppose that C,(d) is cyclic. Then G has normal subgroups TI and T, such that 
(a> T2 < Tl d T, 
(b) d centralizes T, and T{ TI , 
(c) d acts$xed-point-fieety on T,/T, , 
(d) Tlf T2 is an elementary Abelian group of order 22nL for some nonnegative 
integer k. 
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Notation. We use the standard notation of Gorenstein’s book [3] and, 
throughout this paper, G is a finite group with a normal 2-subgroup T such that 
G/T g SL(2,29. We suppose that n > 2 and that d is an element of G of 
order 3. 
LetL = SL(2,2-) and let h E GF(2”) b e a p rimitive (2n - I)th root of unity. 
Let X, T, p EL be the elements 
respectively, so that L = (x, 7, p). Let E denote the one-dimensional trivial 
GF(2) . L-module and let M be a natural GF(2) * L-module, defined as follows. 
The 2 x 2 matrices forming L give a two-dimensional representation of L over 
GF(2”). Since GF(2n) has the structure of an elementary Abelian group of order 
2” when viewed additively, we may choose a basis for 2n-dimensional space over 
GF(2) and obtain a 2n-dimensional representation M of L in which x, T, p are 
represented by 
respectively, where I and 0 denote the n x n identity and zero matrices and A 
is some n X n matrix. 
2. REPRESENTATIONS OF SL(2,2”) ON ABELIAN ~-GROUPS 
In this section we examine the possible structures of T in three special cases 
which arise when T is Abelian. 
PROPOSITION 2.1. (a) There is at most one nonsplit extension ME of E by M. 
(b) There is at most one nonsplit extension ME of M by E. 
(By (a) we mean that if N is a GF(2) -L-module with a submodule Nl tich that 
Nl c E and N/hi, s M then either N s E @ M or N s ME. Similarly 
for PI.1 
Proof. Let N be a GF(2) . L-module which is a nonsplit extension of E by M. 
Since x has odd order [3, Theorem 5.2.31 implies that N s [N, (x)] @ C&X). 
Since (x, T) normalizes both [N, (x)] and C,(x) it follows that we can choose a 
basis for N such that, with respect to this basis, x, 7, p are represented by 
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for some 1 x 71 matrices C and D. Since p2 = 1, D = 0. Since N is nonsplit we 
must have C # 0. By conjugating by the matrix 
i At 0 A-” 0  0  1  
we see that C can be replaced by CA’ for any integer T. 
Now x is the matrix 
h 0 [ 1 0 h-1 ’
so that neither x nor its nontrivial powers centralize any nonzero element of M. 
It follows that A and its nontrivial powers do not have 1 as an eigenvalue. Since 
A has order 2% - 1 and there are 2” - 1 nonzero 1 x n matrices with entries in 
GF(2) it follows that postmultiplication by A induces a regular action on these 
1 x 12 matrices. In particular, since C # 0, there exists an integer Y such that 
CA’ = B, where B is the 1 x n matrix [I 0 ... 01. So N has a basis with 
respect to which x, 7, p are represented by 
respectively, which establishes part (a) of the lemma. 
Part (b) follows immediately from the proof of part (a) by taking the transpose 
of the inverse of each matrix. 
PROPOSITION 2.2. Let T be an Abelian group and suppose that C,(d) s C, 
and C,(d) q G. Then T is elementary Abelian and T = Tl x T, , where Tl is the 
direct product of copies of M and T, s E OT ME . 
Proof. By Higman’s theorem T/C,(d) is elementary Abelian. Since T = 
[T, (d)] x C,(d) it follows that T is elementary Abelian. 
Also, by Higman’s theorem, we may write T/(u) = Nl x n2 x ... :Y mk for 
some integer k, where each lyi is isomorphic to M as a GF(2) *L-module. For 
each i, let Ni be the inverse image of Ni in T. By Proposition 2.1 Ni g ME or 
E @ M. If, for each i, Ni g E @ M then clearly T = Tl x Tz where Tl is the 
direct product of copies of M and T, G E, and the proposition holds. So we may 
suppose that, for some i, Ni z ME. If, for some j # i, Ni s ME, then by 
Proposition 2.1 we can choose a basis X = (x1 , x2 ,..., x22n , yr , ya ,..., yzn , u} 
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for NiNj such that {xi , x2 ,..., x2,, , u> and {yl , ys ,..., ysn , u) are bases for Ni 
and Nj , respectively, and, with respect to X, x, T, p are represented by 
i 
A 
A-l 
A 
A-1 
1 
1 
I 
I I 
I 1 B 0 BI I 0 1  
whereBis the 1 x nmatrix[l 0 e-3 01. 
-0 I 
I 0 
0 I 
I 0 
1 
n rows 
71 rows 
n rows 
n rows 
1 row 
3’ = {Xl I..., xm ,x1 +y1 ,--,x2, +yzn, u} is also a basis for NiNj and, with 
respect to it, x, 7, p are represented by 
Clearly Nj* = (xi +yi ,..., .xzn + ys,,, , u) s E @ M. Replacing Nj by 
Nj* if necessary, we may therefore suppose that for all j # i, Nj g E @ M. 
Then jJ+i Nj = (u) x Tl where Tr is a direct product of copies of M. If 
we let T, = Ni then T = Tl x T, where Tl is a direct product of copies of M 
and T, g ME, which proves the proposition. 
PROPOSITION 2.3. Suppose that n > 4. Let T be an Abelian group and suppose 
that G has normal subgroups Tl and T, such that 
(a) Tl < T, < T and 1 T, : Tl ; = 2, 
(b) T, is elementary Abelian and isomorphic to ME, 
(c) T/T, is elementary Abelian and isomorphic to ME . Then T is elementary 
Abelian. 
Proof. We suppose that T is not elementary Abelian and, by means of a 
sequence of lemmas, deduce a contradiction. The first two lemmas are concerned 
solely with properties of SL(2, 2”) which we need later. 
LEMMA 2.3.1. Over the$eld GF(2”) the matrix A is conjugate to the diagonal 
matrix diag{A, As, As2 ,..., hzn-l}. 
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Proof. As we remarked in the proof of Proposition 2.1, A acts regularly on 
the nonzero 1 x n matrices with entries in GF(2). In particular A acts irredu- 
cibly. The lemma now follows from [3, Lemma X6.31. 
LEMMA 2.3.2. There exists an integer Y such that p(x-lpx)(x-rpxr) = 1. 
Proof. {x-$x” : i = O,..., 2’” - 2) is, from the definitions of x and p, the set of 
nonzero elements of an elementary Abelian group of order 2”. 
We now examine T. 
LEMMA 2.3.3. There exist elements x1 , , . . , of order x2,n 4 and o of order 2 in T 
such that {xl ,..., x2, , u} is a generating set for T with respect o which x, r, p are, 
respectively, represented on T by the following matrices with entries in the set of 
integers mod 4: 
2W+A 0 0 I 2T+I 
0 2Z+ A-l 0 , 
i 2s 
-2T+I -2s 
0 1 
0 ) 
0 0 1 0 0 1 
2D+I 0 
2G+I 2H+I 2K . 
B 0 0 1 1 
Here D, G, H, S, T, W, Z are n x n matrices, K is 1 x n, I and 0 are identity and 
zero matrices, and A, A-l, B are the same matrices with entries 0 and 1 as in 
Proposition 2.1. Furthermore 
2(I + D + H + KB) = 0. 
Note. With this notation x, T, p act on T/T, as 
and on T, (with respect to (xi2,..., x2n2, u>) as 
E + j, [% R 3, [a y R]. 
where these matrices are read mod 2. 
Proof. Since T is not elementary Abelian, T clearly has exponent 4 and 
(t2: t 6 T) < Tl . But Tl z M. Therefore (t2 : t E T) = Tl . Now T = 
[T, (x>] x C,(x) and T/T, E ME. U ‘e may therefore choose elements x, ,..., 
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x2,, of order 4 and u of order 2 such that with respect to the generating set {x1 , . . . , 
xa,, , u} of T, x, 7, p are represented by matrices of the form 
[ 
2W$A 2x 0 2s 2T+I 0 
2Y 22 +A-’ 0 1 i , 2U$I 2v 0, 0 0 1 0 0 1  
[ 2DfZ 2E 2F 2G+I 2H+I 2K. B 0 1 i 
By considering the action of x on (x1 ,..., x2,,) and by applying an extended form 
of Maschke’s theorem (see 13, Theorem 3.3.21) we may assume that 2X = 
2Y=0.Sincer2=1,2U=--2Tand2V=-2S.Sinceps=1,2E=2F= 
2(1+ D + H + KB) = 0. 
LEMMA 2.3.4. rank(KB) < 1. 
Proof. Obvious, since B = [I 0 ... 01. 
LEMMA 2.3.5. Reading all matrices mod 2, the followi~ relations hold: 
(a) D + A-l DA + A-y DA’ = 0, 
(b) H + AHA-1 + ATHA-’ = 0, 
(c) I+D+H+KB=O, 
(d) I + A2 + A2r = 0. 
Proof. xp and x+ are represented on T by matrices of the form 
[ 
2W, + A’ 0 0 1 [ 2 We, + A-r 0 0 0 22, + A-’ 0 and 0 22, + A’ 0 , 0 0 1 0 0 1 I 
where (2W, + A7(2W-, + A-‘) = (22, + A-9(22, + Ar) = I. Whence 
x-lpx and x-l;~x~ are represented by matrices of the form 
i 2A-IDA B  + I 2G, $ A2 2AHA-l+ I 0 2AK 0 1 1 , 
2A-*DAT + I 0 0 
2G, + A2* 2A’HA-’ + I 2A’K 
BA’ 0 1 I* 
2-GROUPS NORMALIZED 535 
The identity ~(x-$x)(x-~@) = 1 (see Lemma 2.3.2) now gives 
2(D + A-l DA + A-’ DA7) = 0 
2(H + AHA-l + A’HA-‘) = 0 
and 
I + A2 + AZ’ zz 0 (mod 2). 
Also, from Lemma 2.3.3, 
2(1+ D + H + KB) = 0. 
Since matrix entries are integers mod 4, the result follows. 
LEMMA 2.3.6. Let A, D, Hand KB be read mod 2. Then thme exists a matrix 
X with entries in GF(2n) such that, ;f x denotes conjugation by X, 
(a) AX = diag{h, h2, hze ,..., Xzn-r}, 
(b) rank((KB)X) < 1, 
(c) Dx + (AX)-’ DxAX + (AX)-’ DX(AX)r = 0, 
(d) Hx + (AX) Hx(AX)-l + (AX)’ HX(AX)-r = 0, 
(e) I + Dx + Hx + (KB)x = 0, 
(f) I + (A*)” + (Ax)“* = 0. 
Proof. Immediate from Lemmas 2.3.1, 2.3.4, and 2.3.5. 
Notation. For any matrix Y let Yij be its (i, j)th entry. 
LEMMA 2.3.7. (DX),, = (HX)ls = ((KB& = 0. 
Proof. From Lemma 2.3.6(f) we can conclude that for i = O,..., n - 1 
1 + (A202 + (A2i)2r = 0 and hence 1 + X2’ + hair = 0. Thus 1 + A3 + h3r = 
1 + A3 + P2’(P)-1 = 1 + ha + (1 + @)( 1 + X)-l = (1 + ;\)-I h( 1 + x2) # 0. 
Also 1 + h-3 + /\-37 = 1 + h-a + Xr(ha’r)--l = 1 + A-3 + (I + A)(] + ,@-’ = 
(1 + h4)-l Ae3(l + X7) # 0 because h has order 2” - 1 and n > 4. 
By taking (1, 3)th entries in Lemma 2.3.6(c), (d), and (e), (DX),(l + X3 + 
A3r) = (H*)r3(l + he3 + A-“‘) = (Dx),, + (Hx),, + ((KB)Q3 = 0. These 
equations together with the preceding paragraph establish the lemma. 
LEMMA 2.3.8. ((KB)x)ij # 0 for all i andj. 
Proof. By considering diagonal entries in Lemma 2.3.6(c) and (d) it is clear 
that (DX)ii = (Hx)ii = 0 for all i. From part (e) of that lemma we conclude 
that ((KB)X),, = I for all i. But (KB)x is a matrix of rank at most 1. Therefore 
((KB)x), # 0 for all i and j. 
Since Lemmas 2.3.7 and 2.3.8 contradict each other we have proved Proposi- 
tion 2.3. 
536 N. K. DICKSON 
3. REPRESENTATIONS OF SL(2,29 IN CHARACTERISTIC 2 
In this section we consider the effect of field extension on M, ME and ME. 
Let Z = GF(2”). Let E* = E C&+&C, M* = M mGFt2) X, (ICI,)* = 
ME @GF(2) sf and (ME)* = ME @GFM X, all regarded as XL-modules in the 
usual way. Let MI , M, ,..., M, be the 2-dimensional natural Z” L-module and 
its distinct algebraic conjugates with notation chosen so that, for all i, Mi has a 
basis {ui , bi} with respect to which X, 7, p are represented by 
[ 
A@ 
0 .&!-J, [y i], and [: 9, 
respectively. 
The next three results are taken from [4, pp. 26-281. 
LEMMA 3.1. The 2” - 1 distinct tensor products (ower X), 
are, together with E*, a complete set of distinct absolutely irreducible representations 
of L in characteristic 2. 
LEMMA3.2. M*s M,@M,@*.p@M,. 
LEMMA 3.3. MI , Mz ,..., M% are the only absolutely irreducible representations 
of L in characteristic 2 in which elements of order 3 act fixed-point-freely. 
LEMMA 3.4. E* is the only absolutely irreducible representation of L in charac- 
teristic 2 in which elements of order 3 have a one-dimensionalJixed-point set. 
Proof. By Lemma 3.1, the absolutely irreducible representations of L in 
characteristic 2, apart from E*, all have even dimension. Since L contains a 
subgroup isomorphic to D, and all absolutely irreducible representations of 
D, in characteristic 2 have dimension 2, it follows that the dimension of the 
fixed-point set of an element of order 3 is even in the case of all absolutely 
irreducible representations of L other than E*. 
LEMMA 3.5. (ME)* is generated by a set of algebraically conjugate submodules, 
(M& , (M&* ,..., (M& where, for each i, (M& is a non.@ extension of 
E* by Mi. 
Proof. Since ME is an extension of E by M, (ME)* is an extension of E* 
by M*. By Lemma 3.2 there exists a submodule (M&, of (ME)* such that 
E* < (MI)E* and (Mr),,/E* z MI . Since &I* and E* are invariant under 
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algebraic conjugation, it is clear that (M& h as n algebraic conjugates with all the 
desired properties except possibly for the nonsplit property. 
However, if (MJE, E E* @ Mi for some i, then by conjugation (M& z 
E* @ Mi for all i. So (ME)* has submodules isomorphic to Ml , n/ir ,..., M, and 
hence is isomorphic to E* @ Ml @M, @ ... @M, , i.e., to E* @ M*. Thus 
(JfE)* sz (E @ M)*. By the Noether-Deuring theorem [I, Theorem 29.71 
ll/lE e E @ M, a contradiction. 
LEMMA 3.6. (ME)* has no submodules i omorphic to E*, no submodules i o- 
morphic to an extension of Mi by E*, and no homomorphic images isomorphic to 
Mi for any i. 
Proof, Since ME is an extension of M by E, (ME)* is an extension of M* by 
E*. But M* s Ml @ M2 @ ... @ M, . If (MB)* has a submodule isomorphic 
to E* then (ME)* z E* @M* so that ME g E @ M, a contradiction. So 
(ME)* has no submodules isomorphic to E*. 
Suppose that (ME)* has Mi as a homomorphic image. Since (ME)* is invariant 
under algebraic conjugation this implies that (ME)* has M* as a homomorphic 
image and therefore has a submodule isomorphic to E*, contrary to what we 
proved above. 
Finally, if (ME)* has a submodule which is an extension of Mi by E* for some i 
then (ME)* has Mj as a homomorphic image, i # i, contrary to the preceding 
paragraph. 
These results are mainly used in Section 4. However, we are also in a position 
to prove a stronger version of Proposition 2.3, namely: 
PROPOSITION 3.7. Suppose that n > 4. Let T be an Abelian group and suppose 
that G has normal subgroups Tl and T2 such that 
(4 Tl < T2 < T, 
(b) Tl is elementary Abelian and isomorphic to M, 
(c) T,/T, has order 2 (and is therefore isomorphic to E), 
(d) T/T, is elementary Abelian and isomorphic to M. 
Then G has a normal subgroup TO such that T,, < T and either 1 T,, j OY / T: TO / = 2. 
Proof. Suppose the proposition is false. Since T, = [T, , (d)] >: CT*(d), 
T, is elementary Abelian. By Proposition 2.1, T2 s ME. Similarly T/T, z ME . 
We may now conclude from Proposition 2.3 that T is elementary Abelian. 
Now let T* = T @GF(2~ X. By Lemmas 3.5 and 3.6, T* involves a GF(2”)L- 
module N which has submodules Nr and N, such that NI < N, , NI g N/N, G 
Ml , N,/N, s E*, N, a nonsplit extension of M, by E* and IV/N1 a nonsplit 
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extension of E* by MI . We may choose a basis of N with respect to which x and 
p are represented by 
Sincep2=1,b=f=c=Oande+h+ad=O.ThenonsplitnatureofN 
also gives a # 0, d # 0. 
By the definition of x and p, (p, xlpx) is Abelian. Therefore p(x-lpx) = 
(~-~px)p. By examining matrix entries it can be concluded that 
hA2 + e = h + eP. 
Using the equation e = h + ad obtained above, this becomes 
ad(h2 - 1) = 0. 
But a # 0, d # 0, and h2 # 1. We therefore have a contradiction. 
4. NONEXISTENCE OF BILINWR MAPS 
Continuing with the notation of the preceding sections, we aim in this section 
to prove the following result: 
PROPOSITION 4.1. Let NI , N2 and N, be GF(2) * L-modules and suppose that 
$: NI x N,-+ N3 is a GF(2)-b&em mup with the property that ((a, b)$) g = 
(ag, bg)$ for all a E NI , b E N, , andg EL. Then 4 is trivial in each of the following 
cases: 
(a) M M ME 
(b) M M M . 
(4 ME M M 
(4 ME ME M 
We build up to this result by means of a sequence of lemmas. Let {x1 , y1 , ZJ 
be the basis of (&I&* with respect to which X, 7, p are represented by 
E a+ 81, [ ; ;] and [; 8 ;], 
respectively. (Such a basis exists, by the proof of Proposition 2.1.) 
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LEMMA 4.2. If i # j, M$ @ Mj is irreducible and not isomorphic to any Mk . 
Md 0 Mi has {E*, Mi+l, E*} as its set of composition factors (where M,,, is to be 
interpreted as Ml) but has no homomorphic mage isomorphic to M,,, . 
Proof. The first part is immediate from Lemma 3.1. Since the MS’s are 
algebraically conjugate, it is sufficient to prove the second part in the case i = 1. 
With respect to the basis (a, , b,) of Ml , X, 7, p are represented by 
respectively. 
With respect to the basis {aI @ 6, , a, @ a, , b, @ b, , a, @I b, + b, @ a,> of 
Ml @ Ml , x, 7, p are represented by 
From this it is clear that Ml @ Ml has {E*, M, , E*} as its set of composition 
factors. If Ml @ Ml has M2 as a homomorphic image then Ml @ Ml would have 
E* @ E* as a submodule. But from the matrix for X, the only possible candidate 
for such a submodule is (al @ b 1 , a, @ b, + b, @ 4). This, however, is not 
invariant under p, as the matrix for p shows. So Ml @ Ml does not have M, as a 
homomorphic image. 
LEMMA 4.3. (Mi)E* @ Mi does not have Mk as a homomorphic image for any 
i and k. 
Proof. It is sufficient to consider the case i = 1. Let {a, , b,} and {x1 , y1 , zr> 
be the bases for Ml and (M& previously defined. Then with respect to the 
basis h 0 al , xl 0 4 , yl 0 al , y1 0 h , zl 0 al , x1 0 0 of (M& (B Ml , 
X, T, p are represented by 
L 
and 
I 
A2 
1 
1 
x-2 
A 
x-1 
01 
1 0 
0 1 
1 0 
0 1 
1 0 
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From this and the proof of Lemma 4.2 we see that (zI @ a, , z, @ 6,) is a sub- 
module isomorphic to MI with factor module isomorphic to Mr @ MI . By 
Lemma 4.2 MI @ n/r, does not have a homomorphic image isomorphic to any 
M, . So, if the present lemma is false, we have K = 1 and (zl @ a, , z1 @ b,) a 
direct summand of (AC& @I MI . But this implies that there is a basis (a, b, c, 
4 210 ~1, ~10 b,) of (MOE* 0 Ml with respect to which x, 7, p are represented 
by matrices of the same form as above except that in the matrix for p the [: 9 
block in the bottom left corner is replaced by [i 3. Since we certainly have 
A2 # hP or X it follows from the matrix for x that a = “(x1 @ a,) -t @(.q @ 6,) 
for some elements a, j3 of X with 01 # 0. Similarly: 
b = Y(Xl 0 bl) + qYl@ 4, 
c = 4% 0 61) + 5(Yl 0 4, 
d = 4~1 0 4 + &I 0 4, 
for some elements y, 8, E, <,q [ of X. Now ap = a + b + c + d so that ap has ,3 
as its coefficient of zr @ b, . On the other hand, up = cx((xl @ ul)p) + /3((.z1 @ 
bl)p) so that up has cx + /3 as its coefficient of .zr @ b, . So /3 = (Y + /3, i.e., cz = 0, 
a contradiction. This establishes the lemma. 
LEMMA 4.4. (M& @ (Mi)E* does not have MIC us a homomorphic image fez 
any i and k. 
Proof. It is sufficient to consider the case i = 1. Then with respect to the 
basis{~lO~l,~lOyl,~lO~l,ylO~l,ylOy~,y10~l,~lO~l,~~Oy~, 
z, @ zr} of (Mi)E* @) (M& , X, T, p are represented by 
x2 
1 
h 
1 
h-2 
x-1 
h 
h-1 
1 
0 I 0 
1 0 0 
001 
0 1 0 
100 
0 0 1 
0 
I 100 001 1 
and 
_1 L 
100 
1 1 0 
1 0 1 
100100 
110110 
101101 
100 1 0 ( 
1 I 0 1 1 ( 
1 0 1 1 0 I 
1 0 
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From this and the proof of Lemma 4.3 we see that (zl @ x1 , z, @ yr , 
zr @ x1) is a submodule isomorphic to (M& with factor module isomorphic to 
wl>E* 0 Ml 9 a module which does not have Mk as a homomorphic image for 
any k. So, if the present lemma is false, we must have K = 1 and a basis {a, b, c, 
4 e,f, 3 0 xl, x 1 @yr , z, @ zr} with respect to which X, Q-, p are represented by 
matrices of the same form as above except that in the matrix for p the block 
[ 
1 0 0 
1 1 0 
1 0 1 1 
in the bottom left corner is replaced by 
I ? ? ? ? ? ? 1. 
Because of the matrix for x we must have (working modulo (xr @ zr)) 
Let b = 49 0 rd + 8( YI 0 4 f or elements 01, /3 of X. Since 7 interchanges b 
and d, and also x1 @yr andy, @ x1, it follows that d = B(xl @yJ + a(yl @ xl). 
Now bp = b + e and so has zero as its coefficient of z1 @yl . On the other hand, 
b = 4x1 0~1)~) + IsKy 0 x&4 an d so h as CL as its coefficient of zr @ yr . Thus 
a = 0, and d = /3(x1 0 yl>. Now letf = r&q 0 xl> + a(y, 0 .q) + c(zl On), 
for elements y, 6, E of X. Since dp = d + e + f, dp has y and 6 as its coefficients 
of x1 @ x1 and y, @ zt , respectively. But dp = @((x1 By&) and so has zero as 
its coefficients of x1 @ x1 andy, @ x1 . Thus y = 6 = 0, forcingf = <(a1 @ yl). 
Thus d and f are dependent-a contradiction. This establishes the lemma. 
LEMMA 4.5. Proposition 4.1 is true. 
Proof. (a) Suppose that 4: M x M’ -+ ME is a counterexample to part 
(a). Then q% extends to a X-bilinear map M* x M* ---f (Mfi)*. By Lemma 3.2, 
C# induces a nontrivial Z-bilinear map Mi x Mj --f (ME)* for some i and j. 
We conclude that there exists a nontrivial XL-module homomorphism 
Mi @ Mi+ (ME)*. 
If i # j, Mi @ M, is irreducible and not isomorphic to any submodule of 
(ME)*. So we must have i = j. By Lemma 4.2 the homomorphic images of 
Mf @ Mj are E*, an extension of Mi+, by E*, and M, @ Mj (which has two 
composition factors isomorphic to E*). By Lemma 3.6, none of these homo- 
morphic images are isomorphic to submodules of (MB)*. This contradiction 
proves part (a) of the lemma. 
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(b) Follows immediately from (a) since M is a submodule of ME. 
(c) Suppose that #: ME x M+ M is a counterexample to part (c). 46 
extends to a X-bilinear map rj*: (ME)* x M* -+ M*. For any i, the restriction 
of 4* to (M& x Mi induces a homomorphism 4: : (M& @ M, -+ M*. 
By Lemma 4.3, 4; is trivial. In particular (e, mi) 4* = 0 for all e E E* and 
m,EM,.SinceM*EMl@Mz@*-- @ M, , it follows that (e, m) +* = 0 for 
all e E E* and m E M*. 
We now have (e, m) 4 = 0 for all e E E and m E M. So 4 induces a nontrivial 
map (MB/E) x M -+ M, i.e., M x M -+ M, contradicting (b). Thus (c) is 
proved. 
(d) Suppose that 4: ME x ME--+ M is a counterexample to part (d). 
By Lemma 4.4, any homomorphism (M&* @ (M& + M* is trivial. By an 
argument similar to (c) we deduce that (e, m) 4 = 0 for all e E E* and m E ME. 
So 4 induces a nontrivial map (MJE) x ME-+ M, i.e., M x ME -+ M, 
contradicting (c). Thus (d) is proved. 
5. PROOF OF THE THEOREM 
We now have all the machinery and special cases necessary for the proof of 
the theorem. From now on let G be a minimal counterexample to the theorem so 
that, in particular, n 2 4. Since C,(d) is cyclic we may let (y) = C,(d). By the 
theorem of Higman mentioned at the beginning of this paper, y # 1. 
LEMMA 5.1. G has no normal subgroups centralized by d. 
Proof. Obvious, since G is a minimal counterexample. 
HYPOTHESIS (*). Suppose that G has a normal subgroup T,, such that 
(4 To < T, 
(b) T/T,, is centralized by d, 
(c) TO is of minimal order subject to (a) and(b). 
LEMMA 5.2. Assume hypothesis (*). Then G has a normal subgroup K such that 
KIT,, g SL(2,2”) and G/T,, = T/T,, x K/TO. 
Proof. Consider G/T,, . T/T,, is centralized by d and is therefore cyclic and 
contained in Z(G/T,). Now the Schur multiplier of SL(2, 2”), n > 3, is trivial 
(see [5, p. 6461). Therefore G/T, s T/T,, x SL(2, 2n), which establishes the 
lemma. 
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LEMMA 5.3. Assume hypothesis (*). Then K has no normal subgroup K,, such 
that K, < T, and T,,/K, is centralized by d. 
Proof. Suppose K, did exist. Then, as in Lemma 5.2, K/K,, E To/K,, x 
SL(2, 2n) so that 02(K) < K and OZ(K) I-I T,, < T,, (where 02(K) = n {H: 
H Q K and K/H is a 2-group}). 
Now let t E T, . Then, since d E 02(K), [t, d] E 02(K) n T,, , i.e., d centralises 
T,/(02(K) n T,J. But we now have 02(K) n T, Q G, T/(02(K) n T,,) cen- 
tralized by d and O”(K) n To < T,, , which contradicts the definition of T, . 
LEMMA 5.4. G has no normal subgroup T,, such that T0 < T and T/T0 is 
centralized by d. 
Proof. Suppose false. Then hypothesis (*) holds and we may use Lemmas 
5.2 and 5.3. Since G is a minimal counterexample to the theorem and K < G, 
K has normal subgroups Kl and K, such that 
(4 K2 < Kl B To, 
(b) d centralizes K, and T,,/K, , 
(c) d acts fixed-point-freely on KJK, , 
(d) Kl/K2 is an elementary Abelian group of order 22nk for some non- 
negative integer K. 
By Lemma 5.3, Kl = T, . But then K, = C,Jd) q C,(d). Thus K, d 
(K, C,(d)) = G. Summarizing, we now know that G has normal subgroups 
T, and K, such that 
(4 K2 < To < T, 
(b) d centralizes K, and T/T, , 
(c) d acts fixed-point-freely on T,/K, , 
(d) T,,/K2 is an elementary Abelian group of order 22nk. 
This contradicts the fact that G is a counterexample. 
DEFINITION. Let U be a minimal nontrivial normal subgroup of G contained 
in T. 
LEMMA 5.5. U < Ql(Z(T)) and U g M. 
Proof. From the definition of U it is clear that U < Qn,(Z( T)) and that L acts 
irreducibly on U. 
Let U* = U @ GF(2”). By [l, Corollary 69.91, U* is completely reducible. 
Since C,(d) is cyclic Lemmas 3.3 and 3.4 imply that the irreducible sub- 
modules of U* must be isomorphic to E*, M, ,..., M,, . Since U* is invariant 
under algebraic conjugation, it follows that U* is isomorphic to the direct sum 
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of E* and copies of M*. By the Noether-Deuring theorem U is isomorphic to 
the direct sum of E and copies of M. Irreducibility now gives U g E or M. 
By Lemma 5.1, U g E. 
LEMMA 5.6. U< yj 4 G and d acts fixed-point-freely on T/U< y) which is 
an elementary Abelian group of order 22nk for some positive integer k. 
Proof. Since G is a minimal counterexample, we may apply the theorem to 
G/U. This, together with Lemma 5.4, establishes the lemma. 
LEMMA 5.7. y2 = 1, i.e., C,(d) s C, . 
Proof. Certainly (U(y))’ < U. From Lemma 5.5, U(y) is not cyclic. 
Thus (U(y))’ < U. But, by Lemma 5.6, (U(y))’ Q G. The definition of U 
now forces (U(y))’ = 1. Since U is elementary Abelian (y”) = 
(t 2 : t E U(y)) 4 G. Lemma 5.1 now forces y2 = 1. 
LEMMA 5.8. Ify $2(T) then T’ = G. 
Proof. Since y $ Z(T), T’ # 1 and Cr( y) < T. Now C,(y) = 
C,(U(y)) 4 G. So, by the theorem applied to G/C,(y), 1 T: C,(y)/ = 22nz for 
some integer 1 3 1. So l{yQ:g E T)j = 2s”l. But U and U(y) are normal 
subgroups of T and I U j = 2an. So {yg : g E T} _C U( y)\U, forcing 1 = 1 and 
{ yg : g E T) = U{ y)\ U. 
Now let a E T\C,(y). Since U(y) Q G and y2 = 1, yU E Z(T/U). Thus 
ya = ys for some z E U. Also, suppose a centralizes yg for some g E T. Then 
gag-l E C,(y). But C,(y) Q T so we have a E C,(y), a contradiction. So a does 
not centralize yQ for anyg E G. Since T/U<y) is elementary Abelian by Lemma 
5.6, a2 E U(y). But U(y)\ U = (~0: g E T}. So it follows that a2 E U. In parti- 
cular a2 E Z(T). 
Let b E T. Since T/U(y) is Abelian, b” = be for some e E U(y). Since 
a2 E Z(T), b = baa = (be)a = beea. Thus e@ = 1. 
Now U < Q,(Z( T)). So U(y) is elementary Abelian. Therefore the equation 
eea = 1 implies ea = e-r = e. Since e f U(y) and a does not centralize elements 
of the form y”, g E T, we conclude that e E U. So a centralizes b modulo U, i.e., 
aU E Z(T/U). 
Now let c E T. Since a $ C,(y) either c or ac 6 C,(y). By the above argument 
cU or acU E Z(T/U). Since aU E Z(T/U) we have CU E Z( T/U). This holds for 
all c E T so that T/U is Abelian. Thus T’ < U. The irreducibility of U now 
gives T’ = U. 
LEMMA 5.9. y E Z(T). 
Proof. If not then, by Lemma 5.8, T’ = U. By Proposition 2.2 applied to 
T/U together with Lemma 5.4, T/U is elementary Abelian and can be written 
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as Ti x T, where T, is a direct product of copies of M and T, g ME, In 
particular @P(T) < U. Since U < Z(T) we have T’ < Q(T) < U < Z(T). 
So T has class 2 and commutation induces a nontrivial bilinear map 4: T/U x 
T/U+ U. Since T/U is a product of copies of M and ME , and U s M, 4 
induces a nontrivial bilinear map M x M +MorM, x M+MorME x 
fifE + M. Since commutation preserves conjugation, in the sense that [CZ, blC = 
[a’, b”] for all a, b, c E G, we have a contradiction to Proposition 4.1. 
LEMMA 5.10. U( y> s ME. 
Proof. By Lemma 5.9, U(y) < Z(T). Since y2 = 1, U(y) < i&(Z(T)). 
From Proposition 2.1, we conclude that U( y} s ME or E @ M. But in the latter 
case (y) 4 G, contrary to Lemma 5.1. 
LEMMA 5. I 1. T is Abelian. 
Proof. By Lemma 5.6, T’ < Q(T) < U(y> < Z(T). So T has class at most 
2 and commutation induces a bilinear map + : (T/Z(T)) x (T/Z(T)) ---f U(y). 
But T/Z(T) is a direct product of copies of M so that, if 4 is nontrivial, 4 induces 
a nontrivial bilinear map &’ x M -+ ME, contrary to Proposition 4.1. Thus $ 
is trivial, i.e., T is Abelian. 
LEMMA 5.12. T has an Abelian subgroup V such that U(y) <I V and 
V/U= ME. 
Proof. T is Abelian and, by Lemma 2.2 applied to T/U, T/U is elementary 
Abelian and can be written as T1 x Tz where ?I is the direct product of copies 
of M and T, s E or ME . By Lemma 5.4, rs z ME. If we let V be the inverse 
image of T, in T then clearly V has the desired properties. 
Since U(y) s illE, Lemma 5.12 contradicts Proposition 3.7. The theorem is 
therefore proved. 
Remarks 1. H&man’s theorem cited at the beginning deals with SL(2, 2n), 
n > 2, but the theorem proved in this paper is for n 2 4 only. Most of our 
arguments work for n > 2, the only exceptions being Lemmas 2.3.7 and 5.2. 
In particular, Propositions 2.1 and 2.2, Lemmas 3.1 to 3.6, and all of Section 4 
are true for n > 2. We suspect that Proposition 2.3 is actually false for n < 4 in 
which case our theorem is also false for n < 4. 
2. Attempts to produce further generalizations of Higman’s theorem 
probably require new methods. What is crucial to the whole argument of this 
paper is that when C,(d) is cyclic the only irreducible 2-modular representations 
of SL(2,2”) involved in Tare E, Ml ,..., Ma . If C,(d) contains large elementary 
Abelian subgroups this need no longer be the case. 
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