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HIGHLIGHTS
A new black box identification method based on Conformal Predictors is proposed for modelling 
marine vehicles.
A continuous-time mathematical model is trained and tested with data obtained from real 
experiments with a ship developing some classical manoeuvres used for system identification on 
marine vehicles.
Kernel Ridge Regression and Kernel Ridge Regression Confidence Machine are the machine 
learning techniques used for the model computation.
A confidence margin is proposed to ensure that the model behaviour is within some limits where the
real behaviour of the vehicle should lie.
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This paper describes the use of Kernel Ridge Regression (KRR) and Kernel Ridge Regres-
sion Confidence Machine (KRRCM) for black box identification of a surface marine vehicle.
Data for training and test have been obtained from several manoeuvres typically used for
marine system identification. Thus, a 20/20 degrees Zig-Zag, a 10/10 degrees Zig-Zag,
and different evolution circles have been employed for the computation and validation of
the model. Results show that the application of conformal prediction provides an accurate
model that reproduces with large accuracy the actual behaviour of the ship with confidence
margins that ensure that the model response is within these margins, making it a suitable
tool for system identification.
Keywords: System Identification, Marine Systems, Kernel Ridge Regression (KRR),
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1. Introduction
System identification, commonly known as surrogate modelling in industrial design, is one
of the most important steps of the engineering process, where important efforts are driven
to design and construct reliable mathematical models for a wide range of applications,
Forrester et. al. (2008). In this sense, there is also a great interest in developing tools
for practitioners that provide multiple modelling methods to construct and use surrogate
models in an easy and practical manner, see for example Belyaev et. al. (2016), where
a detailed review on surrogate modelling and optimization methods is given and a tool,
GPApprox (Generic Tool for Approximation), with multiple approximation algorithms is
described.
In marine systems, the computation of accurate models is of utmost importance due to
the costly (in time and money) operations at sea, which usually need an important group
of people and infrastructures to be involved, apart from the multiple technical problems
that could arise in any experimental task. In this sense, the availability of mathematical
models would allow to test in simulation a number of theoretical developments, from control
systems to path planning or trajectory tracking strategies, before testing the real system
at sea. In the knowledge that the behaviour of the model in simulation is correct, the
experimental part could be approached with additional confidence.
There is a plethora of identification techniques to compute mathematical models of
physical systems; for a short survey on some essential features in the identification area
and a classification of methods, the reader is referred to Ljung (1999) and Ljung (2006).
Concerning marine vehicles, there exists a large number of works that deal with different
algorithms and propose models for different kinds of marine vehicles. Some of these models
are widely used in practical applications for simulation of surface marine vehicles such as the
Nomoto models, the Abkowitz model, or the Blanke model, to name but a few. There are
different methods to estimate these models, for instance, in Källström & Åström (1981) the
autopilots of different surface vehicles are designed with several parametric identification
algorithms, in Abkowitz (1980) a Kalman Filter (KF) is used to estimate the hydrodynamic
characteristics of a ship, in Fossen et al. (1996) ship dynamics identification for dynamic po-
sitioning is made with an Extended Kalman Filter (EKF), or in Velasco et al. (2013), where
the authors obtain a linear second order Nomoto heading model with an added AutoRe-
gressive Moving Average (ARMA) disturbance model for an autonomous in-scale physical
model of a fast-ferry. The computation of a reliable model usually needs an important
amount of experimental data to characterize the hydrodynamics of the vehicle in addition
to an important computation effort. In this sense, the identification of an accurate model
may be a very complex task. For some other interesting related works the reader is referred
to Caccia et al. (2008), Perez et al. (2006), Fossen (2011), De la Cruz et al. (2012), and the
references therein.
Among the different techniques that can be found in the literature, those that come
from the Artificial Intelligence (AI) field have demonstrated to be very promising, showing
good results in several scenarios and problems in identification and control. On the one
hand, neural networks have shown to be robust and effective in multiple problems since
they are universal function estimators, see for example Narendra & Parthasarathy (1990),
where the multilayer perceptron (MLP) is used for system identification, Pan & Yu (2016)
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where neural networks are used to implement a biomimetic hybrid feedback feedforward
learning control based on the human learning control for non-linear systems, or Rubio
(2017) in which a modified Kalman filter is used for the adaptation of a neural network and
the algorithm applied for the identification of chaotic systems. However, they also show
some inherent drawbacks, since they usually require a high number of parameters, and the
function approximation is computed by an iterative non-linear optimization process usu-
ally implemented by back-propagation. This process is usually slow and the convergence
to the optimal solution is not guaranteed due to the problem of multiple local minima,
Boyd & Vandenberghe (2004). Moreover, neural networks may fall on the so-called curse
of dimensionality that leads to a large complexity on the model structure and the need of
a large amount of data for the system description. On the other hand, Kernel methods
are based on the Statistical Learning Theory of Vapnik (1995), such as Support Vector Ma-
chines (SVM), Gaussian Processes (GP) or Kernel Ridge Regression (KRR). The basic idea
of kernel methods is to map input data into a high dimensional feature Hilbert space using
a non-linear mapping technique, i.e., the kernel dot product trick, Aizerman et al. (1964),
and to carry out linear classification or regression in feature space. The Kernel functions
replace a possibly very high dimensional Hilbert space without explicitly increasing the
feature space, Schölkopf & Smola (2002). Kernel methods have the ability to simultane-
ously minimize the estimation error in the training data (the empirical risk) and the model
complexity (the structural risk), and a unique global solution can be found by solving the
resulting convex optimization problem.
The main difference between Kernel Ridge Regression (KRR) and Support Vector Re-
gression (SVR) is that they employ different loss functions (ridge versus epsilon-insensitive
loss). In contrast to SVR, fitting a KRR can be done in closed-form and is typically faster
for medium-sized datasets. On the other hand, the learned model is non-sparse and thus
slower than SVR at prediction-time. GP models and KRR models provide a similar mean
result in the prediction, with a faster convergence for KRR for medium-sized training sets.
The hyperparameters on GP are computed using a gradient-ascent algorithm while for KRR
a grid-search is needed. The grid-search for hyperparameter optimization scales exponen-
tially with the number of hyperparameters, so the parameter selection on GP may be faster
as it does not suffer an exponential scaling. Besides, GP provides a posterior distribution
for the prediction. This prediction is considered to be Gaussian, with a mean and a vari-
ance. This variance can be seen as a confidence level of the predicted mean. However,
the disadvantages of GP are the loss of efficiency in high dimensional spaces and the com-
putational complexity for the inverse of a high dimensional covariance matrix during the
training. See Kocijan (2016) and Rasmussen & Williams (2006), and the references therein
for more detailed information. KRR only provides predictions, for this reason in this work
we incorporate Conformal Predictors to KKR so as to provide confidence margins in a sim-
ilar way as GP. In addition, GPs are a Bayesian approach that provides optimal solutions
when the prior knowledge is known to be correct but as in real problems it is unknown, it
becomes necessary to make a priori assumptions that reflect the real distribution. Another
important feature in the present work is that the experiments must usually be carefully
chosen to provide an accurate model, while we propose a mathematical model construction
with large generalization performance from a small amount of data and a limited input data
range. The details are given in Section 5.
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We can find some interesting works using SVM for system identification as, for example,
the work in Drezet & Harrison (1998), where the authors study the possible use of SVM
for system identification, in Adachi & Ogawa (2001), where an identification method based
on SVR is proposed for linear regression models, in Jemwa & Aldricht (2003), in which
the application of SVM to time series modelling is considered by means of simulated data
from an autocatalytic reactor, or Wang & Ye (2004), where Least-Squares Support Vector
Machines (LS-SVM) is used for non-linear system identification for some simple examples of
Non-linear AutoRegressive with eXogenous input (NARX) input-output models, to name
but a few. Interesting works on system identification using GP are Kocijan (2007), where GP
are proposed and used for the modelling of non-linear dynamics systems, Azman & Kocijan
(2017), in which GP model identification is applied including prior knowledge as local linear
models, or Belyaev et. al. (2015), where a new approach of GP regression is described to
handle large datasets for aproximation. For a survey on GP identification see Kocijan
(2016), and for an interesting survey on kernel methods for system identification, the reader
is referred to Pilloneto et al. (2014). With respect to the Kernel Ridge Regression and
Conformal Predictors methods, as far as the authors know, there is a lack of works dealing
with the modelling of system dynamics using such methods, with some notable exception
such as Burnaev & Nazarov (2011), where a computationally efficient conformal procedure
for KRR is given and tested against Bayesian confidence tests.
In the field of marine systems, we can find some works that employ neural networks
to define the dynamics of a surface marine vehicle, such as Haddara & Wang (1999),
Haddara & Xu (1999), Hornick et al. (1989), or Mahfouz (2004). We can also find some
interesting works that deal with the identification of marine vehicles by using SVM, for
example Zhang & Zou (2009), where an Abkowitz model for ship manoeuvring is identified
using LS-SVM, and Zhang & Zou (2011), where ǫ-SVM is employed for the computation of
the same model. These two above works search to determine the hydrodynamic coefficients
of a Mariner Class Vessel with simple training manoeuvres, however, the identification of
the mathematical model is made with data obtained from simulation, and the prediction
ability of the model is also tested in simulation. Furthermore, as far as the authors know,
most of the works that deal with system identification using some SVR technique employ
simulation data and numerical examples, where the models obtained are not tested on an
experimental set-up. Some exceptions are the works Moreno-Salinas et al. (2013a), in which
the steering equations of a Nomoto second order linear model with constant surge speed
are identified using LS-SVM and tested in an experimental set-up with a scale ship model,
Moreno-Salinas et al. (2013b) where the Blanke model of a surface marine vehicle is esti-
mated using LS-SVM, Xu et al. (2013), in which an identification method based on SVM
is proposed for modelling non-linear dynamics of a torpedo AUV, or Moreno-Salinas et al.
(2015) where a black box identification of a ship is made using Genetic Programming based
Symbolic Regression.
Following this trend, in this paper we propose a new black box identification of a marine
vehicle using Conformal Predictors (CP), firstly introduced in Gammerman et al. (1998).
Unlike other methods in machine learning that predict labels with no confidence intervals,
CP are able to produce a confidence boundary for each prediction. There are different
methods where confidence intervals can be calculated such as Probably Approximate Correct
(PAC) learning and Bayesian approaches; however PAC can produce boundaries greater
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than 1, and Bayesian theory can generate confidence intervals but they require to make a
priori assumptions that reflect the real distribution. The only assumption in CP is that data
should be independently identically distributed (i.i.d.) but, according to Shafer & Vovk
(2008), the exchangeability assumption is enough, which means that a sufficient assumption
is that data do not follow any particular order instead of being independent. A detail
analysis is given in Vovk (2005), and Shafer & Vovk (2008).
As far as the authors know, this kind of algorithms has not been previously tested
and applied for marine system identification. Therefore, the aim of the work at hand is
to obtain an accurate model of the vehicle without knowing the structure of the model
a priori, i.e., a black box identification where the only a priori knowledge are the inputs
and outputs of the system. Thus, we want to determine the model that better describes
the relationship between inputs and outputs without any constraint or condition on the
mathematical model structure. The model structure is given by the identification process
itself as the best structure to fit the experimental data used to train and test the model.
The main contributions of the present paper are i) a new black box identification method
based on Conformal Predictors is proposed for modelling of marine vehicles, ii) a continuous-
time mathematical model is trained and tested with data obtained from real experiments
with a ship developing some classical manoeuvres used for system identification on marine
vehicles, iii) a confidence margin is proposed to ensure that the model behaviour is within
some limits where the real behaviour of the vehicle should lie.
The paper is organized as follows. In Section 2 the problem formulation is presented.
In Section 3 the techniques used for the identification of the vehicle are introduced and
explained in detail. The model is computed in Section 4 and the results are shown in
Section 5. Finally, the conclusions and future lines of work are given in Section 6.
2. Problem Formulation
In marine systems, the high cost of time and money in carrying out experiments pushes
researchers to compute mathematical models of the physical systems for testing them in
simulation before making the experiments in the open sea. There are multiple models
described in the literature, see Fossen (2011) and Perez (2005) for an overview on com-
mon models in marine systems. In this paper we compute a 3 degrees of freedom (DOF)
continuous-time black box model of the differential equations of the speeds of a marine
surface vehicle, namely, the surge speed, the sway speed and the yaw rate.
A continuous-time black box model is selected to avoid the predefined behaviour given
by parametric models that can be found in literature, which can fail in representing the
actual behaviour of the system due to unmodelled components. In this sense, the black box
identification allows to compute the model that better fits the experimental data, regardless
of the model structure or its complexity, and taking into account behaviours that could not
be considered by pre-defined models.
The continuous-time model considered in this paper has the following form in differential
equations:
u̇ = f1(u, v, r, T, δ)
v̇ = f2(u, v, r, T, δ)




where u is surge speed, v is sway speed, r is yaw rate, T is tension applied to the motor
that controls the turning speed of the propeller, and δ is the rudder angle. The right sides
of equations u̇, v̇, and ṙ are represented by the unknown functions f1, f2 and f3 that will
depend directly on the present u, v, and r of the ship, and the commanded T , and δ.
Two different approaches have been considered for the model computation: a first model
constructed with Kernel Ridge Regression (KRR) and a second model constructed applying
CP using KRRCM in order to provide confidence margins to the response of the estimated
model. For the sake of clarity, these algorithms are briefly described in the next sections.
3. Machine Learning Techniques
This section provides an overview of the techniques employed for the identification of the
vehicle. Firstly, in 3.1 Kernel Ridge Regression (KRR) theory, which will be used to train the
first model, is briefly introduced. Secondly, in 3.2, CP framework is briefly described, and
in 3.3 the Kernel Ridge Regression Confidence Machine (KRRCM), which will be used to
compute the second model, is explained. Notice that, as both models are constructed using
KRR, their mathematical representations and predictions will be the same. However, in the
second case, and additionally to the predictions, confidence margins for these predictions
are also computed, providing a more useful and informative model.
3.1 Kernel Ridge Regression
The well known regression shrinkage method Ridge Regression (RR) was proposed in
Hoerl & Kennard (1970). Define the regression problem as follows: given a set of n vec-
tors, x1, . . . , xn in R
m, where m is the number of attributes, and the dependent variable
yi ∈ R, i = 1, . . . , n, the objective is to minimize the loss function (square error), i.e., the




(yi − ŷi)2 =
n∑
i=1
(yi − w · xi)2, (2)
where w ∈ Rm, and the optimal value ŵ0 will be used for labelling the new incoming
samples: ˆyn+1 = w0 · xn+1.
Ridge Regression modifies least squares by adding to the attributes a regularization l2




(yi − w · xi)2 + λ||w||22, (3)
where the shrinkage parameter λ > 0 controls the penalization (λ = 0, there is no penal-
ization and formulation is equivalent to least squares; large values for λ, the attributes are
heavily constrained).
Saunders et al. (1998) proposed the ”dual version” of the Ridge Regression using kernel
functions, which represent dot products in the feature space. Then, the kernel trick can be
applied using an algorithm in the feature space without the need of any computation within
the feature space. Following Saunders et al. (1998), which partially follows Vapnik (1995)
in the derivation, Kernel Ridge Regression (KRR) yields
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where K(x, xi) is the kernel function, which can be seen as a measure of similarity





(yi − ŷi)2 + λβTKβ, (5)
where λ is the same variable introduced previously, the regularization parameter, K is
the kernel matrix K(xi, xj), yi is the target value and ŷi is the predicted value. Therefore
the expression is similar to RR Eq. (3) but the kernel trick is applied to substitute all the
dot products by the kernel function. The exact solution for coefficients β can be expressed
as:
β = (K + λI)Y, (6)
where I is the identity matrix (n× n), and Y = (y1, ..., yn)T . Then, the general expression
for KRR in Eq. (4) can be used for the identification as exact solution of the algorithm.
3.2 Conformal Prediction
Conformal Prediction (CP) was firstly introduced in Gammerman et al. (1998). A detailed
analysis is given in Vovk (2005); Shafer & Vovk (2008). There are two main aproaches in
CP, Transductive Conformal Prediction (TCP) and Inductive Conformal Prediction (ICP).
TCP follows a transductive approach and it is computationally inefficient for large datasets.
All the computations are repeated for each new sample, the training of the model and
prediction. Then, the new prediction is based on all the previous samples. On the contrary,
ICP for regression and for classification uses a batch of old samples to train a model which
is applied to all new samples. As mentioned in Papadopoulos (2011), ICP replaces the
transductive inference followed in TCP with the inductive inference. Consequently, ICP is
almost as computationally efficient as the underlying algorithms but the cost is some loss in
the quality of the produced confidence measures. However, this loss is negligible, especially
for large datasets. In the paper at hand, we have chosen a TCP approach for the modelling
of the marine vehicle since the experimental data are not too large and we look for better
quality on the confidence boundaries.
Following Papadopoulos (2011), given a dataset zi ∈ Z with z1, ..., zn as training set,
formed by pairs zi = (xi, yi), where xi ∈ Rm is the vector of attributes in a regression
problem and yi ∈ R is the label of each sample, the task, given a new unlabelled sample
xn+1, is to determine the confidence values ỹ for label yn+1. At this point, it is necessary to
introduce and define a nonconformity measure, which can be seen as the family of functions
An : Z
n−1 ×Z → R,n = 1, 2, ... (where Zn−1 is the set of all multisets of size n− 1), giving
a measure or score of the difference of a new sample from the old samples:
αi = An({z1, ..., zi−1, zi+1, ..., zn}, zi), (7)
where αi indicates how different zi is from {z1, ..., zi−1, zi+1, ..., zn}. This score, that may
be any function, is usually a function related to the underlying machine algorithm used in
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the problem. A prediction rule D{z1,..zn+1} can be trained and the nonconformity measure
of zi ∈ {z1, .., zn+1} will be calculated as the disagreement between the real output yi and
the predicted value ŷi = D{z1,..zn+1}(xi). Therefore, if we want to predict the value ỹ for a
new sample xn+1, we can form the dataset:
{z1, ..., zn+1} = {(x1, y1), ..., (xn+1, ỹ)}, (8)
and measure the nonconformity score for each sample zi:
αi = An+1({z1, ..., zi−1, zi+1, ..., zn+1}, zi). (9)
Since αi is just a score, we can compare all the values αi with αn+1 to compute the
p-value:
p(ỹ) =
#{i = 1, ..., n + 1 : αi ≥ αn+1}
n+ 1
. (10)
It is important to note that it is not the statistical p-value. An important property
shown in Nouretdinov et al. (2001a) is that ∀δ ∈ [0, 1] and for all probability distributions
P on Z:
P{{z1, ..., zn+1} : p(yn+1) ≤ δ} ≤ δ. (11)
It means that if the p-value is below some very low threshold (for example 0.05) this
label is highly unlikely since these sets will only be generated at most 5% of the time by any
i.i.d. process. If we can calculate p-values for every possible label ỹ, given a significance
level δ, i.e., a confidence level 1− δ, a regression using CP would output a set containing a
predictive region with the possible labels ỹ that satisfy the confidence level:
{ỹ : p(ỹ) > δ}. (12)
Since it is not possible to calculate the p-values for all the possible labels ỹ ∈ R, the pre-
dictive region in Eq. (12) is estimated following the Ridge Regression Confidence Machine
(RR-CM) algorithm in Nouretdinov et al. (2001b).
3.3 Kernel Ridge Regression Confidence Machine
This section gives a quick review on Kernel Ridge Regression Confidence Machine (KR-
RCM), please see Nouretdinov et al. (2001b) for a detailed description. Given the training
examples (x1, x2, ..., xn) with labels (y1, y2, ..., yn), the purpose is finding all possible val-
ues ỹ for the new sample xn+1 with label yn+1. Let define X = (x1, x2, ..., xn, xn+1)
′ and
Y = (y1, y2, ..., yn, yn+1)
′. The loss function of RR, see Eq. (3), can be expressed in matrix
form as follows:
λ||w||2 + ||Y −Xw||2 = Y ′Y − 2w′X ′Y + w′(X ′X + λI)w. (13)
Taking derivatives the solution is:
w = (X ′X + λI)−1X ′Y. (14)
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Defining the nonconformity measure as the residuals:
ei = |yi − ŷi|, i = 1, ..., n + 1, (15)
we have the vector ∆ = |Y −Xw| of residuals e1, ..., en+1 as:
∆ = |(I −X(X ′X + λI)−1X ′)Y |, (16)
where Y = (y1, ..., yn, 0)
′ + (0, ..., 0, ỹ)′ and we can write ∆ = |A+Bỹ|.
Using the dual formulation of ridge regression, the kernel trick can be applied to ∆ =
|Y ′ − wX ′| obtaining the KRR form:
w = Y ′(XX ′ + λI)−1XX ′) = Y ′(K + λI)−1K. (17)
where K is the matrix from the kernel function K(xi, xj), and vectors A = (a1, ..., an+1)
and B = (b1, ..., bn+1) can be written as:
A = (y1, ..., yn, 0)(I − (K + λI)−1K), (18)
B = (0, ..., 0, 1)(I − (K + λI)−1K). (19)
The p-value will change only at points where ei = en+1, so we only calculate those
values greater than δ rather than all possible values. For each training sample the set of all
possible values for ỹ yields
Si = {ỹ : ei ≥ en+1} = {ỹ : |ai + biỹ| ≥ |an+1 + bn+1ỹ|}. (20)
According to Nouretdinov et al. (2001b) Si can be given as shown in Eq. (21), where
• If bi 6= bn+1: ui and vi are the minimum and maximum respectively of the following









[ui, vi] if bn+1 > bi
(−∞, ui] ∪ [vi, inf) if bn+1 < bi
(ui,∞] if bn+1 = bi and an+1 < ai
(−∞, ui] if bn+1 = bi and an+1 > ai
R if bn+1 = bi = 0 and |an+1| ≤ |ai|
∅ if bn+1 = bi = 0 and |an+1| > |ai|
(21)
The p-value only changes at points ui and vi. If ỹ1, ..., ỹ2n = (u1, ..., un, v1, ..., vn) in




Then we can calculate p for any interval counting the number of Si that include such
p-value and dividing by n+ 1. If N(ỹi) is defined as:
N(ỹi) = #{Sj : [ỹi, ỹi+1] ⊆ Sj}, i = 0, ..., 2n; j = 1, ..., n + 1; (22)
the p-value for [ỹi, ỹi+1] is
N(ỹi)
n+1 . We are interested in finding a region of labels where the
probability of the true label outside that region is δ or less. This is exactly what is done in
the KRRCM algorithm fully described in Nouretdinov et al. (2001b), given a training set
and the new sample, the outputs are the predicted value and the confidence region for this
new sample.
4. Surface marine vehicle identification
Once a brief overview on the core algorithms used in this work has been given, the modelling
of the surface marine vehicle is carried out. The experimental system is firstly introduced
and, afterwards, the computation of the model is developed.
4.1 Experimental system
The ship used in the experimental tests is a scale model of an operational vessel, in a 1/16.95
scale. The dimensions of the vessel and the scale model are detailed in Table 1.
Table 1: Main parameters and dimensions of the vessel and the scale ship.
Parameter Vessel Scale Ship
Length between perpendiculars (Lpp) 74.40 m 4.389 m
Maximum beam (B) 14.20 m 0.838 m
Mean depth to the top deck (H) 9.05 m 0.534 m
Design draught (Tm) 6.30 m 0.372 m
The scale ship model, hereinafter referred to as the ship, is an underactuated vehicle
controlled by a DC electric motor, connected to a single propeller, and a servo attached to
the rudder. Then, the surge speed is controlled by the turning speed of the propeller, which
is directly proportional to the tension applied to the motor, and the yaw rate is controlled
by the servo. The desired rudder angle and surge speed are commanded through a long-
range Wi-Fi connection between the ship and the control station at land, or they may be
computed by a control law programmed in the onboard computer. The ship used for the
experimental tests is shown in Fig. 1.
The data used for the model computation are obtained from a typical and simple ma-
noeuvre used for marine vehicles identification, a 20/20 degrees Zig-Zag, which will be
described in the next section. Then, the aim is to show that with a simple experiment and
relatively few data, a reliable mathematical model can be computed, which will be tested
with additional manoeuvres, such as a 10/10 degrees Zig-Zag and evolution circles.
The experiments were carried out in the reservoir of Valmayor, in the north of Madrid,
Spain.
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Figure 1: Ship used in the tests.






























Figure 2: 20/20 degrees Zig-Zag manoeuvre. Yaw angle in red and rudder angle in blue.
4.2 Model computation
As mentioned above, the training data used for the system identification are obtained from
a 20/20 degrees Zig-Zag manoeuvre with a sample time of ∆t = 0.2 seconds, and a nominal
commanded surge speed of 2 m/s. This manoeuvre consists in the following steps: i) start
with constant speed, with yaw and rudder angle fixed at 0 degrees; ii) change the rudder
angle to 20 degrees and wait until the yaw angle reaches 20 degrees; iii) change the rudder
to −20 degrees, and keep this rudder angle until the yaw angle reaches −20 degrees; iv) go
to step ii) and repeat the process as many times as appropriate. The same steps apply for
any Zig-Zag manoeuvre with any other angle.
A set of 740 samples is taken during 140 seconds of the 20/20 degrees Zig-Zag manoeuvre.
The commanded rudder angle (blue line) and the yaw angle (red line) defined by the ship
in the Zig-Zag manoeuvre are shown in Figure 2.
The commanded surge speed will be the same for all the tests, so it can be discarded as
input for the model computation, and only the rudder angle will be considered as control
11
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input. Thus, the commanded control signal (rudder angle) and the data measured from the
IMU on board the ship (surge speed, yaw rate and sway speed) from the 20 to 100 seconds
of Fig.2 are considered as the training data. The first 20 seconds of the manoeuvre are not
considered for the model computation to avoid possible disturbances on data during the
beginning of the manoeuvre. The rest of the manoeuvre, from 100 to 140 seconds, will be
used as test data together with the additional manoeuvres trough free running simulations,
i.e., only the actual initial conditions are given to the model, and with the same control
commands given to the real vehicle, the model executes the manoeuvre that corresponds
to these control actions. Notice that the model will be computed just with 80 seconds of a
simple manoeuvre, in contrast to the multiple and time costly manoeuvres usually employed
for marine vehicle modelling. The behaviour of the model is then compared with that of
the real ship to evaluate the accuracy of the model. The additional manoeuvres are a 10/10
degrees Zig-Zag and some evolution circles. This latter manoeuvre consists in the following
steps: i) start with constant speed, with rudder angle at 0 degrees; ii) fix the rudder to the
angle considered for the manoeuvre (in our case 20 degrees); iii) let the vehicle describe
several consecutive circles with the same commanded rudder angle, iv) come back to step
i) and select a new rudder angle.
It is important to remark at this point that all the experiences where carried out on
an open environment and in different days, so that they were subjected to different per-
turbations such as currents and/or wind. In fact, the two Zig-Zags were carried out on a
very calm day, so the perturbations could be neglected. However, during the day when the
evolution circle trials were carried out, the wind was strong enough to affect the manoeu-
vre. This can be noticed in Figure 3 (a) and (b), where the surge speed and sway speed
for these trials are shown in red. During this manoeuvre the surge speed and sway speed
should be almost constant since the rudder is fixed at a given angle and the commanded
advance speed is constant, as mentioned above; however, there is a periodic perturbation
(wind) that modifies the speed at the same period at which the vehicle is turning and with
an amplitude of 0.1 m/s. Moreover, the period of the perturbation in the first part (85
seconds) is a bit larger than in the second one (69 seconds) because the ship turns at a
larger angular rate in the latter direction, see also Fig. 5(f) and Fig. 7(f) in the results
of Section 5.1 and 5.2. Probably, this effect is caused by a slightly asymmetrical ballast,
which makes the ship turn faster in one direction once the steady state is reached for a fixed
rudder angle, but that it is not enough to be appreciated in the Zig-Zag manoeuvres, where
the ship does not reach a steady state. For the sake of clarity on the results shown in the
next section, we have tried to eliminate the periodic perturbation caused by wind from the
speeds, shown in Fig. 3 (a) and (b) in blue, so that the model computed and the simulation
results can be correctly compared with the experimental results.
As mentioned on Eq. (1), the differential equations of surge speed, sway speed and yaw
rate are estimated, so the regression is made over the accelerations of the ship. For KRR a
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Figure 3: Surge (a) and sway (b) speeds for the evolution circle trials, in red the experi-
mental values and in blue after filtering the periodic perturbation.




, and each sample x =
(u, v, r, T, δ) and each set of β’s will be different for each equation. Applying CP with
KRRCM a similar expression is obtained but, as mentioned before, the purpose is to obtain
a confidence margin around the predicted value following the procedure explained in Section
3.3.
5. Results
5.1 Kernel Ridge Regression (KRR)
First we evaluate the results obtained with KRR. Notice that for the computation of the
model the advance speed was considered constant and the same for all the tests.
There are two parameters to be tuned in the model, the regularization parameter λ from
ridge regression and σ from the RBF kernel selected. A grid-search has been carried out
for the selection of these parameters, σu, σv, σr, and λu, λv, λr, in Eq. (23), see Table 2
with the parameters scan, and Table 3 where the parameters that provide a more accurate
result for the training and test data are shown. Two evaluation measures have been used
to measure the performance on the training set and to select the optimal values in the
parameters search: mean absolute error and R2 coefficient.
Table 2: Parameters search for KRR models
# permutations Range of σ Range of λ
73 0.001 − 0.5 0.01 − 100
152 1 0.01 − 1
112 0.8− 2 0.01
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Table 3: Parameters for Kernel Ridge Regression
σu σv σr λu λv λr
1 1 1 0.0313 0.0313 0.0313
In Fig. 4 the actual response of the ship (red line) is shown together with the one
developed by the computed mathematical model (green and blue lines, for train and test,
respectively), showing both a large similarity. In this figure we can see the surge acceleration
in Fig. 4(a) and the surge speed in Fig. 4(b), the sway acceleration and sway speed in Fig.
4(c) and (d) respectively, and the yaw acceleration and yaw rate in Fig. 4(e) and (f),
respectively. Notice how the prediction of the model is very accurate both for accelerations
and speeds (where the errors are integrated), making the model very appropriate for control
simulation purposes. These results correspond to the 20/20 degrees Zig-Zag manoeuvre,
where almost the whole manoeuvre has been used for training and only the last part for
testing.
For additional testing of the model, a 10/10 degrees Zig-Zag and some evolution circles
of ±10 degrees are considered, with their corresponding results shown in Figure 5. For
the sake of clarity, only the speeds will be shown as outputs of the model, as the errors are
more evident than in the accelerations. In addition, for simplicity reasons, in the simulations
all the evolution circles manoeuvres are considered as consecutive manoeuvres instead of
independent experiments. This will also allow to check the behaviour of the model when
the manoeuvre is changed. Notice also that the motor is stopped at the beginning of the
10/10 degrees Zig-Zag and when the turning direction is changed in the evolution circles, so
we can check how the model behaves with these changes on the motor, that have not been
taken into account for the model computation. In Fig. 5 (a), (c) and (e) the surge speed,
sway speed and yaw rate for the 10/10 degrees Zig-Zag are shown. In Fig. 5 (b), (d) and
(f) the surge speed, sway speed and yaw rate for the evolution circles are given. We can
notice in this example how the model response is very similar to the actual one of the ship.
It is important to recall that the experimental data obtained from the evolution circles
manoeuvres were obtained in a different day than the Zig-Zags, and thus, with different
environmental conditions, where disturbances were present, such as currents or wind. These
environmental conditions have been smoothed by the filtering shown in Section 4.2, Fig.
3, but not completely eliminated. These unconsidered environmental conditions may be
the cause of the slightly deviation of the results in the evolution circles compared with the
Zig-Zags. In any case, the response for all the manoeuvres is very accurate.
Therefore, for the training data the behaviour is almost the same, as expected, but
for the test data it is also very similar, showing how the model reproduces accurately the
manoeuvres developed by the ship. Moreover, in the gap produced in the real data at the
connection of two different evolution circles, where the surge speed starts from 0 m/s, we
can see how the model continues its tendency with a very natural behaviour and providing
a result very close to the real one once the ship has reached its nominal speed.
14










































































































































































































































































































































































































Figure 5: KRR: Testing of the model.
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5.2 Kernel Ridge Regression Confidence Machine (KRRCM)
Now, the computation of the model is carried out considering KRRCM, i.e., we will employ
Conformal Prediction for the system identification process. Therefore, with the computation
we can ensure that the output model will be within some confidence margins where the real
output of the system should also lie. We proceed in the same way as in the previous
case, using the first part of the 20/20 degrees Zig-Zag as training data and the rest of the
manoeuvre, the 10/10 degrees Zig-Zag and the evolution circles as test data. For the sake
of simplicity, the two evolution circles will be plotted together and considered as a single
manoeuvre for the model.
The parameters used for the computation of the model in this case are shown in Table
4. These parameters have been obtained following the same procedure that in Section 5.1.
Table 4: Parameters for Kernel Ridge Regression with Confidence Margins
σu σv σr λu λv λr
1 1 1 0.0313 0.0313 0.0313
Similarly to the previous case, the model is trained with the 20/20 degrees Zig-Zag,
keeping the last 40 seconds for testing, as shown in Figure 6, where the train (green line)
and test (blue line) are divided by the vertical line. In Figure 6 (a) and (b) we can see
the surge acceleration and the surge speed, respectively, in Fig. 6 (c) and (d) the sway
acceleration and sway speed, respectively, and in Fig. 6 (e) and (f) the yaw acceleration
and yaw rate. For the training data, notice how the speeds and accelerations are practically
the same for model and ship. Notice also the confidence margins given by the magenta
lines, that ensure that the response of the model is within these margins with a probability
of 95 percent. It is also important to notice that most of the real response of the ship is also
within these margins, so we ensure that the model will predict the output of the system
with large accuracy.
To confirm the above conclusion, we compare the system dynamics of ship and model
with the 10/10 degrees Zig-Zag and the evolution circles. In Figures 7 (a), (c) and (e) the
surge speed, sway speed and yaw rate are shown for the 10/10 degrees Zig-Zag, respectively,
and in Fig. 7 (b), (d) and (f) for the evolution circles. Notice how the behaviour is very
accurate in the Zig-Zag. In the evolution circles, although less accurate than in the Zig-Zag,
it is still very accurate and very precise for a simulation model and within the confidence
margins, or very close to them, ensuring a correct system model.
It is interesting to notice, as shown in Figure 7, how the results are also very accurate
for the sway speed. This fact is of special interest since we are considering an underactuated
vehicle with 3 degrees of freedom (DOF) but only two control actions (advance speed and
rudder angle). Therefore, it is not possible to act over the sway speed directly, only over
the surge speed and yaw rate, making it more complex to emulate. However, as aforesaid,
the results obtained with the computed model using Conformal Predictors are more than
satisfactory.
The small discrepancy between model confidence intervals and ship in the surge speeds






















































































































































































































Figure 6: KRRCM: Training of the model.
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Figure 7: KRRCM: Testing of the model.
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to a single manoeuvre. Another possible source of uncertainty may be the possible pertur-
bations not eliminated from the experimental data, and that the tests were carried out in
different days with different environmental conditions. However, it can be noticed how the
discrepancy in the surge speeds between real and simulated is around 5 %, giving a very
accurate simulation result.
For a model computation to be used in a real application of control design, the training
data should be richer and obtained from different manoeuvres, in order to make the model
obtained even more accurate. However, the aim of this work is to show the applicability
of Conformal Predictors to estimate the model of a dynamic system as a surface vessel
using relatively few data (only 80 seconds of a single manoeuvre were used for the training).
Thus, it has been shown that with few experimental data, and using Conformal Predictors,
an accurate model of the vehicle can be obtained. It has been shown that the behaviour of
the model is very similar to the real one for different tests and manoeuvres, and it also lies
within given confidence margins that ensure our model behaviour. Therefore, Conformal
Predictors are a valuable tool to be employed and further studied in the identification of
dynamic systems.
5.3 Stability analysis
In this section the stability of the model derived is shown, and how the outputs (surge
speed, sway speed, and yaw rate) converge to a stable equilibrium point for constant and
bounded inputs (constant commanded rudder angle and advance speed).
The physical system used for the experiments has been designed, constructed and tested
before deployment to ensure its adequate behaviour in open-loop, and that it reproduces
accurately the behaviour in scale of a real ship. Then, the physical system corresponds to a
Bounded Input Bounded Output (BIBO) system, where the output of the system does not
diverge for bounded input commands, producing a stable and well-defined output response.
In order to show the correct behaviour of the model computed and that the intrinsic stability
of the physical system is also carried out by the model, a brief stability analysis based on
phase-portraits is given next.
The phase-portraits analysis provides an easy visualization of the qualitative behaviour
of the model in open-loop. The main advantage of the phase-portraits is that we can analyse
the system for a wide range of initial conditions without solving the nonlinear equations,
and they can also be applied equally to any kind of nonlinearity of the system. These
phase-portraits are computed considering constant commanded advance speed (the same of
the experiments) and constant rudder angle for different initial conditions. Therefore, for
different initial conditions and constant inputs, the model is simulated showing the evolution
of the state variables, and how the model reaches a stability point regardless of the initial
conditions. Since there are three state variables (surge speed, sway speed and yaw rate),
simulations are performed for different initial conditions that vary between 1.2 and 1.8 m/s
for the surge speed, from −0.5 to 0.5 m/s for the sway speed, and from −30 to 30 degrees
per second for the yaw rate. Two different examples are studied.
In the first example, shown in Fig. 8, we consider a commanded rudder of −30 degrees,
that is the limit angle of the real vehicle rudder. In Fig. 8 (a) the phase-portrait in 3D is
shown. Notice how for the different initial conditions the state variables converge to a single
20
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Figure 8: Phase-portraits for a commanded rudder of −30 degrees and commanded advance
speed of 2 m/s; the stability point is shown in green. a) Phase-portrait in 3D, b)
Phase-portrait for surge speed and sway speed, c) Phase-portrait for surge speed
and yaw rate, d) Phase-portrait for sway speed and yaw rate.
and well-defined equilibrium or stable point. The behaviour of the model for the different
initial conditions can be seen in detail in Fig. 8 (b), Fig. 8 (c), and Fig. 8 (d) where the
projections of Fig. 8 (a) in the surge-speed/sway-speed plane, surge-speed/yaw-rate plane,
and sway-speed/yaw-rate plane are shown, respectively. Notice how the vehicle reaches a
stable surge speed of approximately 1.3 m/s and a sway speed of −0.1 m/s. The yaw rate
takes a value around −0.2 rad/s.
In the second example of Fig. 9, a rudder angle of 5 degrees is used as commanded
rudder. Similar plots to the previous example are shown. Fig. 9 (a) shows the phase-
portrait in 3D and how for the different initial conditions the model converges to a single
stable equilibrium point. The details of the trajectories followed and the equilibrium point










































































































Figure 9: Phase-portraits for a commanded rudder of 5 degrees and commanded advance
speed of 2 m/s; the stability point is shown in green. a) Phase-portrait in 3D, b)
Phase-portrait for surge speed and sway speed, c) Phase-portrait for surge speed
and yaw rate, d) Phase-portrait for sway speed and yaw rate.
(a) in the surge-speed/sway-speed plane, surge-speed/yaw-rate plane, and sway-speed/yaw-
rate plane are shown, respectively. The values reached in the equilibrium point are a surge
speed of approximately 1.8 m/s, a sway speed of 0.04 m/s, and a yaw rate of 0.01 rad/s.
Notice how in this case, due to the small rudder angle, the sway speed and yaw rate are
small too, demonstrating that the model is consistent with the behaviour supposed to a real
ship.
The values for the rudder angle in the above examples have been chosen to show that the
performance of the model is consistent with the real behaviour of a ship even for commanded
rudder angles quite different to those used for training and testing the model. For other
possible rudder angles, such as 10, −10, 20 and −20 degrees, the train and test plots of
Subsection 5.1 and Subsection 5.2 show the good response of the model and also its similarity
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to the real ship. Then, the train and test plots, together with these phase-portraits of the
model, show the good behaviour of the model, its accurate response compared with the
physical system, and its utility for simulation and control design.
6. Conclusions
In this work, Conformal Predictors have been employed for the identification of a surface
marine vehicle. Namely, Kernel Ridge Regression and Kernel Ridge Regression Confidence
Machine have been used for the identification process. Both techniques have shown a great
performance, providing models that predict with large accuracy the behaviour of the real
ship using relatively few data for the training obtained from a single simple manoeuvre. In
addition, KRRCM provides confidence margins that ensure the output of the system to be
within these limits, making it a more appropriate model for simulation and control design.
The accuracy of the proposed models has been tested with different typical manoeuvres
used in marine systems for the identification of surface vehicles. Namely, the performance
of the models has been tested with two Zig-Zag manoeuvres of 20/20 and 10/10 degrees,
respectively, and some evolution circles, showing large accuracy for all the tests. Therefore,
it has been shown that Conformal Predictors are a valuable tool for system identification,
computing an accurate model of a dynamical system with few experimental data.
As future work, the identification of the ship will be developed with random manoeuvres,
to have a richer training data set, and also will be compared and tested with different
emerging techniques, so that an appropriate model may be computed for control design
purposes.
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