AutoRegressive Modular (ARM) processes are a new class of nonlinear stochastic processes, which can accurately model a large class of stochastic processes, by capturing the empirical distribution and autocorrelation function simultaneously. Given an empirical sample path, the ARM modeling procedure consists of two steps: a global search for locating the minima of a nonlinear objective function over a large parametric space, and a local optimization of optimal or near optimal models found in the first step. In particular, since the first task calls for the evaluation of the objective function at each vector of the search space, the global search is a time consuming procedure. To speed up the computations, parallelization of the global search can be effectively used by partitioning the search space among multiple processors, since the requisite communication overhead is negligible.
Introduction
AutoRegressive Modular (ARM) processes are a new class of nonlinear stochastic processes. ARM processes can accurately model a large class of nonlinear stochastic processes, by capturing the empirical distribution and autocorrelation function simultaneously [11] . Two subclasses of ARM processes have been studied and exercised on real-life empirical data. The main class, called TES (Transform Expand Sample), has been studied in some detail [7, 8, 3, 4, 5, 9] , and a software environment called TEStool, (has been created to support TES modeling [2] . A finite-state variant, called QTES (Quantized TES) has been developed recently [10] , and work is in progress to create a modeling environment to support it as well.
ARM can be used whenever one or more empirical sample paths (measurements) from a stationary stochastic process are available, and the empirical autocorrelation function exhibits significant autocorrelations. Furthermore, since ARM is non-parametric, no assumptions need to be made on the form of the stationary distribution nor on the shape of the autocorrelation function. This flexibility is useful in many application areas. For example, modeling traffic on emerging high speed networks has recently attracted considerable attention. A salient feature of projected major traffic sources is a high degree of burstiness which manifests itself in high autocorrelations. Both compressed video and file transfer are cases in point. In order to obtain good predictions of the performance measures resulting from offering a bursty traffic stream to a server system, it is important to accurately model both the marginal distribution and autocorrelation function, a task that the ARM modeling methodology is designed to carry out for a large variety of stochastic processes.
To this end, [6] proposed a TES fitting algorithm which is a combination of two stages. The first is a brute force search, to be referred to as the global search, and the second is a nonlinear optimization, to be referred to as the local optimization. The global search has an inherent high time complexity and is the subject of the present paper; the complexity of the local optimization is relatively small. More specifically, the global search requires the evaluation of a nonlinear objective function over a large multidimensional discretized parameter space, consisting of high-dimensional probability vectors (the requisite dimension is around 100). Since the search space grows explosively in the dimension, the global search is time consuming and real-time or near real-time searches are currently impossible with desktop computers. On the other hand, partitioning the search space and distributing the corresponding search subtasks to parallel processors is a natural avenue for speeding up the search. This is due to the fact that each search of the partition subspaces is entirely autonomous, requiring no communication overhead other than task distribution and returning the corresponding results. This paper investigates two space-partitioning models, called the Interleaving method and the Segmentation method, and studies their speedup performance, using real-life data. Both methods are algorithmic enumerations of search subspaces that facilitate the global search for an ARM model.
The rest of this paper is organized as follows: Section 2 reviews briefly ARM processes and the associated modeling methodology. Section 3 describes the search space of the global search (commensurate with that used in the GSLO algorithm of [6] ). Section 4 discusses the parallelization of ARN model fitting. Section 5 is devoted to the development of the two partitioning methods of the search space. Section 6 compares the performance of the two partitioning methods. Finally, Section 7 concludes the paper.
Background
This section provides a brief overview of the ARM processes TES and QTES.
Throughout the paper, we assume that all stochastic processes are defined over some probability space, (f, 5, P). [3, 8] . [3, 8] flX+(7") (7( .= 1 0<_y,x<l otherwise
The autocorrela- 
Background QTES + processes of the form (9) 
where )K is a set of discrete densities P-(P1, P:,'", PK), E n=lK Pn-1 (see [6] for details). This reduces the optimization problem (17) to finding optimal parameters, (e*, *)E K, such that (P*, *) argmin gK(P, ),
where the objective function g K has the form 1.
Given rn processors, j=0,1,...,m-1, the first processor (j=0) is designated as master.
2.
The master processor partitions the search space, K, into roughly equalsized search subspaces, K(1),..., K(m).
3.
Each processor j is handed over the corresponding optimization subproblem, namely, the search for the best B solutions of the optimization problem argmin gK(P, ).
(22) (P, 5) e K(J)
The mB best solution of all processes are returned to the master processor, which selects from their union the best B solutions.
The Quantized Search Space
The search space (JK in Equation (18) 
where L" J denotes the floor operator, Lxj max{integer n'n <_ x}.
We implemented the parallelization using the PVM (Parallel Virtual Machine) package in a natural way. Given m > 1 processors, 0,..., m-1, one of them (say, processor 0) is designated the master, and the remaining processors, 1,...,m-1, are designated slaves. The master processor is responsible for partitioning 3tK, M and distributing the descriptions of subsearches over the K,M(J) to the slave processors.
Each processor then proceeds to search for the best B models, and the slave processors return their results to the master processor. The latter completes the search by selecting the best B models among the mB returned by all subsearches as well as post-processing the results.
Partitioning and Enumeration Methods
The efficacy of parallelization as a speedup approach depends greatly on efficient algo- We begin with definitions of various types of circulant matrices (see [1] for more details.) 
where R is the operator that unravels a matrix C into the set of all its row vectors.
Enumerating search spaces
We 2. Select a circulant matrix from the similarity class.
Map the pair (i,n(i)) to the index s s(i,n) IK(d(n(i))), given by
The index s(i,n) specifies a circulant matrix C(s(i, n)) in the enumeration of K(d(n(i))), given in Equation (35). Number of processors Tables 1-3 and Figures 1-3 
