Let H and F be two finite groups. In group theory it is known that an extension G of H by F is characterized by the action of F on H and a factor set associated with the action, and the twodimensional cohomology group with respect to the action is defined when H is Abelian. In this paper we consider an analogy of the above for association schemes and construct such extensions of association schemes from a difference set when H is an elementary Abelian group.
Introduction
Let Γ be a transitive permutation group on a finite set X. Then Γ acts on X × X by its entrywise action, i.e. (x, y) γ := (x γ , y γ ) for all x, y ∈ X and γ ∈ Γ . We call an orbit of Γ on X × X an orbital, and denote by G Γ the set of the orbitals. It is well known (for example, see [2] ) that G Γ satisfies the following conditions:
(i) The diagonal set 1 X := {(x, x) | x ∈ X} is a member of G Γ ; (ii) For each g ∈ G Γ g * := {(x, y) | (y, x) ∈ g} is a member of G Γ ; (iii) For all d, e, f ∈ G Γ |xd ∩ ye * | is constant whenever (x, y) ∈ f where zr := {w ∈ X | (z, w) ∈ r } for each z ∈ X and each r ⊆ X × X, so that it is denoted by a def . The numbers {a def } d,e, f ∈G are called the intersection numbers.
Let G be a partition of X × X which does not contain the empty set, namely, a set of disjoint binary relations on X whose union covers X × X. We say that (X, G) is an association scheme (or shortly scheme) if it satisfies the above three conditions replaced G Γ by G. Taking such a view we can say that an association scheme is an object to generalize the orbitals of a transitive permutation group, which is a proper class of schemes called Schurian. The problem of determining whether or not a given class of schemes is Schurian has been discussed in a number of articles with various kinds of forms, for example, a series of characterizations of distance-regular graphs by its intersection numbers (see [3] ). In this paper we consider extensions of schemes derived from two finite groups, and aim to take a general view of them. The following theorem is what we will generalize to association schemes: Theorem 1.1 (Theorem 7.6, [7 
]). Let H and F be two finite groups and { f (σ, τ )} be a factor set belonging to a family {T (σ )} of automorphisms of H . Then, there is an extension G of H by F such that, for a suitable choice of a transversal of H, f is a factor set associated with the extension G.
Throughout this paper we use the same notation and terminology as given in [9] . 1 For the remainder of this section we assume that (X, G) is an association scheme.
First, we introduce a concept on schemes corresponding to a binary operation in group theory. For each g ∈ G we define the adjacency matrix A g whose columns and rows are indexed by the elements of X as follows:
It is well known that the vector space over the complex field spanned by {A g | g ∈ G} forms a semisimple subalgebra of the full matrix algebra of degree |X|. We denote the subalgebra by A. Each element α ∈ A can be written as a linear combination of {A g | g ∈ G}, so we define the support of α = g∈G a g A g to be {g ∈ G | a g = 0}. Here we define the complex product on the power set P(G) of G as follows:
P(G) × P(G) → P(G), (D, E) → DE,
where DE := d∈D,e∈E de and de := { f ∈ G | a def = 0} and a singleton {g} is often abbreviated as g in the complex product. Taking an algebraic view the complex product DE is the support of A D A E where A F := f ∈F A f for each F ⊆ G, so that the complex product is associative and the singleton {1 X } is the identity. Note that the complex product of two singletons of G is not necessarily a singleton in general. The following is an example of schemes in which the complex product can be regarded as a binary operation on the set of binary relations: Third, we introduce a concept on schemes corresponding to subgroups in group theory. We say that a subset
Example 1.2. Clearly, G is closed, and so is {1 X }. The subset T G := {t ∈ G | n t = 1} is a closed subset forming a group with respect to the complex product. We say that a closed subset F is thin if F is contained in T G .
For each closed subset F of G and x ∈ X the pair (x F, { f x } f ∈F ) forms an association scheme called the subscheme with respect to F and x denoted by (X, G) x F where x F := f ∈F x f and f x := (x F × x F) ∩ f (see [9] ). Note that (X, G) x F (X, G) y F for all x, y ∈ X and each closed subset F if (X, G) is Schurian, but it does not hold in general (see [6] for the details).
Fourth, we introduce a concept on schemes corresponding to quotient groups in group theory. Setting X/F := {x F | x ∈ X} and G/ /F := {g F | g ∈ G} where g F := {(x F, y F) | ∃(z, w) ∈ x F × y F; (z, w) ∈ g} we see that (X/F, G/ /F) forms an association scheme (see [9] ), called the factor scheme of (X, G) over F. Remark that we need not any other condition on N in order to make its quotient while the normality of a subgroup is requested in group theory. Example 1.3. In Example 1.1 each subgroup ∆ of Γ induces the corresponding closed subset G ∆ in G Γ . Then the factor scheme of (Γ , G Γ ) over G ∆ is isomorphic to the orbitals of Γ acting on the right cosets Γ /∆ by the right multiplication. Thus, we see that (X, G) is Schurian if and only if (X, G) is a factor scheme of a thin association scheme.
From now on we will show a way to generalize an extension of groups to that of association schemes. Let (X, G), (Y, H ) and (Z , F) be three association schemes. We say 
Example 1.5. Let H and F be two finite groups. Then the orbitals of the standard wreath product of H by F is an extension of H by F (see [7] for the definition of the standard wreath product). Example 1.6. Let G be a finite group, H G and
Note that Example 1.6 is the same as Example 1.4 if M = G, and the same as Example 1.5 if M = H . In addition, these three examples are Schurian (see [6] for the proof). The following example shows that there exists an extension of H by F which is not Schurian. Example 1.7. In [4] the list of association schemes with at most 28 points is released. The association schemes indexed by as-28.no.175 and as-28.no.176 in the list are extensions of Z 2 × Z 2 by Z 7 . These have the same intersection numbers, and as-28.no.175 is Schurian, but as-28.no.176 is not so.
Our study was started from the question whether as-28.no.176 is quite exceptional, otherwise, there is a systematic way to construct non-Schurian extensions like as-28.no.176. The question is related to the study of p-schemes, that are association schemes (X, G) such that |X| g∈G n g is a power of a prime p. The authors were trying to classify p-schemes with p 3 points. Though the attempt was far from a success, it provided the idea to derive the construction given in this paper. In conclusion we have a construction including Example 1.7, which can be generalized to an extension of an elementary Abelian group by any finite group.
In this paper we prepare the notation in Section 2, give a way to generalize Theorem 1.1 in Section 3, introduce D-sequences in Section 4, show a construction including Example 1.7 in Section 5, and apply our results for p-schemes in Section 6.
Preliminary
In this paper we shall write the two function composite following the method given in [7] , i.e. the composite f g of two functions f and g is defined such that
For the remainder of this paper we assume that H is a finite group and P(H ) is the power set of
for all A, B ∈ P(H ). Now we consider a generalization of automorphisms on a group to that on the power set of the group. We say that g :
. Clearly, any automorphism on H induces the automorphism on P(H ), and the map from all subsets except the empty set to H is also an automorphism on P(H ). We denote the set of automorphisms on P(H ) by SAut(H ). The following lemma shows that there is a one-to-one correspondence between SAut(H ) and the set of all isomorphisms among the quotients group of H .
Lemma 2.1. Let U, V be normal subgroups of H such that H
for each a ∈ H where 1 is the identity of H and Kerg := {a ∈ H | g(1) = g(a)}.
Proof. It is routine to check that the restriction on the singletons has a unique extension on P(H ) since any nonempty subset is the union of singletons, and that the extended one satisfies (1).
We will now prove the second part. First, we claim that g (1) H
Second, we claim that Kerg H . For all a, b ∈ Kerg we have
Since |H | < ∞, it follows that Kerg is a subgroup of H . For each c ∈ Kerg and a ∈ H we have
This implies that Kerg H . If aKerg = bKerg, then a = bc for some c ∈ Kerg, and
This implies that ab −1 ∈ Kerg. Therefore,g is injective. Since it is clear thatg is surjective, we conclude thatg is a group isomorphism.
Let (X, G) be an association scheme. According to [8] we say that Y ⊆ X if X is a transversal of a closed subset F in X if Y is a complete set of representatives of the equivalence relation induced by F. We say that T ⊆ G is a transversal of F in G if Ft F ∪ F s F = ∅ for all s, t ∈ T with s = t and t ∈F Ft F = G.
Analogy of group theory
Throughout this section we assume that F and H are two finite groups, and denote the identity of F and H by 1 F and 1 H , respectively.
Let (X, G) be an extension of H by F. Then there exists a thin closed subset N of G such that N H and G/ /N F are groups. For convenience we identify N with H , namely, we assume that G has a thin closed subset H with G/ /H F. According to [9] , for each g ∈ G we have
under the complex product. Since G/ /H F, we can take a transversal of H in G according to the ordering of the elements of F, i.e. G is the disjoint union of {t σ H | σ ∈ F} so that
For convenience we assume that
For each σ ∈ F t σ induces T σ :
The property (2) guarantees that T σ is well defined and T σ ∈ SAut(H ) as follows:
Combining Lemma 1.2 with (3), we obtain that, for all, σ, τ ∈ F there exists E σ,τ ∈ P(H ) such that
If G is thin, then E σ,τ is uniquely determined as t * σ τ t σ t τ , and the set {E σ,τ | σ, τ ∈ F} forms a factor set belonging to {T σ | σ ∈ F} ⊆ Aut(H ) in the sense of [7] . However, the same argument would not be suited for general cases since the set {E σ,τ | σ, τ ∈ F} does not always induce a way to partition X × X into binary relations.
For each σ ∈ F we take x σ ∈ X such that
, which corresponds to the concept of a factor set in [7] , so that
Lemma 3.1. Let T : F → SAut(H ) and f : F × F → H be given in the above. Then we have the following:
(ii) By (3) and (4),
τ . This implies that, for each ρ ∈ F and h ∈ H ,
It follows from (2) that
Applying the same argument to t τ we obtain that
Similarly, the right-hand side of (8) is equal to x ρσ τ f ρ,ρσ τ T σ τ (h)E σ,τ . Since h is arbitrarily taken, the desired equation follows from (8) and the uniqueness of the presentation {xh | h ∈ H } (note that H is thin, i.e. each element of H is of valency one).
We say that a map T : F → SAut(H ) is feasible if it satisfies (i), (ii), (iii) in Lemma 3.1, and a map f : F × F → H is called a factor set belonging to T if it satisfies (iv), (v) 
Furthermore, T and f can be obtained by way of (5) and (7) Proof. We claim that {σ h} ρ∈F,h∈H is a partition of
This implies
By (i), (iv), we have 1
For each ρh ∈ {ρh} ρ∈F,h∈H its transpose is
It follows from (i) and (iv) that
Mapping bh −1 by T ρ −1 L( f σρ,σ ) we obtain from (9) and τ = σρ that
Mapping 1 H by (9) and applying Lemma 2.1 with (ii) we obtain that a E ρ,ρ −1 is exactly a coset of T ρ −1 (1 H ), whence, the equality of (10) holds. This implies that
Hence, the transpose of ρh is contained in ρ * m. Since ρh is arbitrarily taken, it follows that {ρh} ρ∈F,h∈H is closed under the transposition. 
Note that h lies in the intersection of a coset of T σ (1 H ) and that of KerT τ . From a basic knowledge of group theory the size of the intersection is equal to |T σ (1 H 
which does not depend on the choice of d and e and the choice of µ and ν with (µd, νe) ∈ ρc.
It is obvious that N := {1 F h | h ∈ H } is a thin closed subset such that N H and the factor scheme over N is isomorphic to F.
If you take a transversal {t σ | σ ∈ F} of N with t σ := σ 1 H and a transversal {σ 1 H | σ ∈ F} of N in F × H , then T and f can be obtained by way of (5) and (7) with respect to a suitable pair of transversals of N in {ρh} ρ∈F,h∈H and F × H . This completes the proof. Now we will prepare some lemma to define two-dimensional cohomology groups. For the remainder of this section we assume that H is Abelian and T : F → SAut(H ) is feasible.
Lemma 3.3. For all σ, τ ∈ F we have T
σ T τ = T σ τ L((T σ T τ )(1 H )). Furthermore, a map g : F × F → H
is a factor set belonging to T if and only if g
If g : F × F → H is a factor set belonging to T , then it is clear that g σ,σ = 1 H for each σ ∈ F. By (v) in Lemma 3.1, for all σ, τ ∈ F there exists E σ,τ ∈ P(H ) such that
for each ρ ∈ F. Mapping 1 H by both sides of the above we obtain
, which does not depend on the choice of ρ ∈ F.
Conversely, if we take
.1 is satisfied so that g is a factor set.
Lemma 3.4. For all factor sets f, g belonging to T we define an addition of f and g by
. Then the set of all factor sets belonging to T forms an Abelian group with respect to the addition.
Applying Lemma 3.3 for f + g we can show that f + g is a factor set belonging to T . Therefore, the addition is well defined. It is obvious to check the associativity. If we take the constant map from F × F to the identity of H , then it is the identity with respect to the addition. For each factor g the inverse −g of g is the map defined by −g σ,τ := g −1 σ,τ . This completes the proof.
Lemma 3.5. For a given h : F → H with h
Then g is a factor set belonging to T . Furthermore,
σ h ρσ } forms a group with respect to the addition given in Lemma 3.4
follows from (i) that g σ,σ = 1 H . Applying Lemma 3.3 for g we can show that g is a factor set belonging to T . Let g and g be factor sets derived from h : F → H and h : F → H , respectively. Then g + g is a factor set derived from h + h : F → H such that (h + h ) σ := h σ h σ for each σ ∈ F. Therefore, it is closed under the addition. Therefore, the second statement holds. Definition 3.1. Let F denote the group consisting of all factor sets belonging to T , and H denote the group given in Lemma 3.5. We define the two-dimensional cohomology group with respect to (T, F, H ) to be F /H.
Lemma 3.6. Let F /H denote the two-dimensional cohomology group with respect to (T, F, H ). For all factor sets f, g ∈ F , if f H = gH, then the scheme derived from f by way of Theorem 3.2 is isomorphic to that from g.
Proof. Let (X, G) be the scheme derived from f by way of Theorem 3.2. Then there exists suitable transversals {t σ | σ ∈ F} and {x σ | σ ∈ F} such that f can be obtained by way of (5) and (7) . Note that it suffices to show that, for each e ∈ H the scheme derived from f + e is isomorphic to that from f . Let e : F × F → H be obtained from h :
σ | σ ∈ F} and that in X to be {x σ h −1 σ | σ ∈ F} we obtain from (7) that
Thus, f + e is a factor set belonging to T , which can be obtained with respect to the transversal {t σ h −1 σ | σ ∈ F} in G and the transversal {x σ h −1 σ | σ ∈ F} in X. Therefore, we conclude from Theorem 3.2 that the scheme derived from f + e is isomorphic to that from f .
The following is an immediate consequence of Lemma 3.1, Theorem 3.2 and Lemma 3.6.
Corollary 3.7. The number of the isomorphism classes of extensions of F by H with T is at most |F /H|.
Example 3.1. Consider the extension of H by F given in Example 1.5 and its twodimensional cohomology group where H is Abelian. Let (X, G) be the orbitals of the wreath product of H by F. Then there exists a closed subset N of G such that N H and G/ /N F. Moreover, for each g ∈ G − N we have Ng = {g}. This implies that (5) is feasible. Note that any map from F × F to H satisfying (iv) in Lemma 3.1 forms a factor set belonging to T . Therefore, the two-dimensional cohomology group with respect to (T, F, H ) is trivial. It follows from Corollary 3.7 that such an extension is uniquely determined by its intersection numbers.
D-sequences
In this section we assume that F is a finite group. Let (a i | i ∈ Z n ) be a sequence of length n over F where the subscripts are read modulo n. Then the subset {a j a j +1 · · · a j +k | 1 ≤ j ≤ n, 0 ≤ k ≤ n−2} consisting of the consecutive products according to the ordering of D-sequence if a 0 a 1 a 2 . . . a n−1 = 1 F and the range of the sequence has size n 2 − n.
Let A be a set of D-sequences. Then the sum of lengths of the sequences in A is called the length of A, and the union of the ranges of the sequences in A is called the range of A.
We say that A is independent if the ranges of any two sequences in A are disjoint. (ii) The sequences (1, 6), (2, 5) over Z 7 are D-sequences with the ranges {1, 6}, {2, 5}, respectively. Since {1, 6} ∩ {2, 5} = ∅, the set {(1, 6), (2, 5)} is independent.
Remark 4.2 ([5]
). We have the following:
is a D-sequence over F and |F| = n 2 − n + 1, then the subset
In the next section we will construct association schemes from an independent set of D-sequences. In particular, each scheme given in Example 1.7 is constructed from the D-sequence (1, 2, 4) which induces a difference set {1, 3, 0} ⊆ Z 7 .
Construction from D-sequences
In this section we assume that F is a finite group and H is the elementary Abelian p-group of rank m, i.e. H := Z m p . We often deal with H as a vector space over Z p . Let A be an independent set of D-sequences over F such that the length of A is at most
so that |S A | is the length of A. We denote by R A the range of A. Since
p−1 is the number of the hyperplanes of H , we can take an injection λ from S A to the set of the hyperplanes of H , and an injection κ from S A to H such that
We will define T : F → SAut(H ) by the following steps:
(i) We set T 1 F to be the identity on P(H );
For the remainder of this section T : F → SAut(H ) is given in the above paragraph. Now we consider how to define f : F × F → H so that f is a factor set belonging to T .
We set
Lemma 5.1. For all σ, τ ∈ R A , the following are equivalent:
(ii) There exist a unique (a i | i ∈ Z n ) ∈ A and a unique ( j, k, l) ∈ Z 3 n such that σ = a j a j +1 · · · a j +k and τ = a j +k+1 a j +k+2 · · · a j +k+l ;
Proof. Since A is independent, there exists a unique (a i | i ∈ Z n ) ∈ A whose range contains σ , and a unique j, k ∈ Z n such that σ = a j a j +1 · · · a j +k by definition of Dsequences. Recall that KerT σ = λ(a j ) and T σ (1 H 
By the property on the injection λ, there exists a unique l ∈ Z n such that τ = a j +k a j +k+1 · · · a j +k+l . By the definition of T , (i) and (ii) are equivalent. Since σ τ = a j a j +1 · · · a j +k+l , it follows from the definition of T that
Lemma 5.3. The map T : F → SAut(H ) is feasible.
Proof. It is obvious that (i) in Lemma 3.1 holds.
By the definition of T , (ii) in Lemma 3.1 holds. We claim that (iii) in Lemma 3.1 holds. Since H is Abelian, it suffices to show that
n such that σ = a j a j +1 · · · a j +k and τ = a j +k+1 a j +k+2 · · · a j +k+l . By the definition of T , it is complete.
The following theorem shows that we can choose any value of f onŨ A , and such a variety of f possibly provides the isomorphism classes of all extensions of H by F with T . Proof. We set f ρ,ρ = 1 H for each ρ ∈ F.
By Lemma 5.1, for each element µ ∈ R A there exists a unique (a i | i ∈ Z n ) ∈ A and j, k ∈ Z n such that µ := a j a j +1 · · · a j +k . For each ρ ∈ F the composite
can be written as T µ L(c) for some c ∈ H by Lemmas 5.1 and 5.2. We choose f ρ,ρµ as c if µ ∈ R A − U A .
For each µ ∈ F − R A and ρ ∈ F we set f ρ,ρµ := 1 H for convenience, though we can take any value of H in this case.
We will show that the extended map f : F × F → H is a factor set belonging to T . By definition f σ,σ = 1 H for each σ ∈ F. By Lemma 3.3, it suffices to show that . By Lemma 5.1, there exist a unique (a i | i ∈ Z n ) ∈ A and a unique ( j, k, l) ∈ Z 3 n such that σ = a j a j +1 · · · a j +k and τ = a j +k+1 a j +k+2 · · · a j +k+l . By the definition of the extended map f , we see directly that (iii) in Lemma 3.1 holds, actually, (12) is equal to T τ (1 H ).
Since each case does not depend on the choice of ρ, we conclude that f is a factor set belonging to T . Each factor set belonging to T can be obtained by the above construction sincef onŨ A can be chosen arbitrarily and the arbitrarily chosenf induces a unique association scheme by the construction.
Application
Let (X, G) be an association scheme. For each D ⊆ G we define the thin centralizer of D to be d∈D {g ∈ G | n g = 1, gd = dg}, and we define the thin center of G to be the thin centralizer of G.
In this section we will show an application of our results for p-schemes where p is a prime. Recall that (X, G) is called a p-scheme if |X| g∈G n g is a power of p. Combining Sylow's theorem in group theory and observation for p-schemes we obtain the following proposition.
Proposition 6.1. Let (X, G) be a p-scheme. If (X, G) is Schurian, then G has a non-trivial thin center.
Proof. Since (X, G) is Schurian, there exists a transitive permutation group Γ on X such that G = {(x, y) Γ | x y ∈ X} where (x, y) Γ := {(x γ , y γ ) | γ ∈ Γ }.
We claim that Γ is a p-group. Suppose not, i.e. there exists a non-trivial Sylow subgroup Θ of Γ whose order is prime to p. Since |X| is a power of p, there exists x ∈ X such that x Θ = {x}. Let ∆ denote the stabilizer of x ∈ X in Γ . Then Θ ≤ ∆, so that |y Θ | divides |y ∆ | for each y ∈ X. Recall that there exists a one-to-one correspondence between G and the orbits of ∆ on X, and that |y ∆ | is equal to the valency of r (x, y) where r (x, y) is the member of G containing (x, y). Since (X, G) is a p-scheme, it follows that |y Θ | = 1 for each y ∈ Y . This implies that |Θ | = 1, a contradiction.
