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Video-ception Network: Towards Multi-Scale
Efficient Asymmetric Spatial-Temporal Interactions
Yuan Tian, Guangtao Zhai, and Zhiyong Gao
Abstract—Previous video modeling methods leverage the cubic
3D convolution filters or its decomposed variants to exploit the
motion cues for precise action recognition, which tend to be
performed on the video features along the temporal and spatial
axes symmetrically. This brings the hypothesis implicitly that the
actions are recognized from the cubic voxel level and neglects the
essential spatial-temporal shape diversity across different actions.
In this paper, we propose a novel video representing method that
fuses the features spatially and temporally in an asymmetric way
to model action atomics spanning multi-scale spatial-temporal
scales. To permit the feature fusion procedure efficiently and
effectively, we also design the optimized feature interaction layer,
which covers most feature fusion techniques as special case of it,
e.g., channel shuffling and channel concatenating. We instantiate
our method as a plug-and-play block, termed Multi-Scale Efficient
Asymmetric Spatial-Temporal Block. Our method can easily
adapt the traditional 2D CNNs to the video understanding tasks
such as action recognition. We verify our method on several
most recent large-scale video datasets requiring strong tempo-
ral reasoning or appearance discriminating, e.g., Something-to-
Something v1, Kinetics and Diving48, demonstrate the new state-
of-the-art results without bells and whistles.
Index Terms—Action recognition, 2D CNN, asymmetric
spatial-temporal modeling, temporal modeling, efficient CNN.
I. INTRODUCTION
V IDEO action recognition is an open challenging problemand has draw much attentions in both computer vision
research community and industry by reason of its fundamental
for tremendous applications, e.g., anomaly events analysis,
human behavior monitoring, video surveillance, to name a few.
Inspired by the breakthrough brought by CNNs on still image
recognition task, i.e., the classification performance surpassing
the human on ImageNet [3], the recent state-of-the-art video
recognition methods also leverage the CNNs enhanced with
temporal modeling ability for spatial-temporal modeling.
There are three promising temporal modeling strategies
studied extensively. The first one is early temporal fusion
where the temporal relation between consecutive frames are
encoded before sending to the CNNs. For example, the two-
stream architectures [4] takes optical flow map modalities
as 2D CNN input. Dynamic image network [5] propose to
compress a video clip to a novel single RGB dynamic image.
The second one is late temporal fusion where the video frames
are first encoded by 2D CNN and then fused. For instance,
TSN [6] exploits several temporal consensus functions and
achieves strong results. Timeception [7] leverages multi-scale
Y. Tian, G. Zhai, Z. Gao are with the Institute of Image Communication and
Network Engineering, Shanghai Key Laboratory of Digital Media Processing
and Transmissions, Shanghai Jiao Tong University, Shanghai 200240, China
(e-mail: {ee tianyuan,zhaiguangtao,zhiyong.gao}@sjtu.edu.cn).
Fig. 1: (a) Examples from the Something-Something
dataset [1]. The groundtruth for the two videos are throwing
something in the air and catching it and throwing something
in the air and letting it fall. The motion degrees of different
actions are hugely different and the scales of involved objects,
i.e., the socket and the ball, are also diverse. This requires
multi-scale spatial modeling. (b) The video of forward and
PIKE from the Diving48 dataset [2]. The action can only
be recognized by first discriminating the short-term action
atomics and then reasoning the long-term dependence order
between them. This requires multi-scale temporal modeling.
temporal convolutions for long-range temporal modeling. The
above two ways mostly model the spatial information and
the temporal relations separately and may show instable
performance across different datasets. Thus, the researchers
seek for the 3D convolution as the third way to model the
spatial appearance and the temporal motion simultaneously,
which are widely adopted in the most recent video recog-
nition architectures, e.g., C3D network [8], 3D-ResNet [9],
R(2+1)D CNNs [10][11] and Slowfast networks [12]. The 3D
convolution has several advantages for video recognition: (1)
The 3 dimensional kernels couple the appearance and temporal
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dynamics modeling, which is naturally powerful for spatial-
temporal classification tasks such as action recognition task.
(2) Expanding the 2D kernels into 3D kernels [13][14] con-
verts the 2D CNNs to 3D CNNs immediately while leveraging
the architecture designs [15][16] on ImageNet [3] and even
their parameters.
However, the 3D CNNs show surprisingly inferior per-
formances compared with the methods aggregating the 2D
CNN results of each frame [17] or stacking other temporal
reasoning modules [18][19][20][21] on top of 2D CNNs.
This phenomenon can be demonstrated both quantitatively and
intuitively. Quantitatively, on a appearance and scene biased
action dataset, i.e., Kinetics, 3D-ResNet101 [14] (62.8%) is
obviously surpassed by its 2D counterpart TSN [17] with
BNInception (73.9%), which simply averages the classification
results of each frames. On a temporal motion biased action
dataset, i.e., Something-Something v1, I3D [22] with 3D-
ResNet50 backbone (41.6%) achieves much inferior perfor-
mance compared with TSM [19] with 2D-ResNet50 (49.7%)
even with a much heavier computation cost (306 GFLOPs vs.
98 GFLOPs), which is a zero-parameter temporal reasoning
module. Intuitively, as shown in Fig. 1, videos require diverse
spatial or temporal receptive fields to be classified accurately,
which can not be guaranteed by stacking few ordinary 3D
convolutional kernels of size 3× 3× 3.
Motivated by the issues above, we propose to modeling the
spatial-temporal correlation between appearance and motion
in an asymmetric manner, instead of the symmetric kernel of
3D convolution (usually 3 × 3 × 3). More specifically, we
propose the multi-scale efficient asymmetric spatial-temporal
block (MS-EAST-Block) to first exploit the spatial cue with
2D spatial filters of different size and then aggregate the
rich spatial features with 1D temporal filters spanning long-
short ranges. By stacking the block, our method can model
the actions of rich spatial-temporal scales in an hierarchical
manner.
To keep our method extremely efficient, our method follows
several efficient CNN architecture designing practices. (1)
Partial channel transformation. GST [18] studies that the
features can be divided into two channel groups, i.e., the static
appearance and the dynamic motion. The motion group only
occupies a relative small proportion. ResNext [23] also find the
heavy redundancy in the vanilla ResNet [16]. Therefore, the
MS-EAST-Block is also only performed on a small proportion
of the feature channels (1/4 or 1/8). (2) Group convolution.
The MS-EAST-Block performs spatial or temporal model-
ing separately in each group for each kernel size and rely
on the channel interaction operation to fuse the multi-scale
features. (3) Efficient feature interaction strategy. Previous
methods [24][23] argue that the channel shuffling operation
can perform channel interaction more efficiently and is zero-
parameter. Inspired by them, we proposed the novel Optimized
Feature Interaction Layer to fuse the spatial and temporal
features in isolated groups, which covers most feature fusion
techniques as special case of it. In the experiment part, we
demonstrate that the proposed layer achieves conspicuous
performance improvement while only introducing marginal
learnable parameters and computation cost.
Through our extensive experiments on several large-scale
action recognition datasets, i.e., Something-Something v1 [1],
Kinetics [13] and Diving48 [2], we demonstrate that our
method compares favorably with widely-used 3D CNNs and
other light-weight temporal reasoning modules for video
modeling, and achieves the new state-of-the-art results. We
summarize our contributions as follows:
• We propose a novel simple efficient yet effective spatial-
temporal representation method that fuses the features
spatially and temporally in an asymmetric way to model
action atomics spanning various spatial-temporal scales,
instantiated as a plug-and-play Multi-Scale Efficient
Asymmetric Spatial-Temporal Block.
• We perform an extensive ablation analysis of the proposed
method to study its effectiveness in video action recogni-
tion and also show the trade-offs between the computation
cost and the performance following different designing
practices.
• We achieve state-of-the-art or competitive results on
several large scale video datasets with comparable pa-
rameters and FLOPs compared to existing approaches.
II. RELATED WORKS
A. Deep Video Recognition
Early works tend to fine-tune the 2D CNN networks on
video dataset while relying on the optical flow input modality
or post processing to capture the temporal information. Two-
stream CNNs [25][4] takes in the RGB input (spatial stream)
and the optical flow input (temporal stream) respectively.
Simonyan et al. [25] first proposed the original framework.
Feichtenhofer et al.[4] then studied several feature-level fusion
strategies between the two-streams. Later, temporal segment
network (TSN) [17] proposes a new spare frame sampling
strategy and uses temporal consensus functions to aggregate
features of each frame. These methods achieve favorable
results on the small video datasets, e.g., UCF101 [26] and
HMDB51 [27]. However, the limited parameter number and
the unlearnable temporal modeling of the methods above
may humble the performances on large scale datasets, e.g.,
Kinetics [13].
To learn the temporal evolution along with the spatial infor-
mation simultaneously, 3D networks, e.g., C3D network [8],
I3D [13], 3D-ResNet [9], R(2+1)D CNNs [10][11] and Slow-
fast networks [12], recently have gained much attention as
another research line. C3D [8] network is the first 3D network
with only few layers. However, it has a huge number of
parameters and is relatively hard to train. I3D [13], which
is abbreviated from inflated 3D networks, propose to inflate
the 2D CNNs [15][16] pretrained on ImageNet [3] by copy-
ing weights and achieves promising results on Kinetics [13]
dataset. 3D-ResNet [9] systematically evaluates several popu-
lar inflated structures and find that inflated 2D-ResNet inherits
the advantages of ResNet [16], i.e., easy to converge and
consume low computation cost. R(2+1)D [10] decomposes
the 3D convolution into a 2D convolution followed by 1D
convolution and learns discriminative enough features for
action recognition. Slowfast networks [12] involves a slow
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pathway to capture spatial semantics at low frame rate and
a fast pathway to capture motion at fine temporal resolution.
We value the merits of modeling spatial and temporal features
separately.
B. Multi-scale CNN Architectures
CNNs are naturally equipped with multi scale feature repre-
sentation ability due to the hierarchical stacking of convolution
kernels. The VGGNet [28] propose to enlarge the receptive
field by stacking more layers of small kernels than directly
using large kernels, through which the VGGNet learns more
powerful multi-scale representation than AlexNet [29]. More
recently, modern CNN architectures design the multi-scale
branches explicitly. The GoogLeNet [30] utilizes diverse filters
with different kernel sizes in parallel to encode the multi-
scale feature in each branch. However, the feature diversity is
often limited by the computational constraints due to its lim-
ited parameter efficiency. Latter, the Inception Nets [31][15]
propose to utilize more small filters in each branch of the
parallel branches in the GoogLeNet [30] to further expand the
receptive field. ResNet [16] allows different combinations of
convolutional operators by short connection and obtains much
deep network structure to achieve the more bigger receptive
field.
Segmentation problems usually rely on large receptive field
to capture the global contexts for finer results. Max pooling
and dilation convolution (also named atrous convolution) [32]
are widely adopted upon the backbone networks for this goal.
Pyramid scene parsing network (PSPNet) [33] harvests dif-
ferent sub-region representations by concatenating the multi-
level max-pooled features. DeepLab [34] proposes atrous
spatial pyramid pooling (ASPP), where multi atrous convo-
lution layers with different rates capture multi-scale feature
representations in parallel.
C. Efficient Neural Network Designing
State-of-the-art CNN architectures [16][23][35][36] dis-
cover that the redundancy in feature maps is an important
characteristic. ResNet [16] propose the bottleneck design in
each residual block, where the 1×1 layers are responsible for
reducing and then increasing dimensions, leaving the inter-
leaved 3× 3 performed on a smaller input/output dimensions.
Grouped convolution and depthwise convolution are then
widely utilized due to their low computational cost. Grouped
convolution is first introduced in AlexNet [29] for the purpose
of distributing the model over multi GPUs and then widely
used in later network architectures, e.g., ResNeXts [23], for
efficient computing. Depthwise convolution is the special case
of grouped convolutions, where the feature channel of each
group is single. Recent compact models running on mobile
platforms such as MobileNetV2 [35] and ShuffleNet [24][37]
leverage the depthwise convolution extensively and achieve
effective results. Particularly, ShuffleNet [24] propose a novel
channel shuffling operation for fusing the features produced
by different group convolution filters. This operation is more
efficient and hardware-friendly then the ordinary 1×1 convo-
lution.
Fig. 2: Multi-scale video feature representation for larger
receptive field. (a) RF-L structure shows a stack of several
small (2+1)D kernels of size 3 × 3 × 3. (b) RF-L-Inception
structure is adapted from the 2D Inception block [31].
III. APPROACH
In this section, we first adapt some 2D CNN architectures to
their (2+1)D analogy for enlarging the receptive fields and ex-
tracting rich multi-scale features. However, the receptive fields
are spatial-temporal symmetric. To exploit the spatial-temporal
asymmetry existed widely in the real-word video actions, we
propose the Optimized Feature Interaction Layer for enhancing
the asymmetric interactive richness of spatial-temporal feature
streams and then utilized this layer to build the Multi-Scale
Efficient Asymmetric Spatial-Temporal Block. Finally, we de-
velop a new efficient video modeling network upon the block
with an extremely efficient architecture and high performance.
A. Multi-Scale Spatial-Temporal Modeling Architecture
In video recognition field, recent works such as
R(2+1)D [10] and P3D [11] propose to decouple the
3D spatial-temporal filters of size 3× 3× 3 into a 1× 3× 3
convolutional filters impacting on the spatial domain followed
by a 3 × 1 × 1 convolutional filters acting as a 1D temporal
filter. This decomposition reduces the computation cost and
introduces more non-linearity to the whole architectures.
Thus, we adopt the (2+1)D convolution instead of 3D
convolution in our method.
Deep convolution neural networks, e.g., VGGNet [28], often
stacks a large number of small convolution filters in an hier-
archical manner for implicit multi-scale image representation
learning. Following them, we propose the RF-L structure
for capturing video features within Larger Receptive Field,
as shown in Fig. ?? (a). Latter works such as Inception-
Net [31] explicitly extract multi-scale features with isolated
branches, each of which are composed of convolution kernels
of different sizes. Group convolution has been widely used
in light-weight CNN designing, for example, ResNext [23],
ShuffleNet [24], channel-separated convolutional networks
(CSN) [38], Inception networks [31], to name a few, which
reduces the computation cost by several times. We adapt the
Inception architecture [31][15] and propose the efficient RF-
L-Inception structure for video modeling, as shown in Fig. 2
(b).
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We propose to quantify the asymmetric spatial-temporal
interaction of the structures above as the path numbers from
one spatial feature channel to one temporal feature channel,
where the sizes of the kernels for producing the spatial feature
and the temporal feature are not equal. Given the output chan-
nel groups S = {S1, S2, ..., SG} of the spatial convolutions
and the input channel groups T = {T1, T2, ..., TG} of the
temporal convolutions, where G is the spatial or temporal
group numbers1, we define the interaction between the Si
and Tj as the number of the channels flowed from Si to Tj ,
denoted as NSi→Tj . The asymmetric interaction is formulated
as:
interactions =
G∑
i=0
G∑
j=0
NSi→Tj , i 6= j. (1)
Obviously, interactions is 0 for the structures above, in-
dicating their lack of asymmetric spatial-temporal modeling
capability.
B. Optimized Feature Interaction Layer
In this section, we propose a novel optimized feature
interaction layer to devise the efficient asymmetrical spatial
and temporal pathways, as shown in Fig. 3.
Given the features X = X1 ⊕ X2 ⊕ ... ⊕ XG produced
by spatial convolutions, where G is the group number. Now,
we assume there exists a transformation matrix F ∈ RG×G
performing on X to produce Y = Y1 ⊕ Y2 ⊕ ...⊕ YG. Y will
be convolved with G temporal convolution kernels of different
sizes. The channel number of each group of X and Y are all
denotes as C. In the following parts, we omit the domain of
i ∈ [1, G] and j ∈ [1, G]. We formulate the above as:
Y = F ×X, (2)
Y1...
YG
 =
W11 ... W1G...
WG1 ... WGG
×
X1...
XG
 , (3)
where the Yi is the linear weighting sum of {X1, X2, .., XG}:
Yi =Wi1 ·X1 +Wi2 ·X2 + ...+WiG ·XG, (4)
We also assume that each group Xi of X are also sub-grouped
into G sub-groups: Xi = Xi1 ⊕ Xi2 ... ⊕ XiG . Then, the
multiplications between the weighting parameter Wij and the
feature Xi in each group also follows the group decomposition
calculation rules:
Wij ×Xi = (Wij1 ×Xi1)⊕ ...⊕ (WijG ×XiG), (5)
Optimization goal:
(1) Asymmetric Spatial-Temporal Interaction Richness.
Each group (Yi) of Y should contain the information partially
flowed from every group of X . From Eq. 4, we have:
|Wij | > 0, (6)
1We assume the spatial and the temporal features are divided into groups
of equal number for simplicity.
Fig. 3: The optimized feature interaction layer interacts the
features distributed in the isolated layers efficiently. The goal
is to ensure that each feature group flowing into the tem-
poral convolutions shall contain the information from every
spatial convolutions. This layer can be parameter-free or
data-dependent by end-to-end training constrained by several
regularizations.
This term facilitates higher intra-group interaction richness of
X taken input by the subsequent temporal convolutions.
(2) High network capacity. Previous works [35][39][40]
demonstrate that the wider networks lead to better performance
and the width is even more important than the depth of
networks in some architectures [39]. Inspired by them, we
assume the network capacity is positive about the number of
effective feature groups. To ensure the effectiveness of every
group, each feature group Yi of Y should be orthogonal with
the other groups, then:
Yi · Yj = 0, i 6= j, (7)
Through combining Eq. 7 and Eq. 4, we have:
|[Wi1, ...,WiG] · [Wj1, ...,WjG]T | → 0, i 6= j, (8)
This term facilitates the lower inter-group similarity of Y and
thus leads to the wider network of higher capacity.
(3) Sparse Transformation Matrix.
|F | =
G∑
i=1
G∑
j=1
|Wij | → 0, (9)
This term penalizes the large weights in the transformation
matrix F for numerical stability.
In practice, F can be implemented as a differential linear
transformation layer and learned through end-to-end training
simultaneously with other differential components while reg-
ularized by the regular terms (Eq. 6 8 9) above.
Discussions:
(1) vs. Channel grouping operation. If relaxing the fullness
regularization formulated by Eq. 6, one particular solution is
{ Wij(k) = 1, i = j, k = 0,
Wij(k) = 0, others.
. (10)
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The operation of the proposed layer is degenerated to the
channel grouping operation where the each output group
feature is identical to that of the input group. This results
in interaction = 0.
(2) vs. Dropout operation [41]. If relaxing the network
capacity regularization formulated by Eq. 8, one particular
solution is
{ Wij(k) = 1, k = 0,
Wij(k) = 0, others.
, (11)
Yi = X11 ⊕X21 ⊕ ...⊕XG1 . (12)
The operation of the proposed layer is degenerated to the
Dropout [41] followed by a concatenating operation where the
each output group feature is the summing of the first 1G part
of every input group. This indeed improve the interaction to
G · C. However, all the output groups are the same feature,
reducing the network capacity by 1G times.
(3) vs. Channel shuffle operation [24]. This operation can
be implemented by Eq. 3 conditioned with
{ Wij(k) = 1, k = i,
Wij(k) = 0, others.
. (13)
This improve the interaction to G · C and also retain the
original network capcity. Moreover, we surprisingly find that
this solution fulfills both the three regularizations above.
C. Multi-Scale Efficient Asymmetric Spatial-Temporal Block
In this section, we combine the RF-L-Inception structure
in Fig. 2 and the optimized feature interaction layer in
Fig. 3 to build the Multi-Scale Efficient Asymmetric Spatial-
Temporal Block for extremely efficient multi-scale spatial-
temporal video feature extraction, as shown in Fig. 4.
Spatial-temporal feature decoupling. Decomposing the
3D filter into 2D filter followed by 1D filter has gained
big success in R(2+1)D Net [10] and its improved variants
such as video correlation networks [42]. Unlike them, the
MS-EAST block performs multi-scale spatial and temporal
modeling efficiently compared to the single scale spatial-
temporal feature extracting proficiency of R(2+1)D Net [10]
in each layer.
Bottleneck design. GhostNet [36] demonstrates there exist
many similar pairs of feature maps in each layer of ResNet50.
Group spatial-temporal aggregation (GST) [18] also find that
only performing spatial-temporal modeling on a small pro-
portion of the original 2D CNN features can achieve more
accurate action recognition then its 3D counterparts. Inspired
by them, we adaptively select a subset (e.g., 14 or
1
8 ) of the
input features, then perform multi-scale asymmetric spatial-
temporal modeling on the selected feature and restore the
channel number by 1× 1 convolution operation.
Dilation convolution. Inspired by the utilizing of dilated
convolutions for multi-scale context aggregation [32], we also
leverage this technique to exponentially expand receptive fields
Fig. 4: Multi-scale efficient asymmetric spatial-temporal block
utilizes grouped spatial convolution and grouped temporal con-
volution of diverse kernel sizes to extract multi-scale spatial-
temporal features. Moreover, the optimized feature interaction
layer detailed in III-B is introduced for efficiently fusing the
features isolated in spatial-temporal groups asymmetrically.
of convolution operation without introducing extra computa-
tional costs or parameters. The dilated spatial and temporal
convolutions are formulated respectively as:
Y (x, y) =
W∑
i=0
H∑
j=0
X(x+ r · i, y + r · j)w(i, j), (14)
and
Y (t) =
T∑
i=0
X(t+ r · i)w(i), (15)
where X and Y denote the input and output features separately,
w denotes the learnable filter, r is the dilation rate , W,H and
T is the spatial and temporal size of the input features.
Identity and max-pooling operations. We leverage the
identity operation instead of the 1 × 1 convolution in the
spatial feature extracting stage for that the feature interaction
layer and the following temporal modeling stage will both
interacting the features of different channels. Moreover, we
replace partial 3×3 convolution with max-pooling operation of
kernel size 3×3 to preserve high-frequency part of some fea-
tures, which is complementary to the low-frequency features
extracted by spatial convolution operation. Additionally, the
two strategies above reduce the number of parameters further
and thus alleviate the risk of over-fitting.
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D. Network Architecture
The proposed MS-EAST-Block is flexible and can be easily
integrated with most of the current networks stacked by 2D or
3D convolutions. More specifically, we adopt 2D-ResNet [16]
as the backbone networks and insert the proposed MS-EAST-
block between the residual blocks. We customize the spatial-
temporal receptive filed by leveraging a different number of
this block. The final prediction is a simple average pooling
of each frame. The whole architecture above is termed as
Video-ception network. We also conduct experiments to show
if other more sophisticated late feature fusion method such as
TRN [43] and ECO [44] can improve the performance further.
IV. EXPERIMENTS
A. Video Datasets
We evaluate our model on four large-scale video datasets
that have rather different properties, corresponding to the
distinct aspects of video recognition.
Something-Something. This dataset includes v1 [1] and
v2 [45], which are two large scale crowd-sourcing video
datasets for action recognition. There are totally about 110k
(v1) and 220k (v2) videos for 174 fine-grained classes with
diverse objects and scenes, focusing on humans performing
pre-defined basic actions. The same action is performed with
different objects (something) so that models are forced to
understand the basic actions instead of recognizing the objects.
Moreover, the required spatial-temporal receptive-field varies
hugely across different fine-grained level actions as shown in
Fig. 1 (a), which is very suitable for verifying the flexible
spatial-temporal modeling ability of the proposed method.
We mainly conduct ablation experiments and justify each
component on Something-Something v1 dataset.
Kinetics. Kinetics [13] is a challenging human action recog-
nition dataset, which contains 400 and 600 human action
classes. The actions includes human-object interactions such
as playing instruments, as well as human-human interactions
such as shaking hands and hugging. Compared to the temporal
reasoning required by the actions in Something-Something, the
actions in this dataset mainly rely on the appearance of the
objects and the background scenes to be discriminated. There
are two versions of this dataset: untrimmed and trimmed.
The untrimmed videos contain the whole video in which the
activity is included in a short period of it. However, the
trimmed videos contain the activity part only. We evaluate our
models on the trimmed version to prove the high appearance
network capacity and report the accuracy on the validation
set. We conduct the experiments on Kinetics-400 [13] because
there are many well known baseline methods benchmarked on
this dataset.
Diving48. Diving48 [2] is a newly released dataset with more
than 18K video clips for 48 unambiguous diving classes. This
proves to be a challenging task for modern action recognition
systems as dives may differ in three stages (takeoff, flight,
entry) and thus require modeling of long-term temporal dy-
namics. Particularly, the actions can only be recognized by
first discriminating the short-term action atomics and then
reasoning the long-term dependence order between them,
as shown in Fig. 1 (b). This requires multi-scale temporal
modeling. Therefore, we conduct experiments on this dataset
to verify the multi-scale spatial-temporal modeling ability of
our method comprehensively. We report the accuracy on the
official train/val split.
B. Implementation Detail
We implement our model in Pytorch [46]. We adopt
ResNet50 [16] pretrained on Imagenet [3] as the backbone.
The parameters within the MS-EAST-Blocks are randomly
initialized. For the temporal dimension, we use the sparse
sampling method described in TSN [6]. Specifically, the videos
are first divided into several segments of equal duration, and
then one snippet is randomly sampled from its corresponding
segment. The snippets forms the clip input to the networks.
For spatial dimension,the short-side of the input frames are
resized to 256 and then cropped to 224× 224. We do random
cropping and flipping as data augmentation during training
time. It’s worth to note that we do not perform horizontal
flipping on some moving direction related action classes such
as ”moving something from left to right”. We train the network
with a batch-size of 72 on 6 NVIDIA GTX-2080Ti GPUs and
optimize using SGD with an initial learning rate of 0.01 for
about 40 epochs and decay it by a factor of 10 every 10 epochs.
The total training epochs are about 70. The dropout ratio is
set to be 0.3 as in [18]. During the inference time, we sample
the middle frame in each segment and do center crop for
each frame. We report the results of 1 crop unless specified.
Noting that many state-of-the-art methods report their final
performances with 5 or 10 crops, which enlarge the inference-
time computation cost by 5 or 10 times. Moreover, We only
use RGB modality as the input to our model, unlike two-
stream networks [25][4] which use both RGB and optical-flow
modalities.
C. Ablation Study
We conduct extensive ablation studies on the Something-
Something V1 [1] dataset to demonstrate the effectiveness of
every aspects of our method. All the MS-EAST-Blocks in this
experiments are of receptive field 5× 5× 5 and performed on
the 14 proportion of input features if no specified otherwise. To
facilitate the training process in these experiments, we adopt a
smaller input resolution: the short-side of the input frames are
resized to 128 and then cropped to 112× 112. The batch size
is of 120. For the convenience of expression, the five blocks
of ResNet-50 are denoted as conv1, conv2, conv3, conv4 and
conv5 respectively.
For verifying the importance of multi-scale and asymmetric
modeling of our method, we compare against the following
baselines:
• TSN model. The vanilla TSN based on ResNet-50 model.
• RF-S model. The spatial-temporal modeling block in this
model is implemented as a 3 × 3 × 3 (2+1)D convolu-
tions, which only capture single-scale features with relative
smaller receptive field.
• RF-L model. The spatial-temporal modeling block in this
model is implemented as stacked two 3 × 3 × 3 (2+1)D
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Methods Backbone
Receptive
field
Asymmetric Multi-scale
Parameter
number
Something-Something v1
Top1 (%) Top5 (%)
TSN [6]† ResNet50 - - - 23.87M 14.90 36.97
TSM [19]† ResNet50 1× 3 X - 23.87M 42.11 71.01
GST [18]† ResNet50 3× 3 - - 21.04M 42.36 71.42
GST [18]† ResNet101 3× 3 - - 37.52M 41.16 69.76
RF-S ResNet50 3× 3 - - 27.57M 43.72 73.14
RF-L ResNet50 5× 5 - - 27.35M 43.67 71.88
RF-L-Inception ResNet50 5× 5 - X 27.56M 43.84 72.59
RF-L-Inception-T ResNet50 1× 5 X X 27.28M 44.23 72.87
Ours ResNet50 5× 5 X X 27.55M 45.44 74.33
Ours ResNet101 5× 5 X X - - -
Ours-1/16 ResNet50 5× 5 X X 24.05M 44.00 72.65
TABLE I: Results of inserting different spatial-temporal modeling blocks to 2D ResNet-50 feature extraction network. †
indicates that the results are reproduced under the input clips of 8× 112× 112 by leveraging the codes open-resourced by the
authors.
Feature interaction
methods
Asymmetric
interaction
Spatial feature
utilization
Parameters
Something-Something v1
Top1 (%) Top5 (%)
channel grouping 0 1 0 43.69 72.10
dropout 232 0.25 0 44.64 73.03
channel shuffling 232 1 0 45.01 73.53
Ours /wo Reg < 232 < 1 0.086 M 45.22 73.93
Ours ∼ 232 ∼ 1 0.086 M 45.44 74.33
TABLE II: Results of inserting different spatial-temporal modeling blocks to ResNet-50 feature extraction network. Larger
Asymmetric interaction and spatial feature utilization bring more performance gain.
Usage of MS-EAST-Block
(# layers)
Something-Something v1
Top1 (%) Top5 (%)
none (0, baseline) 14.90 36.97
res1 (1) 34.24 61.84
res1,2 (2) 38.27 66.52
res1,2,3 (3) 41.13 69.90
res1,2,3,4 (4) 45.44 74.33
res1,2,3,4,5 (5) 43.24 71.68
res2,3,4,5 (4) 43.88 72.24
TABLE III: Results of inserting MS-EAST-Block to ResNet-
50 feature extraction network. The accuracy is consistently
better, when more blocks are progressively inserted into the
shallow layers.
Usage of MS-EAST-Block
(# layers)
Something-Something v1
Top1 (%) Top5 (%)
0 14.90 36.97
1/2 44.93 73.66
1/4 45.44 74.33
1/8 44.83 72.81
1/16 44.00 72.65
TABLE IV: Results of different feature proportions for spatial-
temporal modeling.
Design
Parameter
number
Something-Something v1
Top1 (%) Top5 (%)
Avg Pool 27.55M 45.42 73.98
Max Pool 27.55M 45.44 74.33
Wo Max Pool 27.55M 44.19 73.45
Max Pool 27.55M 45.44 74.33
Wo inter ReLU 27.55M 44.65 73.30
Inter ReLU 27.55M 45.44 74.33
Wo dilation 27.95M 45.54 73.09
Dilation 27.55M 45.44 74.33
TABLE V: Detailed design of MS-EAST-Block. Max-pooling
operation, inter ReLU strategy and dilation convolution both
improve the performance.
convolutions as shown in Fig. 2 (a), which capture single-
scale features with larger receptive field.
• RF-L-Inception model. The spatial-temporal modeling
block in this model is implemented as Inception-like (2+1)D
convolution group as shown in Fig. 2 (b), which capture
multi-scale features with larger receptive field. However, the
spatial and temporal receptive field is symmetric.
• RF-L-Inception-T model. The spatial-temporal modeling
block in this model is implemented as Inception-like 1D
convolution group, which only capture multi-scale temporal
features with larger receptive field. This model is utilized for
comparison with other methods, e.g., TSM, only modeling
along the temporal axis.
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To keep the parameter number of the baselines consistent
with our method, we set the proportion of features flowing
into spatial-temporal modeling block as 1/6, 1/8, 1/4 and
1/4 for RF-S, RF-L, RF-L-Inception and RF-L-Inception-T
model respectively.
1) The importance of multi-scale asymmetric spatial-
temporal modeling: All the spatial-temporal modeling blocks
of the baselines and our model are inserted after the conv1,
conv2, conv3 and conv4 blocks, following the residual bottle-
neck design. As shown in Tab. I, our method outperforms both
other state-of-the-art methods and our baselines largely. This
shows the asymmetric multi-scale spatial-temporal modeling
with larger receptive field can mine the temporal reasoning
information much better. Also, compared with the RF-L-
Inception model, our method with asymmetric spatial-temporal
modeling ability improves the performance significantly with
almost no extra computation cost. It’s worth to mention
that asymmetric modeling is far more effective than the
multi-scale designing. Multi-scale learning only contributes
marginal performance gain: 0.73% (from RF-S model to RF-
L-Inception) whereas asymmetric modeling bring conspicuous
improvement: 1.75% (from RF-L-Inception to our method).
Moreover, all of our baselines outperform TSM network ob-
viously, which exchanges part of the channels along temporal
dimension and invalidates this part of the features, indicating
the importance of keeping the original feature structure of the
2D backbone CNNs. To eliminate the influence of the extra
spatial modeling introduced by our method, we propose the
RF-L-Inception-T baseline consists of only temporal convolu-
tions. The performance comparison also prove the merits of
multi-scale feature extraction paradigm.
Partially similar to our method, GST also converts some 2D
spatial features to 3D spatial-temporal features while utilizing
3D convolutions of 3× 3× 3 spatial-temporal receptive field.
However, all of our baselines except for the RF-S model
outperforms GST, proving the superiority of utilizing lager
spatial-temporal receptive field.
To compare with TSM strictly, we set the spatial-temporal
modeling proportion of our method as 1/16, resulting the com-
parable parameter number as them. Our method outperforms
TSM by 1.89% in terms of Top1 accuracy although TSM
perform temporal modeling on more feature maps (1/8 of the
input feature maps).
2) The Superiority of Optimized Feature Interaction
Layer: We conduct experiments to compare the proposed op-
timized feature interaction layer with other feature interaction
methods, as shown in Tab. II. When utilizing plain channel
grouping between the spatial and the temporal feature extrac-
tors, our method degenerates to the RF-L-Inception baseline
and shows the most inferior performance. Channel shuffling
operation have the richest asymmetric spatial-temporal inter-
action and the highest spatial feature utilization percentage.
However, the performance is slightly worse than our method
because the operation is unlearnable and thus can not select
the interacting features automatically in an data-driven way.
3) Other designs: Where to insert the block? The pro-
posed MS-EAST-Block can replace any identity path of the
backbone network and convert partial spatial features to multi-
scale spatial-temporal features immediately. In this section, we
consider to evaluate the impact of inserting the MS-EAST-
Blocks after different Resnet blocks, as shown in Tab. III.
Accuracy steadily improves when more MS-EAST-Block are
used and saturates when inserting after the res1, 2, 3 and 4
layers. Therefore, in all of our experiments, we insert four MS-
EAST-Blocks into backbone network as above respectively if
not specified otherwise. Interestingly, we get much inferior
performance when trying to insert the block after the res 2,3,4
and 5 blocks as previous works [47]. This is intuitive because
our block has lager receptive field and requires to be performed
on feature maps of larger spatial resolution.
What proportion of features need to be converted into space-
time features? Our method convert some spatial channels of
original 2D CNN to spatial-temporal channels. As shown in
Fig. IV, we achieve the best result with utilizing 18 pro-
portion of the original features. Too high proportion will
reduce the spatial modeling capacity and corrupt the features
of the pretrained models on the image tasks, whereas too
low proportion leads to insufficient spatial-temporal modeling
capacity. Moreover, we find only applying our method to 116
features also outperforms the TSN baseline by over 29%,
demonstrating that rich spatial information are much important
even on the datasets with temporal reasoning annotations,
e.g., Something-Something, while temporal information can
be small proportion but necessary.
Are features learned by convolutions enough? Recent works on
images [31] and videos [48] show that the pooling operations
can improve the feature expression of convolutions manifestly.
R(2+1)D network [10] also interprets partial performance
gain to the extra linearity introduced by the ReLU operation
inserted between the spatial convolutions and the temporal
convolutions. Previous works argue that the dilation convo-
lution can improve the performance by capturing long range
relationships without introducing extra parameters. In this part,
we conduct experiments to verify if these designs are com-
plementary to our method. As shown in Tab. V, the pooling
operation improves the performance significantly (1.25% Top1
accuracy) while our method is not sensitive to the specific
implementation of the operation. Either average pooling or
max pooling can achieve excellent performance. Max pooling
has slight advantage over average pooling because the regions
of focusing objects and the key frames related to action state
changes are only a small proportion of the input video data.
Also, we find that the extra non-linearity introduced by the
intermediate ReLU operations between spatial convolution
and temporal convolution also benefits the performance obvi-
ously, which is consistent with the conclusion from previous
works [10]. Finally, we demonstrate that the dilated convo-
lution outperform the ordinary convolution by 1.24% with
less parameters in terms of Top5 accuracy, showing the better
generalization ability.
D. State-of-the-Art Comparison
1) Something-V1: The recognition performance obtained
by our method is compared with state-of-the-art approaches
that just use RGB frames, as shown in Tab. VI. We also report
IEEE TRANSACTIONS ON IMAGE PROCESSING 9
0 5 10 15 20 25 30
Moving something down
Poking something so that it spins around
Throwing something
Moving something and something so they pass each other
Pretending to take something out of something
Pushing something so that it falls off the table
Moving away from something with your camera
Pulling two ends of something so that it separates into two pieces
Pushing something from left to right
Spilling something next to something
Fig. 5: The action classes with the highest improvement over GST [18] on Something-Something v1 dataset [1]. X-axis shows
the percentage of corrected samples for each class. Y-axis labels are the corresponding action categories.
Method Backbone Pre-training #Frames GFLOPs Top-1 (%) Top-5 (%)
I3D [13] 3D-ResNet-50 Kinetics 32×3×2 153×3×2 41.6 72.2
Non-local [49] 3D-ResNet-50 Kinetics 32×3×2 168×3×2 44.4 76.0
GCN+Non-local [22] 3D-ResNet-50 Kinetics 32×3×2 303×3×2 46.1 76.8
ECO(En) [44] BNInc + 3D-ResNet-18 Kinetics 92×1×1 267×1×1 46.4 -
ECO(En)+flow [44] BNInc + 3D-ResNet-18 Kinetics 92+92 NA 49.5 -
TSN [6] BN-Inception ImageNet 8 16 19.5 -
TSN [6] BN-Inception ImageNet 16 32.73 17.52 -
MultiScale TRN [43] BN-Inception ImageNet 8 16.37 34.44 63.2
MultiScale TRN+flow [43] BN-Inception ImageNet 8 - 42 -
R(2+1)D [?] ResNet-34 Sports-1M 32 152 45.7 -
S3D-G [50] InceptionV1 ImageNet 64 71.38 48.2 78.7
TSM [19] ResNet-50 Kinetics 8 33 45.6 74.2
TSM [19] ResNet-50 Kinetics 16 65 47.2 77.1
STM [21] ResNet-50 ImageNet 8×3×10 33×3×10 49.2 79.3
STM [21] ResNet-50 ImageNet 16×3×10 67×3×10 50.7 80.4
GST [18] ResNet-50 ImageNet 16 59 48.6 77.9
TEA [20] ResNet-50 ImageNet 8×1×1 35×1×1 48.9 78.1
TEA [20] ResNet-50 ImageNet 16×1×1 70×1×1 51.9 80.3
TEA [20] ResNet-50 ImageNet 16×3×10 70×3×10 52.3 81.9
Ours
ResNet-50 ImageNet 8 36.19 49.78 78.37
ResNet-50 ImageNet 16 72.38 - -
ResNet-50 ImageNet 8+16 - - -
ResNet-50 ImageNet 16×3×10 - - -
TABLE VI: Comparison to state-of-the-art on Something-V1. − indicates the paper didn’t provide the results.
the number of frames taken as input by each approach during
inference and the corresponding computation cost in terms
of FLOPs. The first block shows the approaches that utilizes
Full-3D CNNs. The second block in the table lists methods
leveraging 2D CNN and efficient 3D CNN implementation.
From the table, it can be seen that our result results in an
absolute gain of +32.28% (19.5% vs 49.78%) over the TSN
baseline. our method performs better than 3D CNNs or heavier
backbones with considerably less number of FLOPs although
those approaches use external data for pre-training or ensemble
the results from optical flow input. Under the comparable
computation budget, our method outperforms the most recent
works significantly, e.g., TSM and TEA.
E. Visualization
In Fig. 5, we show the top 10 action classes that improved
most by utilizing MS-EAST-Block instead of GST block upon
the CNN backbone. From the figure, it can be seen that the
MS-EAST-Block brings more multi-object interaction model-
ing and long-short term temporal reasoning abilities to the
backbone 2D CNNs than GST and improve the recognition of
some classes such as ”Spilling something next to something”
and ”Pulling two ends of something so that it separates
into two pieces”. To give a better understanding of these
performance improvements, we randomly select one video for
each one class above and feed the video into our network and
GST network based on ResNet-50 respectively. We extract the
8×14×14 convolution feature from res4 block and aggregate
the feature maps along the channel dimension by averaging
into the activation heatmaps. Finally, we overlay the heatmaps
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Fig. 6: Feature Visualization and prediction evolution. Compared to GST [18], our MS-EAST-Block can discover more
semantically consistent RoI for actions as well as reduce noisy backgrounds for correct prediction. In our result, we also
average the scores for adjacent same prediction results. Green bars show the correct prediction for the whole video clip.
The predicted result with all class confidences lower than 0.4 is considered as background. Our method also detect actions
accurately although trained only with classification label.
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on the original images for clear comparison.
Fig. 6 clearly demonstrate that our MS-EAST-Block can
discover more semantically consistent RoI for actions as
well as reduce noisy backgrounds for correct prediction.
Moreover, the feature activation heatmaps of our method are
more concentrated spatially. The results are originated from
two aspects: (1) Our optimized interaction layer select more
effective features by learning end-to-end while GST always
leverages the first group features. (2) max-pooling branch in
our block denoises the features. More concretely, for the video
from class ”Spilling something next to something”, our method
focus on the center region of surface from the first frame even
though the water is spilled after several frames. This illustrates
that our larger receptive design enables the interactions of
long-term action cues and also largely improve other action
classes needing to be inferred based on the state changes of
all frames, e.g., ”Pushing something from left to right”.
The stronger feature representation of our method provide
more accurate fine-grained action classification proficiency.
For example, our method distinguish the similar action pairs
such as ”spilling” vs. ”pouring” and ”pulling” vs. ”tearing”
clearly while GST confuses them.
We also show the temporal evolution process below the
heatmap in Fig. 6. Interestingly, our method also detect the
start and end of actions accurately although trained only with
classification labels. In the first example, when the water
begin to spill on the surface, the action state is changed from
Background to Spilling something next to something. Then,
the predicted state is also evolved correspondingly when the
spilled water begins to spread on the surface. This implies that
our method can be extended to a weakly supervised action
detection method in the future.
V. CONCLUSION
We proposed the multi-scale efficient asymmetric spatial-
temporal block for more efficient and effective video mod-
eling. Based on this block, we propose the video-ception
network. We performed an extensive evaluation to study its
effectiveness in video action recognition, achieving state-
of-the-art results on Something Something-V1 datasets. We
also demonstrate some visualization results for more intuitive
understanding of our method.
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