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Sparse signal recovery by ℓq minimization under
restricted isometry property
Chao-Bing Song, Shu-Tao Xia
Abstract—In the context of compressed sensing, the nonconvex
ℓq minimization with 0 < q < 1 has been studied in recent
years. In this paper, by generalizing the sharp bound for ℓ1
minimization of Cai and Zhang, we show that the condition
δ(sq+1)k <
1
√
sq−2 + 1
in terms of restricted isometry constant
(RIC) can guarantee the exact recovery of k-sparse signals in
noiseless case and the stable recovery of approximately k-sparse
signals in noisy case by ℓq minimization. This result is more
general than the sharp bound for ℓ1 minimization when the order
of RIC is greater than 2k and illustrates the fact that a better
approximation to ℓ0 minimization is provided by ℓq minimization
than that provided by ℓ1 minimization.
Index Terms—Compressed sensing, ℓq minimization, restricted
isometry property, sparse signal recovery.
I. INTRODUCTION
As a new paradigm for signal sampling, compressed sensing
(CS) [1], [2], [3] has attracted a lot of attention in recent
years. Consider a k-sparse signal x = (x1, x2, . . . , xp) ∈ Rp
which has at most k nonzero entries. Let A ∈ Rn×p be
a measurement matrix with n ≪ p and y = Ax be a
measurement vector. CS deals with recovering the original
signal x from the measurement vector y by finding the sparsest
solution to the underdetermined linear system y = Ax, i.e.,
solving the following ℓ0 minimization problem:
min ‖x‖0 s.t. Ax = y, (1)
where ‖x‖0 := |{i : xi 6= 0}| denotes the ℓ0-norm of x. Un-
fortunately, as a typical combinatorial optimization problem,
this optimal recovery algorithm is NP-hard [2]. One popular
strategy is to relax the ℓ0 minimization problem to an ℓ1
minimization problem:
min ‖x‖1 s.t. Ax = y. (2)
Due to the convex essence of ℓ1 minimization, we can solve
it in polynomial time [2].
In order to describe the equivalence condition between
reconstruction algorithms with polynomial time and ℓ0 mini-
mization, restricted isometry property (RIP) is introduced in
Cande`s and Tao [2], which has been one of the most popular
properties of measurement matrix in CS. We can rewrite the
definition of RIP as follows.
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Definition 1: The measurement matrix A ∈ Rn×p is said
to satisfy the k-order RIP if for any k-sparse signal x ∈ Rp,
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22, (3)
where 0 ≤ δ ≤ 1. The infimum of δ, denoted by δk, is called
the k-order restricted isometry constant (RIC) of A. When k
is not an integer, we define δk as δ⌈k⌉, where ⌈·⌉ denotes the
ceiling function.
There are a lot of papers to discuss the equivalence condition
between ℓ1 minimization and ℓ0 minimization in terms of RIC,
such as δk+δ2k+δ3k < 1 in Cande`s and Tao [2], δ2k <
√
2−1
in Cande`s [4], δ2k < 0.4652 in Foucart [5], δk < 1/3 in Cai
and Zhang [6], and δtk <
√
t−1
t (t > 4/3) in Cai and Zhang
[7]. In these conditions, δk + δ2k + δ3k < 1 is the first RIC
condition, while δk < 1/3 and δtk <
√
t−1
t (t > 4/3) are
sharp bounds in the sense that we can find counterexample
that ℓ1 minimization can’t find x exactly if these conditions
don’t hold [6], [7].
Instead of ℓ1 minimization, from the fact that
limq→0 ‖x‖qq = ‖x‖0, solving an ℓq(0 < q < 1) minimization
problem
min ‖x‖qq s.t. Ax = y (4)
may provide a better approximation to ℓ0 minimization. The
advantages of ℓq minimization can be found in [8]. Although
finding a global minimizer of (4) is NP-hard, a lot of algo-
rithms with polynomial time have been proposed to find a
local minimizer of (4), such as the algorithms in [8], [9], [10].
In practical applications, there often exist noises in mea-
surements and the original signal x may be not exact sparse.
In noisy case, we can relax the constraint in (4) as follows,
min ‖x‖qq s.t. y −Ax ∈ B, (5)
where B denotes some noise structure. In this setting, we need
to recover x with bounded errors, i.e., recover x stably.
Several RIC bounds of ℓq minimization are given in the
literature, such as δ2k < 0.4531 in Foucart and Lai [11],
δ2k < 0.4931 in Hsia and Sheu [12]. Other similar results
can be found in Saab, Chartrand and Yilmaz [13], Lai and
Liu [14], Zhou Kong, Luo and Xiu [15]. In this paper, we
mainly focus on the RIC condition of ℓq minimization. We
show that if δ(sq+1)k < 1√sq−2+1 (s > 0), ℓq minimization
can recover k-sparse signal exactly in noiseless case and
recover approximately k-sparse signal stably in noisy case.
From this condition, we show that as a relaxtion way closer to
ℓ0 minimization, ℓq minimization can guarantee sparse signal
recovery in a more general condition in terms of RIC.
2The remainder of the paper is organized as follows. In
Section II, we introduce related notations and lemmas. In
Section III, we give our main results in both noiseless and
noisy settings. In Section IV, unified proofs are given to the
main results in Section III. Finally, conclusion is given in
Section V.
II. PRELIMINARIES
Let ei’s ∈ Rp are different unit vectors with one entry of
1 or −1 in position i ∈ {1, 2, . . . , p} and other entries of
zeros, which Cai and Zhang [6] call indicator vectors. Let
v =
∑p
i=1 viei be an arbitrary vector in Rp, where ∀i ∈
{1, 2, . . . , p}, vi ≥ 0. Let supp(v) denote the support of v or
the set of indices of nonzero entries in v. Let vmax(k) be the
vector v with all but the largest k entries in absolute values
set to zeros and v−max(k) = v − vmax(k). For 0 < q < ∞,
let ℓq-norm of a vector v ∈ Rp as ‖v‖q = (
∑p
i=1 |vi|q)1/q .
In addition, let ‖v‖∞ = supi |vi| and ‖v‖0 = |supp(v)| be
the number of nonzero entries in v. Let vq =
∑p
i=1 v
q
i ei be
“the q power of the vector v”. In addition, let σ(A) denote
the spectral norm of A.
Then we introduce direct consequences of the Ho¨lder in-
equality as follows.
Lemma 1: If ∀v ∈ Rp and 0 < q < 1,
‖v‖q ≤ p
1
q
− 12 ‖v‖2.
Moreover, if v is k-sparse, then
‖v‖q ≤ k
1
q
− 12 ‖v‖2.
The following lemma introduced in Cai and Zhang [7] is
crucial to get the proposal results on δ(sq+1)k .
Lemma 2 (Sparse Representation of a Polytope): For a
positive number α and a positive integer t, define the polytope
T (α, t) ⊂ Rp by
T (α, t) = {v ∈ Rp : ‖v‖∞ ≤ α, ‖v‖1 ≤ tα}.
For any v ∈ Rp, define the set of sparse vectors U(α, t,v) ⊂
R
p by
U(α, t,v) = {u ∈ Rp : supp(u) ⊆ supp(v), ‖u‖0 ≤ t,
‖u‖1 = ‖v‖1, ‖u‖∞ ≤ α}. (6)
Then v ∈ T (α, t) if and only if v is in the convex hull of
U(α, t,v). In particular, any v ∈ T (α, t) can be expressed as
v =
N∑
i=1
λiui, and 0 ≤ λi ≤ 1,
N∑
i=1
λi = 1,
and ui ∈ U(α, t,v). (7)
III. MAIN RESULTS
In noiseless case, we have the following result.
Theorem 1: Assume that x ∈ Rp is k-sparse signal and
y = Ax with y ∈ Rn,A ∈ Rn×p. Then if the (sq + 1)k-
order RIC of the measurement matrix A satisfies
δ(sq+1)k <
1√
sq−2 + 1
, (8)
the minimizer xˆ of (4) will recover x exactly.
In noisy case, two types of bounded noisy setting
• B = {z : ‖z‖2 ≤ η},
• B = {z : ‖ATz‖∞ ≤ η},
are of particular interest. The first bounded noise setting was
introduced in [16]. The second one was motivated by Dantzig
Selector in [17]. The corresponding results in the two noisy
cases are given in Theorems 2 and 3, respectively.
Theorem 2: Assume that x ∈ Rp is approximately k-sparse
signal, y = Ax + z with y, z ∈ Rn,A ∈ Rn×p, ‖z‖2 ≤ ǫ,
and B = {z : ‖z‖2 ≤ η} with η ≥ ǫ + σ(A)‖xT ‖2 in (5).
Then if the (sq + 1)k-order RIC of the measurement matrix
A satisfies
δ(sq+1)k <
1√
sq−2 + 1
,
the minimizer xˆ of (5) will recover x stably as follows:
‖xˆ− x‖2 ≤
√
2(1 + δ(sq+1)k) (ǫ + η)
1−√sq−2 + 1 δ(sq+1)k
+
(√
2(1 + δ(sq+1)k) σ(A)
1−√sq−2 + 1 δ(sq+1)k
+ 1
)
‖x−max(k)‖2.(9)
Theorem 3: Assume that x ∈ Rp is approximately k-sparse
signal, y = Ax+z with y, z ∈ Rn,A ∈ Rn×p, ‖ATz‖∞ ≤ ǫ,
and B = {z : ‖AT z‖∞ ≤ η} with η ≥ ǫ+σ2(A)‖xT ‖2 in (5).
Then if the (sq + 1)k-order RIC of the measurement matrix
A satisfies
δ(sq+1)k <
1√
sq−2 + 1
,
the minimizer xˆ of (5) will recover x stably as follows:
‖xˆ− x‖2 ≤
√
2(sq + 1)k (ǫ + η)
1−√sq−2 + 1 δ(sq+1)k
+
( √
2(sq + 1)k σ2(A)
1−√sq−2 + 1 δ(sq+1)k
+ 1
)
‖x−max(k)‖2.(10)
The proposed RIC condition is a natural generalization of
the sharp result δtk <
√
t−1
t =
1√
(t−1)−1+1 (t > 4/3) in Cai
and Zhang [7]. Rewrite δtk < 1√
(t−1)1−
2
q +1
for (8), and it is
easy to find that 1√
(t−1)1−
2
q +1
< 1√
(t−1)−1+1 if 0 < q < 1
and t > 2. Therefore, in terms of RIC with order more than
2k, the condition of the measurement matrixA is relaxed if we
use ℓq(0 < q < 1) minimization instead of ℓ1 minimization.
In addition, in Theorems 2 and 3, we use a relatively stricter
condition η ≥ ǫ + σ(A)‖xT ‖2 and η ≥ ǫ + σ2(A)‖xT ‖2
respectively than η ≥ ǫ used in Cai and Zhang [7]. In our
proofs, in order to get an analytic upper bound of ‖xˆ− x‖2,
the stricter condition may be necessary. Finally, although the
proposed bound is better than the existing results, a further
research is still needed to verify whether it is sharp or not.
IV. PROOFS
In this section, firstly, our proofs are stated in general case.
Then three cases including a noiseless case and two noise
cases are discussed separately.
3Proof: Assume that x is approximately k-sparse signal.
Let T denote the support of the largest k entries of x and T
denote the complement of T . Let xT (xT ) denote the vector
that sets all entries of x but the entry in T (T ) to zero. Let
e′ = AxT + e, and we have y = AxT + e′. Assume that
y−AxT ∈ B and xˆ is the minimizer of (5). Let xˆ = xT +h,
and we have
‖xT ‖qq − ‖hT ‖qq + ‖hT ‖qq ≤ ‖xT + h‖qq ≤ ‖xT ‖qq.
Immediately,
‖h−max(k)‖qq ≤ ‖hT‖qq ≤ ‖hT ‖qq ≤ ‖hmax(k)‖qq. (11)
Note that from the definitions in Section II and the begin-
ning of the proof, xT (xT ) is equivalent to xmax(k)(x−max(k)),
introducing the symbol T (T ) is just for distinguishing hT (hT )
from hmax(k)(h−max(k)).
Then, assume that ksq is an integer. Let h =
∑p
i=1 hiei,
where ei’s are indicator vectors. Without loss of generality, as-
sume that h1 ≥ h2 ≥ · · · ≥ hp ≥ 0. Set αq = ‖hqmax(k)‖1 /k.
We divide h−max(k) into two parts with disjoint supports,
h−max(k) = h1 + h2, where
h1 = h·1{i:|h−max(k)(i)|>α/s}, h2 = h·1{i:|h−max(k)(i)|≤α/s}.
Then hq−max(k) = h
q
1 + h
q
2, ‖hq1‖1 ≤ ‖hq−max(k)‖1 ≤ kαq;
besides, all non-zero entries of hq1 has magnitude larger than
(α/s)q , so hq1 is ksq-sparse. Let |supp(hq1)| = m, then
‖hq2‖1 = ‖hq−max(k)‖1 − ‖hq1‖1 ≤ kαq −
mαq
sq
= (ksq −m) · (α
s
)q,
‖hq2‖∞ ≤ (
α
s
)q.
(12)
We now apply Lemma 2. Then hq2 can be expressed as
a convex combination of sparse vectors: hq2 =
∑N
i=1 λiu
q
i ,
where ui is (ksq −m)-sparse. Now we suppose µ ≥ 0, c ≥ 0
are to be determined. Denote βqi = h
q
max(k) +h
q
1 +µu
q
i , then
N∑
j=1
λjβ
q
j − cβqi
= hqmax (k) + h
q
1 + µh
q
2 − cβqi
= (1− µ− c)(hqmax(k) + hq1)− cµuqi + µhq. (13)
and βqi ,
∑N
j=1 λju
q
j − cβqi − µhq are all (sq + 1)k-sparse
vectors.
Define Λ := diag(h1−q1 , h
1−q
2 , . . . , h
1−q
p ),B := AΛ. Then
Bhq = AΛhq = Ah = 0.
We can check the following identity in ℓ2 norm,
N∑
i=1
λi‖B(
N∑
j=1
λjβ
q
j − cβqi )‖22
+ (1 − 2c)
∑
1≤i<j≤N
λiλj‖B(βqi − βqj)‖22
=
N∑
i=1
λi(1 − c)2‖Bβqi ‖22.
(14)
Since Bhq = 0 and (13), we have
B(
N∑
j=1
λjβ
q
j − cβqi )
= B((1 − µ− c)(hqmax(k) + hq1)− cµuqi + µhq)
= A((1 − µ− c)Λ(hqmax(k) + hq1)− cµΛuqi + µh)
= A((1 − µ− c)(hmax(k) + h1)− cµΛuqi + µh).
Bβ
q
i
= A(Λ(hqmax(k) + h
q
1) + µΛu
q
i )
= A(hmax(k) + h1 + µΛu
q
i ).
Assume that
〈A(hmax(k) + h1),Ah〉 ≤ ρ‖hmax(k) + h1‖2 (15)
with some ρ ≥ 0. Set c = 12 , µ = −1+
√
sq−2+1
sq−2 . For notational
convenience, we write δ for δ(sq+1)k. Let the left-hand side
of (14) minus the right-hand side, we get
0 =
N∑
i=1
λi‖B(
N∑
j=1
λjβ
q
j − cβqi )‖22
−
N∑
i=1
λi(1− c)2‖Bβqi ‖22
=
N∑
i=1
λi‖A((1− µ− c)(hmax(k) + h1)− cµΛuqi + µh)‖22
−
N∑
i=1
λi(1− c)2‖A(hmax(k) + h1 + µΛuqi )‖22
=
N∑
i=1
[‖A((1− µ− c)(hmax(k) + h1)− cµΛuqi )‖22
+2〈A((1− µ− c)(hmax(k) + h1)− cµΛuqi ), µAh〉
+‖µAh‖22]−
N∑
i=1
λi(1 − c)2
·(‖A(hmax(k) + h1 + µΛuqi )‖22)
≤
N∑
i=1
λi[(1 + δ)((1 − µ− c)2‖hmax(k) + h1‖22
+c2µ2‖Λuqi ‖22)] + ‖µAh‖22
+2〈A((1− µ− c)(hmax(k) + h1 − cµΛhq2), µAh〉
−
N∑
i=1
λi(1− δ)(1 − c)2(‖hmax(k) + h1‖22 + µ2‖Λuqi‖22)
=
N∑
1=1
λi[(1 + δ)((
1
2
− µ)2‖hmax(k) + h1‖22 +
1
4
µ2‖Λuqi ‖22]
+〈A((1− µ)(hmax(k) + h1)), µAh〉
−
N∑
i=1
1
4
λi(1− δ)(‖hmax(k) + h1‖22 + µ2‖Λuqi‖22)
≤ ((1
2
− µ+ (1
2
sq−2 + 1)µ2)δ − µ+ µ2)
·‖hmax(k) + h1‖22 + µ(1− µ)ρ‖hmax(k) + h1‖2
= (
√
sq−2 + 1(µ− µ2)δ − (µ− µ2))‖hmax(k) + h1‖22
4+(µ− µ2)ρ‖hmax(k) + h1‖2. (16)
Consider ‖hmax(k)+h1‖2 as the independent variable in the
inequality (16)≥ 0. If we want the solution about ‖hmax(k) +
h1‖2 is upper bounded, the coefficient of the second-order
term should be less than zero. Therefore, we have
δ <
1√
sq−2 + 1
, (17)
and
‖hmax(k) + h1‖2 ≤
ρ
1−√sq−2 + 1 δ . (18)
In (16), we used the fact that
‖Λuqi ‖22 ≤
(sq+1)k∑
j=k+m+1
(|hj |1−q ‖uqi ‖∞)2
≤ (ksq −m)((α
s
)1−q(
α
s
)q)2 (19)
≤ ksq−2α2
= ksq−2

‖hqmax(k)‖1/q1
k1/q


2
= ksq−2
(‖hmax(k)‖q
k1/q
)2
≤ ksq−2
(
k1/q−1/2‖hmax(k)‖2
k1/q
)2
(20)
≤ sq−2‖hmax(k) + h1‖22,
where (19) is from (12) and (20) is from Lemma 1.
If (sq + 1)k is not an integer, note (s′)q = ⌈sqk⌉/k, then
s′ > s, k(s′)q is an integer, from the above derivations, we
know that if
δ = δ(sq+1)k = δ((s′)q+1)k <
1√
(s′)q−2 + 1
,
(18) holds. While
1√
sq−2 + 1
<
1√
(s′)q−2 + 1
,
so if (sq + 1)k is not an integer, the condition δ(sq+1)k <
1√
sq−2+1
is still enough to guarantee that the solution about
‖hmax(k)+h1‖2 of the inequality (16)≥ 0 is upper-bounded.
From [6, Lemma 5.4] and (11), we have ‖h−max(k)‖2 ≤
‖hmax(k)‖2. So
‖xˆ− xmax(k)‖2 = ‖h‖2 =
√
‖hmax(k)‖22 + ‖h−max(k)‖22
≤
√
2‖hmax(k)‖2
≤
√
2‖hmax(k) + h1‖2.
Then
‖xˆ− x‖2 ≤ ‖xˆ− xmax(k)‖2 + ‖x−max(k)‖2
≤
√
2‖hmax(k) + h1‖2 + ‖x−max(k)‖2
≤
√
2ρ
1−√sq−2 + 1 δ + ‖x−max(k)‖2. (21)
Next, we discuss the noiseless case and the two noisy cases
respectively.
1) The noiseless case: If x is k-sparse, then Ah = Axˆ −
Axmax(k) = Axˆ−Ax = 0. Therefore in (15), let ρ = 0,
then in (21), we have ‖xˆ− x‖2 = 0, i.e., xˆ recovers x
exactly. This completes the proof of Theorem 1.
2) The noisy case B = {z : ‖z‖2 ≤ η}: If x is
approximately k-sparse, ‖y−Ax‖2 ≤ ǫ, and the spectral
norm of A is σ(A), then
〈A(hmax(k) + h1),Ah〉
≤ ‖A(hmax(k) + h1)‖2‖Ah‖2
≤
√
1 + δ‖hmax(k) + h1‖2(‖y −Axˆ‖2
+‖y−Ax‖2 + ‖Ax−max(k)‖2)
≤
√
1 + δ(η + ǫ+ σ(A)‖x−max(k)‖2)
·‖hmax(k) + h1‖2. (22)
In this case, the assumption ‖y − AxT ‖2 ∈ B holds
if η ≥ ǫ + σ(A)‖x−max(k)‖2. Therefore, in (15), let
ρ =
√
1 + δ(ǫ + η + σ(A)‖x−max(k)‖2), then we have
(9) from (21). This proves Theorem 2.
3) The noisy case B = {z : ‖AT z‖∞ ≤ η}: If x is
approximately k-sparse, ‖AT (y − Ax)‖∞ ≤ ǫ, the
spectral norm of A is σ(A), then
〈A(hmax(k) + h1),Ah〉
= 〈hmax(k) + h1,ATAh〉
≤ ‖hmax(k) + h1‖1 · ‖ATAh‖∞
= ‖hmax(k) + h1‖1 · ‖ATA(xˆ − xmax(k))‖∞
≤
√
(sq + 1)k‖hmax(k) + h1‖2 · (‖AT (y −Axˆ)‖∞
+‖AT (y −Ax)‖∞ + ‖ATAx−max(k)‖∞)
≤
√
(sq + 1)k‖hmax(k) + h1‖2
·(η + ǫ + ‖ATAx−max(k)‖2)
≤
√
(sq + 1)k‖hmax(k) + h1‖2
·(η + ǫ + σ2(A)‖x−max(k)‖2).
In this case, the assumption ‖y − AxT ‖2 ∈ B holds
if η ≥ ǫ + σ2(A)‖x−max(k)‖2. Therefore, in (15), let
ρ =
√
1 + δ(ǫ+ η+σ2(A)‖x−max(k)‖2), then we have
(10) from (21). This finishes the proof of Theorem 3.
V. CONCLUSION
We improved the RIC bound of ℓq minimization by general-
izing the result in Cai and Zhang [7]. Under the more general
RIC bound, ℓq minimization can recover sparse signals exactly
and approximately sparse signals stably. Although it is a step
forward for the RIC study of ℓq minimization, whether the
proposed bound is sharp or not needs further research.
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