We employ the interlacing construction to show that the solutions of stochastic di erential equations on manifolds which are written in Marcus canonical form and driven by inÿnite-dimensional semimartingales with jumps give rise to stochastic ows of di eomorphisms.
Introduction
A number of authors have studied SDEs with jumps on manifolds -see in particular Cohen (1996) , Applebaum (1995) , Fujiwara (1991) and Kurtz et al. (1995) but apart from Fujiwara (1991) , they were all restricted to ÿnite-dimensional noise while in Fujiwara (1991) the manifold was taken to be compact and the ow was required to be of LÃ evy type, i.e. having independent increments. In this paper our main contributions are as follows:
1. We work on a quite general class of ÿnite-dimensional smooth manifolds. 2. We study general stochastic ows of di eomorphisms arising as solutions of SDEs driven by a wide class of vector-ÿeld-valued semimartingales with jumps. 3. We establish the solution of the ow as the almost sure limit of an interlacing sequence so that each term of the sequence consists of stochastic ows with continuous sample paths broken up by a ÿnite number of random jumps in each ÿnite time interval.
We remark that interlacing of stochastic ows on compact manifolds was also considered by Fujiwara (1991) but only at the level of the L 2 -limit. One of the main aims of this paper is to give a complete and systematic exposition of the technique for constructing solutions of SDEs with jumps on manifolds by means of embedding into Euclidean space and utilizing the tubular neighborhood theorem. This speciÿc approach used herein was ÿrst carried out by Elworthy for ows with continuous sample paths in Elworthy (1988) and was extended to a class of LÃ evy ows in Applebaum (1995) however the argument given there was incomplete and has been extended herein to a far more general set-up.
A full list of notations for semi-norms and function spaces used in this paper can be found in the appendix.
Preliminaries
Let M be a connected, paracompact C ∞ -manifold of dimension d and denote as
; k = 0; 1; : : : ; +∞ the collection of all k-times continuously di erentiable real-valued functions on M . Suppose 0 6 m 6 + ∞ and deÿne X m (M ) to be the real linear space of all C m -vector ÿelds (ÿrst-order linear partial di erential operators with C m -coe cients) on M . By Whitney's embedding theorem (see Hirsh, 1976) , there exists a smooth embedding ' of M in R 2d+1 . We will always ÿnd it convenient to regard ' as a di eomorphism between M and its range '(M ) which is a closed subset of R 2d+1 . For f ∈ C ∞ (M ) and X ∈ X m (M ), we deÿne a smooth function f and vector ÿeld X on '(M ) as follows:
where x = (x 1 ; x 2 ; : : : ; x 2d+1 ) ∈ '(M ) is the standard coordinate of R 2d+1 , and if
is the di erential which is a linear map from the tangent space at p to the tangent space at x. We call f and X the push forwards of f and X by ', respectively (see Abraham et al., 1988, pp. 265 -266) . One can see that
Suppose in general that we are given an embedding Ã of M into an arbitrary Euclidean space. We introduce the topology of uniform convergence for X 0 (M ) as follows:
where X; Y ∈ X 0 (M ) are represented as in (2.1) and (G i , 1 6 i¡ + ∞) are compact subsets of M with G i ⊆ G i+1 and i G i = M . X 0 (M ) is a complete separable metric space under % Ã .
Remark 2.1. It is not di cult to verify that the topology induced by % Ã is independent of the choice of embedding Ã. So we will write % Ã simply as %.
We say that v ∈ X m (M ) is (deterministically) complete if the partial di erential equation given below has a unique solution for all initial conditions p ∈ M and
In the sequel, we will ÿnd it convenient to use the notation (p) = (1; p). is often called the exponential map.
Deÿnition 2.2 (cf. Kunita, 1990, pp. 186) .
We can similarly deÿne an X m (M )-valued semimartingale. Suppose we are given an X 0 (M )-valued semimartingale which has the following decomposition:
where U is a Borel subset of X 0 (M ), and
1. H t is a continuous X 0 (M )-valued stochastic process and J t is a continuous X 0 (M )-valued local martingale. Furthermore, for any f; g ∈ C ∞ (M ), p 1 ; p 2 ∈ M and 0 6 s 6 t, the following holds (cf. Fujiwara, 1991; Kunita, 1990, pp. 186 -187) : where A t is a continuous increasing process which is independent of f and g. 2. N M (dr dv) is a random measure on R + ×(X 0 (M )\{0}) with a predictable compensator (intensity measure) dA r r; M (dv) and
From (2.5), one can see immediately that for any t ¿ s ¿ 0 and p 1 ; p 2 ∈ M , the maps
Condition 2.3. Throughout this paper, we assume for any t ¿ s ¿ 0 and for every embedding ' of M into a Euclidean space that
where U is a Borel subset of
These conditions are natural generalizations of those given by Fujiwara and Kunita (see below and Fujiwara and Kunita, 1999) in the Euclidean space case. Note in particular that they ensure that we have a stochastic ow of di eomorphisms whenever all driving vector ÿelds have bounded derivatives to all orders in every co-ordinate system.
Some examples of semimartingales satisfying these conditions are given at the end of this paper. For convenience, we will below often identify a vector ÿeld X ∈ X m (R 2d+1 ) (Y ∈ X m ('(M )), respectively) with its coordinate representation in R 2d+1 , thus we will
, respectively). For the rest of this paper, we will ÿx our embedding to be ' given by Whitney's embedding theorem as above.
Stochastic di erential equations on manifolds
Consider the canonical SDE driven by X = (X t ; t ¿ s ¿ 0) on the manifold M which is given as follows, where denotes the exponential map deÿned in (2.3)
where p ∈ M and t ¿ s ¿ 0. The ♦ notation means that our stochastic integral is in Marcus canonical form which generalises the Stratonovitch integral to the extent that its form is invariant under local co-ordinate changes and so it is a natural geometric object. Indeed its coordinate form is written as
Using Itô's formula in (3.6), we have for any f ∈ C ∞ (M ) :
from which we easily deduce the required invariance under co-ordinate changes. For further discussion see the original article by Marcus (1981) and the account in relation to stochastic ows given in Applebaum and Kunita (1993) .
Theorem 3.1. There exists a unique maximal solution to (3:7) which has a modiÿca-tion which is a stochastic ow of local C m -di eomorphisms.
Our main aim in this paper is to give a complete proof of this result.
Stochastic ows in Euclidean space
Here we recall some results from Euclidean space (see Fujiwara and Kunita, 1999; Applebaum and Tang, 2000; Tang, 2000) . Let X be a C(R d ; R d )-valued semimartingale with characteristics (a; b; ; A) (associated with U ).
Condition 3.2 (cf. Fujiwara and Kunita, 1999; Kunita, 1996) . Let m be a non-negative integer, q¿0 and Ä ∈ (0; 1], suppose for any t ¿ s ¿ 0 1. = 1; m= 0 or + ∞:
2. The map t → A t is continuous.
a(t)
4. c(t) m+ 6 L t , where
where L t is nonnegative predictable processes with Proof. See Fujiwara and Kunita (1999) or Corollary 5:3:9 in Tang (2000, p. 110) .
In Applebaum and Tang (2000) and Tang (2000) the following interlacing construction for was given. First we consider the equation without big jumps (s; t)(p) = p + 
For any L ∈ N\{1}, it is shown that there exists a monotonic decreasing sequence ( n ; n ∈ N) with 1 = 1=2 and lim n → ∞ n = 0 with
holds for any n ∈ N. Consider the following approximating equation (cf. Applebaum, 2000) .
where
then it follows from Kunita (1990) that each ÿ n is a stochastic ow of di eomorphism of R d . We now deÿne and n (t) = ( 1 n (x; t); 2 n (x; t); : : : ; d n (x; t)). It is then not di cult to verify that n (t) = ( n (x; t); t ¿ 0) is a C m; b -valued point process and has ÿnitely many jump times on each interval (0; t].
Denote the jump times of n (x; t) by ( 1 n ; 2 n ; : : :). Following (cf. Applebaum, 2000), we construct an interlacing sequence as follows: n (s; t)(x) = ÿ n (s; t)(x); 0 6 s 6 t¡ 1 n ;
and so on inductively, where ÿ n is the solution to (3.11). We then ÿnd that for each x ∈ R d , lim n → ∞ n (s; t)(x) = (s; t)(x) a:s:
and the convergence is uniform on compacta. The stochastic ow is then obtained from by a single interlacing with big jumps.
We see below that a similar construction holds on manifolds.
Stochastic ows on manifolds
We begin, as above by discussing the SDE on the manifold without big jumps and then apply the interlacing technique to obtain its solution, so our aim is to solve (s; t)(p) = p + − v( (s; r−)(p))] r; M (dv) dA r : (3.14)
Theorem 3.4. There exists a unique maximal solution to (3:14) which has a modiÿ-cation which is a stochastic ow of local C m -di eomorphisms.
Proof. Fix 0 6 m¡ + ∞ in the sequel.
Step 1: Euclidean version of (3.14). Let H t ; J t and v be the push forwards of H t , J t and v, respectively. Moreover, deÿne
For clarity, we denote the random measure on
, its predictable compensator by dA r r; '(M ) (d v) and
where for any A ∈ B(X 0 ('(M ))), we have
Thus, we obtain an SDE on '(M ) ⊂ R 2d+1 as follows:
where (s; t)(x) = '( (s; t)(p)) with p ∈ M and x = '(p).
Step 2: Extend (3.15) to the whole of R 2d+1 . Let G ∈ N and B(0; G) be an open ball in R 2d+1 whose centre is the origin and radius is G. By the tubular neighbourhood theorem (see Hirsh (1976) ), there exists a positive smooth function : '(M ) → R + and a smooth projection (also cf. Applebaum, 1995) :
where d is the usual Euclidean metric in R 2d+1 and 
Next, we extend the vector ÿelds H t ; J t and v (see step 1), and smooth function f smoothly from '(M ) to the whole of R 2d+1 as follows (cf. Elworthy, 1988, p. 8; Applebaum, 1995; Fujiwara, 1991) :
Then, we obtain the following SDE on R 2d+1 :
which can be represented by
and
and the random measure on
, its predictable compensator is dA r r; G (dṽ G ) and (cf.
Step 1)
One can see that K G is a Borel subset of X 0 (R 2d+1 ) by (3.18). Applying (2.2) and (3.18), we next verify that the characteristics ofX G t satisfy condition (3:2). First, note that for f; g ∈ C ∞ (R) and x; y ∈ R 2d+1 , we havẽ
which is 0 whenever |x|¿G + 1, one can see the measure ( t; G ; t ¿ s ¿ 0) satisÿes the following conditions:
1. Applying condition 2.3(4a) and (3.21), we have
2. Applying condition 2.3(4d), the deÿnition of · m+ andṽ G (x), we obtain
3. Similarly as immediately above, applying condition 2.3(4e), one can see that for m¿0
holds as above for m = 0, whereC j (m; G) are positive ÿnite constants for j = 1; 2. From (3.20) and 1-3, one can see that for any G ∈ N, there exists a unique global solution to (3.19). Furthermore, it has a modiÿcation which is a stochastic ow of C m -di eomorphisms by Theorem 3.3. From now on, we identify the solution with this very modiÿcation. Now we are going to investigate the behaviour of the solution G . We expect (cf.
Elworthy (1988); Applebaum (1995) ) that the solution remains in '(M ) until some explosion time whenever the initial point is in '(M ).
Step 3: Maximal solution to (3.15). Deÿne
and set
(s; t)(x; w) = G (s; t)(x; w) when s 6 t¡ G (s; t)(x; w): (3.24)
Then by the arbitrariness of G and the argument as in Theorem 38 in Protter (1990, pp. 247-249) , we have that with s 6 t¡ s (x) is the unique maximal solution to (3.15).
Step 4: Flow properties. For each 0 6 s 6 t and G ∈ N, deÿne as in Kunita (1990, p. 178 
One can see that both D 
is a stochastic ow of local C m -di eomorphisms by Theorem 3.3, then we have that is a stochastic ow of local C m -di eomorphisms on [s; s (x)). In Lemma 3.6, we will show that for almost all w ∈ , the following holds:
for any x ∈ L G and s 6 t¡ G s (x; w). Therefore, (s; t)(x) ∈ '(M ) for s 6 t¡ s (x) (3.26) when x ∈ '(M ) by (3.24). We will then be able to "pull back" (s; t)(x) onto the manifold M itself to get our required solution.
Assume for now that (3.26) holds.
Step 5: Maximal solution to (3.14). Apply Itô's formula (2.2) and (3.26), then argue as in Lemma 3.5 in Fujiwara (1991) , so deÿne for any p ∈ M , (s; t)(p) = ' −1 • (s; t)('(p)); s6 t 6 s ('(p)) then (s; t)(p) is the unique solution of (3.14) which has a modiÿcation which is a ow of C m -di eomorphisms.
Step 6: m = + ∞. From Steps 1-4, we obtain that Theorem 3.4 holds for any 0 6 m¡ + ∞. By the arbitrariness of m, one can see that it also holds for m = + ∞.
To show (3.25), we ÿrst need the following technical lemma.
Lemma 3.5. Fix G ∈ N and letṽ G ∈ U G as in (3:18). Suppose we are given the fol-
(d=du) (ṽ G )(u; x) =ṽ G ( (ṽ G )(u; x));
(ṽ G )(0; x) = x then for each x ∈ L G ; the following holds:
Proof. Let U G ; G and G be as in Theorem 3.4. Now we follow Applebaum (1995, pp. 173, 174) . Deÿne then we have that dI
Take f = , then by (3.16) and (3.18), we have for any x ∈ L G (also cf. Elworthy, 1988, p. 8 The above can be easily extended to the case where the LÃ evy process is replaced by an R d -valued semimartingale of similar type (see e.g. Ikeda and Watanabe, 1981, p. 64) . where · m+ : D = · m+ .
