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Abstract
In this paper we o.er a form of self-adjoint di.erential equations on time scales so that the associated Green’s function
is found symmetric in the usual sense. For this purpose together with the delta derivative we employ the nabla derivative as
well. We introduce the concepts of Lebesgue delta and nabla integrals on time scales. Next, sign properties of the Green’s
function are investigated and existence results for positive solutions of nonlinear boundary value problems are established.
Upper and lower bounds for these positive solutions also are given. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For the notions and notations used below see the next section about calculus on time scales and
the references given therein.
Let T be a time scale and (t) be the forward jump function in T. Beginning from the work
[10] of Erbe and Hilger, in the literature the homogeneous Sturm–Liouville equation (the self-adjoint
second-order homogeneous di.erential equation) on T is considered in the form
−[p(t)yB(t)]B + q(t)y((t))= 0: (1.1)
In the works [12–14] by Erbe and Peterson for the solution of the boundary value problem (BVP)
−[p(t)yB(t)]B + q(t)y((t))= h(t); t ∈ [a; b]; (1.2)
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y(a)− yB(a)= 0; y((b)) + yB((b))= 0; (1.3)
the formula
y(t)=
∫ (b)
a
G(t; s)h(s)Bs; t ∈ [a; 2(b)] (1.4)
was established. The function G(t; s) is independent of the function h(t) and is called the Green’s
function of the BVP (1.2), (1.3). For the function G(t; s) the following “symmetry” property holds:
G(t; s)=G((s); (t));
where (t) is the backward jump function in T.
In order to have a Green’s function symmetric in the usual sense, G(t; s)=G(s; t), we take instead
of Eq. (1.1) the equation
−[p(t)yB(t)] + q(t)y(t)= 0; (1.5)
and instead of the BVP (1.2), (1.3) the BVP
−[p(t)yB(t)] + q(t)y(t)= h(t); t ∈ [a; b]; (1.6)
y((a))− y[B]((a))= 0; y(b) + y[B](b)= 0; (1.7)
where y[B](t)=p(t)yB(t) is called the quasi B-derivative of y(t). Notice that the Mrst di.erentiation
in (1.5) and (1.6) is the delta di.erentiation, while the second one is the nabla di.erentiation. In
this way we eliminate also the -operation presented in Eqs. (1.1) and (1.2).
In Section 2 together with the concepts of B-derivative and B-integral we introduce the concepts
of -derivative and -integral, and point out the main relations between these operations. Here, we
also introduce the concepts of Lebesgue B and  integrals.
In Section 3 we consider the second-order equation of the form (1.5). Here, a uniqueness and
existence theorem is presented, and a variation of constants formula for the nonhomogeneous equation
(1.6) is given.
In Section 4 the Green’s function of the BVP (1.6), (1.7) is constructed and its symmetry property
G(t; s)=G(s; t) is shown.
In Section 5 the sign properties of the Green’s function of the BVP (1.6), (1.7) are investigated.
In the last Section 6 the existence results for positive solutions of the nonlinear BVP
−[p(t)yB(t)] + q(t)y(t)=f(t; y(t)); t ∈ [a; b]; (1.8)
y((a))− y[B]((a))= 0; y(b) + y[B](b)= 0 (1.9)
are given. Related papers include [5–7,11,13–15].
Remark 1.1. A corresponding form of high-order self-adjoint di.erential expressions on T is
Ly(t)=
n∑
i=0
(−1)n−i[pi(t)yBn−i(t)]n−i :
F.M. Atici, G.Sh. Guseinov / Journal of Computational and Applied Mathematics 141 (2002) 75–99 77
2. Dierentiation and integration on time scales
For the details of basic notions connected to time scales we refer to [1–3,9,18,20]. To meet the
requirements in the next sections we introduce here, in addition, the notions of nabla derivative and
nabla integral, and point out the relations between the delta and nabla operations. Note that the nabla
derivative is a particular alpha derivative introduced in [3], namely with = .
Let T be a nonempty closed subset (time scale or measure chain) of the real numbers R. T has
the topology that it inherits from the real numbers with the standard topology. Let (t) and (t)
be the forward and backward jump functions in T, respectively. We introduce the sets Tk , Tk and
T∗ which are derived from the time scale T as follows. If T has a left-scattered maximum t1, then
Tk =T−{t1}, otherwise Tk =T. If T has a right-scattered minimum t2, then Tk =T−{t2}, otherwise
Tk =T. Finally, T∗=Tk ∩ Tk .
If f :T→ C is a function and t ∈Tk , then the delta derivative of f at the point t is deMned to be
the number fB(t) (provided it exists) with the property that for each ¿ 0 there is a neighborhood
U of t such that
|f((t))− f(s)− fB(t)[(t)− s]|6 |(t)− s| for all s∈U:
If t ∈Tk , then we deMne the nabla derivative of f at the point t to be the number f(t) (provided
it exists) with the property that for each ¿ 0 there is a neighborhood U of t such that
|f((t))− f(s)− f(t)[(t)− s]|6 |(t)− s| for all s∈U:
A function F :T→ C is called a B-antiderivative of f :T→ C provided FB(t)=f(t) holds for
all t ∈Tk . Then the Cauchy B-integral from a to t of f is deMned by∫ t
a
f(s)Bs=F(t)− F(a) for all t ∈T:
A function  :T → C we call a -antiderivative of f :T → C provided (t)=f(t) for all
t ∈Tk . We then deMne the Cauchy -integral from a to t of f by∫ t
a
f(s)s=(t)− (a) for all t ∈T:
Note that in the case T=R we have
fB(t)=f(t)=f′(t);
∫ b
a
f(t)Bt=
∫ b
a
f(t)t=
∫ b
a
f(t) dt;
and in the case T=Z we have
fB(t)=f(t + 1)− f(t); f(t)=f(t)− f(t − 1);
∫ b
a
f(t)Bt=
b−1∑
k=a
f(k);
∫ b
a
f(t)t=
b∑
k=a+1
f(k);
where a; b∈T with a6 b.
78 F.M. Atici, G.Sh. Guseinov / Journal of Computational and Applied Mathematics 141 (2002) 75–99
The following theorems either are in the Refs. [9,18,20] or are not diOcult to verify.
Theorem 2.1. For f :T→ C and t ∈Tk the following hold:
(i) If f is B-di5erentiable at t, then f is continuous at t.
(ii) If f is continuous at t and t is right-scattered; then f is B-di5erentiable at t and
fB(t)=
f((t))− f(t)
(t)− t :
(iii) If t is right-dense; then f is B-di5erentiable at t if and only if the limit
lim
s→t
f(t)− f(s)
t − s
exists as a 8nite number. In this case fB(t) is equal to this limit.
(iv) If f is B-di5erentiable at t, then
f((t))=f(t) + [(t)− t]fB(t):
Theorem 2.2. If f; g :T→ C are B-di5erentiable at t ∈Tk , then
(i) f + g is B-di5erentiable at t and
(f + g)B(t)=fB(t) + gB(t):
(ii) For any constant k; kf is B-di5erentiable at t and
(kf)B(t)= kfB(t):
(iii) fg is B-di5erentiable at t and
(fg)B(t)=fB(t)g(t) + f((t))gB(t)=f(t)gB(t) + fB(t)g((t)):
(iv) If g(t)g((t)) =0, then f=g is B-di5erentiable at t and(
f
g
)B
(t)=
fB(t)g(t)− f(t)gB(t)
g(t)g((t))
:
Theorem 2.3. For f :T→ C and t ∈Tk the following hold:
(i) If f is -di5erentiable at t, then f is continuous at t.
(ii) If f is continuous at t and t is left-scattered; then f is -di5erentiable at t and
f(t)=
f((t))− f(t)
(t)− t :
(iii) If t is left-dense; then f is -di5erentiable at t if and only if the limit
lim
s→t
f(t)− f(s)
t − s
exists as a 8nite number. In this case f(t) is equal to this limit.
(iv) If f is -di5erentiable at t; then
f((t))=f(t) + [(t)− t]f(t):
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Theorem 2.4. If f; g :T→ C are -di5erentiable at t ∈Tk , then
(i) f + g is -di5erentiable at t and
(f + g)(t)=f(t) + g(t):
(ii) For any constant k; kf is -di5erentiable at t and
(kf)(t)= kf(t):
(iii) fg is -di5erentiable at t and
(fg)(t)=f(t)g(t) + f((t))g(t)=f(t)g(t) + f(t)g((t)):
(iv) If g(t)g((t)) =0, then f=g is -di5erentiable at t and(
f
g
)
(t)=
f(t)g(t)− f(t)g(t)
g(t)g((t))
:
Notice that, in general,
fB((t0) =f(t0) and f((t0)) =fB(t0):
However, if ((t0))= t0, then fB((t0))=f(t0); and if ((t0))= t0, then f((t0))=fB(t0).
In spite of these the following two theorems are valid.
Theorem 2.5. If f :T → C is B-di5erentiable on Tk and if fB is continuous on Tk , then f is
-di5erentiable on Tk and
f(t)=fB((t)) for all t ∈Tk :
Theorem 2.6. If f :T → C is -di5erentiable on Tk and if f is continuous on Tk , then f is
B-di5erentiable on Tk and
fB(t)=f((t)) for all t ∈Tk :
Let us give a proof of Theorem 2.5.
Fix t ∈Tk . First we consider the case where t is left-scattered. Since f is B-di.erentiable, it will
be continuous function. Therefore, f will be -di.erentiable at t and
f(t)=
f((t))− f(t)
(t)− t :
On the other hand, since (t) will be right-scattered, we have
fB((t))=
f(((t)))− f((t))
((t))− (t) =
f(t)− f((t))
t − (t) :
Therefore f(t)=fB((t)) which is the desired result.
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Let now t be left-dense and right-dense, simultaneously. In this case from the existence of fB(t)
it follows that the limit
lim
s→t
f(t)− f(s)
t − s (2.1)
exists as a Mnite number and is equal to fB(t). On the other hand since t is left-dense, from
the existence of the limit (2.1) it follows that f(t) exists and is equal to this limit. Therefore
f(t)=fB(t).
Finally, let t be left-dense and right-scattered. In this case we use the following mean value result
on time scales (for its proof see [8,17]): Let f be a continuous function on [; ] ⊂ T that is
B-di.erentiable on [; ). Then there exist ; ∈ [; ) such that
fB()6
f()− f()
 −  6f
B(): (2.2)
Applying this mean value result we can write
fB()6
f(t)− f(s)
t − s 6f
B(); (2.3)
where ;  are between s and t. Since  → t;  → t as s → t, and since, by the condition, fB is
continuous, it follows from (2.3) that
lim
s→t
f(t)− f(s)
t − s =f
B(t): (2.4)
On the other hand since t is left-dense, the left-hand side of (2.4) is equal to f(t). So, f(t)=fB(t).
The theorem is proved.
Theorem 2.6 can be proved in a similar way using an analogous mean value result for the nabla
derivative.
Theorem 2.7. Assume a; b; c∈T, then
(i)
∫ b
a [f(t) + g(t)]Bt=
∫ b
a f(t)Bt +
∫ b
a g(t)Bt,∫ b
a [f(t) + g(t)]t=
∫ b
a f(t)t +
∫ b
a g(t)t.
(ii)
∫ b
a kf(t)Bt= k
∫ b
a f(t)Bt;
∫ b
a kf(t)t= k
∫ b
a f(t)t.
(iii)
∫ b
a f(t)Bt=−
∫ a
b f(t)Bt;
∫ b
a f(t)t=−
∫ a
b f(t)t.
(iv)
∫ b
a f(t)Bt=
∫ c
a f(t)Bt +
∫ b
c f(t)Bt;
∫ b
a f(t)t=
∫ c
a f(t)t +
∫ b
c f(t)t.
(v)
∫ b
a f
B(t)g(t)Bt=f(t)g(t)|ba −
∫ b
a f((t))g
B(t)Bt,∫ b
a f
(t)g(t)t=f(t)g(t)|ba −
∫ b
a f((t))g
(t)t.
Theorem 2.8. Let a; b∈T with a6 b and let f(t) be a continuous function on [a; b]. Then
(i)
∫ b
a f(t)Bt=
∫ (b)
a f(t)Bt + [b− (b)]f((b)).
(ii)
∫ b
a f(t)Bt= [(a)− a]f(a) +
∫ b
(a) f(t)Bt.
(iii)
∫ b
a f(t)t=
∫ (b)
a f(t)t + [b− (b)]f(b).
(iv)
∫ b
a f(t)t= [(a)− a]f((a)) +
∫ b
(a) f(t)t.
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Theorem 2.9. The following inequalities hold:∣∣∣∣
∫ b
a
f(t)g(t)Bt
∣∣∣∣6
∫ b
a
|f(t)g(t)|Bt6
(
max
a6t6(b)
|f(t)|
)∫ b
a
|g(t)|Bt;
∣∣∣∣
∫ b
a
f(t)g(t)t
∣∣∣∣6
∫ b
a
|f(t)g(t)|t6
(
max
(a)6t6b
|f(t)|
)∫ b
a
|g(t)|t:
Theorem 2.10. By fB(t; s) in the following formulas we mean for each 8xed s the delta derivative
of f(t; s) with respect to t. Similarly; f(t; s) is understood. If f, fB and f are continuous;
then the following formulas hold:
(i) (
∫ t
a f(t; s)Bs)
B =f((t); t) +
∫ t
a f
B(t; s)Bs,
(ii) (
∫ t
a f(t; s)Bs)
 =f((t); (t)) +
∫ t
a f
(t; s)Bs,
(iii) (
∫ t
a f(t; s)s)
B =f((t); (t)) +
∫ t
a f
B(t; s)s,
(iv) (
∫ t
a f(t; s)s)
 =f((t); t) +
∫ t
a f
(t; s)s.
Proof. We only prove part (i). Assume
g(t)=
∫ t
a
f(t; s)Bs; t ∈Tk :
It is easily shown that g is continuous function. If t is right-scattered, then we have
gB(t) =
g((t))− g(t)
(t)− t =
1
(t)− t
[∫ (t)
a
f((t); s)Bs−
∫ t
a
f(t; s)Bs
]
=
∫ t
a
f((t); s)− f(t; s)
(t)− t Bs+
1
(t)− t
∫ (t)
t
f((t); s)Bs
=
∫ t
a
fB(t; s)Bs+ f((t); t);
which is the desired result. Further consider the case when t is right-dense. In this case
gB(t)= lim
r→t
g(t)− g(r)
t − r :
On the other hand,
g(t)− g(r)
t − r =
1
t − r
[∫ t
a
f(t; s)Bs−
∫ r
a
f(r; s)Bs
]
=
∫ t
a
f(t; s)− f(r; s)
t − r Bs+
1
t − r
∫ t
r
f(r; s)Bs:
Therefore, it suOces to prove that
lim
r→t
1
t − r
∫ t
r
f(r; s)Bs=f(t; t) (2.5)
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and
lim
r→t
∫ t
a
f(t; s)− f(r; s)
t − r Bs=
∫ t
a
fB(t; s)Bs: (2.6)
Since f is continuous, it will be uniformly continuous on any compact subset of T× T. Therefore,
for arbitrary ¿ 0 we can Mnd a neighborhood U of t such that
|f(r; s)− f(t; t)|¡ for all r; s∈U:
Then ∣∣∣∣ 1t − r
∫ t
r
f(r; s)Bs− f(t; t)
∣∣∣∣=
∣∣∣∣ 1t − r
∫ t
r
[f(r; s)− f(t; t)]Bs
∣∣∣∣
6
1
|t − r|
∣∣∣∣
∫ t
r
|f(r; s)− f(t; t)|Bs
∣∣∣∣6 |t − r|
∣∣∣∣
∫ t
r
Bs
∣∣∣∣= 
for all r ∈U; r = t. Hence (2.5) holds.
To prove (2.6) we apply the mean value result (2.3) to the function f(t; s) with respect to variable
t for Mxed s. Then we can write
fB(; s)6
f(t; s)− f(r; s)
t − r 6f
B(; s); (2.7)
where ;  are between r and t. Evidently,  → t;  → t as r → t. On the other hand since fB is
continuous, it will be uniformly continuous on any compact subset of T× T. Therefore from (2.7)
it follows that
lim
r→t
f(t; s)− f(r; s)
t − r =f
B(t; s)
uniformly with respect to s on compact set of T. Hence (2.6) holds and this completes the proof.
Let us now deMne Lebesgue integrals on time scales.
Denote by F1 the family (collection) of all left-closed and right-open intervals of T of the form
[a; b)= {t ∈T: a6 t ¡b};
with a; b∈T and a6 b. The interval [a; a) is understood as the empty set. F1 is a semiring of
subsets of T. Let m1 :F1 → [0;∞] be a set function on F1 (whose values belong to the extended
real half-line [0;∞]) assigned to each interval [a; b) its length b− a:
m1([a; b))= b− a:
Then m1 is a countably additive measure on F1. We denote by $B the CarathPeodory extension of
the set function m1 associated with the family F1 (see [4] and the references given therein) and
call $B the Lebesgue B-measure on T. It is easy to see that for any t0 ∈T the B-measure of the
single-point set {t0} is given by
$B({t0})= (t0)− t0:
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Therefore,
$B([a; b])= (b)− a; $B((a; b])= (b)− (a); $B((a; b))= b− (a):
Let F2 denote the family of all right-closed and left-open intervals of T of the form
(a; b] = {t ∈T : a¡ t6 b};
with a; b∈T and a6 b. The interval (a; a] is understood as the empty set. F2 is a semiring of
subsets of T. Further, let m2 :F2 → [0;∞] be a set function on F2 assigned to each interval (a; b]
its length b− a:
m2((a; b])= b− a:
Then m2 is a countably additive measure on F2. We denote by $ the CarathPeodory extension of
the set function m2 associated with the family F2 and call $ the Lebesgue -measure on T. It is
easy to see that for any t0 ∈T the -measure of the single-point set {t0} is given by
$({t0})= t0 − (t0):
Therefore,
$([a; b])= b− (a); $([a; b))= (b)− (a); $((a; b))= (b)− a:
In the case T=R both measures $B and $ coincide with the usual Lebesgue measure on R.
In the case T=Z also we have $B = $ and for any subset E ⊂ Z; $B(E)= $(E) coincide
with the number of points of the set E.
The Lebesgue integrals associated with the measures $B and $ on T we call the Lebesgue
B-integral and Lebesgue -integral on T, respectively. For a (measurable) set E ⊂ T and a function
f :E → C the corresponding integrals of f on E we denote by∫
E
f(t)Bt and
∫
E
f(t)t;
respectively. The Mrst integral in the case E= [a; b) coincides with the Cauchy B-integral from a
to b of f, while the second one in the case E=(a; b] coincides with the Cauchy -integral from
a to b of f.
3. Second-order linear dierential equations
Let T be a time scale. Consider the second-order homogeneous linear di.erential equation on
T∗=Tk ∩ Tk given by
−[p(t)yB(t)] + q(t)y(t)= 0; (3.1)
where q :T→ C is continuous function, p :T→ C is -di.erentiable on Tk ; p(t) =0 for all t ∈T,
and p :Tk → C is continuous.
A function y :T→ C is said to be a solution of Eq. (3.1) provided y is B-di.erentiable, yB :Tk →
C is -di.erentiable on T∗ and (yB) :T∗ → C is continuous, and (3.1) holds for all t ∈T∗.
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We deMne the quasi B-derivative of y at t by
y[B](t)=p(t)yB(t):
Theorem 3.1. Let t0 be a 8xed point in Tk and c0; c1 be given constants. Then Eq. (3:1) has a
unique solution y such that
y(t0)= c0; y[B](t0)= c1: (3.2)
Proof. In order to prove the existence and uniqueness of solution of the initial value problem (IVP)
(3.1), (3.2) on [t0;∞) we take any r ∈T; r¿ t0 and apply the induction principle for time scales to
the statement A(r) consisting of the following: there is a unique function yr(t) deMned on [(t0); (r)]
and satisfying the equation
−[p(t)yB(t)] + q(t)y(t)= 0 for t ∈ [t0; r] (3.3)
and the initial conditions (3.2).
(I) The statement A(r) is true for r= t0. Indeed, if t0 is right-dense or left-dense, then A(t0) has
no sense and so there is nothing to verify in this case. If t0 is right-scattered and left-scattered
simultaneously, then from (3.2) and
−[p(t0)yB(t0)] + q(t0)y(t0)= 0
we Mnd uniquely y(t0), y((t0)), and y((t0)), which form the solution yt0 : [(t0); (t0)]→ C.
(II) Let r be right-scattered and A(r) be true, i.e., the IVP (3.3), (3.2) has a unique solution
yr : [(t0); (r)]→ C. DeMne the function
y(r) : [(t0); 2(r)]→ C
such that y(r)(t)=yr(t) for t ∈ [(t0); (r)], and
y(r)(t)=yr((r)) + [2(r)− (r)]
[
p(r)
p((r))
yBr (r) + ((r)− r)
q((r))
p((r))
yr((r))
]
for t= 2(r), where 2(r)= ((r)). Then y(r)(t) will be only solution of the IVP (3.1), (3.2) for
t ∈ [t0; (r)].
(III) Let r0 be right-dense, A(r0) be true and r1 ¿r0 is suOciently close to r0. We need to prove
that A(r) is true for r ∈ [r0; r1].
The IVP (3.1), (3.2) for t ∈ [r0; r1] is equivalent to the integral equation
y(t)=yr0(r0) + y
[B]
r0 (r0)
∫ t
r0
B
p()
+
∫ t
r0
1
p()
[∫ 
r0
q(s)y(s)s
]
B; t ∈ [r0; r1]: (3.4)
It suOces to prove that Eq. (3.4) has a unique solution. But this can be shown by the method of
successive approximations (see below Section 5, where it is done for Eq. (5.11)).
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(IV) Let r0 be left-dense and such that A(r) is true for all r ¡ r0. We need to show that A(r0) is
also true. For any r ¡ r0 the IVP (3.3), (3.2) has a unique solution yr(t) deMned by
yr(t)= c0 + c1
∫ t
t0
B
p()
+
∫ t
t0
1
p()
[∫ 
t0
q(s)yr(s)s ]B; t ∈ [t0; r]:
By means of this equation we can show that there exists the limr→r−0 yr(t)=yr0(t) and for this limit
function the equation
yr0(t)= c0 + c1
∫ t
t0
B
p()
+
∫ t
t0
1
p()
[∫ 
t0
q(s)yr0(s)s
]
B; t ∈ [t0; r0]
holds. Therefore, yr0(t) is a unique solution of the IVP (3.1), (3.2) for t ∈ [t0; r0], i.e., A(r0) holds.
Consequently, by the induction principle the IVP (3.1), (3.2) has a unique solution on [t0;∞).
The existence and uniqueness of solution of the IVP (3.1), (3.2) on (−∞; t0] can be shown
similarly using the backward induction principle. The theorem is proved.
Notice that Eq. (3.1) can be written as equivalent Mrst-order systems. Indeed, let y(t) be a solution
of Eq. (3.1) and set p(t)yB(t)= u(t). Then,
yB(t)=
1
p(t)
u(t); u(t)= [p(t)yB(t)] = q(t)y(t):
On the other hand, by Theorems 2.5 and 2.6, we have
y(t)=yB((t))=
1
p((t))
u((t))=
1
p((t))
{u(t) + [(t)− t]u(t)}
=
1
p((t))
{u(t) + [(t)− t]q(t)y(t)};
uB(t)= u((t))= q((t))y((t));
q((t)){y(t) + [(t)− t]yB(t)}= q((t))
{
y(t) +
(t)− t
p(t)
u(t)
}
:
Therefore, Eq. (3.1) can be written in the form of any of the following systems:
x(t)=B1(t)x(t) or xB(t)=B2(t)x(t);
where
x(t)=
[
y(t)
u(t)
]
; B1(t)=

((t)− t) q(t)p((t)) 1p((t))
q(t) 0

 ; B2(t)=

 0
1
p(t)
q((t)) ((t)− t)q((t))
p(t)

 :
If y; z :T→ C are B-di.erentiable on Tk , then we deMne the Wronskian of y and z by
Wt(y; z)=y(t)z[B](t)− y[B](t)z(t)=p(t)[y(t)zB(t)− yB(t)z(t)]
for t ∈Tk .
Theorem 3.2. The Wronskian of any two solutions of the Eq. (3.1) is independent of t.
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Proof. Let y and z be two solutions of Eq. (3.1). Then for t ∈Tk
{Wt(y; z)} = {y(t)z[B](t)− y[B](t)z(t)}
= y(t)z[B]((t)) + y(t){z[B](t)} − y[B]((t))z(t)− {y[B](t)}z(t)
= y(t)z[B]((t)) + q(t)y(t)z(t)− y[B]((t))z(t)− q(t)y(t)z(t)
=p((t))[y(t)zB((t))− yB((t))z(t)]:
Hence, by Theorem 2.5, {Wt(y; z)} =0 for all t ∈Tk . Therefore, Wt(y; z)= const.
Corollary 3.1. If y and z are both solutions of Eq. (3:1), then either Wt(y; z)= 0 for all t ∈Tk , or
Wt(y; z) =0 for all t ∈Tk .
The following two theorems may be proved in exactly the same way as in the case of usual
di.erential equations.
Theorem 3.3. Any two solutions of Eq. (3.1) are linearly independent if and only if their Wronskian
is nonzero.
Theorem 3.4. Eq. (3:1) has two linearly independent solutions and every solution of Eq. (3:1) is
a linear combination of these solutions.
We say that y1 and y2 form a fundamental set (or a fundamental system) of solutions for Eq.
(3.1) provided their Wronskian is nonzero.
Let us consider the nonhomogeneous equation
−[p(t)yB(t)] + q(t)y(t)= h(t); (3.5)
where h :T→ C is a continuous function.
Theorem 3.5. Suppose that y1 and y2 form a fundamental set of solutions of the homogeneous
equation (3:1) and !=Wt(y1; y2). Then the general solution of the nonhomogeneous equation (3:5)
is given by
y(t)= c1y1(t) + c2y2(t) +
1
!
∫ t
(t0)
[y1(t)y2(s)− y1(s)y2(t)]h(s)s; (3.6)
where t0 is a 8xed point in Tk ; c1 and c2 are arbitrary constants.
Proof. It suOces to show that the function
z(t)=
1
!
∫ t
(t0)
[y1(t)y2(s)− y1(s)y2(t)]h(s)s (3.7)
is a particular solution of Eq. (3.5).
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From (3.7) by the third formula of Theorem 2.10 we have
zB(t)=
1
!
∫ t
(t0)
[yB1 (t)y2(s)− y1(s)yB2 (t)]h(s)s: (3.8)
Hence, by the fourth formula of Theorem 2.10,
[p(t)zB(t)] =
1
!
[y[B]1 ((t))y2(t)− y1(t)y[B]2 ((t))]h(t)
+
1
!
∫ t
(t0)
{[p(t)yB1 (t)]y2(s)− y1(s)[p(t)yB2 (t)]}h(s)s: (3.9)
On the other hand,
y[B]1 ((t))y2(t)− y1(t)y[B]2 ((t))=−Wt(y1; y2)=− !: (3.10)
Indeed, if (t)= t, then (3.10) is obvious. Let now (t)¡t. Then using the formula
yi(t)=yi((t)) + [t − (t)]yBi ((t)); i=1; 2
we Mnd
y[B]1 ((t))y2(t)− y1(t)y[B]2 ((t)) =p((t))[yB1 ((t))y2(t)− y1(t)yB2 ((t))]
=p((t))[yB1 ((t))y2((t))− y1((t))yB2 ((t))]
=−W(t)(y1; y2)=− !;
since the Wronskian of any two solutions of Eq. (3.1) is constant.
Therefore, from (3.9), making use of the equations
[p(t)yBi (t)]
 = q(t)yi(t); i=1; 2
we get
[p(t)zB(t)] =− h(t) + q(t)z(t);
that is, z(t) satisMes the Eq. (3.5). Note that from (3.7) and (3.8) we have also the following initial
conditions for z(t):
z((t0))= 0; z[B]((t0))= 0:
Remark 3.1. Instead of Eq. (3.1) we can consider the equation
−[p(t)y(t)]B + q(t)y(t)= 0 (3.11)
in which unlike (3.1) the Mrst di.erentiation is nabla di.erentiation, while the second one is delta
di.erentiation. In this case the Wronskian will be deMned by
Wt(y; z)=y(t)z[](t)− y[](t)z(t); (3.12)
where
f[](t)=p(t)f(t):
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The general solution y(t) of the nonhomogeneous equation
−[p(t)y(t)]B + q(t)y(t)= h(t)
will be given by
y(t)= c1y1(t) + c2y2(t) +
1
!
∫ t
t0
[y1(t)y2(s)− y1(s)y2(t)]h(s)Bs; (3.13)
where c1; c2 are arbitrary constants, y1 and y2 form a fundamental set of solutions of the homoge-
neous equation (3.11), !=Wt(y1; y2); t0 is a Mxed point in Tk .
4. Boundary value problems and Green’s functions
Let a6 b be Mxed points in T and a∈Tk ; b∈Tk . Consider the following boundary value problem
(BVP):
−[p(t)yB(t)] + q(t)y(t)= h(t); t ∈ [a; b]; (4.1)
y((a))− y[B]((a))= 0; y(b) + y[B](b)= 0; (4.2)
where ; ; ;  are complex constants such that ||+|| =0 and ||+|| =0. The functions p(t); q(t)
and h(t) are as in Section 3.
Note that each solution y(t) of Eq. (4.1) must be a function deMned on [(a); (b)]. Since
y(b)=y((b))− [(b)− b]yB(b);
the boundary conditions (4.2), in particular when
=0; p(b)= [(b)− b];
will take the form
y((a))= 0; y((b))= 0;
named as the conjugate (or Dirichlet) boundary conditions.
Turning to the BVP (4.1), (4.2) denote by ’(t) and  (t) the solutions of the corresponding
homogeneous equation
−[p(t)yB(t)] + q(t)y(t)= 0; t ∈ [a; b]; (4.3)
under the initial conditions
’((a))= ; ’[B]((a))= ; (4.4)
 (b)= ;  [B](b)=− ; (4.5)
so ’ and  satisfy the Mrst and the second conditions of (4.2), respectively. Let us set
D=−Wt(’;  )=’[B](t) (t)− ’(t) [B](t): (4.6)
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Since the Wronskian of any two solutions of Eq. (4.3) is independent of t ∈ [(a); b], taking in (4.6),
t= (a) and t= b we Mnd, because of (4.4) and (4.5),
D=  ((a))−  [B]((a))= ’(b) + ’[B](b): (4.7)
According to Theorem 3.3, D =0 if and only if ’ and  are linearly independent. The following
theorem describes the condition D =0 from the other point of view.
Theorem 4.1. D =0 if and only if the homogeneous equation (4:3) has only the trivial solution
satisfying the boundary conditions (4:2).
Proof. If D=0, then by virtue of (4.4) and (4.7), ’(t) will be a nontrivial solution of the BVP
(4.3), (4.2). Let us now assume that D =0. Then ’ and  will form a fundamental set of solutions
of Eq. (4.3) and therefore any solution of BVP (4.3), (4.2) will have the form
y(t)= c2’(t) + c2 (t);
where c1; c2 are constants. Substituting this expression of y(t) into the boundary conditions (4.2)
and taking into account that by (4.4), (4.5) ’(t) satisMes the Mrst and  (t) the second conditions of
(4.2), we get
c2[ ((a))−  [B]((a))]= 0; c1[’(b) + ’[B](b)]= 0
or by (4.7) c2D=0; c1D=0. Hence c1 = c2 = 0, that is the solution y(t) is trivial. This completes
the proof.
Theorem 4.2. If D =0, then the nonhomogeneous BVP (4:1); (4:2) has a unique solution y(t) for
which the formula
y(t)=
∫ b
(a)
G(t; s)h(s)s (4.8)
holds; where the function
G(t; s)=
1
D
{
’(t) (s); (a)6 t6 s6 (b);
’(s) (t); (a)6 s6 t6 (b)
(4.9)
and G(t; s) is called the Green’s function of the BVP (4.1), (4.2).
Proof. Under the condition D =0, the solutions ’(t) and  (t) of the homogeneous Eq. (4.3) are
linearly independent and therefore by Theorem 3.5 the general solution of the nonhomogeneous Eq.
(4.1) has the form
y(t)= c1’(t) + c2 (t) +
1
D
∫ t
(a)
[’(s) (t)− ’(t) (s)]h(s)s; (4.10)
where c1 and c2 are arbitrary constants. Now we try to choose the constants c1 and c2 so that the
function y(t) satisfy also the boundary conditions (4.2).
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From (4.10) according to the third formula of Theorem 2.10 we have
y[B](t)= c1’[B](t) + c2 [B](t) +
1
D
∫ t
(a)
[’(s) [B](t)− ’[B](t) (s)]h(s)s: (4.11)
Consequently,
y((a))= c1’((a)) + c2 ((a))= c1 + c2 ((a));
y[B]((a))= c1’[B]((a)) + c2 [B]((a))= c1+ c2 [B]((a)):
Substituting these values of y((a)) and y[B]((a)) into the Mrst condition of (4.2) we get
c2[ ((a))−  [B]((a))]= 0:
On the other hand, by (4.7)
 ((a))−  [B]((a))=D =0:
Consequently, c2 = 0 and (4.10), (4.11) take the forms
y(t)= c1’(t) +
1
D
∫ t
(a)
[’(s) (t)− ’(t) (s)]h(s)s;
y[B](t)= c1’[B](t) +
1
D
∫ t
(a)
[’(s) [B](t)− ’[B](t) (s)]h(s)s: (4.12)
Hence,
y(b)= c1’(b) +
1
D
∫ b
(a)
[’(s)− ’(b) (s)]h(s)s;
y[B](b)= c1’[B](b) +
1
D
∫ b
(a)
[− ’(s)− ’[B](b) (s)]h(s)s;
and substituting these values of y(b) and y[B](b) into the second condition of (4.2) we get
c1[’(b) + ’[B](b)]− ’(b) + ’
[B](b)
D
∫ b
(a)
 (s)h(s)s=0:
Since by (4.7)
’(b) + ’[B](b)=D =0;
hence,
c1 =
1
D
∫ b
(a)
 (s)h(s)s:
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Putting this value of c1 in (4.12) we obtain
y(t)=
1
D
∫ t
(a)
’(s) (t)h(s)s+ 1
D
∫ b
t
’(t) (s)h(s)s;
that is the formulas (4.8), (4.9) hold.
It can be veriMed without diOculty that for the solution y(t) of the nonhomogeneous equation
(4.1) under the nonhomogeneous boundary conditions
y((a))− y[B]((a))=d1; y(b) + y[B](b)=d2;
the formula
y(t)=w(t) +
∫ b
(a)
G(t; s)h(s)s
holds, where the function G(t; s) is deMned by (4.9) and
w(t)=
d2
D
’(t)− d1
D
 (t):
Remark 4.1. Instead of the BVP (4.1), (4.2) we can consider the BVP
−[p(t)y(t)]B + q(t)y(t)= h(t); t ∈ [a; b]; (4.13)
y(a)− y[](a)= 0; y((b)) + y[]((b))= 0; (4.14)
in which unlike (4.1), (4.2) the operations B and  are interchanged. If we denote by ’(t) and
 (t) the solutions of the homogeneous equation (3.11) under the initial conditions
’(a)= ; ’[](a)= ;  ((b))= ;  []((b))=− ;
and set D= − Wt(’;  ), where Wronskian is deMned by (3.12), then for the solution y(t) of the
BVP (4.13), (4.14) the formula
y(t)=
∫ (b)
a
G(t; s)h(s)Bs (4.15)
will hold, where
G(t; s)=
1
D
{
’(t) (s); (a)6 t6 s6 (b);
’(s) (t); (a)6 s6 t6 (b):
(4.16)
Note that unlike (4.8), in (4.15) the integration is delta integration.
5. Sign properties of the Green’s functions
Consider the BVP (4.1), (4.2). In this section we assume that
p(t)¿ 0; q(t)¿ 0; (5.1)
; ; ; ¿ 0; + ¿ 0; + ¿ 0: (5.2)
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Let ’(t) and  (t) be the solutions of the homogeneous equation (4.3) satisfying initial conditions
(4.4) and (4.5), respectively.
Lemma 5.1. Under the conditions (5:1); (5:2) the solutions ’(t) and  (t) possess the following
properties:
’(t)¿ 0; t ∈ [(a); (b)];  (t)¿ 0; t ∈ [(a); b]; (5.3)
’(t)¿ 0; t ∈ ((a); (b)];  (t)¿ 0; t ∈ [(a); b); (5.4)
’[B](t)¿ 0; t ∈ [(a); b];  [B](t)6 0; t ∈ [(a); b]: (5.5)
Proof. We apply the induction principle for time scales to the statement
A(t): ’(t)¿ 0 and ’[B](t)¿ 0; (5.6)
where t ∈ [(a); b].
(I) The statement A((a)) is true, since ’((a))=  and ’[B]((a))= .
(II) Let t be right-scattered and A(t) be true, i.e., ’(t)¿ 0 and ’[B](t)¿ 0. We need to show
that ’((t))¿ 0 and ’[B]((t))¿ 0. By the deMnition of B-derivative, we have
’((t))=’(t) + [(t)− t]’B(t): (5.7)
Further, by the deMnition of -derivative and Eq. (4.3) for ’(t), we have
’[B](t)=’[B]((t)) + [t − (t)][’[B](t)] =’[B]((t)) + [t − (t)]q(t)’(t):
Setting here (t) for t and taking into account that for right-scattered t the equality ((t))= t holds,
we obtain
’[B]((t))=’[B](t) + [(t)− t]q((t))’((t)): (5.8)
From (5.7) we get ’((t))¿ 0 and then from (5.8) we get ’[B]((t))¿ 0.
(III) Let t0 be right-dense, A(t0) be true and t1 ∈ [(a); b] be such that t1 ¿t0 and is suOciently
close to t0. We need to prove that A(t) is true for t ∈ [t0; t1].
From Eq. (4.3) with y(t)=’(t), the equations
’[B](t)=’[B](t0) +
∫ t
t0
q(s)’(s)s; (5.9)
’(t)=’(t0) + ’[B](t0)
∫ t
t0
B
p()
+
∫ t
t0
1
p()
[∫ 
t0
q(s)’(s)s
]
B (5.10)
follow. To investigate the function ’(t) appearing in (5.10), we consider the equation
y(t)=’(t0) + ’[B](t0)
∫ t
t0
B
p()
+
∫ t
t0
1
p()
[∫ 
t0
q(s)y(s)s
]
B; (5.11)
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where y(t) is a desired solution. Our aim is to show that for t1 suOciently close to t0, Eq. (5.11)
has a unique continuous (in the topology of T) solution y(t) satisfying the inequality
y(t)¿’(t0) + ’[B](t0)
∫ t
t0
B
p()
’(s)s; t ∈ [t0; t1]: (5.12)
We solve Eq. (5.11) by the method of successive approximations, setting
y0(t)=’(t0) + ’[B](t0)
∫ t
t0
B
p()
;
yj(t)=
∫ t
t0
1
p()
[∫ 
t0
q(s)yj−1(s)s
]
B; j=1; 2; 3; : : : :
(5.13)
If the series
∑∞
j=0 yj(t) converges uniformly with respect to t ∈ [t0; t1], then its sum will be, obviously,
a continuous solution of Eq. (5.11). To prove the uniform convergence of this series we let
M0 =’(t0) + ’[B](t0)
∫ t1
t0
B
p()
; M1 =
∫ t1
t0
1
p()
[∫ 
t0
q(s)s
]
B:
Then the estimate
06yj(t)6M0M
j
1 ; t ∈ [t0; t1]; j=0; 1; 2; : : : (5.14)
can easily be obtained. Indeed, (5.14) evidently holds for j=0. Let it also hold for j= n. Then
from (5.13) applying Theorem 2.9 we get for t ∈ [t0; t1],
06yn+1(t)6
∫ t1
t0
1
p()
[∫ 
t0
q(s)yn(s)s
]
B
6
∫ t1
t0
1
p()
[
max
(t0)6s6
yn(s)
] [∫ 
t0
q(s)s
]
B
6
[
max
(t0)6s6(t1)
yn(s)
] ∫ t1
t0
1
p()
[∫ 
t0
q(s)s
]
B6M0Mn+11 :
Therefore by the usual mathematical induction principle, (5.14) holds for all j=0; 1; 2; : : : .
Now choosing t1 appropriately we obtain M1 ¡ 1. Then Eq. (5.11) will have a continuous solution
y(t)=
∞∑
j=0
yj(t) for t ∈ [t0; t1]:
Since yj(t)¿ 0, it follows that y(t)¿y0(t) thereby proving the validity of inequality (5.12). To
prove uniqueness of solution of Eq. (5.11) for t ∈ [t0; t1], suppose it has two solutions y1 and y2.
Then subtracting side-by-side the equations for y1 and y2, and passing on to the modulus, we get
|y1(t)− y2(t)|6
∫ t
t0
1
p()
[∫ 
t0
q(s)|y1(s)− y2(s)|s
]
B
6
[
max
(t0)6s6(t1)
|y1(s)− y2(s)|
] ∫ t1
t0
1
p()
[∫ 
t0
q(s)s
]
B:
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Thus,
|y1(t)− y2(t)|6M1 max
(t0)6s6(t1)
|y1(s)− y2(s)|; t ∈ [t0; t1]:
Since M1 ¡ 1, hence it follows that y1(t)=y2(t) for t ∈ [t0; t1].
From (5.10) and (5.11) in view of the uniqueness of solution we get that ’(t)=y(t), t ∈ [t0; t1].
Therefore,
’(t)¿’(t0) + ’[B](t0)
∫ t
t0
B
p()
; t ∈ [t0; t1]:
Hence by making use of the induction hypothesis A(t0) being true, we obtain ’(t)¿ 0 for t ∈ [t0; t1].
Taking this into account, from (5.9) we also get ’[B](t)¿ 0 for t ∈ [t0; t1]. Thus, A(t) is true for all
t ∈ [t0; t1].
(IV) Let t ∈ ((a); b] and assume t is left-dense and such that A(s) is true for all s¡ t, i.e.,
’(s)¿ 0; ’[B](s)¿ 0; ∀s∈ [(a); t):
Passing on here to the limit as s → t we get by the continuity of ’(s) and ’[B](s) that ’(t)¿ 0
and ’[B](t)¿ 0, thereby verifying the validity of A(t).
Consequently, by the induction principle on time scales, (5.6) holds for all t ∈ [(a); b].
From (5.7) and (5.6) for t= b we also get ’((b))¿ 0. So the statements (5.3) and (5.5) for ’
are proved. To prove the statement (5.4) for ’ we make use of the equations
’[B](t)= +
∫ t
(a)
q(s)’(s)s; (5.15)
’(t)=  + 
∫ t
(a)
B
p()
+
∫ t
(a)
1
p()
[∫ 
(a)
q(s)’(s)s
]
B; (5.16)
which follow from Eq. (4.3), with y=’ using initial conditions (4.4). From (5.16) it follows that
’(t)¿ 0 for t ¿(a).
We can prove the statements of the lemma for  similarly applying the backward induction
principle on time scales. The lemma is proved.
Let us now investigate the sign of the number D deMned by (4.7). By (4.7), (5.15), (5:16), and
 [B](t)=− −
∫ b
t
q(s) (s)s;
 (t)= + 
∫ b
t
B
p()
+
∫ b
t
1
p()
[∫ b

q(s) (s)s
]
B; (5.17)
we have
D= + + 
∫ b
(a)
B
p()
+ 
∫ b
(a)
q(s)’(s)s+ 
∫ b
(a)
1
p()
[∫ 
(a)
q(s)’(s)s
]
B
= + + 
∫ b
(a)
B
p()
+ 
∫ b
(a)
q(s) (s)s+ 
∫ b
(a)
1
p()
[∫ b

q(s) (s)s
]
B: (5.18)
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Since ’(t)¿ 0, t ∈ [(a); (b)] by Lemma 5.1, we have from (5.18)
D¿ + + 
∫ b
(a)
B
p()
: (5.19)
If q(t) ≡ 0, then in (5.19) the equality holds. It is easy to see that under the conditions (5.1), (5.2)
the inequality
+ + 
∫ b
(a)
B
p()
¿ 0
is equivalent to the inequality  +  + ¿ 0. The latter inequality in turn is equivalent to the
inequality + ¿ 0. From formula (5.18) in view of Lemma 5.1 the following lemma follows.
Lemma 5.2. Under conditions (5:1); (5:2):
(i) If q(t) is not identically zero; then D¿ 0.
(ii) If q(t) is identically zero; then D¿ 0 if and only if + ¿ 0.
From formula (4.9) by Lemmas 5.1, 5.2 and (5:16), (5.17) the following theorem follows.
Theorem 5.1. Let conditions (5:1) and (5:2) hold. Besides; in the case q(t) ≡ 0 let + ¿ 0. Then
(i) G(t; s)¿ 0 for t; s∈ [(a); b].
(ii) G(t; s)¿ 0 for t; s∈ ((a); b).
(iii) If ¿ 0 and ¿ 0, then G(t; s)¿ 0 for t; s∈ [a; b].
6. Existence of positive solutions
In this section we consider the nonlinear BVP (1.8), (1.9), where we assume that the following
conditions are satisMed:
(H1) p(t)¿ 0, q(t)¿ 0.
(H2) ¿ 0; ¿ 0; ¿ 0; ¿ 0.
(H3) If q(t) ≡ 0, then + ¿ 0.
(H4) f : [a; b]×R→ R is continuous in (t; ) with respect to the topology of T×R and f(t; )¿ 0
for ∈R+, where R+ denotes the set of nonnegative real numbers.
Regarding BVP (1.8), (1.9), denote by G(t; s) the Green’s function of the problem (1.6), (1.7).
By Theorem 5.1 the inequality
G(t; s)¿ 0 for t; s∈ [a; b] (6.1)
holds. Let us set
m=minG(t; s); M =maxG(t; s); t; s∈ [a; b]: (6.2)
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By Theorem 4.2 Mnding a solution y(t), t ∈ [(a); (b)] of the BVP (1.8), (1.9) is equivalent to
Mnding a continuous (in the topology of T) solution y(t) of the integral equation
y(t)=
∫ b
(a)
G(t; s)f(s; y(s))s; t ∈ [(a); (b)]:
Hence for the solution y(t), t ∈ [(a); (b)] of the BVP (1.8), (1.9) the equation
y(t)=
∫ b
(a)
G(t; s)f(s; y(s))s; t ∈ [a; b] (6.3)
holds. Conversely, if a continuous function y(t), t ∈ [a; b] is a solution of Eq. (6.3), then the extension
y(t), t ∈ [(a); (b)] of this function, where
y((a))=
∫ b
(a)
G((a); s)f(s; y(s))s;
y((b))=
∫ b
(a)
G((b); s)f(s; y(s))s (6.4)
will be a solution of the BVP (1.8), (1.9).
Thus, between solutions of the BVP (1.8), (1.9) and Eq. (6.3) there is a one-to-one correspon-
dence. Consequently, the existence and uniqueness of solution of the BVP (1.8), (1.9) is equivalent
to that for Eq. (6.3).
We investigate Eq. (6.3) in the Banach space B=C[a; b] of real-valued continuous (in the topol-
ogy of T) functions y(t) deMned on [a; b] with the norm
‖y‖=max|y(t)|; t ∈ [a; b]:
DeMne the cones P and P0 in B by
P= {y∈B |y(t)¿ 0 for t ∈ [a; b]};
P0 =
{
y∈P | min
t∈[a;b]
y(t)¿
m
M
‖y‖
}
:
Solving Eq. (6.3) in B is equivalent to Mnding Mxed points of the operator A :B→ B deMned by
Ay(t)=
∫ b
(a)
G(t; s)f(s; y(s))s; t ∈ [a; b]: (6.5)
An operator (nonlinear, in general) acting in a Banach space is said to be completely continuous
if it is continuous and maps bounded sets into relatively compact sets. From the continuity of G(t; s)
and f(t; ) it follows that the operator A deMned by (6.5) is completely continuous in B.
Lemma 6.1. Ay∈P0 for all y∈P. In particular; the operator A leaves the cone P0 invariant; i.e.;
A(P0) ⊂ P0.
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Proof. For all y∈P, by (6.1) and (H4), we have from (6.5), Ay(t)¿ 0 for all t ∈ [a; b]. Further,
min
t∈[a;b]
Ay(t)¿m
∫ b
(a)
f(s; y(s))s¿ m
M
∫ b
(a)
{
max
t∈[a; b]
G(t; s)
}
f(s; y(s))s
¿
m
M
max
t∈[a; b]
∫ b
(a)
G(t; s)f(s; y(s))s= m
M
‖Ay‖:
Therefore, Ay∈P0.
Below we will make use of the following Mxed point result (see [16,19]).
Lemma 6.2. Let B be a Banach space; and let P ⊂ B be a cone in B. Assume 61; 62 are open
subsets of B with 0∈61, R61 ⊂ 62 and let
A :P ∩ ( R62\61)→ P
be a completely continuous operator such that; either
(i) ‖Ay‖6 ‖y‖, y∈P ∩ @61, and ‖Ay‖¿ ‖y‖, y∈P ∩ @62; or
(ii) ‖Ay‖¿ ‖y‖, y∈P ∩ @61, and ‖Ay‖6 ‖y‖, y∈P ∩ @62.
Then A has at least one 8xed point in P ∩ ( R62\61).
In the next theorem we also assume the following condition on f(t; ).
(H5) There exist numbers 0¡r¡R¡∞ such that for all t ∈ [a; b]:
f(t; )6
1
[b− (a)]M r; if 06 6 r; f(t; )¿
M
[b− (a)]m2R; if R6 ¡∞:
Theorem 6.1. Assume that conditions (H1)–(H5) are satis8ed. Then the BVP (1:8); (1:9) has at
least one solution y(t); t ∈ [(a); (b)] such that
m
M
r6y(t)6
M
m
R; t ∈ [a; b]: (6.6)
Proof. For y∈P0 with ‖y‖= r (hence 06y(s)6 r for s∈ [a; b]), we have for all t ∈ [a; b] (see
Theorems 2.8 and 2.9),
Ay(t)6M
∫ b
(a)
f(s; y(s))s6M 1
[b− (a)]M r
∫ b
(a)
s= r= ‖y‖: (6.7)
Now if we let 61 = {y∈B | ‖y‖¡r}, then (6.7) shows that ‖Ay‖6 ‖y‖, y∈P0 ∩ @61. Further,
let
R1 =
M
m
R and 62 = {y∈B | ‖y‖¡R1}:
Then, y∈P0 and ‖y‖=R1 implies
min
t∈[a; b]
y(t)¿
m
M
‖y‖= m
M
R1 =R;
98 F.M. Atici, G.Sh. Guseinov / Journal of Computational and Applied Mathematics 141 (2002) 75–99
hence, y(s)¿R for all s∈ [a; b]. Therefore, for all t ∈ [a; b],
Ay(t)¿m
∫ b
(a)
f(s; y(s))s¿m M
[b− (a)]m2R
∫ b
(a)
s= M
m
R=R1 = ‖y‖:
Hence, ‖Ay‖¿ ‖y‖ for all y∈P0 ∩ @62.
Consequently, by the Mrst part of Lemma 6.2, it follows that A has a Mxed point y in P0∩( R62\61).
We have r6 ‖y‖6R1. Hence, since for y∈P0 we have y(t)¿m=M‖y‖, t ∈ [a; b], it follows that
(6.6) holds.
Remark 6.1. From (6.4) and Theorem 5.1 it follows that together with (6.6) we also have y((a))¿0.
Remark 6.2. If
lim
→0+
f(t; )

=0 and lim
→∞
f(t; )

=∞
uniformly on t ∈ [a; b], then the condition (H5) will be satisMed for r ¿ 0 suOciently small and
R¿ 0 suOciently large.
In Theorem 6.2 we assume the following condition on f(t; ).
(H6) There exist numbers 0¡r¡R¡∞ such that for all t ∈ [a; b],
f(t; )¿
M
[b− (a)]m2 ; if 06 6 r; f(t; )6
1
[b− (a)]M ; if R6 ¡∞:
Theorem 6.2. Assume that conditions (H1)–(H4) and (H6) are satis8ed. Then the BVP (1:8); (1:9)
has at least one solution y(t); t ∈ [(a); (b)] with property (6:6).
The proof is analogous to that of Theorem 6.1 and uses the second part of Lemma 6.2.
Remark 6.3. If
lim
→0+
f(t; )

=∞ and lim
→∞
f(t; )

=0
uniformly on t ∈ [a; b], then the condition (H6) will be satisMed for r ¿ 0 suOciently small and
R¿ 0 suOciently large.
Remark 6.4. In the case of p(t) ≡ 1, q(t) ≡ 0,  ≡ 0,  ≡ 1, the Green’s function of the problem
(1.6), (1.7) has the form
G(t; s)=
1

{
 + [t − (a)]; (a)6 t6 s6 (b);
 + [s− (a)]; (a)6 s6 t6 (b):
Therefore, in this case we have
m= a− (a) + 

; M = b− (a) + 

:
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