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Communicated by M. Rosenblatt 
For continuous observations from time-sequential studies, suitable Cram&- 
von Mises and Kolmogorov-Smirnov types of (nonparametric) statistics (based 
on linear rank statistics) for testing hypotheses on some multiple-regression 
models are proposed and studied. The asymptotic theory of these tests is 
provided for both the null and (local) alternative hypotheses situations and is 
based on the weak convergence of suitable rank order processes (on the D[O, 11 
space) to certain functions of Brownian motions. Bahadur efficiency results are 
also presented. Empirical values of the percentile points of the null distributions 
of the proposed test statistics, obtained through simulation studies, are also 
provided. 
1. INTRODUCTION 
In longitudinal (time-sequential) studies relating to clincial trials and life 
testing problems, the experimenter sets out to plan beforehand the maximum 
number of responses to be observed or the maximum duration of the experimen- 
tation. As the experiment is continuously observed over time, evkn with this 
restricted design, the experimenter has the option of reviewing the outcome as 
the experiment progresses, enabling him to terminate the experiment at an 
intermediate stage if the cumulative evidence indicated by the data at that stage 
is strong enough to reject the null hypothesis and if further continuation of 
experimentation cannot lead to a different inference. This pseudosequential 
test procedure (which is distinguished from the classical sequential test) arises 
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from what is called progressive censoring schemes (PCS), as at the successive 
censoring time points (responses or failures), the test statistics are based on 
uncensored subjects only. It may be mentioned that, for the applications of this 
procedure, it is not necessary that one work with a restricted design only. 
For two-sample location and scale problems as well as the simple regression 
model,Chatterjee and Sen [3] have developed a general class of (linear) rank 
statistics incorporated for testing under PCS. In the current investigation, 
their theory is extended to the multiple-regression problem which includes the 
multisample location problem as a special case. Also, a wider class of test statistics 
is considered here. 
Section 2 is devoted to the basic formulation of the problem. Section 3 deals 
with the development of PCS tests: two different types, viz., Kolomogorov- 
Smirnov and Cramer-von Mises, both based on linear rank statistics, are 
considered. Sections 4 and 5 are devoted to the study of the asymptotic distribu- 
tion theory of the test statistics under the null and (local) contiguous alternative 
hypotheses. Asymptotic (Bahadur) relative efficiency results are presented in 
Section 6. Section 7 deals with the simulation study of the null distributions of 
the proposed test statistics. In Section 8, comparison of the proposed PCS tests 
with the fixed-plan censoring modifications of the Kruskal-Wallis test by Basu 
[I] has been made and the scope of applicability of the PCS tests in the context 
of right truncation is discussed. 
2. PRELIMINARY NOTIONS 
Let {Xi , i 3 l} be a sequence of independent random variables (T.v.) with 
continuous distribution functions (d.f) {Fi , i > I}, specified by the model 
F&c) = F(x - p. - P’q), --co<x<oo, i>l, (2.1) 
where in this conventional multiple-regression model, the d.f. F is not known, 
is,, P’ = (181 9.*.9 A?) are unknown parameters, p (>I) and {ci’ = (cii ,..., c,J, 
i > l} is a sequence of (known) vectors of regression constants. Our concern 
is to test 
Ho: p = 0 vs HI : P # 0 (2.2) 
(treating & as a nuisance parameter and without assuming the form of F to be 
specified), when, in fact, we have a life testing model, as may be posed below. 
For every N (>I), let Z,,,, < ... < Z,, be the ordered random variables 
corresponding to (X1 ,.. ., X,) = XcN), say; by virtue of the assumed continuity 
of the Fi , ties among the observations may be neglected, in probability. Let 
Rv = (liN1 ,..., RN,,,)’ and S, = (S,, ,..., SNN)’ be respectively the vectors 
of ranks and antiranks of the elements of XcN), so that (ties neglected), RNSNi = 
S NRNi = i, 1 < i < N Xi = 4.mNi, 1 < i Q N. In a life testing problem, 
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one typically observes the successive order statistics {Z,,,i} along with the 
corresponding {SNi}, and based on a part of the sequence (ZNi , SNi ; 1 < i < N), 
the problem is to test for Hs in (2.2). The PCS test is a pseudosequential 
procedure where an early termination of experimentation is feasible if one 
observes {ZNi , SNi , 1 < i < k} for some K (<N), the accumulated statistical 
evidence leads to a decisive conclusion. Our proposed PCS tests are based on 
suitable linear rank statistics, which we introduce in this section. The actual 
test statistics will be introduced in the next section. 
For every N (al), we conceive of a set of scores {a,(l),..., u,(N)} generated 
by a score function 4 = {d(u), u E (0, 1)) in the following way: 
a&vu] + 1) = &(1() : 0 < 11 < 1, (2.3) 
where [s] denotes the largest integer <s and 
$; jol GN(~ - W>” du = 0. (2.4) 
Further, +(u) is assumed to be expressible as the difference of two [$1(~) and 
&.(u)] nondecreasing and square integrable (inside I = [0, 11) functions. Note 
that (2.4) holds, in particular, when 
UN(i) = W(uNd or d(W + l)), l<i<N, (2.5) 
where U,, < **a < U,, are the ordered random variables of a simple of size N 
from the rectangular [0, l] d.f. In order to simplify the notation, in the sequel, 
we let 
4 = f 4(u) du = 0, A,2 = 1’ I$~(#) du - 8 = s,’ c+“(u) du = 1, (2.6) 
0 
iifq = & f Q(i) = 0 
(I-1 
and (2.7) 
AN2 = (N - 1) ; [UN(i) - z&I]2 = 1, N > 2. 
i=l 
Now, at the Kth stage, the observable random variables are {Z,, , SNi ; 
1 < i < k}, and on the basis of these, we define 
by letting 
T N,k = (Tfk ,..., T$J’ (1 < k < N) 
T N.k = f,, @SNI - EN) aNti) + f (CsN6 - EN) 
i=7c+1 I[ (N - W’ 5 aN(i) i==k+l 1 
(2.9) 
=*; (% - eN)[aN(i) - &v*(k)], 
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where S, = N-l cf, ci and 
N 
a,*(k) = (N - k)-l c aN(i), l<k<N-1, 
i=k+l (2.10) 
= 0, k = 0, N, 
and, conventionally, we let TN,s = 0. Note that TN,N--l = TNN = TN , where 
TN = f @sNi - 5,) UN(i) = f (c - EN) a#?& 
i=l i-l 
Actually, if we let 
bN,k(i) = aN(i)j 1 <i<k, 
= UN*(k), k<i<N, 
k = 0, l,..., N, 
then, we may rewrite TNek as 
TN.~ = f  (ci - EN) ~NMNJ, 
i=l 
k = 0, l,..., N. (2.13) 
Note that by (2.7), (2.10), and (2.12), for every 1 < k < q < IV, 
(N - 11-l gl b~.k(i) b~.di) 
= (N - 1)-l 
I 
t q,?(i) + (N - k)[~~*(k)]~ 
i=l I 
= AN2 - (N - 1)-l f [t+,(i) - fZ,*(h)12 
i-k+1 
N 
(2.11) 
(2.12) 
(2.14) 
= 1 - (N - 1)-l c [a&i) - t&N*(k)]” = A&, , say, 
i-k+1 
where Ai,,isf ink (0 < k < N)and Ag,o = 0, A;,,-, = Ai,N = AN2 = 1. 
Let us also denote 
CN = f  (ci - EN)(Ct - EN)’ = ((~N,d),,,,,...,, , (2.15) 
Z-1 
and assume that there exists a positive number N,, , such that 
CN is positive definite (p.d.), VN>N,. (2.16) 
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We may remark that under H, in (2.2), Z, = (Z,, ,..., Z,,)’ and RN (or S,) 
are stochastically independent; R, (or S,) assumes all possible permutations 
of (l,..., N) with the equal probability (N!)-l. Hence, from (2.13) to (2.15), 
we obtain by some routine computations that 
EVN,~ I Ho) = 0, O<k<N* 
JWN.&.~ I Ho) = Ah, * CN 9 O<k, q<N 
where a A b = min(u, b). Finally, we define 
LN,k = 0, k = 0, 
= ("JSI,~G~TN#~~ k = l,..., N. 
Our proposed tests (under PCS) are based on the partial sequence 
iLN.k : 0 < k < I}, 
where r is any preassigned integer, such that 
r/N+6:0<6< 1, as N+co. 
In reality, S is usually less than 1. 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
3. PCS RANK ORDER TESTS FOR No REGRESSION 
We propose the following two test statistics: 
(i) Kolmogoro~Smirnov- (KS-) type statistics. We define 
(ii) Cramer-on M&es- (CwM-) type statistics. Here, we define 
T-1 
= A$ c ~k*(%,k(%%,k), 
k=O 
(34 
where 
h,* = A$[(N - k - l)/(N - l)(N - k)][u,(k + 1) - uN*(k + l)]“, 
(3.3) 
for k = 0, l,..., I - 1. 
78 MAJUMDAR AND SEN 
Actually, both of these statistics can be expressed conveniently in terms of 
an underlying stochastic process as follows. For every N > r > 1, we introduce 
a sequence {/zN,r(t), t E 1> of integer-valued, nondecreasing and right-continuous 
functions, where 
ami Ai,le is defined by (2.14). Consider then the process YN,r = {YN,r(t), t ~1) 
by letting 
YN&) = 4sN.kN,&) 5 t El. (3.5) 
Thus, YN.r belongs to the spece D[O, 11, endowed with the Skorokhod 
Jr-topology. Then, we have 
K* - SUP YN.&)? NJ  
&I 
(3.6) 
s 
1 
M* - N.r - CL&) dt. (3.7) 
0 
Note that, if we let 
and 
(k) 
M$!r = A& y  X,*(T&,,C-,‘T,.,) = It”” Y;,r(t) dt, O<k<r, 
S=O 0 
(3.9) 
where tg)r = At,,/Ai T for k = 0, l,..., r , then, we have 
K$!v 7 in k and Mfr 7 in k, for 0 < k < r (QV). (3.10) 
The monotonicity property in (3.10) is then incorporated in the formulation 
of the following PCS tests. For a preassigned level of significance OL (0 < 01 < l), 
let K$,r,a and MS,,,, be defined by 
PW;., 2 K;,,,, I HoI b a > PWi.L > K;,ca I ffol; (3.11) 
Wf;,, 3 M;,,,, I HoI 2 0~ > PW;,, > M;,,,, I Ho). (3.12) 
Then, for N items under life testing, as the successive failures are observed, 
at each failure Z,, , we compute KF’,. (or MA:‘,), k > 0. If, for the first time, 
for some k (>.I), Kg,),, is >K$,,,, (or Mj.$ is >M;,,,), experimentation is 
discontinued following Z,, along with the rejection of Ho. If, no such k (<r) 
exists, experimentation is curtailed following Z,, along with the acceptance of 
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H, . Note that, by definition, K;,r and M;I;,, are both functions of RN (and 
Cl ,**a, cN), and hence, under H, in (2.2), they are distribution-free statistics. 
Thus, both the PCS tests based on {Kj$.} and {Mj$} are genuinely distribution- 
free (under H,). Also, by (2.13), (2.19), (3.3) and (3.8), these statistics remain 
invariant under any nonsingular transformation on the regression vectors {ci}. 
That is, if we let di = ca + I& , i > 1, where c0 is arbitrary and r is non- 
singular, and for (2.1), we rewrite x - &, - Q’ci as x - 3/O - y’di , 1 < i < N, 
where y’ = P’I’-~ and y0 = /3,, - y’c, , then replacing in (2.11), (2.13), and 
(2.19) the cg by di and denoting the resulting statistics by z,,, , we haveL,,I, = 
2 N.k > Vk > 0 and I’ (nonsingular). Since, in many cases (viz., the multisample 
location problem), the ci and p in (2.1) are not uniquely defined, this invariance 
is rather important and it eliminates the arbitrariness of the choice of the ci . 
Thus, the proposed PCS tests are invariant, distribution-free tests. For small 
values of N, the exact null distribution of K-g,, or M$,r can be derived by 
direct enumerations of the exact distribution of RN (or S,) over the N! equally 
likely permutations of (l,..., IV), giving rise to Nlrl equally likely realizations of 
@N, ,---, sNT) from (l,..., N). The task becomes prohibitively laborious as Y  
(and hence, N) increases; for this reason, we take recourse to the asymptotic 
distribution in the next section. 
4. ASYMPTOTIC NULL DISTRIBUTION THEORY 
To study the asymptotic distributions of K$ c and M,*,, (both of which are 
functionals of the process YN.r, defined in (3.4) to (3.5)), first, we consider 
the weak convergence of { YN,r) to appropriate functionals of Brownian motions. 
Let Wj = { Wj(t), t EI}, j = l,..., p, be p independent copies of standard 
Brownian motions on I, and define Y = {Y(t), t EI} by letting 
Y(t) = f Wjyt) li2, 1 1 t E I. j=l 
Then, Y belongs to the space CIO, l] with probability 1. At this stage, we 
introduce the following (Noether-type) condition: 
li~~~p(,~~a$c, - EN)’ C;‘(ci - P,)) = 0. (4.2) 
Then, we have the following 
THEOREM 4.1. Under H, in (2.2), (2.21), (4.2) and the assumptions made 
on the scores in Section 2, as N -+ 03, 
YN,, % Y, in the J,-topology on DIO, 11. (4.3) 
683/8/r-6 
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Proof. We have noticed in the last section that the LNsk (and hence, I’,,,,) 
remain invariant under any nonsingular transformation on the ci . Thus, under 
(2.16), there exists a nonsingular matrix E, such tyat 
Then let 
EN’CNEN = I, = Diag(l,..., 1). (4.4) 
ei = EN(Ci - iZ,>, 1 < i < N, so that f  Si = 0, f  E&’ = I, . (4.5) 
i=l i=l 
Further, in (2.13), replacing ci - EN by iri , 1 < i < N, the resulting vector is 
denoted by TN,& for K = 0, I,..., N. Then, by (2.19), (4.4), and (4.5), we have 
L N.k = (Tv,?&k)1’2, for k = 0, I,..., N. (4.6) 
Defining {KN,T(t), t ~1) by (3.4), we introduce a p-variate stochastic process 
WN,r = {WN,(t), t ~1} = {(W,!$(t) ,..., WE:(t))‘, t ~1) by letting 
%dt> = K&rv,k.&r,(t~ f  t EI. (4.7) 
Then, by (3.5), (4.6), and (4.7), we obtain that 
YN,,W = mdw mv&m”2, t EI. (4.8) 
Hence, if we let W = {(Wl(t),..., WJt))‘, t ~1) where the Wj are defined prior 
to (4.1), then to prove (4.3), it suffices to show that 
WN,7 3 W, in the Jr-topology on D[O, I], (4.9) 
and for this, we need to show that (a) the finite-dimensional distributions 
(fdd.) of {ii&,r} converge to those of W and (b) {WN,T} is tight. 
Note that under the assumed regularity conditions on the scores, by Lemma 
4.3 of Chatterjee and Sen [3] and our Eq. (3.3), 
max A,*-+0 as N-co. 
O<k<r 
(4.10) 
As a consequence, lim,,, tg,$,rct)) = t for every t belonging to [O, 11. Hence, 
if for 4 (31) and 0 < t, < ..* < t, < 1, t = (tl ,..., tQ)‘, then by (4.4), (4.5), 
(2.17), and (2.18), we have, on letting eNmr(t) = [*k,,(t,) ,..., &,,(t,)], that 
~N.T(f) = 0 and WNJWI + I,@ ((4 * m (4.11) 
where V[ ] stands for the dispersion matrix (of order pp x pq) and @ for the 
Kronecker product. Defining W(t) = [w,(t,),..., W’(t,)], it follows by routine 
steps that 
IzW(t) = 0 and wwt)l = I, 0 ((4 * td>* (4.12) 
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Thus, to prove the convergence of f.d.d.‘s of (GN,r} to those of W, we need only 
show that for any given q (al) and t = (tr ,..., tP)‘, WN,7(t) is asymptotically 
normal. Writing 
kN.r(f) = (kN.&l),.“, kN,&))’ = (4 7***> f%)‘Y (4.13) 
and noting (4.7) and (4.10), it suffices to show that (TN*,1 ,..., TN,La) has asympto- 
tically a multinormal distribution. We consider the rolled-out vector 
and for a nonnull g = (g,, ,..., g,r ,..., g,, ,..., g,,), consider the linear compound 
UN*(g) = g’uN.0 = 2 f 6nSNj dN(i), 
i=lrn=l 
(4.15) 
where, by virtue of (2.13) (4.5) and (4.15), 
(4.16) 
for k,-, < i < k, , s = 2 ,..., q; 
Thus, if we let 
fsNi = i &,sNi for i = l,..., N, (4.17) 
m=l 
we have from (4.15) to (4.17) that 
uN*(g> = f fSNi dN@h (4.18) 
i=l 
where under H,, in (2.2), SN = (S,, ,..., S’NN)’ assumes all possible permutation 
of (I,..., N) with equal probability (N!)-1. Thus, U,*(g) is a simple linear 
(anti-) rank statistic. Note that by assumptions (2.3)-(2.7) and by Lemma 2.2 
and Theorem 3.2 of Hajek (1961), th e a,(i) satisfy the condition Q of HajCk 
(1961), i.e., 
lim N-VN = 0 > lim max 
N-00 N+m 
<ilN<N N-l 2 [UN(&) - ZN]~] = 0. 
Xi,<... , a=1 
(4.19) 
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Since, the gmj are real constants, by (4.16) and (4.19), it follows by some standard 
steps that 
where &, = N-l &, dJ01) = 0. Also, by (2.3) to (2.7) and (4.16), it follows 
that for every g # 0, there exists a finite and positive g*, such that 
N-1 f  [dfg(i) - a,]” -+g* as N-+ 03. (4.21) 
i=l 
Thus, the d,,,(i) satisfy the condition Q of HajCk [5]. Further, by (4.17), 
~~lfiz = CL, Cz=, (fmi)” = XL, Si’Ei = p (see (4.5)) and by (4.2), (4.4), 
(4.5), and (4.17), 
max fi2 + 0 as N-+cx, 
1 <i<N 
(4.22) 
so that the fi satisfy the Noether condition. Hence, the asymptotic normality 
of (4.18) follows directly by an appeal to the HajCk [5] theorem, and the con- 
vergence of f.d.d.‘s of {WN,r} to W holds. 
Chatterjee and Sen [3] have established the tightness of WN,, for the special 
case of p = 1. As such, using their result coordinatewise we obtain that for 
every E > 0 and 7 > 0, there exists a 6 : 0 < S < 1 and an integer N,, , such 
that for N > N, and each i (=I,..., p), 
P{sup[] I@$&) - @$(s)I : 0 < s < t < s + 6 < l] > ,-l/2} <p-h). 
(4.23) 
On the other hand, I/ GN,,(t) - \it,,r(s)I12 = Cj”=, [tiI:(t) - W~~(S)]~, so that 
by (4.23, 
P{sup[ll %.r(t) - titTN.&)II : 0 < s < t < s + 6 < 11 > 4 < 7, VN 2 N,, , 
(4.24) 
while WN,?(0) = 0 with probability 1 (by definition). Hence, the proof of the 
tightness of {WN,,} is complete. Q.E.D. 
Now let BB,& be the sigma field generated by S$) = (S,, ,..., S&, 
0 < K < N, BN,s being the trivial sigma field. Then, for every N (bl), a?N,k 
is nondecreasing in K. Further, we define N,, as in (2.10). 
LEMMA 4.2. Under H,, in (2.2), {TN,k, SYN,k ; 0 < k < N} is a martingale 
for every N (>I) and{L,,, , S7N,k ; 0 < k < N} is a submartingale. 
Proof. Under Ho in (2.2), by Lemma 4.1 of Chatterjee and Sen [3], it follows 
directly that for eachj (=l,..., p), 
E(Tjfktl 1 a-?,,, /J = T:‘, a.e. for every k: 0 < k < N - 1, (4.25) 
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=d hence, JWN.k+l I ~N,K) = TN,k a.e.,VO<K<N-l.Thesameistrue 
for TNsk. Further by (2.13), (2.15), (2.16), and (2.19), LNSlc (being the Euclidean 
norm) is convex in TN,, , and hence, the martingale property of {TN,k) along 
with the conditional form of the Jensen inequality yields the submartingale 
PropeW ofL,kl. Q.E.D. 
For every t : 0 < t < 1, let us now define 
v(t) = l d”(u) du + (1 - 4-l (il 4(u) du): (4.26) 
so that v(t) is 2 in t E (0, l), Y(O) = limu, v(t) = 0 and v(1) = lim,, v(t) = 
A,2 = 1. 
LEMMA 4.3. Under (2.3) to (2.7), k/N--f t : t E [0, l] ensures that 
A;,, = (N - 1))’ f  b&,,(i) + v(t), as N-co, 
i=l 
(4.27) 
where the bN,k(i) are defined in (2.12). 
The proof follows along the lines of the proofs of Lemma 4.2 and Theorem 4.2 
of Chatterjee and Sen [3], and hence, is omitted. 
Let us now introduce the following: 
WP * = St”,? I Y(t)] = stup i Wjyt) 1’2, [ 1 i=l 
w o - l1 Y2(t) dt = i 1’ Wj2(t) dt = f wj , V- 
j=l 0 j=l 
(4.28) 
(4.29) 
where the wj(=Si Wi2(t) dt) are i.i.d. nonnegative r.v. From Theorem 4.1 we 
conclude that under the hypothesis of Theorem 4.1, 
iv;,, % w,” and Kg,, % wB* as N-+co. (4.30) 
The characteristic function (c.f.) g(B) of w1 (or any We , i > 1) is given by 
[viz., Dugue [4]] 
g(0) = (Cos(2if3)1/2)-1/2 = fjl { 1 - 2iBu,)-1/2; ulc = 4 a2(2k - 1)” ’ 
k > 1. 
(4.31) 
Therefore, the c.f. g=O(B) of W$ is given by 
gDye> = [g(e)]” = n (1 - 2iBuk}-p/2. 
k=l 
(4.32) 
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Note that if {Uj , j 2 I> is a sequence of i.i.d.r.v., where lJj has the central x2 
distribution with p degrees of freedom, then for every c, 
E{exp[itcUj]} = [l - 2itc]-P/2, (4.33) 
so that from (4.32) and (4.33) we have 
w,” 2 jl (4/?r2(2k - l)“} U, , (4.34) 
where =O stands for the equality of distributions. From (4.30) and (4.34), 
we conclude that under H,, , as N + co, 
M* N,7 % il (4/?r2(2k - 1)2] U, = Usa, say. (4.35) 
Since, we do not know the distribution of U,,O in any closed form, we have 
obtained (by simulation studies) the empirical percentile points: these will be 
reported in Section 7. 
For p = 1, the distribution of wr* = suptEl j Wl(t)l is well known and is 
given by (viz., Billingsley [2, p. 791). 
P{w,* < x} = 5 (-1)” [@((2K + 1)X) - @((2K - 1)x)], x 3 0, (4.36) 
k=--m 
where CD is the standard normal d.f. Parallel expressions for p > 1 are not known 
and remain as challenging problems for probabilists. In Section 7, we have also 
derived, through simulation studies, some empirical values for the percentile 
points of the d.f. of wp* for p < 4. 
We may however, note that, by definition, {Y(t), t ~1) is a submartingale, 
so that for every x > 0, 
P{s;p Y(t) > x} = P{;y f?Ya(t) > eez2} (0 > 0) 
= in${e-e23(1 - 20)--p/2) (4.37) 
as Ys(1) = Cj”=, Wjs(l) has the central chi-square d.f. withp degrees of freedom; 
note that the inequality in (4.37) is based on the Kolmogorov inequality for 
submartingales. For ~2 > p, the right-hand side reduces to 
(4P)"l" X9e--s*/2 (~z(2m)l’~ {(p/2)llz 2”j2 Is}-l xPe-3Ea’2). (4.38) 
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On the other hand, as wg * 3 wl*, we have by (4.36), for every x > 0, 
WJP * :> x} > {ml* > x} = 1 - P{w,* < x} 
= 2[1 - @j(x)] + 2 2 (-1)&-l [@((2K + 1)x) - @((2h - 1)x)] 
k=l 
(~4[1 - Q(x)] when x is not small). (4.39) 
From (4.37) to (4.39), we obtain that 
lim [-2+ log P{wg* > x}] = 1, 
z++a, 
for every p 3 1. (4.W 
We shall find this result quite useful in Section 6. In passing, we may remark 
that in (4.37) and (4.38), instead of using the Kolmogorov inequality, we could 
have used the Doob upcrossing inequality for submartingales and obtain the 
upper bound 
= inf, 2e-eo8 I 1 -- 2”/2 Ip/2 u~P/2~-le-~1-2B~u/2~l-Z~~~/2 du (4.41) u>-(1/0)10g2+2~ I 
= inf, 
I 
eceZa2( 1 - 28)-P/2 2-“2( /p/2)-l 1 v~12-le-~i2 dv . 
e>(1-28)[3e2-(i/e)iog21 I 
For specific values ofp (viz., p = 2), the right-hand side of (4.41) can be worked 
out explicitly, it is somewhat sharper than the right-hand side of (4.38). 
5. ASYMPTOTIC NONNULL DISTRIBUTION THEORY 
With the intention of studying the (asymptotic) power properties of the 
proposed PCS tests, we proceed now to consider the asymptotic nonnull 
distribution of K&:,, and LV~*,~ . For fixed alternative hypothesis, these distribu- 
tions do not exist and we are left with the task of studying the rates of convergence 
of the powers to 1, as will be done in the next section. On the other hand, as 
is the usual fashion, we may consider a sequence of local alternative hypotheses, 
chosen so carefully that under such a case, the asymptotic nonnull distributions 
are properly defined and the powers are bounded away from 1. 
Toward the end of Section 3, we observed that K$,r and M-z,, are both 
invariant under nonsingular transformations on the regression vectors; hence, 
we may, without any loss of generality, use a canonical reduction. We assume 
that there is a triangular array {XNi , 1 < i < N, N > I} of rowwise indepen- 
dent r.v., where for each N, 
P(X,, ,< x> = F(x - & - g’c&), 1 <i,CN, -m<x<co, (5.1) 
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where c,$~ = (c& ,..., c$J’, i = l,..., N, and 
$ czi -= 0 and f1 c&c::, = I, , (5.2) 
and in this case, (4.2) reduces to max,s~s,{max,si~, c;trii} -+ 0. As before 
Hs : l3 = 0 and we frame a sequence {HN) of alternative hypotheses by letting 
HN : (5.1) to (5.2) hold with p # 0. (5.3) 
Regarding F in (5.1), we assume that it has an absolutely continuous density 
function f with a finite Fisher information 
where f’(x) = $ f  (x). (5.4) 
In addition, we define 
$o@) = -f ‘(~-W/f (W4)~ O<u<l. (5.5) 
so that Ji $“(u) du = 0 and $[$O(U)]~ du = I(f) < 00. Also, for s E (0, l), we let 
M4 = b(49 o<u<s, 
= +s* = (1 - s)-’ f+(t) dt, 
(5.6) 
s<u<l, 
s 
and define $so(~), 0 < u < 1 in the same way. Them for s E (O.l), let 
~(4 = (s,’ M4 4”(u) d#‘l”(f) = (I dsV4 A”(4 d+Tf ), (5.7) 
and finally, we define v(s), 0 < s < 1, as in (4.26). Then, the following 
theorem provides the bases for subsequent results of this section. 
THEOREM 5.1. Under (5.1) to (5.4) and the conditions on the score function 4 
assumed in Section 2, EN,, , defined by (4.7) [but for the triangular array of Y.D.‘s 
in (5.1)], converges in law in the J,-topology on D[O, I] to a p-variate Gaussian 
function W + p, where W is defirred before (4.9) and p = {p(t), t E I} is given by 
P(t) = fMJ-l(wNr~(f Mw’“, o,(t,<1. (53) 
Proof. Let PNo and PIy be respectively the joint d.f. of (X,, ,..., X,,) under 
Ho and HN and let P& and PNlc be the same for (Z,, ,..., ZNrJ, for k < N. Then, 
by the results of Hajek and Sid&,[6, Chap. VI], we conclude that under (5.1) 
to (5.4), {PN} is contiguous to {PNo}, and this ensures that {PNk , k < N} is also 
contiguous to {P& , k < N}. Hence, we may proceed along the lines of the proof 
of Theorem 2 of Sen [9] and show that the tightness of cN,r, under Ho, 
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ensures the same under the contiguous alternatives (IIN). The convergence 
of f.d.d:s of W,,r - p to those of W also follows by an appeal to contiguity 
(when {HN} holds) and the earlier part of the proof of Theorem 4.1 along the 
lines of the proof of Theorem 2 of Sen [9]. Q.E.D. 
Recalling that W(t) = (B’r(t),..., wp(tN’, t ~1 and 49 = (~~(t>,..., p,(t))‘, 
t E I, we obtain from (3.3), (3.6), (4.7), (4.8), and Theorem 5.1 that under the 
hypothesis of Theorem 5.1 (under (HN)), 
K;,, % sup 
&I (5.9) 
Note that the pj(t), defined by (5.8), are not, in general, linear functions of t, 
and as in Section 4, the exact distributions for the right-hand sides of (5.9) and 
(5.10) are difficult to obtain. As a result, it is difficult to draw more m-depth 
conclusions about the relative performances of these PCS tests for contiguous 
alternatives. For this reason, in the next section, we take recourse to the Bahadur 
efficiency, where under fixed (but close) alternatives, we have some meaningful 
comparisons of the different test statistics and score functions. 
6. BAHADUR ARE OF PCS TESTS 
First, parallel to (4.40), we derive a limiting result for the tail probability of 
the CramCr-von Mises-type statistics. Note that by (4.35), 
; U, < Uoo = ; U, + f (4/r2(2K - l)“} U, , 
k=2 
where each Uj , j 2 1, has the central x2 distribution with p degrees of freedom, 
so that for every h > 0, 
P{Uj > h2} = (2”2 /p/2)-l C c”‘~(x~)P’~-~ dx2. 
A standard analysis of (6.2) leads us to 
l&[-(2/X2) log P{ uj > h2}] = 1, 
so that from (6.1) and (6.3), we obtain that 
lim+zup[-(2/h2) log P{Uoo > X2}] 
< liy+%up[-(2/X2) log P{U, > X27r2/4}] = 7~~/4. 
(6.2) 
(6.3) 
(6.4) 
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On the other hand, by the independence of the Uj , 
f {4/d(2k - 1)“) U, > X2 
i=l j  
6’ f  {4/rr2(2k - 1)2} U > exp[Bh2] 
k=l 
k] j  lebO) 
exp .9 f  (4/r2(2k - 1)2} U, 
k=l 11 
= 82. e-eAZ fi E(e@W’.‘@k-l)‘)[ I 
= inf e-Bha O3 e>o cl (1 - 8e/n2(2k - 1)2)--p’2 
(65) 
< e-(~a’B-E)ha El (1 - (r2 - 8c)/n2(2k - 1)2)-P/2 (E > 0) 
< [c(c)] exp(--n2X2/8 + ,X2>, 
where C(E) (< 00) depends on ~(0 < E < 7r2/8). Thus, choosing E (>0) arbitrarily 
small, we obtain from (6.5) that 
1iEinf [- $ log P{U,O > ha}] > g - 2~, V/E (0 < E < v”/S), (6.6) 
so that from (6.4) and (6.6), we conclude that 
lip[--(2/X2) log quo0 > X2>] = 914. (6.7) 
In some specific cases, the stochastic convergence of the L,,, , k < N can be 
studied for general alternative (viz., Chatterjee and Sen [3] for the two sample 
problem). But, in general, it demands extra regularity conditions. Let us assume 
that X1 ,..., X, are independent with d.f.‘s Fl ,..., FN and defining & as in 
(4.5), we let 
i;i(&x) = N-l %gl F,(x), b&x) = N-1’2 5 C,F,(x), --co < x < al, (6.8) 
id 
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and defining C, be (2.15), we assume that 
(i) $i NWICN = C and li,m_ cN = E both exist, 
(i) l$rnWP&sz) = P(X) exists for all x (a.e.), 
(iii) lili &j(x) = b(x) exists for all x (a.e.). 
(6.9) 
(6.10) 
(6.11) 
Let us also define v(t) as in (4.26) and let 
T(X) = j= $(p(y)) db(y) - (1 - F(x)}-~ b(x) (j=#@(~)) dET@)), (6.12) 
-53 2: 
‘34 = W))’ (+a --co<x<co, (6.13) 
E*(x) = -=-pr)l”“9 --co<x<co, (6.14) 
P"(x) = (s_:, 5(Y) ~~(~(Y)#o(4)> ---co < x < CQ- (6.15) 
Then, along the lines of Section 5 of Chatterjee and Sen [3, p. 411, it can be 
shown by some standard steps that under (2.3) to (2.6), (2.21), and (6.9) to 
(6.12), as N-+ co, 
Kz,, -+ (*(F-l(S))/+“(S) a.s., Mg,, -+ fO(F-l(S)) a.s., (6.16) 
Li.,./Ak.,. - f(~-l(Wo) a-s. (6.17) 
In particular, for model (2.1), if the ci have all bounded elements and l3 is close 
to 0, then (6.16) and (6.17) simplify to 
where p(s) is defined by (5.7) and 11 @ 11 = p’p; 
M;,, % (p'c-1~) [jF-l@' 
m P2(F(Y) W(Y))] W>/~“@)l + 4l P II> 
= rwx4 w>/4*N [s,” P2(4 dv(4]/4~) + 4 P II>* 
(6.19) 
Lkh%r 8.8. (W-W p2@) WW> + o(ll P II). (6.20) 
Finally, note that under H,, in (2.2), by Theorem 4.1,LE,,/Ak,? +s U, and hence 
(6.3) applies. 
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By virtue of Theorem 4.1, (4.30), (4.40), (6.2) (for U,), and (6.16) and (6.17), 
we are in a position to adapt the Bahadur efficiency results (viz., Puri and Sen 
[8, pp. 12221231). The BARE (Bahadur ARE) of the Komogorov-Smirnov-type 
test relative to the terminal test based on L,,, is given by 
eK,T = [5*(F-1(s))]“/5(~‘-1(s)) 
(6.21) 
where the equality sign holds (among other cases) when t(x) is nondecreasing 
in x. Similarly, the BARE of the Cramer-von Mises-type test with respect to 
the terminal test based on L,,, is 
eM.7 = [5°(WW4(~-1(~))1(~2/4) 
- [IS 
F-1(8) - --m [5(Y)/W’(~))l WY))/ /v(8)] [n”/4]. (6.22) 
Unlike (6.21), (6.22) may not be greater than or equal to 1 in all cases. We shall 
comment more fully on it later. Finally, the BARE of the Kolmogorov-Smimov 
type with respect to the Cramer-von Mises type is given by 
eK,M = (4/f12)([f*(P-‘(8))]2/fo(~-1(8))) 
= (4/n2) 1 
(6.23) 
An obvious lower bound for (6.23) is 4/.rr2 = 0.4053. 
Let us now confine ourselves to local alternatives for which (6.18) to (6.20) 
hold and in this case, the limiting BARE reduces to 
* 72 6 eMT=- 
4 (s, P2(4 W~)/b@) P2(S)1 ; 
e&f = f ‘A;& P2@)) v(s,/(J’,s P”(U) +)) ; 
4, T = Loy& P2(W2(S) (31). 
(6.24) 
(6.25) 
(6.26) 
In the context of optimality of score functions for PCS rank tests for simple 
regression, Chatterjee and Sen [3] and Sen [lo] have studied the optimality of 
$O(u), defined by (5.5). It follows from (5.4) to (5.7) that for + = #J (up to 
a scalar constant), 
0 < t < 1, (6.27) 
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so that we have from (6.24) to (6.27), 
es,r = G/12 = 0.8225, 
eg,M = 12/r? = 1.2159, 
eg.r = 1. 
In this case, we are naturally inclined toward using the Komogorov-Smirnov- 
type tests on the ground of the limiting BARE. However, the picture can be 
different when + # 4”. For example, suppose one uses the exponential score 
4(u) = -1 - log(1 -U), 0 < u < 1, while the underlying distribution is 
logistic. In this case, e,*,, reduces to 15/2G = 0.7599, so that the Cramtr- 
von Mises-type test appears to have an edge over the Kolmogorov-Smirnov-type 
test. For this example, e&,r = 2~?/15 = 1.3159, so that the terminal test is also 
not as efficient as the Cramer-von Mises-type test. An opposite picture holds 
when one uses the Wilcoxon scores (viz., 4(u) = (12)lia (U - +), 0 < u < 1) 
while the underlying d.f. is exponential; here, e&,r = 2G/35 N 0.5640 and 
e* M,T = 35/2r2 = 1.2665. These examples suggest that whereas the BARE 
42,~ or eZ,M may fluctuate quite a bit for different score functions and underlying 
d.f.‘s e* , K,r > 1 remains true under quite general conditions, tending to advocate 
the use of Komogorov-Smirnov type of PCS tests. 
7. SIMULATED PERCENTILES OF NULL DISTRIBUTIONS MN*,? AND Kz,, 
The distributions of Mz,T and Kz,, have been shown to converge weakly 
to some functionals of the standard Wiener process under the null hypothesis 
and to those of the drifted Wiener process under contiguous alternatives, under 
certain regularity conditions. As we have mentioned in Section 4, the null 
distributions of these processes are not available in workable form. We, therefore, 
derive in this section a few percentile values of these distributions empirically 
through simulation studies. 
Consider 12 independent observations, Y, ,..., Y, from the standard normal 
distribution. Let 
so = 0 by convention. 
(7.1) 
We define the stochastic process W, = {WJt), t E [0, l]] by letting 
Wn(t) = ?+‘2&(,) , (7.2) 
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where n(t) = max{k : K < tn]. We note that the sample process W, is right 
continuous with the left-hand limit and hence belongs to the metric space 
D[O, I] with the properties 
EW,(t) = 0, 
EW,Z(t) = n-l[nt], (7.3) 
EW,(t) WJt’) = n-l[n[t A t’)], t, t’ E [O, 11, 
where [nt] and [n(t A i’)] denote integral parts of nt and n(t A t’), respectively. 
The maximum jump of the process is given by 
max L2ii-L - wag V) 
&2 ,1/z 
a s . . 
l<k<?I 
-+O a.s., as n -+ 00. (7.4) 
Consequently, as n gets large the process W, has a continuous sample path a.s. 
and has the structure of the standard Brownian motion process W = (W(t), 
t E [O, 11>- 
Now let [(Y,i>j”_l , i = l,..., p] be independent random samples each of size n 
from X(0, 1). Then by Donsker’s theorem (Billingsley [2, pp. 68-77]), 
9 n-1 
n-l c 1 Wfn(k/n) 3 wpop, 
i=l k=O 
(75) 
where Wi,(k/n) = n-l/a &, Yii , k = 0 ,..., n and i = I,..., p, and w=* and 
wS” are given by (4.28) and (4.29) respectively. 
TABLE I 
Simulated Values of the Null Distribution of w,* for 
Selected Values of p and LX 
P 
a 1” 2 3 4 
0.01 2.81 3.22 3.71 3.89 
0.05 2.24 2.70 3.05 3.31 
0.10 1.96 2.35 2.78 3.04 
4 Exact. 
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For purposes of the simulation studies, we have generated the standard 
normal deviates by using IBM scientific subroutine GAUSS. The sample size tt 
has been taken to be 1000 and the empirical (null) distributions of the two 
processes have been derived through 1000 independent repetitions. For details, 
see Majumdar [7J. In Tables I and II, we have furnished a few simulated values 
TABLE 2 
Simulated Values of the Null Distribution of OJ~ for 
Selected Values of p and OL 
P 
a 1 2 3 4 
0.01 2.87 4.06 5.57 6.54 
0.05 1.66 2.67 3.49 4.33 
0.10 1.19 2.01 2.80 3.64 
of the right tails of the two distributions. For p = 1, we have given exact 
percentile values of wz, * by using the approximation 
P{s;p I Jwl 2 4 + 4(1 - @p(x)), (7.6) 
where @p(z) is the probability integral of the standard normal distribution, 
8. SOME GENERAL REMARKS 
As has been mentioned in Section 1, our model (2.1) includes the multisample 
location model as a special case. Let Xii , 1 < i < lzj , be i.i.d.r.v. with a 
continuous d.f. F,(x), for 0 < j < p (21) and let N = q, + ... + lzD . Rewriting 
x,, = x, , 1 < 2 < 710 ) and Xii = XnO+...+n*-l+i , 1 < i B n, , 1 < j < p, 
and assuming the conventional location model where F,(x) = F(x - 0,), 
0 < j < p, we observe that (2.1) holds with & = ei - 0, , 1 < j < p, &, = 0, , 
and c1 =L a.- = c,~=O, caO+r = *.* =c,~+~, = (I,0 ,..., O)‘,..., c,~+...+~,-,+~ = ..a 
=c N = (O,..., 0, 1)‘. The null hypothesis H,, in (2.2) ensures thatF,, = ..* = F, . 
If, we assume that the sample sizes n, ,..., n, satisfy the conditions 
liliN-‘nj=;\i:O</\j<l, VO <j<P, (8.1) 
then EN + (4 ,..., h,)’ as N ---f co and, by (2.15), 
N-I% - @m&c - kJJh,~=~....,2,~ 
so that (2.16) holds. Thus, the proposed PCS rank tests apply to the multisample 
location problem as well. 
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In order to test homogeneity of K (=p + 1) samples for right-censored data 
(fixed-plan censoring), with the smallest r out of N observations of the combined 
sample being considered, Basu [l] has studied a generalized version of the 
Kruskal-Wallis test. The asymptotic x2 distribution of his statistic (equivalent 
to ourL:,,,/Ac:, f or h p t 1 is ar icu ar model) follows readily from our Theorems 4.1 
and 5.1. In his scheme, early termination of experimentation (prior to the 
rth-order statistic) has not been advocated, while in our PCS procedures, this 
is no problem. One can use Kz,, or ,!lZz,, . The BARE results of Section 6 
suggest that using K$,, instead of Li,,/A$,, allows an early termination without 
any loss of the asymptotic efficiency. 
Suppose now that instead of a preassigned number r of failures, the experiment 
is designed to continue at most for a period of y time units. Then, r(y), the 
number of failures occurring in the time period y, is itself a (nonnegative 
integer-valued) random variable. As in [3, Sect. 21, the distribution theory of 
JG,m or K:,rm can be developed [under the null hypothesis ZYs in (2.2)] 
under a conditional steup, given r(y) = r. However, in practice, this conditional 
argument requires some knowledge on the distribution of Y(Y) so that the 
stochastic limit of N-%(y) is fairly well known in advance of experimentation 
(as this limit is needed to define A;,, for both the PCS tests). We may surmount 
this problem by working with an upper bound for N-Q(y) (allowing chance 
fluctuation), whenever feasible. In the Department of Biostatistics, University 
of North Carolina, Chapel Hill, a seven-year project on the effect of high 
cholesterol on the risk of heart attack is under study. Male patients (over age 35) 
are randomly allocated to either the control or the treatment groups and the 
survival patterns of the two groups are being progressively studied. From 
independent sources (viz., U.S. Life tables), the seven-year mortality rate for 
the particular age pattern is roughly known to be about 11 %, so that for a 
sample of size N, an upper (95 or 99 %) confidence limit can be set on the actual 
number of failures in this study period, and with that upper limit, we can set 
our proposed PCS tests. This procedure, though a bit conservative, performs 
quite well (in scope as well as in performance) compared with some parametric 
tests based on particular forms of failure distributions. 
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