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For certain reaction schemes in which waste products are formed 
it is possible to selectively increase the output of the desired product 
from a tubular reactor of given length or a batch reactor of given 
volume by various progrannues of distribution of one or more of the 
reactants. For a tubular reactor such distribution may take the form 
of addition of fresh reactant at a small number of fixed feed points 
along the reactor tube, the amount of feed being either equal for each 
feed point, or of such values that the output of desired product from 
the reactor is maximised. For a batch reactor there can be continuous 
feed of reactant and the rate of feed may be constant, or may be 
regulated in such a way as to optimise the performance of the reactor 
in some way. 
This thesis is concerned with the problem of finding the optimal 
rate of addition policy for reactants to maximise the output of desired 
product from a given batch reactor. This is the sort of problem to 
which Pontryagin's Maximum Principle can be applied. A description of 
Pontryagin's principle and some of its simpler extensions is given, and 
a general criterion is developed from these which can be applied to 
reaction schemes to distinguish cases in which distributed addition of 
one or more of the reactants is advantageous. 
Fbr a particular system of parallel competitive reactions in 
which it is of advantage to distribute the addition of one of the 
reactants, the optimal addition-rate policy for this reactant is ob-
tained for an isothermal batch reactor. Since this policy involves 
V 
instantaneous addition of reactant at the beginning and a rate of 
addition which tends to infinity towards the end of the batch time, 
the system is modified so that the rate of addition of reactant is 
bounded above, and the optimal addition-rate policy found for several 
values of this upper bound. A further modification to the system of 
specifying the total amount of reactant to be added is also made, and 
it is shown that, with this additional constraint applied, it is possible 
to remove the upper bound on the rate of addition. Further improvements 
in reactor performance may be obtained if the reaction temperature is 
optimised simultaneously with the rate of addition, and some preliminary 




Many investigations into improving the performance of chemical 
reactors have been concerned with temperature control. It is perhaps 
natural that such control has been so well studied, as temperature is 
often the simplest and most obvious parameter through which a reaction 
rate may be influenced. Problems of temperature control which have 
arisen range from the simple problem of finding the optimal (constant) 
temperature in a single continuous stirred-tank reactor (C.S.T.R.), 
through the problem of finding the sequence of temperatures in a series 
of such reactors, to the problem of determining the optimal temperature profile 
in a tubular reactor, where the temperature profile is a function of a 
continuous variable, namely distance along the reactor. 
For many of the latter two situations, the optimal control is 
a programme of decreasing temperature. It is well known {l - 6} that, 
for a single reversible exothermic reaction in an ideal plug-flow tubular 
reactor, the optimal policy for a reactor of minimum volume for a given 
duty, or for maximum product for a given volume, is to maximise the 
reaction rate with respect to temperature at each point in the reactor. 
The optimal temperature control thus obtained is a profile of decreasing 
temperature along the reactor length. For more complicated reaction 
systems, the optimal policy is no longer that which maximises the reaction 
rate at each point in the reactor {7}. Nevertheless, the optimal control 
is again often a decreasing profile of temperature along the reactor. 
Bilous and Amundson {7}, for example, have shown that, for a sequential 
2 
reaction of the form 
k2  
A 	 (1.1) 
where B is the desired product, the optimal temperature' profile is of a 
decreasing form. Further writers {8, 9}, however, have shown that this 
form of temperature control is optimal only when the activation energy 
of the second reaction is greater than that of the first. Further 
examples of optimal temperature profiles in reactors are summarised by 
Dyson et al {ll}. 
One means of obtaining h decreasing profile when a reaction is 
exothermic is by adding cold feed to the reaction mixture as the reaction 
proceeds. 	Such a means of control has been suggested {6, lO}, and Pins 
{12} has considered this form of control for.a reaction system of several 
independent simultaneous irreversible reactions in a C.S.T.R. sequence, 
in which the feed to each reactor in the sequence consists of the output 
from the previous reactor mixed with cold unreacted feed from the inlet 
to the reactor sequence. By considering such a cascade of C.S.T.R.S with 
hold I flg-tim5 
equal volume , and letting the number in the cascade increase to infinity, 
their total volume being constant, a continuous model is obtained. This 
limiting model was used by Aris {12} to represent a batch reactor in 
which the temperature was controlled by regulating the addition of cold 
feed, and he showed how the optimal addition rate policy (a function of 
time) could be obtained for a single reversible exothermic reaction in 
such a reactor. Siebenthal and Aris {13} have studied in greater detail 
a similar problem of a batch reactor with delayed cold feed. Dyson and 
Horn {14) and Dyson and Graves {15} have looked at the problem of 
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maximising the exit concentration of a product from an ideal tubular 
reactor with distributed feed, in which the inlet feed to the reactor is 
preheated, and the temperature profile of the reactor is maintained by 
means of controlled distribution of cold feed along the length of the 
reactor (figure 1.1). 
The addition of cold reactants as the reaction proceeds as a 
means of temperature control has the incidental effect of changing the 
composition of the reaction mixture at the point of addition of the cold 
feed, and, in certain circumstances, this change of composition may have 
a beneficial direct effect on the reactor performance, quite apart from 
its indirect effect through the temperature profile. Siebenthal and 
Aria {13} have given, as an example of a situation in which this bene-
ficial effect can arise, the following reaction sequence 
A+B 	> C 
C +. D 	> E 	(desired product) 	(1.2) 
A + D 	> P (waste product) 
where E is the desired product, and F is waste. Addition of .D at the 
beginning of the reaction, when little of the intermediate C has yet 
been formed, causes reactant A to be consumed to form waste, so decreas-
ing the amount of A which can ultimately be converted to product. In 
this case it is therefore of advantage to delay the addition of D to 
the reaction mixture. Denbigh {16} has mentioned that, in some organic 
nitration processes carried out in . a cascade of C.S.T.R.s, it has been 
found that by making changes in the acid concentrations from one tank to 
the next, by means of supplementary feeds of acid to the C.S.T.R.s, 
cold feed product 
preheater 
Figure 1.1 
Cross-flow tubular reactor of the type considered by Dyson and Horn (14) and Dyson and 
Graves {15}, in which the optimal temperature profile is obtained by distribution of 




	 plug flow isothermal 	 product 
Figure (.2 
Isothermal cross-flow tubular reactor, in which the feed of one of the reactants is 
distributed, 
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significant improvements can be obtained. Denbigh has also shown {17} 
how improvements in the yield of the explosive cyclonite, formed by 
nitration of hexamethylene tetramine in a sequence of C.ST.R.a, can be 
obtained by distributing the feed of the hexainethylene tetratnine between 
different tanks in the sequence. 
Kramers and Westerterp (181 have surveyed the yields of 
different types of reactors for a system of competing parallel reactions 
in isothermal conditions 
A + B - C (product) 
(1.3) 
A + A + D (waste). 
Yields were calculated for a C.S.T.R., plug-flow tubular reactor, and 
an idealised cross-flow reactor of the type shown in figure 1.2, in 
which the distributed feed of A is controlled so as to maintain a 
constant concentration of A along the reactor length. All reactors 
gave the same degree of conversion. The cross-flow reactor in this 
comparison gave a higher yield of product and had lower total volume 
than either the C.S.T.R. or the plug-flow tubular reactor. 
van de Vusse and Voetter (19), using the same reaction scheme 
as above (equations (.1.3)), extended the ideal cross-flow reactor problem 
to that of finding an approximate optimal feed distribution profile for 
reactant A for maximum selectivity of product, and also for maximum yield 
of product, by the method of parametric expansion (see, for example, 
Storey (201). 
As Kramers and Westerterp (181 pointed out, in a practical 
cross-flow reactor the optimal distribution of reactant A for the 
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reaction scheme of equations (1.3) would be approximated by a few side-
streams only. They cited as an example of such a reactor that studied 
by Nessikommer {21}, who maximised the yields of such reactors with 
different numbers of feed points, with again the isothermal reaction 
scheme given by equations (1.3), by adjusting the amount of reactant A 
added at each feed point, it was found that the value of the reactor 
yield was relatively insensitive to the number of feed points and to 
the actual distribution of feed of reactant A, a feed of equal fractions 
to each feed point giving only a small decrease in yield. 
Although an ideal continuous cross-flow reactor is unrealistic, 
its batch reactor analogue Is not. For a batch reactor, the feed 
distribution profile becomes a function of time instead of distance 
along the reactor. The implementation of an optimal rate of addition 
control then becomes a realistic possibility. 
An example of a semi-batch reactor system with a continuous 
feed of reactant is given in an organic chlorination reaction of the type 
EM + Cl2 +. RC1.+ MCi  
which is often carried out in a semi-batch reactor, where chlorine is 
bubbled through the liquid reactant at an essentially constant tempera-
ture until the required degree of conversion is obtained. By making a 
number of simplifying assumptions, Hawkins {22} has been able to derive 
a mathematical representation of such a reactor based on the observation 
that, for such a system, the reaction rate is low, and comparable with 
the rate of dissolution of chlorine. By application of the calculus of 
variations, he obtained an optimal addition rate policy for chlorine, 
and showed that the batch time for a given conversion could be reduced 
significantly by using the optimal policy rather than the conventional 
policy of constant rate of addition of chlorine. 
Although it has been recognised that, for certain isothermal 
reaction systems, improvements in reactor performance can be achieved by 
distribution of one of the reactants, such situations have received little 
attention. The continuous cross-flow reactor of Kramers and Westerterp 
{18} (figure 1.2) cannot be realised in practice, but as a model it gives 
an upper limit to what may be achieved in more practical arrangements. 
The batch reactor analogue, however, can be realised in practice, and 
although applying an optimal rate of addition may be difficult and the 
cost of implementing it may outweigh the advantages to be gained, it 
again serves as a standard of excellence. Further study of means of 
improving reactor performance by regulating the addition of reactants is 
needed, and as a first stop it is logical to consider ideal reactors with 
continuous distribution of feed, as in the continuous cross-flow reactor 
shown in figure 2.1, and the batch reactor with delayed reactant addition. 
The purpose of the present thesis is to investigate the optimal 
addition rate policy for such a batch reactor. As a first step a 
criterion is developed to distinguish cases in which addition Of all the 
reactants at the beginning of the batch is non-optimal. Examples of 
the application of this criterion are given to simple reaction schemes, 
for which it is possible to deduce by general reasoning whether distributed 
addition of a reactant is advantageous. For an ideal reactor with one 
particular reaction scheme in which simultaneous initial addition is 
non-optimal for one of the reactants, the optimal addition-rate profile 
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is found, and this system is then progressively modified by applying 
various limitations on the rate of addition control. Finally the effect 
of simultaneously controlling the temperature of the reaction mixture is 
also considered. 
The calculation methods and other deductions throughout the 
thesis, including those for the criterion mentioned above, are based on 
the Maximum Principle of Pontryagin and his co-workers {23, 24}. 
Before developing this criterion, therefore, an introduction to the 
maximum principle and its properties is given. 
CHAPTER 2 
PONTRYACIN'S MAXIMUM PRINCIPLE AND ITS APPLICATION IN DEVELOPING A 
CRITERION FOR NON-OPTIMALITY OF SThIULTANEOUS - ADDITION OF REACTANTS 
2.1 	Description of the Naximumrinciple 
The determination of an optimal rate of addition policy of a 
reactant to a batch reaction is the type of problem to which the maximum 
principle of Pontryagin et al {23, 24} is suited. The maximum principle 
is a branch of the calculus of variations, from which it can be derived 
{25}, and is quite closely related {24, 26, 27) to the dynamic programming 
algorithm of Bellman {28}. A good elementary account of the maximum 
principle can be found in the papers of Rozonoer {26}, while Katz {29} has 
given an introduction to the maximum principle in chemical engineering 
terms. Siebenthal and Aria {13, 30} have given some examples of the 
application of the maximum principle to some simple chemical engineering 
problems. 
The maximum principle aims to solve the following problem. 
Given a set of first order ordinary differential equations (normally with 
respect to time) describing the behaviour of the system under consideration 
dx. 
f1(x1, x2, ... x, u1, u2, •• u M. ) 1 	1, 2, ... n 	(2.1) 
(where x are the variables describing the state of the system, and 
the variables by which the system may be directly controlled), together 
with specified initial conditions 
x.(0) 	 1 	1, 2, ... n 	 (2.2) 
:1. 	 3. 
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choose u3(t), j = 1, ... m, so that an objective function of the form 
n 
P - L di Xi 
i?al 
(2.3) 
is maximised (or minimised), where the a1 are constants, and t represents 
the total time of operation of the system under consideration. This 
form of objective function may seem a little special, but more complicated 
forms of objective function can usually be reduced to this form by con-
struction of additional variables. 
n adjoint variables are introduced, satisfying the equations 
d. 	n 
	
-Z 	X. 	I = 1, 2,.6. n 	 (2.4) dt J-1 ax 1 
together with boundary values, specified at t 
- a1  for minimisation of the objective function (2.5.a) 
i (t) 	a1 for maximisation of the objective function. (2.5.b) 
A Hamiltonian function can now be formed 
n 
H(X, x, u) 	A i f  i  (x, u). i-i 
(2.6) 
Pontryagin's maximum principle now states that, if u(t) 
j 	1, 2, .,,.m, are optimal control functions, and equations (2.1) and 
(2.4), together with respective boundary conditions (2.2) and (2.5), are 
solved for these u(t) then the u(t) have the property that they inaximise 
the Hamiltonian H in equation (2.6) at each t, where x1(t) and X1 (t) are 
considered constant for this maximisation. It must further be true that 
this maximum value of H is a constant, being zero if t is also optimal. 
There are several extensions {24} to the basic maximum principle 
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as it is stated above, but only those used later in this thesis will be 
given here: 
If the controls u.(t) are subject to simple constraints 
of the form 
	
u. 	< u(t) < u mm 	 max 
(2.7) 
then the maximum principle remains as stated, the u(t) being 
chosen from within their permitted range to maximise the 
Hamiltonian. 
If k of the final state variables are specified 
Xi(T) 	4 1 	1, 2, ... k < a 	(2.8) 
then the boundary conditions on the adjoint variables become 
A 1  .(r) 	1 ± a. 	i = k + 1, ... a 
	(2.9) 
where the positive sign is taken for a maximisation problem. The 
boundary values of the k adjoint var1ablescorresponding to the state 
variables of which the terminal values are fixed, are unspecified. 
The direct way of solving an optimisation problem by means of 
the maximum principle would be to èimultaneousiy solve the differential 
equations for the state variables (equations (2.1)) and for the adjoint 
variables (equations (2.4)), obtaining the optimal control profiles by 
maximising the Hamiltonian (equation (2.6)) at each point. However the 
boundary values of the state variables (equation (2.2)) and of the adjoint 
variables (equation (2.5)) are given at opposite ends of the time interval 
of interest. This two point boundary value problem is not unique to the 
maximum principle; it appears in various guises in the classical treat-
ment of the calculus of variations and in dynamic programming. In the 
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direct solution of the maximum principle it is therefore necessary to 
make guesses at the terminal values of one of the sets of variables at 
the opposite end of the time interval to which their boundary values are 
specified. 
In the forwards method of solution, the initial values of the 
adjoint variables are estimated and the adjoint and state variable equa-
tions solved forward in time (with the controls U. chosen so as to maxi-
mise the Hamiltonian at each point) to give final values X(T)  for the 
adjoint variables, which will not in general be equal to the required 
termin4l1values. X.(0) are then adjusted until the boundary values are 
satisfied. In the backwards solution, x1(t) are estimated, and the 
adjoint variable and state vaiiable differential equations integrated 
backwards in time to obtain values of x(0).  Again, iteration on the 
guessed values of x1(r) will be required. 
One of the obvious difficulties in applying these so called 
"boundary value iteration" methods is the problem of obtaining a suitable 
iteration scheme21, But in addition to this problem, more serious computa-
tional difficulties may arise as a consequence of the fact that one of the 
sets of state variable and adjoint variable differential equations is of 
necessity integrated in the "wrong" direction i.e. towards the point at 
which the boundary values are specified. It has been suggested by 
Rosenbrock and Storey {31} that when these equations are solved numeri-
cally in this fashion they may prove unstable. Latour {32} has more 
specifically suggested that, in the types of problems encountered in 
chemical engineering, the optimal solutions are of such a form that the 
adjoint variable equations are inherently unstable in whichever direction 
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they are integrated, and Aria {8} has similarly found that boundary 
value iteration methods of solution may lead to considerable computa-
tional difficulties due to instability of the adjoint variable differen-
tial equations. 
Apart from such computational difficulties in obtaining the 
optimal control of a system by application of Pontryagin's maximum 
principle, there are mathematical difficulties of a more fundamental 
nature. It is well known {26} that Pontryagin's maximum principle is 
only a necessary condition for the maximisation (or minimisation) of the 
objective function of interest, and so the possibility exists of finding 
solutions which satisfy the maximum principle, but which do not maximise 
(or minimise) the objective function. 
This difficulty has been discussed by Coward and Jackson {9}, 
who considered the problem of determining, the optimal temperature profile 
for the system of successive reactions originally suggested by Bilous and 
Amundson {7} (see equation (1.1)). Problems of maximising and minimising 
the exit concentration of the intermediate B for different relative 
activation energies of the two reactions were investigated, and Coward 
and Jackson {9} showed that, although a number of temperature profiles 
could be found which satisfied the maximum principle, only one of these 
was usually optimal. In the examples chosen, the reaction system was 
sufficiently simple that the form of the solutions which satisfied the 
maximum principle could be deduced largely by general reasoning, and 
those which were not optimal profiles could mostly be identified without 
difficulty. 
A similar situation of several control profiles satisfying the 
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maximum principle in a more complicated problem has been discussed by 
Siebenthal and Aris {30}. 	In this latter case, the general forms of the 
by general reasoning, 
solutions could be deduced). but to determine which was the true optimal 
control it was necessary to numerically evaluate the objective function 
for each. 
It is clear that applying Pontryagin's maximum principle to 
determine optimal control profiles is not simply a matter of generating 
and solving the necessary state variable and adjoint variable equations 
and maximising a Hamiltonian function. Even if there are no computational 
difficulties of the types already mentioned {8, 31,321, such blind 
numerical attack is unlikely to succeed if multiple solutions satisfying 
the maximum principle, as encountered by Coward and Jackson {9} and by 
Siebenthal and Aris {30}, are liable to occur. It has been pointed out 
by Latour {32} that, because of the possibilities of these sorts of 
difficulties, the maximum principle cannot yet be regarded as a routine 
tool of the chemical engineer, and considerably more experience of its 
employment must be obtained before its full usefulness can be exploited. 
For this reason, the investigation of the proposed problem of distributed 
reactant addition will be investigated by means of Pontryagin's maximum 
principle, and it will be shown that 
'
while difficulties can occur which 
would ensure the failure of a direct numerical attack, these can be over-
come by deductions from the properties of the system and from Pontryagin's 
condition. 
As an example of the employment of the maximum principle in a 
chemical engineering problem, and as a preliminary to finding an optimal 
rate of addition policy for a reaction system, the optimality of the 
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simultaneous addition of reactants to a batch reaction at the beginning 
of the batch time will be investigated. 
2.2 	The Optimality of Simultaneous Addition of Reactants at the 
Benning of a Reaction 
The equivalence of the tubular cross-flow reactor and the batch 
reactor with continuous feed has already been discussed. Since the batch 
reactor form is more realistic, this model will be used in the investiga-
tions in the following chapters. However the results obtained will 
normally be directly applicable to cross-flow tubular reactors of the type 
shown in figure 1.2 by substituting distance along the tubular reactor for 
time since the beginning of the batch. 
An example of a reaction scheme has already been given (equation 
1.3) in which it was deduced that distributing the addition of a reactant 
to a batch reactor is likely to increase the final concentration of the 
product. For other simple reaction schemes, similar reasoning can give 
some insight into the usefulness of distributing the addition of a 
reactant, but if the kinetics are more complicated such deductions may not 
always be possible. It would be helpful to have some means of distinguish-
ing cases where distributed reactant addition will give improvement in 
reactor performance, which could be applied to all reaction systems whose 
kinetics can be written down. 
Consider an isothermal batch reactor. The substances reacting 
together in this reactor can be divided into reactants, which are present 
initially in or die added to the reactor, and products, which are present 
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as a result of chemical reaction. If the substances in the reactor are 
numbered from 1 to it, then the subset of these numbers which represent 
reactants will be denoted by I. If the number of moles of the i'th 
substance present in the reactor is c1, then the c satisfy the following 
equations and boundary conditions 
dc. 	 R 
1 
r1(t) + 57 
rl 
dc1 	R r r, - \). P k) dt r1 1 
r r, P 	
cj; c1(0) 	0 (1 € I) 
3. 
	
c1(0) 	O (1 0- I) 
(2.1O.a) 
(2. 10. b) 
where r1 
(t) is the rate of addition of the i'th reactant to the reactor, 
V 	is the stoichiometric coefficient of the i'th reactant in the r'th 
independent chemical reaction, (r 1, 2, ... R), and pr(c) is the rate 
of the r'th reaction, a function of the number of moles of each of the 
chemical substances in the reaction. 
If q1(t) is the total amount of reactant i added during the 
interval 0 ~ t, then 
dq. 1 
-
dt 	r1 (t); 	(0) 	
0; q1(r) 	Q1 (1 E 1) 	(2.11) 
where Q. is the total amount of reactant I to be added during the total 
batch time 0 + T. 
The object is to choose the rates of addition r1(t) during the 




This problem as stated is of the type to which the niaxiniuni 
principle can be applied. Equations (2.10) are equivalent to equations 
(2.1) and boundary conditions (2.2), while equations (2.11), which have 
additional, boundary values at t = T are equivalent to equations (2.8). 
The objective function, equation (2.12), is of the same form as equation 
(2.3). 
The rates of addition of the reactants are bounded below by the 
physical condition that they may not be negative, and they will normally 
also be bounded above 
0r. (t)r 
1. 	 imax (2.13) 
Adjoint variables 11  and v, corresponding to c,  and q1 are 
introduced 




together with boundary conditions 
(1 G I) 	 (2.15) 
X1(T) = 0 	(iE I) 
	
(2.16.a) 
A(T) a a1 	 (2.16.b) 
As the q1(-) are specified (equation (2.11)), the corresponding adjoint 
specified 
variables 	have noXboundary  conditions at 	T. 
A Hamiltonian function, defined by equation (2.6), can now be 
constructed 
17 
R 	 n 
ii 	 (A. + u1)r+ E Pr (c) 	>: x1 v 	(2.17) 
lEl 	 r1 	il 
If P is to be maxiinised, r1(t) must be chosen so that II is maximised 
with respect to the r1(t) at each t, and this value of H max 
 obtained 
must be constant throughout 0 < t < T. 
Consider the addition rate policy 
	
r. 	r. 1 imax 
r. 	0 1 
0.t< Qi 
r. . max 
Qi  
- < t r. 1 max 
(2.18) 
where a quantity Q1  of each reactant is added at its maximum rate at the 
beginning of the batch time. 
The Hamiltonian is linear in the rates of addition, the coef- 
ficients of the r1  being (X i. 
+ pi). 	If the proposed addition rate policy 
ìè to maximise the Hamiltonian, then 
Q. 
X.+ji.0 for Ot< 
i max 	all IEI. 	(2.19) 
Q. 
A +j.0 for - 	< tt 	) 
imax. 	) 
It follows from equation (2.15) that the p1 are constant. Pi (T) is 
unspecified, and since the other adjoint variables are not affected by 
the values of the pi, these latter are free to be chosen. In particular 
they may take the values 
(_Qi (1 € I) 	 (2.20) 
1 max 
Q. 
Then (A + p1) o at t - r 1 - , and it follows that equations (2.19) 
i max 
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can be satisfied if and only if 
for allt< ) X1 (t) ?. X 	( 
Q•  ) 
	
i (r. ) 	 r. imax max ) 
) all iE 1. (2.21) 
for all t > ) 
1 	1 (r. ) 	 r. imax imax ) 
Q. 
Now let r. 	-'CO,so that 	- -' 0., Then the first inequality of 
3. max 	 r. 
1 max 
(2.21) loses significance, and the second reduces to 
X(t) < X(0) for all t > 0 	(i E I) 
	
(2.22) 
This is the necessary condition that simultaneous addition of all the 
reactants at the beginning of the batch should be optimal. When this 
test fails for one or more adjoint variables, simultaneous initial 
addition is non optimal, and when this occurs for only one adjoint 
variable, the reactant corresponding to that adjoint variable can have 
its addition distributed to advantage. 
To test the optimality of the simultaneous addition policy for 
any given reaction system, equations (2.10.a) and (2.10.b) are integrated 
numerically forward in time from t= 0 to t t, with the boundary con-
ditions for equation (2.10.a) replaced by c1(0) = Q. The equations (2.14) 
for the adjoint variables are then integrated backwards in time, using 
the concentration profiles already calculated. The points at which the 
adjoint variables corresponding to the reactants take their largest values 
are noted, and if any of these maxima occur other than at t 0, then the 
addition of all the reactants at the beginning of the batch is non-optimal. 
Jackson {33} has derived results identical to the above as a 
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special case of a more general variational result in which the performance 
of a reactor of general flow structure is related to small changes in 
this structure. The above derivation shows that the same results can be 
obtained from the maximum principle. 
The criterion can now be tested by applying it to some reaction 
systems where the optimality of simultaneous addition can be deduced by 
physical reasoning. For example, consider the following reaction systems 




A + B 	>C) 
) with desired product C 	(2.24) 
k2 	) 
A +2B 	>D ) 
where it is assumed that the reaction kinetics are-in accordance with 
the stoichiotnetry of the equations:' in (2.24), the reaction to waste D 
is first order with respect to A and second order with respect to B, 
while all other reactions are first order with respect to A and to B. 
The reactions are irreversible. 
It is clear that delaying the addition of either reactant in 
(2.23) would be detrimental to the production of C. However, in the 
reaction set (2.24), originally suggested by Denbigh {34}, high concentra- 
tion of B favours the undesired reaction, because of the higher order of 
B in this reaction, and so an increase in the amount of product C formed 
would be expected from adding B slowly to the reaction mixture so that 
the concentration of B is kept low. 
The equations for the concentrations of the reactants and for 
the corresponding ádjoint variables were integrated numerically, as 
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previously outlined, for a range of values of initial concentrations, 
kinetic rate constants, and batch times. As expected, for (2.23) the 
adjoint variables corresponding to reactants A and B are monotonic 
decreasing in time (Graph 2.1), so satisfying the necessary conditions 
for optimality of simultaneous addition. For system (2.24), however, 
while the adjoint variable ?a  corresponding to reactant A always takes 
its maximum value at t 0 for different sets of reaction parameters, 
Xb0) does not represent the maximum value of Xb(t)  for any values of 
reaction parameters (Graph 2.2). The necessary condition is therefore 
not satisfied for reactant B, which infers that improvements in the final 
concentration of product would result from distributing the addition of B 
throughout the batch. This is in line with Denbigh's arguments {34)1. 
Graphs (2.1) and (2.2) represent graphs of A
a 
 and Xbvs.  time for reaction 
systems (2.23) and (2.24) respectively for typical sets of reaction para-
meters. 
The mathematical criterion is of real value for systems of more 
complicated kinetics, when it is not easy to argue on physical grounds 
whether distributed addition of a reactant will prove beneficial. 
However a degree of caution is sometimes required in interpreting the 
results. For example, for the system suggested by Siebenthal and Aris 
{13) (equation 1.2), it was suggested that reactant t' should not all be 
added at the beginning of the reaction. Application of the mathematical 
criterion indicates that reactant 0 should not all be added to the batch 
at the beginning, as expected, but it also shows that, for certain com-
binations of reaction parameters, Xa  corresponding to reactant A, also 





0 	 2 	3 	4 
t 
:Graph 2.1 
Adjoint variables for the reaction A + B 	C after 
simultaneous addition of the reactants, a0 = is b0 = 1,5, 
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Graph 2.2 
Adjoint variables for the reaction pair A + B -kk 
A + 2B 
k2
-' D. after simultaneous addition of reactants, 
a0 = 2,b0 = 1, k = 10 Ic2  = 2, and batch time 
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A should also have its addition distributed. This occurs when the 
reversible reaction to intermediate C is not strongly favoured towards 
the forward reaction, and when the kinetic rate constant of the reaction 
to waste product F is not small compared with the rate constants for the 
other reactions.. 
The explanation appears to be that, if the initial concentration 
of A as well as that of D is high, the reaction to waste proceeds so 
rapidly that, not only is the amount of D which is left to react with 
intermediate C reduced, but the amount of A which can produce C is also 
greatly reduced. In circumstances of high initial concentration of D, 
therefore, it would appear that it is of advantage to reduce the initial 
concentration of A by distributing its addition, so as to reduce the rate 
of the reaction to waste. It is probable that, once an optimal addition 
policy for D was implemented, the concentration of D would be maintained 
at.a sufficiently low level that the waste reaction would proceed at a 
low rate and the above effects would not occur. It then seems more 
likely that a high initial concentration of A, obtained by simultaneous 
addition of A, would be required at the beginning of the reaction, since 
the concentration of the intermediate C could then build up quickly and 
the rate of formation of the product E could be kept as high as possible.. 
This example is a relatively simple one, in which it is possible 
to partly explain the results obtained from the mathematical test. It 
appears that when the addition of two or more of the reactants at the 
beginning of the reaction is non-optimal, the addition of one (or more) 
of these reactants at the beginning may no longer be non-optimal when the 
additions of the others of these reactants are distributed. 	It should be 
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emphasised that the criterion only locates eases in which simultaneous 
initial addition is non-optimal. It does not pretend to say just which 
reactants should be distributed, unless only one of the adjoint variables 
does not take its maximum value at t = 0. Therefore, in more complicated 
reactions, the results of this test should be interpreted with caution if 
simultaneous addition at the beginning of the batch appears to be non-
optimal for more than one reactant, particularly when this situation 
occurs for only certain combinations of reaction parameters. 
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CHAPTER 
THE OPTIMAL DISTRIBUTED ADDITION FOR AN ISOTHERMAL BATCH REACTION 
It has been suggested by Denbigh (34) that for the reaction 
scheme 
k1  
A + B 	> C (product) 
(3.1) 
A + 2B 	> D (waste) 
in an isothermal batch reactor, the final concentration of C can be 
increased by adding B slowly to the batch so that the concentration of B 
is always kept low. It was shown in Chapter 2 that simultaneous addition 
of the reactants for reaction scheme (3.1) at the beginning is non-
optimal for reactant B (Graph 2.2). 
This reaction scheme is sufficiently simple that. some of the 
features of the optimal control can be reasoned on physical grounds, and 
is therefore suitable for further investigation to discover the precise 
form of the optimal addition rate profile. 
3.1 	No Constraint on the Maximum Rate of Addition 
In this case it is possible to obtain analytically a trajectory 
which satisfies the maximum principle. The control profile can in this 
case be obtained in two ways: by considering the rate of addition of 
reactant as the control variable; and by considering that the concentration 
of B can be directly controlled. These two approaches will be examined 
in turn. 
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3.1.1 	Rate of addition as the control variable 
The differential equations for the system are 
	
- - kab - Ic2 ab2 	 (3.2) dt 	1 
-Lb 	k1 ab-2k2 ab2 +r 	 (3.3) 
de - k1 ab 	 (3.4) 
where a, b, c, 6 represent the concentrations of A, B, CO 2 respectively, 
and Ic2 are the reaction rate factors for the reaction to form product 
C and the reaction to form waste D respectively, and r - r(t) is the rate 
of addition of B, which is a function of time t. 'The reactions are 
irreversible and the batch reactor is isothermal. It is assumed in 
writing down the above equations that the addition of substance B has no 
direct influence on the concentrations of the other substances in the 
reactor by a dilution effect... This is not generally true, but is 
approached in the situation of reactions taking place in a dilute solution 
of an inert solvent. Attention will be limited to such systems for 
algebraic simplicity; there is no difficulty in principle in extending 
the theory to cover less idealised models. 
The boundary conditions on these concentrations are 
a(0) 	at,; b(0) - c(0) 	0. 	 (3.5) 
The objective function to be maximised is 
P - c(t) 	 (3.6) 




=k1b(X + 	- A) + k2b2(X + 2Adt 	 b> 
dA 
ka(X + 	- X) + 2k2ab(Aa + 2A b) ' 	 (3.8) 
dA C —= dt 0  
with boundary conditions 
(3.9) 
A(T) 1; Xa(T) Ab(r) 0 	 (3.10) 
It follows in!nediately from equations (3.9) and (3.10) that 
X(t) = 1 
	
(3.11) 
The Hamiltonian function is then 
H 	Abr - k1ab(A + X  - 1) - k2ab2(Aa + 2Ab) 	(3.12) 
where the value of X has been replaced according to equation (3.11). 
At present, no bound is to be imposed on the total amount of 
B added, nor on the maximum rate of addition of B. H is linear in r, and 
is therefore maximised by 
r+°ofor A >0 1 	
(3.13) 
r0 for Xb<O. 
r may take intermediate values for a finite time interval only when 
X  =0 
for the duration of this interval. Such a segment, if it exists, will 
be called a "singular segment". Segments of r 	, if they exist, can 
make physical sense only if their durations are zero, when they correspond 
to instantaneous additions of finite quantities of B at specific points in 
time. The optimal trajectory must therefore consist of segments of r 0, 
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singular segments, and instantaneous additions of finite quantities of 
B, joined together in such a way that Pontryagin's condition is satis- 
fied throughout the interval 0 + T. 
For a singular segmentX must vanish for the duration of the 
segment, and dXb  must therefore also vanish. Equations (3.7) and 
at 
(3.8) then reduce to 
dX 
dt 	kb(A a - 1) + Ic2 8 
	
b X 	 (3.14) 
o 	Ic l 	 2 a(X - 1) + 2k abA • 	 (3.15) a 	 a 
Equation (3.15) can be rearranged to give 
Ic1 
A = Ic]  + 2k2b • 	
(3.16) 
Differentiating this with respect to time, and comparing the result with 
equation (3.14) eventually leads to 
r 	b(k1 + 2k2b)(a + 
	
(3.17) 
which gives the rate of addition of B as a function of the concentrations 
of A and B. If this is now substituted into equation (3.3), the result is 
db 
-. (Ic1 + 2k2b) 	 (3.18) 
which, since it involves only b and t, can be integrated to give an equa-
tion for b as a function of time on the singular segment: 
2k 	k + 2k2b 	 k1t 
ç. In ' 1 ) +z 	 (3.19) 
where z is the constant of integration. 
Although it is difficult to justify at this *tage, the values 
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of a and b at e - T must be 0 and respectively. These terminal con-
ditions are confirmed in later arguments in the alternative approach to 
the solution of this problem. Substitution of the condition b + at 
t + t into equation (3.19) allows the constant of integration, z, to be 
evaluated, and the equation then simplifies to 
2k2 	k +2k2b 	k 
ij (i2b ) - 	(t - r) 	 (3.20) 
an equation relating b and t on the singular segment. 
Substitution of t 0 into this equation gives a positive non-
zero value for b. Since in the reaction system, b(0) - 0 (equation (3.5)), 
an instantaneous addition of sufficient quantity of B to satisfy equation 
(3.20) is required to initiate the singular segment. 
The value of a corresponding to a given value of b on the 
singular segment can be found 12 use is made of the constancy of the 
Hamiltonian when. the maximum principle is satisfied. If the expression 
for A (equation (3.16)) is substituted into (3.12), and 1b is  set to 
zero in this equation, an expression for H on the singular segment is 
obtained: 
k 1  k ab2  
+ 2k 2b (3.21) 
At t 0, a - a0, and b can be found on the singular segment from equation 
(3.20). By substituting these values of a and b into equation (3,21),-
the 
3.21),
value of H can be calculated. Since H is constant along the singular 
segment, equation (3.21) represents the singular segment in the a - b 
plane, from which the value of a on the singular segment corresponding to 
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a given value of b can be found. It is therefore possible, by means of 
equations (3.20) and (3.21) to obtain profiles of a and b as functions of 
time along the singular segment. 
A rate of addition policy which satisfies the maximum principle 
for this problem therefore consists of an instantaneous addition of a 
finite quantity of B at t 0 to give an initial concentration of B, 
followed by a singular segment from t 0 to t t, on which the rate of 
addition r is given by equation (3.17). Profiles of a and b can be 
obtained in the manner outlined above, and the value of c(T) can then be 
obtained from theSe a- and b-profilesby integration. 
3.1.2 	Concentration of reactant as control variable 
By considering the conceâtration of reactant B as the control 
variable instead of the rate of addition of B, the application of the 
maximum principle leads to the same equations but without a singular 
segment condition. 
If the extent of the fir3t reaction of (3.1) at a time t is 
denoted by g,,  and that of the second reaction by 	then 
d 1 
 - h1b(a0 - 	2' 	1(0) 	 (3.22) 
- 2' 	&2 (0) 0 
	 (3.23) 
where a0 is the initial concentration of A, and b, the concentration of 
B, is directly controllable. The adjoint variables satisfy the equations 
29 
Tt-- v1k1b + r 2k2b2 	 (3.24) 
=k b + n2k2b2 	 (3.25) 
and the objective function is given by 
P - 	 (3.26) 
The boundary conditions of the adjoint variables are therefore 
n1(r) 1; 	 (3.27) 
The Hamiltonian can now be written: 
H 	(n1k1b + n2k2b2)(a0 - 	 (3.28) 
From equations (3.24) and (3.25) 
( 	112) - 0 	 (3.29) 
and it therefore follows from equations (3.27) and (3.29) that 
n  = 	 (3.30) 
A weaker condition of the maximum principle is that the 
Hamiltonian should have a stationary value with respect to the control 
variable at each point in time, and if this gives a value of the thntrol 
variable outside its permitted range, the nearer limiting value is taken. 
This condition must be used with care, as it gives no guarantee that the 
Ramiltonian is maximised. Using this weaker condition 
- (n1k1  + 2n2k2b)(a0 - 	- F;2) - 0. 	 (3.31) 
This must remain zero for the duration of the batch time, and therefore 
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the differential of equation (3.31) with respect to time must also be zero: 
d (RH) 	 dri1 	dn2 	d 
1E ci)• k1 - + 2k2b - + 2k22 	 (3.32)DH 
which reduces to 
db b2  
- (k1 + 2k2b) 	 (3.33) 
which is identical to equation (3.18). The rest of the argument follows 
exactly as before. 
On this occasion the boundary condition for equation (3.33)/ 
(3.18) can be deduced. At t = r, the Hamiltonian (3.28) reduces to 
Rk1b(a- 1 - 2) 
which is obviously maximised by making b as large as possible. It 
follows from equation (3.2) that, if b + at t + t, a must + 0. These 
provide the boundary conditions at t - t assumed earlier in evaluating 
the constant of integration in equation (3.19). 
Itis now only necessary to show that the Hamiltonian of equa-
tion (3.28) has a stationary maximum. Substitution of equation (3.30) 
into equation (3.25) gives 
dii 
,= 	kb + n2 (k1b + k2 b
2) 	 (3.34) 
with boundary condition 1)2 = 0 at t = t (equation (3.27)). It is clear 
that Tj can never be positive, for if, at any time, n were positive, it 
would continue to increase according to equation (3.34) (since b is always 
positive), and it would then not be possible to achieve the desired 




-k 2b2 < 9 for n2-•1 	 (3.35) 
dt 
in which case n would continue to decrease, when the boundary condition 
again could not be satisfied. 
Thus, in 0 4 t 4 t 
-1<r 2 0; 0<n1 41 	 (3.36) 
The Hamiltonian is therefore of the form 
HBb-yb2  
and thus always shows a positive maximum value. The use of the weaker 
condition of a stationary Hamiltonian is therefore satisfactory in this 
case. 
This form of the example, where the concentration of B is con-
sidered directly controllable, is interesting in that it leads to the same 
control profile but without a singular segment. The fact that this 
approach leads to the same results as those obtained by the more realistic 
control of the rate of addition of reactant is a useful confirmation, which 
is nevertheless fortuitous in that the control variables in the two 
approaches are not equivalent. While the rate of addition, r, is bounded 
below by the physical condition that it may not be negative, no similar 
constraint was applied to the concentration of B when this was considered 
the control variable. Had the lower limit of r been4l emanded, in the 
control profile when r was the control variable, the trajectory obtained 
by considering the concentration of B as directly controllable would have 
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Graph 3.1.  
control policy for r unconstrained 
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adjoint variable X for the control profile of Graph 3.1. 
Xb=o for otr,. 
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Calculations of the control profile satisfying the maximum 
principle were made in the manner already described, and graphs plotted of 
the rate of addition vs. time (Graph 3.1), the a - b phase plane (Graph 3.2) 
and of the adjoint variable A  (Graph 3.3); X  is, of course, always zero. 
As b + at t -' r, the rate of addition of B (equation (3.17)) 
must similarly + . While instantaneous addition of a finite quantity 
of B at t 0 is physically possible, it would not be possible in a 
practical reactor to arrange large rates of addition of B for finite time 
intervals, as required by the control policy, towards the end of the batch 
time. The system will therefore be investigated further with the niodifica-
tion of an upper limit on the rate of addition of B. 
3.2 	Constrained Rate of Addition 
An upper limit of rmax  will now be imposed on the rate of addi-
tion of B, so that a profile of r must be found which satisfies the 
maximum principle and on which r is chosen so that 
max 
For this modification to the original problem, the state variable and 
adjoint variable differential equations (equations (3.2) 	(3.4), (3.7) + 
(3.9) respectively) and their boundary conditions (equations (3.5),(3.10)) 
are unaltered, and the Hamiltonian is given by equation (3.12) 
H = Xbt - k1ab (A + 	- 1) - k2ab2 a + 2¼). 
Since H is linear in r, it is maximised by 
rr max b for  >0 
	
(3.37) 
rO 	for XbO 
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and r may take values intermediate between its limits only on a singular 
segment, for which X b =0. The required control profile will consist of 
segments of r = 0, r = rmax, and of singular segments, joined together in 
such a way that the maximum principle is satisfied throughout the interval 
0 4 t 4 T. The present task is to deduce in what way these sections of 
the final profile are joined. 
3.2.1 	Exact solution 
At t T, by substitution of the boundary conditions (equation 
(3.10))jnd of equation (3.11), equation (3.8) reduces to 
dAb 	
- k1a < 0. 	 (3.38) 
Since Ab(r) 0, it follows that, for t just less than r, 
Xb(t) > 0. 	 (3.39) 
Thus, to maximise the Hamiltonian, the rate of addition must be at its 
maximum for t just less than r, and so the trajectory must end with a 
segment ofrr max 
On physical grounds it is expected that the initial part of the 
trajectory will also consist of a segment. of r rm in order to build 
up a concentration of B in the reactor. 
Between these initial and terminal segments, the optimal trajec-
tory may make use of a singular segment of the type encountered when the 
rate of addition was not bounded above. The meaningful part of the 
singular segment in this problem is that part for which O.<, r 4 rmax. 
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On this singular segment X 	0 and X   is given by equation 
(3.16). 	The rate of addition of B is given by equation (3.17), and the 
maximum extent of the singular segment is limited to those parts where 
equation (3.17) gives values of r which are within the required limits. 
The equation of the singular segment in the a - b plane can again be 
obtained by making use of the property of a constant Hamiltonian on a 
profile satisfying the maximum principle. In particular, the value of 
H on the singular segment is equal to its value at t 
H -) 	k1a(t) b(r). 	 (3.40) 
Thus the equation of the singular segment in the a - b plane becomes 
	
k1a(t) b(t) 	k1ab(X 	l) - k2ab2 X 
which, after substitution of equation (3.16) for A  simplifies to 
kab2 
iç2k2b 	a(r) b(t). 
	 (3.41) 
There is a single equation of the singular segment for all sets of 
a(t), b(t) which lie on the hyperbola 
a(T) b(t) = N. = constant. 	 (3.42) 
In Graph 3.4 are shown the relative positions of the terminal 
hyperbola of equation (3.42) (curve A) and the corresponding singular 
segment (3.41) (curve B) in the a - b plane. Since the concentration of 
reactant A decreases throughout the reaction, the locus of the point which 
represents the state of the reactor traces out a path from right to left 
in the a - b plane. It is seen that the singular segment (curve B) does 
not intersect the terminal hyperbola (curve A), nor does it pass through 
a0 	 00  
(curveD C1 (curves 
only) 	 - 	 CandE) 
Graph 3.4 
a-b phase plane showing the terminal hyperbola of equation (3.42) (curve A), 
singular segment (curve B), and trajectories of r rm  (curves C, D and E) 
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the point (a, 0). The required trajectory, therefore, must start and 
finish with non-singular segments, whether or not an intermediate sin-
gular segment is employed. 
Curves. C, D and E on Graph 3.4 show the general forms of the 
segments of r r max . These curves cross the b 0 axis vertically at 
a0, and may intersect the singular segment (as does curve C), but if the 
value of a 
o 	max 
or of r 	is too small (curves D and E respectively) for a 
given value of N, this intersection may not occur. 
If the values of a0, rmax  and N are such that intersection does 
occur, it may be conjectured that a trajectory which satisfies the 
maximum principle will consist of 
a segment of r a  r max 	o , from (a , 0) in the a - b plane, 
leading to the singular segment, followed by.. 
a singular segment, with r given by equation (3.17), and 
0rr 	, followed by max 
a further segment of r r 
max  , starting from the singular 
segment and terminating on the hyperbola given by equation 
(342). 
The possibility of bang-bang type control on the non-singular 
segments, with r switching instantaneously between its limits, has not 
been eliminated by conditions imposed by the maximum principle. Con-
firmation as to whether such switching does occur must be obtained by 
numerical evaluation of the trajectory. It is also possible that a 
control profile which is entirely bang-bang, and makes no use of a 
singular segment, may satisfy the maximum principle. Again, this possi-
bility can be confirmed or eliminated only by numerical calculation. 
W. 
A suitable calculation procedure could follow the following 
lines. 	Starting from the point (a0, 0) in the a - b plane, equations 
(3.2) -' (3.4) are integrated forwards in time with r rmax  until the 
singular segment (equation(3.41)) is intersected. 	In order that this 
segment should satisfy the maximum principle, 
X  must be everywhere 0. 
With X  given initially by equation (3.16), and 
X  initially zero, 
equations (3.7) and (3.8) are integrated backwards in time from the end 
of the non-singular segment to the beginning of the batch time. 
On the singular segment the control profile can be obtained by 
integrating equations (3.2) -*(3.4) forwards in time with r given at each 
point by equation (3.17). A check can be kept on the accuracy of inte-
gration by ensuring that a and b always satisfy equation (3.41) within 
the prescribed limits of accuracy, X on the singular segment is zero, 
while A  is given by equation (3.16). 	Integration continues until r 
reaches r 
max 
For the final postulated segment of r = rm to satisfy the 
maximum, principle, Ab must become positive on leaving the singular 
segment when .r = r, passing through positive values to return to zero max 
again at the same point g6 X reaches zero. Trial calculations have 
shown that X  does indeed become positive on leaving the singular segment, 
but may return to zero either before or after X  reaches zero, depending 
on the departure point from the singular segment. An iteration pro-
cedure is therefore required to locate the position of the departure point 
from the singular segment so that 
A  and X   both reach zero at the same 
point. It can be easily shown that this terminal point lies on the hyper-
bola of equation (3,42) in the a - b plane. If the maximum principle is 
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satisfied throughout this nonsingular final segment, then H retains its 
value of k 1 N which it has on the singular segment. When a point of 
A a =AL = 0 is reached on this final segment, H given by equation (3.12) 
reduces to 
H = k1ab 
but H = k1N, and so this equation reduces to 
ab = N 
which is identical with equation (3.42). 
On the initial non-singular segment calculations have shown 
that X does remain positive, and so no bang-bang type switching is re- 
quired. For the final segment it has been possible to find a departure 
point on the singular segment from which integration of the state variable 
and adjoint variable differential equations (equations (3.2) - (3.4), 
(3.5) and (3.6)) gives a segment for which 
X  and  X  reach zero simultaneously 
at the end point. During this segment, 
X  remains positive, and so 
again no bang-bang switching occurs. 
The suggested sequence of segments therefore satisfies the.nthxi- 
mum principle if the initial segment of r = rmax and the singular segment 
intersect, and the trajectory obtained may therefore be optimal for the 
system. The only other control policy which is known to satisfy the 
maximum principle is the trivial r = 0 everywhere, when of course there 
* 
It has been found that, if the guess at the departure point on the singu-
lar segment is not near the required point, 1b  may never reach zero in a > 0, 
h > 0, and if the trial point is too far from the required point numerical 
instability can occur in integrating the adjoint variable differential 
equations. Such computational difficulties can be difficult to overcome, 
and can therefore prevent successful calculation of the final segment. 
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is no reaction. 
The total batch time is given by the sum of. the durations of 
the three segments, and it will be noticed that it is not possible to 
specify explicitly a batch time in the calculations of the segments. 
The resultant batch time is dependent on the value of N in equation (3.42), 
and a desired batch time must be obtained by adjustment of this value 
* 
of N. 
A complete trajectory for a given batch time is given in 
Graphs 3.8 to 3.10. 	Graph 3.8 shows r as a function of time, and it is 
seen that the departure point on the singular segment occurs before r 
reaches r max • in Graphs 3.10 it is shown that A is always positive on 
the non-singular segments, which confirms that there is no bang-bang 
type switching on these segments. The value Q in the caption to these 
graphs is the total quantity of B added. 
When the initial non-singular segment does not intersect with 
the singular segment (e.g. curves D, Eon Graph 3.4), then the control 
profile satisfying the maximum principle must consist of r rmex  for all 
0 4 t 4 T. Evaluation of 
A  by integration of the adjoint variable, 
differential equations (3.7) and (3.8) backwards in time from t T to 
t 0 will confirm whether this profile does in fact satisfy the maxi-
mum principle, or whether bang-bang type switching occurs. Graphs 3.5 
to 3.7 show a complete trajectory for an example of such a case, and the 
position of the singular segment in the a - b plane is shown in Graph 3.6. 
* 
The actual values of r in calculations differ from the specified values 
by small amounts because accumulated rounding and other errors in the 
numerical integration of the differential equations prevented complete 
convergence with the iterations of N. 
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It is seen that A is never negative, confirming that the profile of 
r = r 
max  throughout satisfies the maximum principle. In this example, 
the value of rmax is smaller than for the calculation represented in 
Graphs 3.8 to 3.10, the other parameters being the same, and N being 
chosen to give nominally the same batch time. 
As rm  is increased in value, the form of the full trajectory 
should logically approach closer to the trajectory obtained when there 
is no upper limit on r. Graphs 3.11 to 3.13 represent an example of 
a trajectory which satisfies the maximum principle for rmax  greater than 
in the previous examples, the other system parameters being the same, 
and the batch time being adjusted to the same value as before. It is 
seen that the durations of the non-singular segments in Graph 3.11, 
where r 	is large, are somewhat lean than in Graph 3.8, where r 	is max max 
smaller. 
The value of the objective function (the final concentration of 
component C) should be largest when there are least constraints on the 
control variable heu these constraints modify the shape of the final 
profile. The more demanding the constraint, the more the objective 
function will be decreased. In this example it would be expected that 
as rmaz is increased the value of the objective function should approach 
closer to the value obtained when there is no limit on r. The results 
of calculations for increasing values of r 
max  are summarised in Table 3.1 
below. The values of the objective function have the predicted gradation, 
and are always less than the value obtained when there is no limit on r. 
The values of the objective function c() are plotted in Graph 3.14. 
It is seen that the values of N are not the same for different 
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VHLUE OF OBJECTIVE FUNCTION - CIfl = 0.4843 
Graph 3.6 
Solution trajectory in the a-b plane for the control policy of Graph 3,5, 
with the position of the singular segment shown 
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Adjoint variables for the control policy of Graph 3,5 
A. 	1.0000 
R 1.0000 
X i = 1.0000 
K2 = 2.0000 
Q =2.4360 
T 	3.9996 
VALUE OF OBJECTIVE Ft'JcTiON - C(t) 	0.566S 
0 
Graph 3.8 
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Solution trajectory in the a-b plane for the control policy of Graph 3,8 
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Adjoint variables for the control policy of Graph 3.8 
0 
A. = 1.0000 
R, = 10.0000 
K 1 = 1.0000 
<2 = 2.0000 
Q 	=4.1606 
= 3.9998 




Control policy employing a singular segment, with a large value of r max 
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Solution trajectory in the a-b plane for the control policy of Graph 3.11 
= 1.0000 
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0 	= 4.1606 
= .9996 








Adjoint variables for the control policy of Graph 3.11 
0.56 
0 	2 	4 	6 	8 	10 
rmax 
Graph 3.14 
Values of 0(r) for increasing values of r max , and for r unconstrained, 
a = 1, k1 = 1, k2 = 2, and batch time r = 40 
Summary of calculations of profiles satisfying the maximum principle 
for increasing values of r 
max 	o 	1 • a = 1, k 	1, k2  2, and batch time 
4. 	The variable Q in this table is the total quantity of B added 
to the batch. 
40 
max N c1L 
0.3 0.09930 0.4843 
0.5 0.05017 0.5590 
1.0 0.04162 0.5685 
2.0 0.04015 0.5720 
4.0 0.03957 0.5735 
5.0 0.03947 0.5738 
10.0 0.03925 0.5744 









values of r max , but must vary to obtain the desired batch time. The 
equation for .the singular segment in the a - b plane (equation (3.41)) 
depends on N, and since its value is different for different values of 
the singular segments are not identical. However for the larger 
values of r max  the differences in N are small, and the singular seg-
ments are then similar. 
The maximum principle is only a necessary and not a sufficient 
condition for optimality and so, although the profiles obtained may be 
optimal, there may exist other profiles which also satisfy the maximum 
principle which give larger values of the objective function. It has 
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not been possible to prove that the profiles obtained are optimal, but 
useful confirmation can be obtained by application of a different 
numerical method known as the method of Gradients in Function Space. 
3.2.2 	Gradients in Function Space 
Thii method, which is analogous to the method of steepest 
ascent in searching for a maximum of a function of a finite number of 
variables, is a direct numerical method of solution of the maximum 
principle which overcomes the problem of the two-point boundary values 
which occurs with the forwards and backwards numerical methods of 
solution described in Chapter 2. It was introduced in chemical 
engineering terms by horn and Troltenier {35}, and has also been 
developed independently by Kelley {36}, and by Bryson and Denham {37). 
Consider a system regulated by a simple control variable 
u(t), which is chosen so as to maximise an objective function of the form 
of equation (2.3): 
P E aixi  
i=l 
The behaviour of the system is described by differential equations (2.1), 
with in 1 
dx. 
3- 
=2 — dt 	 x2, ... x, u), 1 	1, 29 ... n. 
As before, adjoint variables are introduced (equations (2.4)): 
dA. 	it 	af. 
	
'=- L 	1, 2, ... no 
j=1 
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Suppose that, at time t, u(t) is changed to u(t) + u(t) for a duration 
dt. Then, by Taylor expansion of equation (2.1) 
d 	n 	 af. 
dx1 	 dx + 	Su 1 	1 0 2, ... n 	(3.43) 
il 	3 
au 
for small 6u. The effect on the objective function is given by 
T 6P - E cz16x1(r) 	J (A1dx1)dt 	 (3.44) 
0 
LL 	6z1 O) 0, and X1(t) a1 (equation (2.5)) for a maximising problem. 
Now 
( F 	Xxi) . 	A1 	(ax .) + E 	dx. 	(A  dt 	.) 
By substitution of equation (3.43) for -(6x1), and equation (2.4) for 
dA. 
, this simplifies to 
d 	 n 
A. 	6u. 	 (3.45). 
Hence 
t 
dl'f ( A. 	u)dt. 	 . 	(3.46) au 
il 
An improvement in the objective function can always be obtained if the 
integrand is positive at each point in time, and this can be ensured by 
making 
n 	f. 
E 0 L A1 . 	= £ 	
- 	
. 	(3•47) 
where c is a positive parameter. is now a gradient function in Du 
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the space of u. 
The method is applied in a very straightforward manner. 
With a given initial control profile, the state variable equations are 
integrated forwards in time from t 0 to t T. Then, using the values 
of the state variables just obtained, the adjoint variable equations are 
integrated backwards from t - t to t 0. The control profile is then 
modified at each point in time according to equation (3.47)i with a 
suitable value for c, the control variable taking its limiting value when 
this correction takes the control variable outside its permitted range. 
The state variable equations can now be integrated forward in time again 
to obtain a new value for the objective function. There are at this 
stage two alternative courses of action. In the first, the adjoint 
variables are integrated backwards in time as before, and a new correction 
function obtained for the control profile. The process is then repeated 
until the desired convergence is obtained. This method suffers from 
the difficulty of choosing a suitable value of c. If c is too small, 
convergence is slow, and if E is too large, numerical instability can 
occur, when divergence from the optimum instead of convergence to it 
tends to occur. The alternative procedure is to increase c succes-
sively, making further improvements to the control profile with the 
"old" gradient function, until the value of c is found which gives the 
maximum improvement in the objective function. The adjoint variables 
are then integrated backwards as before to obtain a new gradient function, 
and the procedure repeated until improvements in the objective function 
are within a prescribed limit. This method avoids the difficulty of 
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finding a suitable c, but may involve a greater amount of computation 
than the other method due to the repeated forward integrations required 
to find c to maximise the objective function. 
The Gradients in Function Space method as described here 
suffers from the disadvantage that it gives only an approximation to the 
required control function. This is because only first order variations 
were considered in deriving the correction function, and the objective 
function is relatively insensitive to variations in the control profile 
near the optimum. It does however give an accurate value for the 
objective function {35}. There are a number of second order algorithms 
for correction functions' {38 - 43}, but these suffer from the disadvantage 
that they are numerically unstable unless the initial profile is a good 
approximation to the optimal profile. They are therefore of little 
value in the present investigations. 
The problem of verifying that a solution to the maximum 
principle is unique and therefore optimal can be overcome to some extent 
by the Gradients in Function Space method. If other profiles exist 
which satisfy the maximum principle, then these should be found by this 
latter method from different initial control functions. By starting 
with several widely differing initial control profiles it should be 
possible to detect whether any alternative policies exist which satisfy 
the maximum principle, and if only the single control profile is found 
then it can be considered with a degree of confidence that this is an 
approximation to the optimal control. If this profile approximates 
to that obtained by an exact solution of the maximum principle, and the 
value of the objective function is the same for each calculation, then• 
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this confirms that the exact profile is optimal. 
For the present problem of finding the optimal rate of addition 
profile, the correction function 6r can be obtained by differentiating 
equation (3.12) with respect to r 
5r(t) 	L =Xar 	i,. 
	
(3.48) 
Using an initial profile of r 	max for 0 4 t < t, calculations were 
made for rma 
	1, and other parameters as for previous calculations. 
Adjoint variables were integrated and a new correction function 
evaluated after each forward integration of the state variables, s being 
halved when a decrease in the objective function occurred. This method 
was found to involve somewhat less computation and converged more quickly 
once a suitable initial value for c was found. The resulting trajectory 
is shown in Graphs 3.15 to 3.17, in which the trajectory for the exact 
solution for corresponding 
rmax  (Graphs 3.8 to 3.10) i 	shown as 
broken lines for comparison. The value of the objective function after 
each "ascent" is shown in Graph 3.1$, where it is seen that convergence 
is quite fast. The initial value of c was 1.0. 
It is seen immediately that the step discontinuities obtained 
in the exact .solut ion are "rounded off" and therefore effectively con-
cealed by the Gradients in Function Space method of solution. However 
the resemblance is close, and the value of the objective functiOn, 0.569, 
compares within the limits of accuracy of calculation to the value 0.5685 
obtained by the exact solution (integrations were to an accuracy of 
better than 1 in l0 for each step, there being approximately 100 steps 
for both the exact solution and the Gradients in Function Space method). 
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Control policy derived via the method of Gradients in Function Space, 
The exact solution is shown in broken lines for comparison. 
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Graph 3.16 
Solution trajectory in the a-b plane for the control policy of Graph 3.15. 
The exact solution is shown for comparison as a broken line where it 
deviates from this graph. 
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Adjoint variables for the control policy of Graph 3,15, The X  
profile is close to the profile for the exact solution. Deviations 
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As a check that this profile was the only one satisfying the. 
maximum principle, a number of different initial profiles were used. 
These initial profiles, the resulting final profiles and the values of 
the objective function obtained are given in Graph 3.19. Because X + 0 
at t + r, the correction function Sr + 0 as t T. Asa result, if the 
initial profile terminates with other than rmax  (which is the required 
terminal value of r on the optimal profile) the final profile from a 
Gradients in Function Space search tends towards the initial profile at 
t - T. 	This effect is shown in Graphs 3.19(a) and 3.19(c), and this 
difference in the shape of the final control profile is therefore not 
significant. 
It can be seen that, apart from this approximation, the final 
profiles of Graphs 3.19 have the same general shape, and the values of the 
objective function are the same within the accuracy of calculation. It 
can be concluded that there is almost certainly only one control profile 
which satisfies the maximum principle (apart from the trivial r 0 
throughout), and that this control profile is therefore optimal. 
3.3 	Discussion 
It was noted that in equation (3.12) the Hamiltonian is linear 
in r, and that in such circumstances a singular segment may be possible. 
Whenever a Hamiltonian function is formed which is linear in one of the 
control variables, the system must be examined further to determine 
whether singular control is possible. Even if it is found to be permis-
sible, however, it is not necessary that the solution trajectory should 
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make use of a singular segment; a bang-bang policy may satisfy the 
maximum principle. For example, in investigating the time-optimal 
control of a C.ST.R., with an exothermic reaction, to its steady state 
by means of varying the heat removal rate, Siebenthal and Aria {30} 
pointed out that alternative control profiles may exist, both satisfying 
the maximum principle, one of which contains a singular segment and one• 
of which is bang-bang. The determination of which policy is optimal 
must be made by numerical evaluation of the time to reach steady-state 
for each control policy. Paynter and Bankof! {44}, in their investigation 
of the optimal heat transfer coefficient design along a tubular reactor 
with recycle, also observed that a singular segment might form part of 
the optimal profile, but in this case only a bang-bang policy was found 
to satisfy the maximum principle. 
In chemical engineering applications of the maximum principle, 
singular segments appear to feature quite regularly. In addition to the 
examples already mentioned, the optimal control of reactors by distributed 
additions of cold feed studied by Dyson and Horn {14} and Dyson and Graves 
{15} involves a singular segment in the optimal control. In the problem 
of optimal catalyst blend of a bifunctional catalyst {45, 46, 491, Jackson 
471 has shown that the application of the maximum principle leads to a 
solution trajectory which may have a singular segment as an intermediate 
part of the optimal profile, although a bang'-bang solution may also 
satisfy the maximum principle. 
When an optimal control profile consists of bang bang control, 
or when it makes use of singular control, it is not difficult to see why 
computational difficulties occur when a direct numerical attack is made 
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by the forwards or backwards method on the solution of the maximum 
principle. In such situations, deductions from the maximum principle 
of the form of the required control must be made before any form of 
numerical solution can be made with any hope of success. 
In the examples given in this chapter of determining the rate 
of addition policy which satisfies the maximum principle, it is possible 
to deduce a large amount about the required control profile, to the• 
extent of an almost entirely analytical solution for the case of no upper 
limit on r. In more complicated examples it may not be possible to 
deduce as much information. In such circumstances the method of Gradients 
in Function Space may be used to give some further insight into the final 
solution, but, because of the approximate nature of this method of solu-
tion in the form described in this chapter, essential features of the 
exact solution may be concealed, or features may appear which do not exist 
in the exact solution. By exteudng the derivation of the correction 
function to include second order variations (38 - 421 a more exact solu-
tion may be obtained. The instability which occurs when a second order 
Gradients in Function Space method is used with a poor initial approxima-
tion to the control profile may be overcome by a method suggested by 
Lapidus and Luus (43), in which an approximation to the required control 
profile is obtained by a first order Gradients in Function Space search, 
and this approximate profile is used to initiate a 2nd order search using 
Merriam's (39, 40) algorithm. 
The main value of the Gradients in Function Space method, however, 
is in confirming that a control profile derived by some exact method is 




SOME EXTENSIONS TO THE BASIC PROBLEM OF FINDING THE OPTIMAL 
ADDITION-RATE PROFILE 
The problem in Chapter 3 has been framed in the simplest possible 
terms, with no constraint on the total amount of B to be added, other than, 
in the second section of Chapter 3, the irplicit limit implied by the 
bound on the maximum rate of addition. In a practical situation it may 
be desired to specify the total amounts of each reactant to be added to 
the reactor batch. This limitation on the system may be imposed in 
conjunction with the constraint on the maximum rate of addition of reac-
tant, but since this latter constraint was originally imposed in order to 
limit the amount of reactant added to a finite level, it will also be 
interesting to consider the effect on the control profile of, removing 
this limit on r . The reactor system investigated in the previous max 
chapters will now be re-examined, with these modifications imposed. 
4.1 	Specif7ing The Total Amount of Reactant B Added, With r 
Bounded Above 
4.1 • 1 	Theoretical Considerations 
If it is wished to specify the quantity of B to be added, Q, 
to the reactor during the interval 0 + r, it is necessary to introduce 
a further variable q, whose value at a time t represents the amount of B 
added during the interval 0 + t. The variable q must therefore satisfy 
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the following differential equation and boundary conditions 
dt 
	
; q(0) 	0; q(-r) 	c (< 'r rmax). 	 (4.1) 
Associated with q is an adjoint variable p,  which is subject to 
0. 	 (4.2) dt 
S p ec if i€d 
Since the terminal value of q is specified, there is noXboundary value on 
i (c.f. equation(2.9)). 	It follows from equation (4.2) that jj Is constant, 
and its constant value will be denoted by y.  Since the choice of y has 
no influence on the values of the other adjoint variables, it is free to 
be chosen in order to satisfy the terminal boundary condition on q. 
The Hamiltonian now has the form 
H 	(Ab + y)r - k1ab(X + Ab 1) - k2ab(A + 21b 	(4.3) a 	 a 
where A(t) is again equal to 1 (equation (3.11)). 	It follows from 
equation (3.10) (the boundary conditions on the adjoint variables) that, 
at t = t, the Hamiltonian is given by 
H T  ='r + k1 a('r) b(r). 
	 (4.4) 
This is maximised by r 0 or r Tmax  depending on whether y is negative 
or positive respectively. When y 0, the system corresponds to that, 
for which q(r) is unspecified, when it has already been seen that r 
max 
at t = T. Thus the Hamiltonian is maximised by 
rr max  for y0) 
)att=T. 	 (4.5) 
r0 	for y<0) 
If a modified signum function is introduced such that 
sgnl(y) = O for y<0 
sgnl(y) 	1 for y0 
(4.6) 
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then the maximum value of H , which is the maximum value of the Hamiltonian I 
for all 0 4 t o t when the maximum principle is satisfied, is given by 
H 
max 	I - k N + yr max  agn l(y) 	 (4.7) 
where the substitution of equation (3.42) for a(t) b(i) has been made. 
As for previous problems, the Hamiltonian is again linear in 
the control variable, r. Therefore a singular segment can occur, for 






dt 	0. 	 (4.9) 
Expanding these conditions as before, by substituting equation 
(3.8) into (4.9), and substituting equations (3.11) and (4.8) throughout 
leads again to an expression for 
+ y(k1 + 4k2b) 
(410) 
	
a 	k1 +2k2b 
Differentiating this 
dA 2kk(y-1) db 
(4.11) dt 	(k1 + 2k2b)2  
db Substituting for dt (equation (3.3)) and comparing the result with equation 
(3.7), it then follows that, provided y # 1, 
r 	b(k1 + 2k2b)(a + ) 	 (4.12) 
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which is identical with equation (3.17). It will be shown below that 
y is always less than 1. 
An expression for the Hamiltonian on the singular segment is 
obtained by substitution of the expression for X   (equation (4.10)) and 
X  (equation (4.8)) on the singular segment into equation (4.3). The 
value of H on the singular segment must be the same as its value on any 
other part of the trajectory if the maximum principle is to be satisfied, 
and an expression for the maximum value of the Hamiltonian at t t has 
already been obtained (equation (4.7)). Comparing this with the value 
of the Hamiltonian on the singular segment leads to an equation for the 
singular segment in the a * b plane as before 
k2ab2  (1 - r) 	yr max sgn 1(y) 
+ 2k2b 
It is now seen why y can never be as great as 1 if the singular 
segment is to form part of thel optimal trajectory; for if a value of 1 
or greater is substituted for y in equation (4.13), the left hand side 
becomes zero or negative, and then no finite positive values of a and 
b can be found which satisfy this equation. 
The equation (4.13) has a similar shape in the a - b plane to 
curve B of Graph 3.4, and again does not pass through the initial point 
(40, 0), nor does it intersect with the terminal hyperbola (curve A). 
Thus the overall situation is similar to that when Q is unspecified, 
and the solution trajectory is again likely to consist of 3 segments 
initial non-singular segment, with r r max 
singular segment, with r given by equation (4.12) 
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(3) final non-singular segment. 
The final segment in this case, however, may have r r max  or r 0, 
depending on the value of y. When y is very near to zero the full 
trajectory should logically be similar to the trajectory obtained when 
Q was unspecified (when y 0), and in particular the final segments 
should not differ greatly. When y > 0 the final segment must end with 
r = rmax (equation (4.5)), and the final segment should therefore 
logically be r r max throughout. It seems likely that this form of the 
final segment will extend to all permissible values of y > 0. When 
y < 0, the final segment must end with r 0, but, if the final segment 
for y just less than zero is to be similar to that for y 0, r must 
switch from r 	to zero near to t r. max 
I' 
When y is negative it is likely that the quantity of B used 
in the reaction will be less than for y 0, since a negative value of 
p(r) is equivalent to costing B in the objective function 
P 	c(t) + yq(t), y < 0 
	
(4.14) 
If B is costed then this would logically have the influence of decreasing 
the quantity of B used. Conversely, if 'y is positive, the quantity of 
B used will be greater than that used when y 0. Thus, in order to 
obtain the desired value of Q when calculating the solution trajectory, 
adjustments in the value of y will have to be made. 
It follows from consideration of equation (4.14) that y can 
never be as small as -1. Such a value for y would be equivalent to 1 
unit of B costing the same as the selling value of 1 unit of C; but 
since in this reaction system 1 unit of B always produces considerably 
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less than 1 unit of C, there could never be a profit, and the reactor 
would be run with least loss if it does not operate at all, i.e. r 0 
throughout. It has also been shown that, for a singular segment to 
form part of the solution trajectory,y < 1. Therefore y must be chosen 
within the range -1 < y < 1 in order to obtain the desired value of Q. 
The calculation procedure for the required trajectory would 
be of the following form. The initial and singular segments are 
calculated in the same fashion as before for specified values of reaction 
parameters and assumed values for N and y. A departure point from 
the singular segment is found for the final segment by an iterative 
method as before, the value of r on this segment being governed by the 
values of Ab  and y. 
Baying obtained a solution trajectory in this way, the values 
of Q and r obtained will not generally be as required. It has already 
been suggested that the value of Q can be adjusted by varying y, keeping 
N constant, but this also affects the batch time. Similarly if N is 
adjusted to obtain the desired batch time, with y remaining unchanged, 
the value of Q obtained varies slightly, requiring compensation of the 
value of y, to obtain the same value of Q. Thus to obtain the required 
combination of batch time and Q simultaneous iteration on N and y is 
required, and since for each iteration a complete solution trajectory 
must be evaluated, a considerable amount of computation is required. 
The correct initial value of r on the final non-singular 
segment at the departure point from the singular segment must be found 
by trial and error. Calculations have shown that r r 
max 
 initially 
for y . 0 and for y only slightly negative; for y more negative, r 0 
initially, and the final segment consists of r 0 throughout. If the 
wrong initial value for r is taken, the value of X  may force r 
immediately to the correct value, in which case there is no real 
difficulty. However, in some cases, if the wrong initial value of r 
is taken, it has been found that 	may never reach zero, or that 
may never reach zero, for any departure point from the singular segment. 
When such a situation occurs, r must be set initially to the other 
limiting value and the search for the departure point from the singular 
segment repeated. 
4.1.2 	Results of Calculations 
The same reaction parameters as for the examples in Chapter 3 
were used, viz a0 = 1, k1 = 1, k2  2 and batch time t 	. For a 
value of r max = 1, the value of Q obtained (Graphs 3.8 - 3.10) was 
2.4380, and so calculations were made with this same value of rmax  for 
values of Q between 1.2 and 2.7. The values of t and Q in these 
calculations are nominal, since accumulated approximations in the 
calculations of. the solution trajectories prevented complete convergence 
in the iteration procedure on N and y. The actual values of r and Q 
are recorded on the graphs of the resulting trajectories. 
The solution trajectory for Q 1.5 is shown in Graphs 41 to 
4.3, and it is seen that the final non-singular segment is a "coasting" 
segment of r = 0 throughout. For Q = 2.0 (nominally) (Graphs 4.4 to 4.6), 
the final segment is in two parts, with r r 
max  initially, and r 
swihing to zero before t = T. For these two sets of results, y < 0 
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K2 = 2.0000 
0 	= 1.5000 
= 3.9999 






Adjoint variables for the control policy of Graph 4.1 
192 = 1.0000 
R pox = 1.0000 
K, = 1.0000 
1<2 =2.0000 
' 	 0 	=1.9992 
T =3.9998 




Control policy for Q specified and r constrained. 
The value' of Q is nominally 2,,ó 
Fl0 = 1.0000 
= 1.0000 
K 1 = 1.0000 
K 0 = 2.0000 
0 	= 1,9992 
. =3.99gB 
VALUE OF OBJECTIVE FUNCTION - C(t) = 0.5656 
Graph 4.5 




K 1 = 1.0000 
= 2.0000 
Q 	= 1.9992 
= 3.9998 
VFILUE OF OBJECTIVE FUNCTION - C(T) = 0,5656 
Graph 4.6 
Adjoint variables for the control policy of Graph 44 
0 
flQ = 1.0000 
= 1.0000 
= 1.0000 
1(2 	= 2.0000 
Q =2.4380 
3.9996 




Control policy for Q unspecified 
no = 1.0000 
= 1.0000 
= 1.0000 
1( 2 = 2.0000 





Solution trajectory in the a-b plane for the control policy of Graph 407 
B0 	1.0000 
R I1100 = 1.0000 
K 1 	1.0000 
1(2 = 2.0000 
0 	= 2.4380 
= 3.9996 






Adjoint variables for the control policy of Graph 47 
= 1.0000 
= 1.0000 




VALUE OF OBJECTIVE FUNCTION - C(t) = 0.5684 
T 
Graph 4.10 
Control policy for Q specified and r constrained, 
The value of Q is nominally 25 
- 	I .0000 





Solution trajectory in the a-b plane for the control policy of Graph 4.10 
Lii I I 
-0.02 
Graph 4.12 
80 = 1.0000 
1.0000 
K 1 = 1.0000 
1< 9 = 2.0000 
0 	=2.5000 
.t =3.9997 
VALUE OF OBJECTiVE FUNCTION - C('fl = 0.5684 
El 







1 	 2 	 3 
Q 
Graph 4.13 
Final concentration of C for specified values of Q0 
a 	= 1, k1 = 19 k2  = 2, r max = 1, and batch time T = 4e 
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Table 4.1 
Summary of results from calculations of trajectories for different values 
of Q. 	a 	1, k1 1, k2 = 2, rm 	1 and batch time T 4. The 
values of the batch time and of Q are nominal. 
I 
1.2 0.04356 -0.14865 0.5155 
1.5 0.04423 -0.07058 0.5474 
2.0 0.04205 -0.01508 0.5656 
2.438. 0.04162 0.00000 0.5685 
2.5 0.03540 0.00649 0.5684 
2.6 0.02635 0.01616 0.5674 
27 0.01865 0.02470 0.5653 
as expected,, and the trajectories end with r = 0. When y > 0, the final 
segment ends with r = r 
max , and Graphs 4.10 to 4.12 for Q 2.5 show 
that the final segment is r rmax  throughout. Calculations for larger 
values of Q indicate that this form of the final segment is general, 
and no bang-bang switching can occur when y > 0. Graphs 4.7 to 4.9 
show the trajectory for Q unspecified, and are included for comparison. 
It can be seen from these graphs that the shapes of the 
singular segments are very similar. They are not, however, identical 
since equation (4.13) for the singular segment in the a - b plane depends 
on N and y, and these are different for different values of Q with the same 
batch time (see Table 4.1 above). A more rigorous proof of the difference 
is given in Appendix I. 
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It has already been mentioned in Chapter 3 that the value of 
the objective function should be greatest when there are least constraints 
on the control variable if imposing these constraints alters the shape of 
the control profile. Therefore it would be expected that the value of 
c(t) will be greatest when Q is unspecified (for which y = 0). Table 
4.1 summarises the results of calculations for a range of values of Q, 
and the value of the objective function vs. Q is plotted in Graph 4.13. 
It is seen that the expected maximum is obtained, and the value of Q 
which arises when y = 0 is therefore optimal for these values of r 
max 
and T. 
Verification that the trajectories for different values of t, 
obtained in the manner described, are optimal could be verified by a 
Gradients in Function Space search, as was done for Q unspecified in 
Chapter 3. However, since the profiles are of similar forms, and since 
Graph 4.13 of the objective function against Q is smooth, it is likely 
that they are optimal trajectories. 
4.2 	SpecifyinL the Total Amount of Reactant B Added, With No 
Constraint on r --* 
It is seen from the results of Graphs 4.1 to 4.3 that when the 
amount of B which is specified is rather less than the amount required 
when no such specification is made, the final non-singular segment is a 
ttcoastingtI segment, with no addition of reactant, which starts from a 
point on the singular segment where r is less than its maximum value. 
If no constraint is imposed on the rate of addition, then it was seen in 
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Chapter 3 that the total amount of B consumed is in theory infinite. 
Any specification of the amount of B to be added if r is unconstrained 
will therefore be considerably less than this amount, and logically 
final 
the segment of the control policy should again he a coasting segment, 
leaving the singular segment at a point where r is finite. The omly 
region where r is at its limiting value in Graph 4.1 is at the beginning 
of the batch, to build up a sufficient concentration of B to initiate 
the singular segment, and this part of the control profile would be 
eliminated when there is no constraint on r by allowing a specified 
initial concentration of B in the reactor. 	It is therefore not strictly 
necessary to impose an upper limit on r to model a practical reactor, 
and the removal of this limit will then enable a maximum perfarmnce 
figure to he calculated which can be used as a standard for comparison 
of reactors in which there is a practical limit on the maximum rate of 
addition of a reactant. 
4.2.1 	Theoretical Considerations 
Equation (4.13); which is the equation for the singular segment 
in thea - b plane, can be rearranged to give 
k2 ab2(l - y) 	yr max 
sgn 1(y) 
N = 	_ - (4.15) + 2k2b 
 
Now let r max - . The first term on the right hand side of equation (4.15) 
remains finite, and, in order that the second term also remains finite, 
then either y  <. 0 for all r wax + 
c (in which case this second term is zero 
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for all r 	+ to), or y + 0 from above in such a waymax 
	that yr max
remains 
finite (y + 0 from above implies that sgn 1(y) remains at unity). 
It has already been shown earlier in this chapter that, if 
y 	0, the final segment must end with r r max 
 (equation (4.5)). In 
the limit of rmax Co, this becomes an instantaneous addition of a 
quantity of B at t = r, and if Q is specified this amount of B must be 
finite. It is readily shown that such instantaneous addition of B cannot 
satisfy the maximum principle. 
At t = t, the Farniltonian is given by equation (4.4) 
H 0yr + k a(T) b(t) where yr > 0. 
At a point immediately before this instantaneous addition of B, r 0, 
a = a(r), b = b(T) - q (where Sq is the quantity of B added at t 
X  = X  = 0, X
c = 1 (since instantaneous addition of B causes a step 
discontinuity in only the differentials of the adjoint variables). The 
value of the Hamiltonian at this point before the addition of B is 
therefore 
H = k1  a(r) {b(t) — Sq) + y r 
which cannot be equal to HT  unless Sq 0. Thus instantaneous addition 
of a quantity of B at t t violates the maximum principle. It follows 
therefore that y must be less than zero for r 	+ c. max 
For y less than zero, equation (4.15) for the singular segment 
in the a - b plane becomes 
k ab2(l -. y) 
N = 	 (4.16) k1+2k2b 
This can intersect with the terminal hyperbola of equation (3.42) in 
a, b > 0 only if y < - 1. It has already been shown that for  < - 1 
the "optimal control's is no reaction. The relative positions of the 
terminal hyperbola and the singular segment must therefore be as shown in 
curves A and B respectively of Graph 3.4, and a trajectory which satis-
fies the maximum principle will probably therefore consist of 
instantaneous addition.of a sufficient,quantity of B to 
initiate the singular segment 
singular segment 
non-singular segment, consisting of r 0 with possible 
instantaneous additions of finite quantities of B at 
different points. 
By considering the limit of rmax 4. CO, it follows that instantaneous 
additions of quantities of B during this final segment can occur only 
when Xb 	y(> 0), and can make physical sense only if X  decreases from 
- y after this addition (since A  > - implies r 
rmax 
 to satisfy the 
maximum principle). Such a point occurs at the beginning of this final 
segment, since A 	- y on the singular segment. It is shown later 
that instantaneous addition of a quantity of B at this point does not 
provide a valid solution trajectory as it does not cause X to decrease 
from - y. No further points of A b = - y have been found for any of 
the trial calculations made. From the arguments given at the introduc-
tion to this section it seems likely that such instantaneous additions 
do not form part of the solution trajectory, being, as they are, equi-
valent to bang-bang control for r constrained, and so the final segment 
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is probably a simple coasting segment. 
The calculation procedure for the solution trajectory follows 
similar lines to that used when r was constrained. However, since in 
the final segment it is assumed that no B is added to the batch, some 
saving in computation can be made. For given values of N and y, the 
initial concentration of B can be calculated from equation (4.16), and 
the control profile along the singular segment calculated in the usual 
fashion. However, instead of calculating the singular segment up to 
r 	max it is calculated until q(t) Q, the specified quantity of B 
to be added during the reaction. This point is used as the departure 
point from the singular segment for integration of the final coasting 
segment. To obtain the condition of X   and X both reaching zero 
simultaneously, instead of adjusting the departure point from the 
singular segment, y is adjusted and the full trajectory of singular and 
non-singular segments recalculated. The value of N is then adjusted 
and the full procedure for calculating the solution profile repeated 
until the desired batch time is obtained. 
4.2.2 	Results of Calculations 
Two series of calculations were made for Q specified, as in 
section 1 of this chapter, and values of r 
max 
 of 1, 2, 5 and 10, the 
values of the other reaction parameters and the batch time being as for 
previous calculations. The resulting profiles for Q 2.5 are shown in 
Graphs 4.14 to 4.25, where it is seen that the form of the final non- 
singular segment is r r 	throughout for r 	1, becoming r r max max max 
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initially, switching to r 0, for 
rmaz  2, and progressing to r 0 
throughout for rmax  5 and rmax  10. This progressive change is 
similar to that observed when rmax  is constant and Q is reduced. It 
occurs simply as a result of a specified value of Q of 2.5 being greater 
than the optimal value of Q for rmax  1, but as rmax  is increased the 
optimal value of Q also increases, and the value 2.5 is progressively a 
smaller proportion of this optimal value of Q. 
Following the progression of the shape of the control profile 
as r max  is increased, it is logical that when rmax - 	the final segment 
should be a coasting segment with no instantaneous additions of quantities 
of B at any point during the segment. A calculation of such a trajectory 
for Q 2.5 was made, and the resulting profiles are shown in Graphs 4.26 
to 4.28, where it is seen that the expected form of the final segment 
does indeed satisfy the maximum principle. Furthermore, the value of 
the objective function for r unconstrained is larger than that obtained 
for all calculations of r constrained, with different values of r max 
thich is what was expected, and this helps to confirm the optimality 
of this profile. 
The results of the calculations for the various values of 
rmax for Q 2.5 are summarised in Table 4.2. The lack of gradation 
in the values of N and y results from the different forms of the final 
segments of the trajectories. The final concentration of C for these 
calculations is plotted against rma..,  In Graph 4.29, and it is seen that 
this curve approaches asymptotically the value of c(i) for r unconstrained. 
The second similar series of calculations was- made for Q 1.2, and 
some of the resulting profiles for rmax 1, 10 and unconstrained are 
A, = 1.0000 
= 1.0000 
K 1 = 1.0000 
1( 9 = 2.0000 
Q 	=2.5000 
.t =3.9997 
VALUE OF OBJECTIVE FUNCTION - C(fl = 0.5684 
T 
Graph .4.14 
Control policy for Q = 25 and r 	= 1 max 
= 1.0000 
R 	= 1.0000 
XI  = 1.0000 
K1  = 2.0000 
Q = 2.5000 
R 
Graph 4.15 
Solution trajectory in the a-b plane for the control policy of Graph 4,14 
A. = 1.0000 
PIM = 1.0000 
K 1 = 1.0000 
K.= 2.0000 
o 	= 2.5000 
= 3.9997 




Adjoint variables for the control policy of Graph 4.14 
21 
0 




0 = 2.4964 
L 	=4.0005 
VALUE or 08JC7IVE FUNCTION - Cit) = 0.5713 
Graph 4.17 
Control policy for Q = 25 and r 	=2 max 
no = 1.0000 
R.= 2.0000 
K 1 = I0000 
rk 
Graph 4.18 
Solution trajectory in the a-b plane for the control policy of Graph 4.17 
T 
Ole 




0 	= 2.4984 
= 4.0005 






Adjoint variables for the control policy of Graph 4.17 
R. = 1.0000 
R.= 5.0000 
K, = 1.0000 
K0 = 2.0000 
0 =2.4999 
=4.0004 
VALUE OF OBJECTIVE FUNCTION - CLfl = 0.5722 
I 
Graph 4.20 
Control policy for Q = 25 and rmax = 5 
0 
fi g = 1.0000 





Solution trajectory in the a-b plane for the control policy of Graph 4.20 
= 1.0000 
= 5.0000 
K, = 1.0000 
1<2 = 2.0000 
0 = 2.4999 
I 	= 4.0004 








Adjoint variables for the control policy of Graph 4.20 
1.0000 
R. 	10.0000 
K 1 = 1.0000 
1(2 = 2.0000 
0 =2.4999 
3.9994 




Control policy for Q = 25 and r 	= 10 max 
A. = 1.0000 
RMZ - 10. 0000 
te 	lnnnn 
Graph 4.24 
Solution trajectory in the a-b plane for the control policy of Graph 4.23 
A0 = 1.0000 
1ioa = 10.0000 
= 1.0000 
= 2.0000 
Q 	= 2.4999 
= 3.9994 






Adjoint variables for the control policy of Graph 4.23 
0 
Fl, = 1.0000 
K1 = 1.0000 
K, = 2.0000 
0 =2.5000 
I 	=.9999 
NO CONSTRAINT ON P 




Control policy for Q = 2,5 and r unconstrained, 







Solution trajectory in the a-b plane for the control policy of Graph 4.26 
A. = 1.0000 
K1 = 1.0000 
= 2. 0000 
0 = 2.5000 
. 	=3.9999 
NO CONSTRAINT ON R 






Adjoint variables for the control policy of Graph 426 







Values of c(r) for increasing values of r 
max, 
and for r unconstrained. 
a=1, Ic =1, k2 =2 batch time  r=4, and Q=2050 
ft 	= 1.0000 
= 1.0000 
K 1 = 1.0000 
= 2.0000 
0 	= 1.1999 
= 3.9996 
VRLUE OF OBJECTIVE FUNCTION - C(t) = 0.5155 
Graph 4.30 
Control policy for Q = 12 and r 	= 1 
max 
84 = 1.0000 
= 1,0000 
K, = 1.0000 
1<2 = 2.0000 
0 	= 1.1999 
L 	=3.9996 
VALUE OF OBJECTIVE FUNCTION - C(t) = 0.5155 
Graph 4.31 





0 	= 1.1999 
= 3.9996 







Adjoint variables for the control policy of Graph 43O 
21 
A11 = 1.0000 
= 10.0000 




VALUE OF OBJECTIVE FUNCTION - C(E) = 0.5180 
Graph 4.33 
Control policy for Q = 1.2 and r10 max 
1.0000 
= 10.0000 
K, = 1.0000 
= 2.0000 
S 	 S 	
0 	=1.1999 
I = 3.9994 	
S 










1<2 = 2.0000 
0 	= 1.1999 
= 3.9994 









A. = 1.0000 
K 1 = 1.0000 
= 2.0000 
0 	= 1.2000 
1 =3.9996 
NO CONSTRAINT ON P, 




Control policy for Q = 1.2 and r unconstrained, 
The initial concentration of B is 0.1775 
R. = 1.0000 
K 1 = 1.0000 
= 2.0000 
Q 	= 1.2000 
t =3.9996 
No CONSTRAINT ON R 
VALUE OF OBJECTIVE FUNCTION - CL) = 0.5165 
- 	0 -* 
A 
Graph 4.37 
Solution trajectory in the a-b plane for the control policy of Graph 4.36 
= 1 000 
= 1 000 
1( 2 	= 2.0000 
0 = 1.2000 
= 3.9996 
NO CONSTRAINT ON R, 








Adjoint variables for the control policy of Graph 4.36 
01519 
0.518 
2 	4 	6 	8 	10 
rmax 	> 
Graph 4.39 
Values of 0(T) for increasing values of r 	, and for r unconstrained 0 
a=i, k1 ul, k2 =2, batch time r=4, andQal.2. 
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Table 4.2 
Summary of parameters and results of calculations of trajectories for 
Q 	2.5 (nominally), t a  4 (nominally), k1 a  1, It2  2, a0 a 1 and r max 
varied. Value of c(t) for simultaneous addition of the same quantities 
of A and B at the beginning of the batch is 0.2475. 
r may.N y c(r) improvement over 
simultaneous addition 
1 0.03540 + 0.006490 0.5684 129.5% 
2 0.04030 - 0.003954 0.5713 130.7% 
5 0.03994 * 0.004175 0.5722 131.1% 
10 0.03984 - 0.004161 0.5723 131.1% 
00 0.03976 * 0.004445 0.5729 131.4% 
Table 4.3 
Summary of parameters and results of calculations of trajectories for 
Q 	1.2 (nominally), T = 4 (nominally), k  = 1, k 	2, a0 = 1 and r max 
varied. The value of c(T) for simultaneous addition of the same 
quantities of A and B at the beginning of the batch is 0.3811 
rmax N - y - c(t) -
1 0.04356 - 0.1487 0.5155 
2 0.04294 - 0.1495 0.5170 
5 0.04261 - 0.1499 0.5178 
10 0.04252 - 0.1500 0.5180 









shown in Graphs 4.30 to 4.38. The calculation data and results for 
this series are summarised in Table 4.3, and the value of the objective 
function plotted against r max  in Graph 4.39. 
The singular segments of trajectories for the same value of Q 
and different values of r max are similar in shape but, as before, are 
not identical because of differences in the value of y and N in the 
calculations (see Appendix I). 
It can now be shown that instantaneous addition of a quantity 
of B at the beginning of the final segment will not satisfy the maximum 
principle. If such an addition of B is made at this point, the values 
of 1a  and X remain unaltered from their values on the singular segment, 
but their derivatives are changed. In particular, in the differential 
equation for 1b  (equation (3.0)) 
dx 
k1a(X + 1b - 1) + 2k2ab(Aa + 21b) 
(l M  1 by equation (3.11)), the differential of 1b  is altered by a factor 
(dlb) 
' 2ka(A + 2x)6q 
where tq is the quantity of B added. This factor causes an increase in 
dl 
since all the terms are positive (Ia  on the singular segment is 
dAb 
positive in Graphs 4.28 and 4.38, and 1b - y > 0). But - 0 on the 
singular segment, and so dAb > 0 after this instantaneous addition of B. 
dt 
The greater is Sq, the more positive dAb  becomes. Such a situation 
dt 
leads to violation of the maximum principle, as previously mentioned, (p.60) 
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unless 6q 0. Therefore there can be no instantaneous addition 
of a finite quantity of B at the beginning of the final non-singular 
segment for a trajectory which satisfies the maximum principle. 
The values of the objective function for simultaneous addition 
of A and B at the beginning of the batch are shown for Q = 2.5 and 
Q = 1.2 in the captions to Tables 4.2 and 4.3 respectively. For Q 2.5 
there is a very striking improvement in the performance of the reactor 
by distributed addition. The explanation for this is that, with a 
value of Q of 2.5, which is a large stoichiometric excess for the desired 
reaction, simultaneous addition of reactants at the beginning of the batch 
results in high initial concentration of B, which favours the undesired 
reaction. 	As a result, reactant A is consumed rapidly initially to 
form mainly waste product, and so the amount of A left to form desired 
product later in the reaction is drastically reduced. When the optimal 
addition-rate policy is followed, the initial concentration of B is kept 
low (see, for example, Graph 4.15), and there is no high initial rate of 
consumption of A to form waste products. it is interesting, however, 
that even such a large stoichiometric excess of B, which gives a poor 
value of the objective function if added at the beginning of the batch, 
can be usefully employed if its addition is distributed in the correct 
manner. It follows from the above arguments that when the value of Q 
is smaller, and is less of a stoichiometric excess, the improvement of 
optimal distributed addition over simultaneous addition will be much 
smaller. This is confirmed in Table 4.3 for the results of Q = 1.2. 
The results of Tables 4.2 and 4.3 show that, although the 
objective function is greater for r unconstrained, the increases in the 
M. 
values over those for r 	1 for the two sets of calculations are max 
both less than M. 	It appears, therefore, that removal of the constraint 
on rm  in this reactor system would be of little practical interest in 
this case, but with different reactor kinetics or with a different 
reactor system this may not be true. However, the flattening off of 
the curve of the value of the objective function against the maximum 
rate of addition is likely to be general, and so there will exist a 
value of r max 
 above which there can be little improvement in reactor 
performance. In a practical environment, evaluation of the objective 
function for r max  unconstrained would then be helpful to establish at 
what level r 	should be set. max 
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CHAPTER. 
SIMULTANEOUS CONTROL OF TEMPERATURE OF REACTION AND RATE OF 
ADDITION OF REACTANT 
It was mentioned in Chapter 1 that regulating the temperature 
profile of a batch or tubular reactor by some means is probably the most 
common method of control. It is of interest to find what influence 
optimal temperature control would have on the performance of a distributed 
feed tubular reactor or a semi-batch reactor with continuous feed, 
particularly if the temperature profile and the addition-rate profile are 
to be simultaneously optimal. 
The reactor system investigated in the preceding chapters can 
again be used for such an investigation. Since this is a preliminary 
exploration into such a form of control, it will be sensible to keep 
the reactor system as a simple model, and initially, therefore, the 
reactor of Chapter 3, where the only constraint is on the maximum rate 
of addition of B, will be modified for temperature control. For 
simplicity it will be considered that the temperature of the reactor can 
be controlled directly, and that there are no temperature gradients of 
any kind, or other complicating features, in the reactor. 
To begin with, this temperature, B, will be constrained such 
that 
0 . mm 	max (5.1) 
later, the effect of letting 
0min  0 will be considered. For the reactions 
taking place in the reactor 
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A + B 	AB (product) ) 
k2 	 (5.2) 
A + 2B 	> AB (waste) ) 
the reaction rate constants, k1 and k2, are assumed to be of the 
Arrbenius form 
(5.3) 
k2 W z2exp-1— 	 (5.4) 
where E and E are the activation energies of the reactions (5.2) 
divided by the value of the iiniver8al Gas Constant. 
5.1 	The Basic Model 
The differential equations for the state variables and for the 
adjoint variables, together with their boundary conditions, are as for the 
system of Chapter 3, which simplify by equation (3.11) to 
da - -k1ab - k2ab2  ; 	a(0) 	a0
db - 2k2ab2  + r 	; b(0) a 0 (5.6) 
de wt-- k1ab ; 	c(0) 	0 (5.7) 
dA 
k1b(A - +b 1) + k2h2(A 	+ 2A b)t) - 0 	(5.8) 
dA 
dt 	k1a(A + A 	- 1) + 2k2ab(X 	+ 2X.) ; X(t) - 0 	(5.9) 
dA 
dt 
C 0 	 ; X(T) - 1 (5.10) 
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where the objective function is again 
P 	c(r) . 	 (5.11) 
The Hamiltonian is as before 
H 	rAb - k1ab(X + Xb 
	
- 1) - k2ab2(Xa + 2X.D). 	(5.12) 
For optimal temperature and rate of addition controls, this must be 
maximised with respect to both 9 and r, with the adjoint and state 
variables considered constant for this maximisation. 
5.1.1 	Control of r 
As the Hamiltonian Is linear in r a singular segment can occur, 
as previously, for which the values of X  and  1b  are given by 
k1 +2k2b 	Ab 0.  
considerable information about the value of 0 to maximise H 
can be obtained from the partial derivative of H with respect to 0 
pH a 
- 	ab(X a  +.X b -1) - 	a (A + 2A.,) . 	(5.14) 62 ' .  
Substituting the values of X and A   given by equation (5.13) leads to 
klk2ab2(2EJ -  
singular segment 	(k1 + 2k2b)02  
The temperature of the reactor can take values between its 
limits only when such a temperature can cause - 	to be zero. On a 
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singular segment, the value of aH  given by equation (5.15) is non-ae 
zero for all values of 8 unless E2 = 2E1, and therefore for all but 
these relative activation energies the temperature of the reactor during 
the singular segment must be at one of its limits. As the only time 
when r can take values between its limits is on a singular segment, it 
follows that the rate of addition of B and the temperature of the reactor 
cannot simultaneously take values between their limits. 
From equation (5.15) it is seen that the Hamiltonian is niaxi-
mised with respect to 0 on the singular segment when 
0=8 
max  for E2 <2E1 	
(5.16) 
0 	0 mm . for E2,> 2E1. ) 
For E2 # 2E1 the singular segment is therefore isothermal, and the rate 
of addition on the singular segment can be obtained as before by dif-





o (E1 	E2) 	- + 2k2 dt 	
(5.17) 
(k1 +2k2b)2  
Substituting for db by equation (5.6), and comparing the result with dt 
equation (5.8) in which equations (5.13) have been substituted for 
X 	and A bI leads to an equation for r on the singular segment: 
1k + 2k2b) (a+ ) -j- (E2 - E1). 	 (5.18) 
But it has already been shown that, during the singular segment, 0 is 
constant unless B2 - 2E1 (equation (5.16)). Thus, on the singular 
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segment, provided E2 0 2E1, r is given by the familiar equation 
r 	b(k1 + 2k2b)(a + 	 (5.19) 
The equation for the singular segment is obtained as before by comparison 
of the value of the Hamiltonian on the singular segment with its value at 




which is maximised by e 9max'  since k1 takes its maximum value at this 
temperature. Thus 
H max 	1 	max - k (e - e ) a(t)b(t) 
-k(O-6  1 	max 
and the equation for the singular segment becomes 
k k ab2  
k1(O Omax)N k1+2k 	 (5.22) 
where the right hand side of the equation is evaluated at 8 - 0 max or 
o 	0min  depending on the relative values of E and E2, as governed by 
equation (5.16). 
The form of the singular segment in the a - b plane is again 
as shown in curve B of Graph 3.4, and as before there is only one singular 
segment for each pair of a(t), b(r) lying on the terminal hyperbola 
a(r)b(t) 	N 	(equation (3.42)). 
The curves C, D and E in Graph 3.4 are for r 
rmax  at constant 
temperature. Although in this problem it is likely that the temperature 
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may vary along such non-singular segments, it can be seen intuitively 
that such variations of temperature can affect the slopes of these 
curves to only a limited extent. It can be shown in the same way as 
in Chatter 3 that r - rmax at t - 0 and at t r, and therefore the 
optimal sequence of control of r is probably of the same form as that 
found in Chapter 3, viz. 
initial non-singular segment, with r rmax  at t 0 
singular segment, with r governed by equation (3.19) 
final non-singular segment, with r rmax at t in To 
It is again likely that no bang-bang switching of r will occur during 
the non-singular segments, but this can be ascertained only by calculation. 
5.1.2 	Control of 0 
It has already been shown that 0 0 	at t 0 r and that, for. 
# 2E1, $ is constant during the singular segment, governed by equation 
(5.1). It appears that 0 can take values between its limits for 
H2 	2E1 only on a non-singular segment. For such intermediate values 
of 8, if they occur, it must also be true that 	0 and that the 
Hamiltonian shows a maximum at this value of 0. 
Horn (48) has pointed out that when only two independent 
reactions are involved, as here, the adjoint variables A  and Xbcan be 
eliminated between the equations (5.5), (5.6), (5.8), (5.9), and equation 
(5.14) set to zero, to give an explicit expression for dO  in terms of dt 
a, b and 0. However, since this result derives from the weak condition 
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of a stationary Hamiltonian it should be used with caution. Thus, 
setting equation (5.14) for DH to zero, the condition Be 
Xa 
k1E1 - (k1E1 + 2k2E2b)Xb - 
	
	 (5.23) 
k1E1 + k2E2b 
is obtained. Differentiating this with respect to time, and making 
similar substitutions to those in deriving equation (5.18) leads to 
(2a + b)(k1E1 + k2E2b) 2- r(t)82 	 (5.24) 
dt 	 E1E2 	b 2 B1) 
where r(t) is the rate of addition of component B. 
When B2 > 2E1, 8 = e . min at the end of the singular segment and 
8 - 	at t t. For this situation the temperature must transfer max 
 during the final non-singular segment from emin to 
0max by either a 
section of intermediate 0, with 0 varying according to equation (5.24), 
or by a discontinuous switch of 8 from one limit to the other. However, 
it is readily shown, as follows, that for E2 > 2E1  such switching of B 
cannot satisfy the maximum principle. 
If instantaneous switching of 8 from one limit to the other 
is to satisfy the maximum principle, then
511  must be positive for 
e 	e 	and negative for 8 - 0 • In other words, the Hamiltonian max mm 
must show a minimum at some value of 0 between 0 mm 	max 
and 8 • From 
quation (5.14), the following inequality must hold at 0 
kE 
- A1,) > _2_1 ab2 (Xa + 2Ab) 
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which simplifies to 
(k1)  








At 0 = 0 min  th s inequality must be reversed if instantaneous 
switching of 8 is to satisfy the maximum principle. For reversal of 
this inequality, we must certainly have 
(ii) 	 (5.26) 
VT 	
(k2) 	 (k2) 
max 
Substituting for k and k2 by equations (5.3) and (5.4) respectively, 
this simplifies to 
< E1 	 (5.27) 
It follows, therefore, that instantaneous switching of 0 between its 
limits cannot satisfy the maximum principle if E ' E. 
Thug, for E2 ' 2!. an instantaneous switch of temperature from 
0 min  to emax  during the final non-singular segment cannot form part of 
the solution trajctory, and a section (or sections) of the final segment 
in which e changes z2oothly must occur. 
For E2 c 2EI N 0 0 MAX  both during the singular segment and at 
t - T. A section of 0 between its limits is not necessary for the final 
non-singular segment as it is for E2 > 2E1, but whether or not such 
values of $ occur can be determined only by calculation of 	along ae 
this, segment. 
ec:"1e of the increased complexity of the temperature control 
problem over the simple isothermal rate of addition situation, it is 
difficult to make any further conclusive deductions about the form of 
control. It is in this sort of situation that the method of Gradients in 
Function Space can give some useful indications. Since very little is 
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known about the required temperature profile, any initial policy for 
such a search will almost certainly be a very poor approximation to the 
final result. Therefore the simplest form of the Gradients In Function 
Space algorithm described in Chapter 3 must be used 
5.1.3 	Gradients in Function Space Solution 
The "gradient" functions for this method of solution are 
given by the partial derivatives of the Hamiltonian with respect to the 
control variables: 
(Sr - 	- (5.28) 
- k1  
E1 ab(Xa 	b + A - 1) - 22 ab2(Xa  + 21b 	(5.29) (SOaH 
 
ae 	 02 
In b6nirAst to the situation in Chapter 3, where it was found 
more efficient to find a suitable value of the parameter c and to re-
evaluate the gradient function after each step, there are distinct improve-
ments in terms of convergence on this occasion in finding first the value 
of c1for (Sr to approximately maximise the objective function for the old 
gradient function, and then to similarly maximise the objective function 
with respect to E2  for SO. Only after these maximiSations are new gradient 
functions evaluated. 
For the first searches the initial profiles used were r r max 
throughout and - O = 300°C throughout. All the searches were made with 
the following items of data in common: 
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E1 M 5000 	(z1 6161) 
a0 =l 
r 	1 max 
0 . 	250°C, 8 	350°C mm max 
T 	= 4 
and z2 chosen so that k1 1, k2 = 2 at 300°C. 
These correspond at 300°C to the standard system parameters used for 
many of the previous calculations, and so the results of Graphs 3.8 to 
3.10 can be used for comparison purposes. 
The final trajectories for E2  =. 0.9E1 and for E2 1.5E1 are 
shown in Graphs 5.1 to 5.3 and 5.5 to 5.7 respectively. 	It is seen that 
the temperature control consists quite distinctly of 0 -0 max throughout, 
and the rate of addition profile is similar to that obtained when there 
was no temperature control. When E2 > 2E1, however, the temperature cannot 
be at its maximum value throughout, and this is shown in Graphs 5.9 to 5.11 
for B2 2'1E1, and in Graphs 5.13 to 5.15 for E2 3E1. 	It appears that, 
within the "rounding off" approximations inherent in this method of solu- 
tion, 0 0 max 	 mininitially and finally, and 0 = 0 	during the singular 
segment. Between these isothermal sections, 0 changes rapidly from one 
limit to the other. The oscillations in the temperature profile in 
Graph 5.9 are almost certainly not significant. They appear to be a 
form of numerical instability, probably resulting from the discretisation 
of the continuous profiles (the time interval 0 -*it was divided into 100 
steps for calculations), and appear to occur at points of rapid change of 
a control variable. Such oscillations have also been observed by 
Thomas and Wood 1491 in the solution of an optimal catalyst blettd 
RI 
A. = 1.0000 
= 1.0000 
= 4.0000 
K 	= 6.1610 x 103  EXP( -5000/1) 
K0 = 5.1490 x 103 EXP( -4500/1) 
TEMPERATURE RANGE = 250 10 350 °C 
VALUE OF OBJECTIVE FUNCTION - C('t) = 0.669. 
['1 
Graph 5.1 
Control policies obtained by the method of Gradients 





K 1 	= 6.1610 x 10 3 EXPI -5000/1) 
= 5.1490 x 10 EXP( -4500/1) 
TEMPERATURE RANGE = 250 10 350 4 C 
VALUE OF OBJECTIVE FUNCTION = CM = 0.669. 
0 	 -* 
A 
Graph 5.2 
Solution trajectory in the a-b plane for the control 
policies of Graph 5.1 
A0 = 1.0000 
= 1.0000 
= 4.0000 
K. 	= 6.1610 x 103 EXP( -5000/1) 
= 5.1490 x 103 EXP( -4500/1) 
TEMPERATURE RANGE = 250 TO 350 °C 









Adjoint variables for the control policies of Graph 54 • 
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•• Graph 5.4 
• Graphs of different initial and resultant final control profiles 
for Gradient in Function Space searches for the optimal addition- 
rate and temperature policies. 	a0 = I t k1  = 1 and Ic2  = 2 at 300°C, 
= 250°C, 0 = 350°C, r = 1max, E1  50009 E2  .= 4500 and mm 
• 
max
• batch time T = 4a 
• • 
RI to 
A0 = 1.0000 
RR.= 1.0000 
t 	=4.0000 
K. 	= 6.1610 x 1OEXP( -S000/T) 
K0 = 9.6719 x 105 EXP( -7500/1) 
TEMPERATURE RANGE = 250 TO 350 °C 
VALUE OF OBJECTIVE FUNCTION - C(L) = 0.626 
I 
Graph 5.5 
Control policies obtained by the method of Gradients 
in Function Space for 	= 15 
B i t 
R. = 1 000 
= 1.0000 
t 	=4.0000 
K, 	= 6.1610 X 10 EXPI -5000/1) 
K a = 9.6719 X 10 5 EXPL 7500/1) 
TEMPERATURE RANGE = 250 TO 350 IC 
VALUE OF OBJECTIVE FUNCTION - C11) = 0.626 
- 
Graph 5.6 
Solution trajectory in the a-b plane for the control 
policies of Graph 55 
U 
A. = 1 000 
= 1 000 
= 4.0000 
K, 	= 6.1610 x 103 EXP( -5000/1) 
= 9.6719 x 10 EXP( -7500/1) 
TEMPERATURE RANGE = 250 10 350 °C 
VALUE OF OBJECTIVE FUNCTION - CLt) = 0.626 
XI' 
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Ad- joint variables for the control policies of Graph 5°5 , 
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Graphs of different initial and resultant final control profiles 
• for Gradient in Function Space searches for the optimal addition- 
rate and temperature policies, 	a 	= 10 k 	•= 1 and k 	= 2 at 3000C9 
250°C, 'em = 350°C, rm 	= 1,min = 5000, E2  7500 and 
• 'batoh.time . T40 0 
0 	 • 	• • 
R I 10 
A. = 1.0000 
RR.= 1.0000 
t 	=4.0000 
K1 = 6.1610 x 103 EXN -5000/1) 
= 1.6166 x 1013 EXP(-10500/T) 
TEMPERATURE RANGE = 250 TO 350 OC 





Control policies obtained by the method of Gradients 
in Function Space for 112/E1a 24 • 
A.= 1.0000 
RIM = 1.0000 
= 4.0000 
K1 	= 6.1610 x 10 3 EXPI —5000/7) 
= 1.6168 x iOs EXPL-10500/7I 
TEMPERRTURE RRNCE = 250 10 350 O C 




Solution trajectory in the a-b plane for the control 
policies of Graph 509 0 
A0 = 1.0000 
= 1.0000 
= 4.0000 
K 	= 6.1610 x 103 EXP( -5000/1) 
= 1.8166 x 108 EXP(-10500/T) 
TEMPERATURE RANGE = 250 10 350 °C 





Adjoint variables for the control policies of Graph 5,9 • 
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Graph 5.12 	 . 
Graphs of different initial and resultant final control profiles 
for Gradient in Function Space searches for the optimal addition-
rate and temperature policies0 a = 1 9 Ic1 = 1 and k = 2 at 3000C,. 
emin  = 250°C, 9m =350°c, r max = I,E = 5000, E2 10500 and 





K1 	6.1610 x 103 EXPI -5000/1) 
K3 = 4.6773 x I0 11EXPI-15000/1) 
TEMPERATURE RANGE = 250 10 350 'C 
VFILUE OF OBJECTIVE FUNCTION - Cit) = 0.666 
4. 
Graph 5.13 
Control policies obtained by the method of Gradients 
in Function Space for 	= 30 0 
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I .0000 
R.= t, 0000 
t 	4.0000 
K1 = 6.1610 x 103 EXPI -5000/1) 
46773 V I0IIEXPI-lSQflfl/71 
Graph 5.14 
Solution trajectory in the a-b plane for the control 
policies of Graph 5.13 , 
= 1.0000 
= 1.0000 
t 	= 4.0000 
K1 	6.1610 x 103 EXPI -5000/7) 
= 4.6773 x 1O11 EXPI-15000/T) 
TEMPERIiTURE RflNCE 250 70 350 'C 







Adjoint variables for the control policies of Graph 513 • 
initial profiles final profiles 
max 
I 
- 9mcx 	(a) Value of 
r objective 






(b) Value of 
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• • Graph 	5.16 	•• • 
Graphs of different initial and resultant final control profiles 
for Gradients in Function Space searches for the optimal addition- 
rate and temperature policies, 	a0 = It k1 = 1 and k2 = 2 at 3000C, 
• 0min '.2500C, 	= max
batch 
3500C 	rm 	= ax 1, E1 = 5000, = 15000 and 
time T = 4 • 
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problem by a 'Gradients in Function Space method. In this latter case 
the exact profile {47} has discontinuities. 
As a check that these profiles are optimal, a number of searches 
were made with different initial profiles for 0 and r for each of the sets 
of activation energies mentioned above. These initial profiles and the 
resultant final controls are shown for E2 = 0.9E19 E2 1.5E1, E2 - 2.lE1  
and E2 = 3E1 in Graphé 5.4, 5.8, 512 and 5.16 respectively, and it is 
seen that, except for E2 - 2.lE1, the profiles are similar in shape to 
those obtained in the corresponding original searches. The values of 
the objective functions are not in as close agreement for E2 > 2E1 as 
they were in similar searches in the isothermal control of Chapter 3. 
This probably results from the convergence becoming very slow towards 
the end for some of the searches. Oscillations., in the temperature 
profile, similar to those of Graph 5.9, are again seen to appear in some 
cases, particularly for E2 2.1E1. 
For E2- 2.1E1 the final profiles for different initial profiles 
are considerably different, and wild oscillations, particularly in the 
temperature profile, tend to occur. These difficulties probably arise 
K2  
from the ratio of the activation energies - being close to 2, the 
1 
value at which the form of the optimal temperature profile changes con-
siderably. The form of the gradient function for temperature for any 
initial profile must also change when - passes through 2, and at values 
K1  
of this ratio of activation energies close to 2 the effect of temperature 
changes will be small. It is well known in simple gradient methods of 
searching for maxima of functions of a finite number of variables that, 
if the gradient is small in value, convergence is slow and can almost 
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cease at a point far removed from the true optimum. The eventual 
point taken as the optimum then often depends on the starting point. 
In a similar way it appears that poor convergence is being obtained for 
searches with H2 2.1E1, particularly as the values of the objective 
function obtained differ quite largely. 
For H2 3E1, however, the differences in the control profiles 
and in the values of the objective function for different initial 
profiles are less marked, indicating that the gradient function for 
temperature has larger values than for E2  2.lE1. However, the dif-
ferences are still greater than those observed in Chapter 3 when the rate 
of addition was the only control, and it appears therefore that this 
problem of convergence due to the relatively small effect of temperature 
is still present. 
From the results of these searches it can be concluded that 
the profiles obtained are approximations to the true optimal controls. 
The three segment rate of addition controlsuggested previously appears 
to be confirmed. The optimal temperature control for H2 < 2E1 is 
evidently o 	max throughout, whereas for H2 > 2E1 the temperature is 
not constant during the batch time, changing from 
0max  to  0min  for 
some period during the initial non-singular segment, and from a min  to. 
0max during the final non-singular segment. It has already been shown 
that 8 cannot switch instantaneously from one limit to the other on an 
optimal profile, and therefore the temperature must change continuously 
between its limits during the non-singular segments for these relative 
values of the activation energies. 
It would appear from Graph 5.13 that this section of intermediate 
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8 does not extend for the full duration of the non-singular segments, 
and thus 8 0min  for finite periods at the end of the initial segment 
and at the beginning of the final segment. This is less clear from 
Graph 5.9. 
These Gradient in Function Space calculations give some useful 
confirmations of the form of the optimal profile, and there is now 
sufficient information to enable an attack on an exact calculation of the 
optimal trajectory to be made. 
5.1.4 	Exact Solution 
The general philosphy of the calculation procedures used in 
the previous examples is followed to evaluate the profile of r, but in 
detail certain modifications must be made to take account of the required 
temperature profile for H2 > 2E1. 
On the section of intermediate 0, 	is zero, and during the De 
calculation of the non-singular segments this condition is used to 
determine at what point these sections start. However, evaluation of 
by equation (5.14) requires knowledge of the values of the adjoint 
variables. While these are available on the final segment, they are not 
calculated until after the determination of the state variable profiles 
in the initial segment. In the integration of the final segment, there-
fore, in order to find when the section of intermediate temperature 
aR starts, it is necessary only to evaluate y.and find when it reaches 
zero. When this occurs the value of 0 at each point is then chosen to 
keep 	zero until 0 reaches its other limit. 
In the evaluation of the initial segment in previous problems 
the adjoint equations were not integrated with the state equations since 
the initial values of the adjoint variables are not known. The adjoint 
variables could only be found after evaluation of the state variable 
profiles on the initial, segment by integration backwards from the point 
of intersection of the initial and singular segments, using the known 
values of the adjoint variables at this point on the singular segment. 
In this problem, however, forward integration of the state variables 
along the initial segment is not feasible because knowledge of the 
adjoint variables is required for evaluation of the temperature profile. 
It is therefore necessary to integrate state and adjoint variables back-
wards from the intersection of the initial and singular segments. This 
is done by guessing at, say, the value of a at this intersection, calculat-
ing the values of b and A5 at this point b . 0) and integrating backwards 
along the initial segment with r - r OH . 	is calculated at each flax O 
point along this segment and the section of intermediate 8 found as 
described for the final segment. When the value of b reaches zero the 
point t 0 has been reached, and the value of a gives the starting con-
centration of A for the initial segment. In general this value will 
not be equal to a, and so adjustment of the guess at the concentration 
of A at the end of the initial segment is required so that the calculated 
value of a at t - 0 matches up with the desired value, a• 
For E2 > 2E1, the value of 8 is set to 0min  before starting 
the integrations of the initial and final segments as described above. 
For E2 < 2E1, the same method of evaluation of these segments can be 
used, with of course 0 set to 0 	for each non-singular segment before 
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evaluation commences. Evaluation of BH at each point then serves as Be 
a check that the optimal policy for e is 0max  throughout, as indicated 
in the Gradients in Function Space solutions. Although the converse 
of the derivation of equation (5.27), that discontinuous changes in 0 
satisfy the maximum principle for E2 < E1, is not universally true, it 
is still possible that discontinuous switching of 0 could occur, and so 
evaluation of 	should be made at both 0 min and 0 max for calculations 
with E2 < E1. 
The singular segment is calculated in exactly the same way as 
previously, with 0 	max or  0min  for E2 < 2E1 and E > 2E respectively. 
The full calculation procedure is described in flow-diagram form in 
Appendix It. 
Trajectories obtained by such exact calculations are shown in 
Graphs 517 to 5.19 for E2 l.5E1, where it is seen that the solution 
control for 6 is 0 0 
max 	 2 
throughout, as anticipated. For E > 2E10 
this form of temperature control is no longer optimal, as is shown in 
Graphs 5.20 to 5.22 for E2 2.1E1, and in Graphs 5.23 to 5.25 for 
3E1, and the expected temperature profiles are obtained. 
It is now easy to show that the Hamiltonian shows a maximum 
value on the sections of the trajectory where 0 varies. Differentiation 
of equation (5.14) with respect to 0 gives 
(E1 - 20) 	- (E2 E1)k2E2Ot + 2Ab) 
(5.30) 
On the sections of intermediate e, 	is zero, and A and A are both Be a 	b 
RG = 1.0000 
Rm = 1.0000 
T 	=4.0002 
K 	= 6.1610 x 10 EXPL -5000/1) 
9.6719 x iOS EXP( -7500/1) 
TEMPERATURE RANGE = 250 10 350 'C 












K1 = 6.1610 x 103 EXPI —5000(T) 
= 9.6719 x 10 EXPI —7500(T) 
TEMPERATURE RANGE = 250 10 350 eC 
VALUE OF OBJECTIVE FUNCTION - Ct't) = 0.6256 
0 
Graph 5.18 
Solution trajectory in the a-b plane for the control 
policies of Graph 517 
A. = 1 000 
= 1 000 
= 4.0002 
= 6.1610 x 10 EXP( -5000/1) 
K2 = 9.6719 x 10 EXP( -7500/1) 
TEMPERATURE RANGE = 250 10 350 'C 













A, = 1.0000 
= 1.0000 
T 	=4.0000 
K. = 6.1610 x 10 EXP( -5000/1) 
K. = 1.6168 x 106 EXPI-lQ500/T) 
TEMPERATURE RANGE 250 TO 350 'C 
VALUE OF OBJECTIVE FUNCTION - C(fl = 0.5847 
Graph 5.20 






K. = 6.1610 x 103 EXP( -5000/11 
K., = 1.8168 x 106 EXPI-10500/T) 
TEMPERATURE RANGE 250 10 350 'C 
VALUE OF OBJECTIVE FUNC1ION - C(fl 	0.5847 
A 
Graph 5.21 
Solution trajectory in the a-b plane for the control 
policies of Graph 5.20 
= 1.0000 
Riu 	1.0000 
T = 4.0000 
K 	6.1610 x 10 EXP( -5000/1) 
= 1.8166 x 10 6 EXPI-10500/T) 
TEMPERATURE RANGE = 250 TO 350 'C 








Adjoint variables for the control policies of Graph 5.20 
As = 1.0000 
Rm = 1.0000 
I 	= 3.9996 
K, = 6.1610 x 10 3 EXPI —5000/1) 
K, = 4.6773 x 10 11 EXPL-15000/T) 
TEMPERFrrURE RANGE = 250 10 350 'C 









R 	= 1.0000 
= 3.9996 
K1 = 6.1610 X 103 EXPI —5000ifl 
K. = 46773 c 1011fpf_1cnnn,-n 
A 
Graph 5.24 
Solution trajectory in the a-b plane for the control 
policies of Graph 5.23 
A, = 1.0000 
= 1.0000 
= 3.9996 
K1 	= 6.1610 x 10 EXPL -5000/1) 
= 4.6773 x 10 11EXPL-I5000/l) 
TEMPERATURE RANGE 250 10350 'C 







Adjoint variables for the control policies of Graph 5.23 
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Table 5.1 
Comparison of values of the objective function obtained by Gradients 
in Function Space searches and by exact calculation, a0 = 1, k1 1 and 
k2 	2 at 300°C, E1 5000, 0max 	na 350°C, 0 .n 	max 250°C, r 	1 and 
batch time t 
E2 	
Values of c(r) for Gradients 	 c(T) for exact 
E 	 in Function Space searches trajectory evaluation 
1.5 0.626 0.626 0.626 0.626 0.6256 
2.1 0.582 0.580 0.574 0.577 0.5847 
3.0 0.686 0.688 0.688 0.685 0.6892 
positive (Graphs 5.22 and 5.25). Thus - is negative, and the 
O2 
Hamiltonian shows a maximum with respect to 0. 
The values of the objective function given by these exact 
calculations are generally close to the corresponding values obtained by 
the Gradients in Function Space searches with different initial profiles. 
This comparison is made in Table 51, where it is seen that for E2 1.5E1  
the difference is within evaluation precision. For E2 > 2E1 the dif-
ferences are greater (particularly for E2 2.1E1), and the exact solu-
tion gives a greater answer in each case. This suggests that convergence 
in the Gradients in Function Space searches has not been as good, and the 
rather large difference in objective function values between the two 
methods of evaluation for E2 2.1E1 confirms the suspicions expressed 
previously about the convergence of Gradients in Function Space searches 
for a value of -. so close to 2. E1  
It appears, therefore, that Gradients in Function Space searches 
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for systems with two independent control variables may not converge as 
well on the optimal value of the objective function as for systems of •a 
single control variable when these control variables both have non-
trivial optimal profiles. 
5.2 	E2 2E1  
Although such exact relative values of activation energies are 
most unlikely to be found in practices such a situation deserves a 
little more investigation since it is only for such relative values of 
E1 and E2 that r and 8 can simultaneously take values between their 
limits. 
An equation was derived from the condition that r can take 
values between its limits (namely X = 0) for the rate of addition of 
B (equation (5.18)). For E2 = 2E1, this equation becomes 
r 	b(k1 + 2k2b)(a + 	dt 
- (5.31) 
In a similar way an equation was derived for the rate of change of 
temperature for the conditions when e can take values between its limits 
(equation (5.24)). Setting E2 - 2E1 in this equation should give rise 
to another expression for dO  dt 
dO 	(b + 2a)(k1 + 2k 2  b) -  
dt (5.32) 2E1 	 E 1  b 
which is exactly equivalent to equation (5.31). Thus no further informa- 
tion about the behaviour of r and 0 on the singular segment is obtained. 
The equation of the singular segment in the a - b plane can 
be derived as previously from the condition of the maximum principle 
of a constant value of the Hamiltonian, and is given by equation (5.22) 
k1k2ab2  
k 	)N 1 	max k1 +2k2b 
However, this equation has temperature as a variable, since k1 and 
are dependent on temperature (equations (5.3) and (5.4)) and temperature 
variations are allowed on.-, the singular segment when E2 2E1. There-
fore equation (5.22) now represents a family of singular segments, one 
for each temperature profile. The temperature profile is restricted 
only in the sense that r and 0 are related by equation (5.31) (or, 
equivalently, (5.32)), and thus there is an infinity of temperature 
profiles. It follows then that the family of singular segments 
represented in the a - b plane by equation (5.22) is infinite. 
The equation (5.18) for the rate of addition of B on the 
singular segment and equation (5.22) for the singular segment in the a - b 
plane were both derived from the condition 	0 on the singular segment. 
It follows, therefore, that any rate of addition policy which satisfies 
equation (5.18) will trace out a singular segment satisfying equation 
(5.22) provided the initial point for such an addition policy also 
satisfies equation (5.22). 	Similarly, for E2 2E1, any policies of 
temperature and rate of addition which mutually satisfy equation (5.31)1 
(5.32) will also trace out a valid member of the singular segment family 
(5.22) provided that the initial point for such policies satisfies 
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equation (5.22). 	It follows that all possible control policies of 0 
and r which satisfy equations (5.31)/(5.32) will satisfy the maximum 
principle. 
The Gradients in Function Space method gives an approximation 
to the solution trajectory which satisfies the maximum principle, and 
since there is an infinite number of such solutions, the final profiles 
obtained will be influenced by the initial profiles. Two such final 
profiles for different initial profiles are shown in Graphs 5.26 and 
5.27, and it is seen that the singular segment controls are completely 
different. 
The values of the objective function are close in these two 
examples, and, for other searches with the same reaction parameters and 
different initial profiles, the values of the objective function seem 
to be similarly close in values. From this it would appear that not 
only is there an infinite number of solutions satisfying the maximum 
principle, but that these solutions may also all give the same value of 
the objective function, which may or may not be the maximum value 
obtainable. It should be stressed that there is insufficient evidence 
from calculations, and none from theoretical considerations, for this to 
be any more than a suspicion. 
A situation with E2 = 2E1 is very unlikely to be of practical 
interest, and since formal proof of whether there is a unique optimal 
profile could be very difficult, it is not proposed to consider this 
situation any further. However, the existence of this example is 
interesting and the difficulties encountered serve as a reminder that 
application of Pontryagin's maximum principle is not always straightforward. 
RI 
A0 = 1 000 
- 	R.= 1.0000 
t 	=4.0000 
K, 	= 6.1610 x 10 3 EXPI -5000/1) 
K 0 ,= 7.5917 x 107 EXPI-t0000/T) 
TEMPERATURE RANGE = 250 TO 350 cC 
VALUE OF OBJECTIVE FUNCTION - CIt) = 05729 
T 
Graph 5.26 
Control policies obtained by the method of Gradients in 
Function space for E2  = 2E1 • The initial policies were 
e 3000C throughout, and r optimal for this isothermal 
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Control policies obtained by the method of Gradients in 
Function space for B2 = 2E1 	The initial policies were 
0 	throughout and r = r 	throughout' 
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5.3 	The Case of 0 . = 0 mm 
When E > 2E1, the temperature is at its minimum when r takes 
values, between its limits. It is of interest to consider the effect on 
the optimal control profiles of letting 0 
mm . 	0. No reaction will 
then occur during.the singular segment, and it follows, as is shown 
later, that no singular segment can form part of the optimal trajectory. 
The investigation is made easier 4.f rmax 
	and the total amount of B 
added, Q. is specified. This corresponds to the extensions to the 
basic isothermal reactor considered in section 4.2 of Chapter 4. 
For this situation the state variable and adjoint variable 
differential equations are as in Chapter 4, which simplify to 
da - k1ab - k2ab2; a(0) 	a0 (5.33) 
db - kab - 2k2ab2. + r; b(0) = 0 (5,34) 
dc 
k1ab; c(0) 	0 (5.35) 
dt q(0) 	0; 	q(r) 	Q (5.36) 
dA 
+ A 	- .1) + k2b2(x + 2X 	Aa(t) = 0 b); (5.37) 
dAb 
dt 	k1a(A + X  - 1) + 2k2ab(X + 2A b), Ab(T) = 0 	 (5.38) 
dA 
; Ac( 	1 	 (5.39) 
0 	 ; i(t) = y (free) 	(5.40) 
where y is free to be chosen in order to obtain the required value of q(t). 
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The Hamiltonian is then 
H 	+ y)r - k1ab(A 
+ X 	1) - k2ab2(A + 2%) 	(541) 
from which 
DH 	k1Eab k2E2ab2 
(A + 2), b)(5.42) - ____-. 
= - A - Ab) - _______ 
92 	a 
ail 
+ Y. 	 (5.43) 
For a singular segment, following the arguments in section 4.1 
of Chapter 4 
k1 + y(k1 + 4k2b) 
AA b 	' a k1 +2k2b (5.44) 
Substitution of these into equation (5.42) gives the value of DH  on ao 
the singular segment: 
(an) 	 k1k2ab2(1 - y)(2E1 - E2) 
(5.45) (si) 
singular segment 	02(k1 + 2k2b) 
It has already been shown in Chapter 4 that y < 1, and so the sign of 
DH 
depends on the relative values of E2 and E1, Just as before. Thus 
a 
max  for E2 < 2E1 orO 0min  for E2>> 2E1 during the singular segment. 
For E < 2E, the optimal temperature control before the modi-
fications of this section were introduced was 8 0 
max  throughout, i.e. 
isothermal. The system investigated in section 4.2 of Chapter 4, in 
which the extensions to the rate of addition control are the same as here, 
was also, by definition, isothermal. By consideration of the isothermal 
temperature control of the trajectories shown in Graphs 4.26 to 4.2,8 for 
Q = 2.5 and 4.36 to 438 for Q = 1.2, it should be possible to ascertain 
whether isothermal control at maximum temperature is again optimal for 
these extensions to the rate of addition control. 
Let k 1 = 1 and k2 2 at 0 0 max • The trajectories of Graphs 
4.26 to 4.28 and 4.36 to 4.38 then represent trajectories for 0 	0 
max 
throughout, and, if this temperature policy is optimal, LH will be 
positive at all points on these trajectories. 	It has already been seen 
that, for 5 < 2E1, equation (5.45) gives a positive value for -ae LH , and 
so 8 = 8 max on the singular segment. During the final coasting segment 
and X are both positive and monotonic decreasing functions for both 
-. 	i i examples (Graphs 4.28 and 4.38), and t s seen that aH  - by equation 
(5.42) then remains positive. 0 = 0 
max  therefore satisfies the maximum 
principle during this coasting segment also, and the temperature control 
for the full solution trajectory becomes 0 = 0 max throughout. 
These deductions apply, of course, only to the two particular 
sets of reaction parameters of the examples in Chapter 4. However, 
provided that, for other sets of reaction parameters, X and Abare both 
monotone decreasing during the final coasting segment, this temperature 
control policy will extend to these other cases. 
Now suppose that 5 > 2E1. Then 	< 0 on the singular seg90 - 
ment and the optimal temperaturepolicy is no longer 0 = 8max throughout; 
but it has been stated that 8 min = 0, and so a singular segment, where 
r takes finite values, can form part of the solution trajectory only if 
8 =0 everywhere on it. Such a situation corresponds to ceasing the 
reactions completely for a finite time interval while a quantity of B 
is added at a finite rate, and is simply a means of consuming batch time 
without forming any product. It is obvious that such an interval 
cannot form part of the optimal policy since an increase in the amount 
of product formed can be obtained by adding this quantity of B instant-
aneously at the same point on the reaction path, and using the batch 
time thus saved for further reaction. 
Therefore the optimal control policy can include no finite 
interval for which r is finite; in addition the total durations for 
which r = r 
max 	 max 
must be zero since r 	and the amount of B to be 
added is specified and finite. It seems, therefore, that B is added 
instantaneously in discrete amounts at a finite number of points during 
the reaction. One of these points must obviously be at t 0 (otherwise 
the reaction cannot start at t = 0), but additions of B at later points 
may also satisfy the maximum principle. 
From previous considerations of maximising the Hamiltonian, 
such instantaneous additions of B can occur only when 
A  approaches 
- y (a positive quantity) from below, and must cause a change in sign of 
dA 
if A1, is to subsequently becoc less than - y. 	(If 	becomes 
greater than - y, the rate of addition becomes rmax 	for a finite 
interval, which violates the specification of Q). Instantaneous addition 
dA 
of B causes a discontinuous change in the value of 	- in equation dt 
(5.38), and it is readily shown that this discontinuity does not also 
cause a change in sign. 
dA 
For a change in sign of 
dt  from positive to negative for a 
step increase in b (as required for optimality of instantaneous addition 





a  (5.46) 
but at this addition of B, A 	- > 0 (since y < 0) and so equation 
(5.46) can be reduced to 
+ A  < 0. 
	
(5.47) 
Now if the inequalities (5.46) and (5.47) are substituted into equation 
(5.38), we obtain 
dAb 	
(5.48) 
irrespective of the value o? b. This contradicts the assumption that 
dAb is positive before the addition of B and negative afterwards, and 
so additions of quantities of B at other than t 0 cannot form part of 
the optimal policy. 
It seems, therefore, that for E2 < 2E19 the optimal control for 
the situations of Q specified and r unconstrained corresponding to those 
examined in Chapter 4 is again 8 = 0 
max  throughout, as for E2 < 2E1 in 
the basic model of the reactor with temperature control. If, for 
E 2 > 2E
1 , 0 mm . is additionally allowed to become zero, the optimal addition 
rate control disappears and is replaced by an instantaneous addition of 
a quantity Q of B at the beginning of the reaction. The performance of 
the reactor is then regulated by temperature control alone. 
5.4 	Discussion 
The addition of even an idealised temperature control to the 
reactor makes the system sufficiently complicated that it is difficult 
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to make many conclusive deductions about the solution to the maximum 
principle, and it is necessary in this case to resort to indications 
from Gradients in Function Space searches. The approximations in the 
solution trajectory which arise from this method have already been 
mentioned, and in particular in Graphs 5.9 and 5.13 for E2 = 2.1E1 and 
E2 3E1 respectively it is difficult to conclude whether the temperature 
changes towards the beginning and end of the batch time are smooth and 
continuous or instantaneous step changes, in the same way as it is not 
possible to identify the form of the changes in the rate of addition at 
the beginning and end of the singular segment. In these examples it is 
possible to prove that instantaneous changes in temperature do not satisfy 
Pontryagin's conditions, but in a more complicated system such confirma-
tion may not be possible. It has been pointed Out in Chapter 2 that 
blind numerical attack on the solution to the maximum principle is 
unlikely to be successful, and similarly in this example, incomplete 
knowledge of the form of the section of temperature control where 0 is 
between its limits would have caused at least considerable difficulty 
in obtaining an exact solution, if not complete failure. With more 
complicated extensions to the controls, or less idealised models of the 
reactor and control system, such algebraic difficulties would be likely 
to reduce further the features of the control satisfying the maximum 
principle which can be deduced, and exact solutions would then probably 
be unobtainable. 
In such situations indications from the Gradients in Function Space 
solutions must be used. The difficulties of interpreting the profiles ob-
tained have already been mentioned, and it has been found in examples in which 
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B2 > 2E1 44at, when the two control variables both have non-trivial 
that 
optimal profiles,)there is an additional problem of slow convergence, 
both on the shapes of the profiles and on the value of the objective 
function. The problem of convergence on the shapes of the control 
prof lies was mentioned in Chapter 3, where it was noted that by taking 
account of second order variations in deducing the correction functions, 
algorithms could be obtained which gave better convergence (38 * 421. 
However, these are liable to numerical instability if a poor initial 
approximation to the final profile is used, and for intial searches 
the starting profile is of necessity a poor approximation. The method 
suggested by Lapidus and Luus {43}, in which the initial profile for a 
second order search is obtained by a first order algorithm, would 
probably work with the example of B2. 3E1, but for E2 2.1E1 the con-
vergence with the first order method is so poor (Graphs 5.9 and 5.12) 
that even this sequential use of first and second order searches might 
fail. 
The Gradients in Function Space method of solution is not 
ideally suited to all forms of problem. 	For example, in the first 
modification to the isothermal system in Chapter 4, where the total 
amount of B to be added is specified, the value y of p(r) is unknown. 
In a Gradients in Function Space search, calculations of profiles with 
a guessed value of y would have to be made (in a similar manner to the 
search when Q is unspecified in Chapter 3), and then r adjusted to 
obtain the desired value of Q. This would involve considerable computa-
tion. Further difficulties arise with the second modification to the 
reactor in Chapter 4, where r is unconstrained. The infinite addition 
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rate of B for zero time, to give the correct initial concentration of 
B for the singular segment, would give rise to numerical difficulties. 
In addition to these algebraic and computational difficulties, 
the problems of multiple solutions mentioned by Coward and Jackson {9} 
may also arise. A situation of E2 exactly equal to 2E1 is most 
unlikely to occur in practice, but the existence of the multiple solu-
tions to the maximum principle for this case serves as a reminder that 
this difficulty can be present. In Coward's and Jackson's (9) examples,. 
it was possible to interpret and eliminate many of the non-optimal results, 
but, as they pointed Out, this may not be possible in more complicated 
examples. Further investigation of the particular case of E2 = 2E1 with 
a view to identification and interpretation of non-optimal solution pro-
files may indeed be very difficult. 
For the simple system of r constrained and Q specified it 
appears that the optimal temperature control for E2 < 2E1 is the trivial 
= max throughout, and the extension of the system to r unconstrained 
and Q specified indicates that this form of control possibly extends to 
other modifications of the reactor. For B2 > 2E1 the temperature is 
0 = 0 min . for the duration of the singular segment and for periods beyond 
each end of the singular segment. It is seen. from Graphs 5.20 and 5.23 
that, for B2 = 2.1E1 and E2 3E1 respectively, the temperature is at 
0 . min for more than 70% of the batch time in each case, and it is therefore 
of interest to compare the final concentrations of C for the examples of 
E2  = 2.1E1 and B2 = 3E1 for the control satisfying the maximum principle 
for 0 and r and for 0 = 0min throughout with the r- profile satisfying 
the maximum principle. It is also informative to compare the values of 
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Table 5.2 
Comparison of values of the objective function for different relative 
values of E and E for different forms of temperature control. 
1 0 E1 5000, 8min = 250°C, 8max = 350°C, rmax 13, k1 = 1 and 
2 at 300°C, batch time t 
2 	 Form of temerature control 	 c(r) 
- 	 isothermal at 3000C (Chapter 3) 	 0.569 
0,9 	 0 = 0 max  throughout 	
0.689 
1.5 	 0 0 max  throughout 	
0.626 
2.1 	 solution to maximum principle 	 0.585 
3.0 	 solution to maximum principle 	 0.689 
2.1 	 0 	0 min n throughout 	
0.575 
3.0 	 0 	0 . throughout 	 0.685 
the objective function for the isothermal control of Chapter 3 and for 
optimal temperature control, the rate of addition profile being optimal 
for each. The trajectory of Graphs 3.8 to 3.10 is equivalent to iso-
thermal control at 300°C for a reactor system corresponding to that 
used for the calculations in this chapter. 
The comparisons are given in Table 5.2, where it is seen that 
E2  
the further 	is from the value 2, the greater is the improvement in 
1 
reactor performance. It is also seen that, for E > 2E, there is only 
a small decrease in performance when 0 = 0min throughout the reaction. 
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A temperature control of 0 0 
min  throughout would therefore be used 
in a practical environment for these examples, as it is considerably 
easier to arrange. 
By considering 0. 4  0 it is seen intuitively that the min 
decrease in performance by letting 0 	throughout instead of min 
following the profile which satisfies the maximum principle will not 
always be small, and in the limit of 0 min 0 the singular segment will 
disappear, for reasons similar to those given in considering the modifica-
tion to the reactor of section 5.3 of this chapter. The optimal 
temperature profile would still have a section of 0 	max at the end of 
the batch time, and would have 0 
0nax  during the earlier stages. 
Some searches for decreasing values of 
0min  could give some further 
insight into the optimal temperature control for 00. 
mm 
The investigations in this chapter are intended only as an 
initial exploration into simultaneous control of temperature and addition 
of reactant. This exploration has indicated that there are further 
improvements to be gained for the reaction system considered by adding 
temperature control to the previously investigated isothermal reactor 
with distributed addition of reactant, but that the algebra is somewhat 
more involved, even for the idealised system considered. Exact solu-
tions for niore.realistic systems may not be possible for this reason, 
and an approximate solution from the Gradients in Function Space method 




Although several optimal profiles have been found for a number 
of different problems associated with the one reaction scheme, and the 
values of the objective functions have been compared between these 
different problems, few comparisons with the non-optimal simultaneous 
initial addition of reactants have been made. Such comparisons are 
necessary in order to demonstrate the advantage of optimal control. 
Comparison with the semi-batch reactor, in which all of reactant A is 
added at the beginning of the batch and the quantity Q of B has its 
addition distributed uniformly throughout the batch time, should also be 
made, as it is known {l8} that this simple form of distributed reactant 
addition may give significant improvements in reactor performance when 
there are competitive reactions. 
For simultaneous initial addition with the system of reactions 
used in this work, there is a value of the initial concentration of 
B(2 Q) for a given initial concentration of A which maximises the value 
Of C(T). Calculations have shown that this occurs at a value of Q of 
1.369, when the value of c(i) is 0.3857. 	The value of c(T) for the 
original optimal rate of addition problem with no constraint on r 
(Chapter 3) is 0.5760, which is an improvement of nearly 50% over 
simultaneous initial addition. Even when r max is set at 1.0, the 
improvement is still better than 47%. 
These situations, however, are a little special in that, in 
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Table 6.1 
Comparison of final concentrations of C for isothermal reactors with 
different control policies, 	a 	1, k1 1, k= 2,-r 
max  1, batch 
time r 4, and total amount of B added, Q, varied. 
c(t) for c(r) for 
Q simultaneous uniformly c(r) for 
initial distributed improve- 1!ima1 prove- 
addition addition mont control ment 
1.2 0.3811 0.4846 27 0.5155 35 
1.5 0.3829 0.5287 38 0.5474 43 
2.0 0.3255 0.5591 72 0.5656 74 
2.5 0.2475 0.5529 123 0.5684 129 
2.7 0.2235 0.5456 144 0.5653 153 
each case, the value of Q is not previously specified. When this 
specification is enforced, improvements for large values of Q are 
somewhat greater, as is shown in Table 6.1. This is simply because, 
for these large values of Q, the relative quantities of A and B used in 
the reactions are somewhat different from their stoichiometrjc ratio for 
the desired reaction, and the reaction to waste becomes highly favoured 
in the conditions of high concentration of B which occur at the begIn-
fling of the batch after simultaneous addition of reactants. With 
values of a0 and Q more nearly equal, the improvement is much smaller, 
and becomes markedly less than the 50% found for comparisons of situa-
tions of no specification of Q. 
It was noted by Messikonuner {21} that for distributed feed plug- 
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flow tubular reactors with a finite number of sidestream ked points, 
in which there is a scheme of parallel competitive reactions, a feed of 
equal fractions of the distributed reactant to each feed point results 
in only a small decrease in yield compared with the reactor with 
optimal feed distribution. It is of interest to similarly compare the 
final concentrations of C for an analogous semi-batch reactor with a 
constant rate of addition of B, the total quantity, Q, of B added to 
the reactor being the same as for the optimal policy. This comparison 
is also shown in Table 6.1, and it is seen that the decrease in perfor-
mance of a reactor with constant distributed addition of feed is only a 
few percent less than the reactor with optimal rate of addition and 
r 	l. max 
Similar comparison of reactors with and without temperature 
control cannot be made because insufficient investigations have been made 
into optimal temperature control. However, from the comparisons made 
in Table 5.2 it appears that, for E2 > 2E1, and for the temperature 
range considered, the simple isothermal control at 0 	gives only a 
very small reduction in performance. 
It appears, therefore, that simple non-optimal controls can be 
found for the reaction scheme studied which give only small decreases 
in performance compared with the optimal controls. However, this con-
elusion could not have been reached without evaluation of the optimal 
control profiles. The improvements of the optimal policies over these 
simple controls are sufficiently small, particularly for temperature 
control, that the cost of implementing the optimal control in a practical 
situation would almost certainly more than absorb the increased profits 
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accruing from its implementation. This was also the conclusion of 
Hawkins {22} in his similar study of organic gas/liquid chlorination 
reactions. 
There are many extensions which could be made to the simple 
idealised model described in this work. For example, problems using 
conversion of one or other of the reactants, or selectivity of the 
desired product, as objective functions could be formulated for the 
sane reaction scheme. A great variety of different reaction schemes, 
both theoretical and real, could also be found which do not satisfy the 
criterion given in Chapter 2 for optimal simultaneous initial addition. 
But probably of more value would be to form a more realistic model for 
the reactor. 
As this work has been a preliminary investigation into 
optimal distributed addition control, the reactor model has been of 
necessity simple and idealised. The results from such an idealised 
model would be of little direct value in a practical environment, 
although the demonstration of the improvement in performance and of the 
form of the control required for this improvement would be of interest. 
The dilution effect of adding fresh reactant to the reaction mixture, 
which was neglected for algebraic convenience, could be included in the 
model with little difficulty, and would merely have the effect of slightly 
complicating the algebra without in principle altering the arguments in 
finding the optimal trajectory. Such a model would then be adequate to 
describe semi-batch reactions in solution, such as that studied by 
Hawkins {22}, where the reactions are relatively slow (and the mixing 
effects are therefore unimportant), and where the temperature effects 
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are small. For reactions with temperature effect, inclusion of this in 
the model would again in principle only increase the algebraic complexity. 
The temperature control described in Chapter 5 could also be made more 
realistic by substituting for the direct temperature control indirect con-
trol, such as heat flux through heating/cooling coils. 
Although in principle the arguments would remain the same 
after incorporation of such modifications, the algebraic complexity could 
possibly be such as to make some of the derivations from the Maximum 
Principle very difficult, and an exact solution may then not be obtained. 
In this situation the Gradients in Function Space method would have to be 
used, and only an approximation •to the optimal control could be obtained. 
However, an approximation to the optimal control would often be sufficient 
in practice, since it is unlikely that an exact optimal control could be 
followed more than approximately in a practical implementation. 
Many of the reactions of industrial importance are carried out 
not in batch reactors but in various forms of tubular reactors, in which 
it is not possible to incorporate continuous cross-flow feed. Distri-
buted feed of reactant would therefore be limited to a small number of 
sidestreams, as in Messikonmier's {2l} investigations, and the continuous 
model would be used as an upper limit of performance for comparison of 
reactors with different numbers of feed points. This comparison could 
then be an aid in deciding on the number of sidestreams. 
In practical situations, when the reactor model investigated 
is idealised and used as an upper limit of performance, the form of the 
optimal control will often be of secondary importance to the value of the 
objective function. It has been seen in Chapter 3 that the Gradients 
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in Function Space method generally converges well on the optimal value 
of the objective function, although not so well on the control profile, 
and even in Chapter 5, where there are two control variables, convergence 
is obtained to within 1% of the optimal value of the objective function. 
The amount of theoretical derivation required for implementation of this 
method is minimal, and the Gradients in Function Space method is ideally 
suited for evaluation of an objective function which is to be used as a 
limit of performance. 
In Chapter 2, when Pontryagin's maximum principle was introduced 
it was stated that a secondary object of this work was to show how the 
maximum principle could be used in chemical engineering problems, and 
some of the difficulties of its use have been demonstrated. The problem 
of multiple solutions to the maximum principle demonstrated by Coward and 
Jackson {9} occurred in only one special circumstance in investigations of 
simultaneous optimisation of rate of addition and temperature controls. 
However, it has become quite clear during the derivations of optimal pro-
files that the computational difficulties experienced by other writers 
(8, 31, 32) with boundary value iteration methods of solution would almost 
certainly occur in the problems discussed because of the presence of the 
singular segment. The possibility of singular control is normally easily 
recognised from the form of the Hamiltonian, and it appears {14, 15, 30, 
47) that singular control is not uncommon in chemical engineering opti-
misation problems. When singularity of the Hamiltonian can occur, it is 
necessary to attempt to make some algebraic deductions of the form of the 
control which satisfies Pontryagin's condition in order to obtain an exact 
control profile, and it has been seen that in all but simple problems 
102 
such deductions may not be easy. For example, in Chapter 5 it was not 
possible to deduce all the features of the solution control, and even 
in Chapter 3 verification by calculation of the form of the optimal 
control was required. 
Many of the difficulties in these situations of algebraic 
breakdown can be overcome by the Gradients in Function Space method. 
For the simple first order algorithm given in Chapter 3 this method 
normally presents no computational difficulties, and usually converges 
well on the value of the objective function. It has the disadvantage 
of poor convergence on the shape of the control profile and, as has been 
seen, can both disguise features such as discontinuities in the exact 
optimal profile, and introduce extra features such as oscillations which 
are not present in the exact profile. Some of these difficulties can 
be overcome through the better convergence of second order algorithms 
138 - 421, as mentioned in Chapter 3, but the numerical stability of 
the calculation procedure is jeopardised. It is not known what effect 
the presence of the singular segment and its associated discontinuities 
in the control profile for the optimisation problems investigated in 
this work would have on the convergence and stability of these second• 
order Gradients in Function Space methods; some further investigations 
could usefully be made into this difficulty. 
The Gradients in Function Space method has the additional 
advantage that, by starting with different initial profiles, some con-
fidence can be gained that a true optimal and not a sub-optimal profile 
has been obtained. This can often overcome the difficulties of multiple 
solution mentioned by Coward and Jackson {9}, although, as was seen in 
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Chapter 5, not always. 
It was pointed out in Chapter 5, however, that this method is 
not ideally suited to all problems to which Pontryagin's maximum 
principle may be applied, When Q is specified in the problem of opti-
mal reactant addition to an isothermal reactor, for example, the adjoint 
variable ji corresponding to q has no specified boundary value, and it 
was shown that an iteration procedure on this boundary value, with a 
complete calculation of the control profile for each adjustment, would 
be required to obtain the desired value of Q. The computational load 
would therefore be very great. Removing the limit on the maximum rate 
of addition of reactant would also cause computational difficulties if 
instantaneous addition of a quantity of reactant was required as part of 
the optimal control. Such instantaneous addition would be approximated 
by a very large rate of addition for a short time in a Gradients in 
Function Space solution, which would be liable to cause numerical dif-
ficulties. 
In conclusion, therefore, it is seen that, for the reactions 
and reactor systems considered, optimal distributed addition profiles 
for reactant B can be found which give distinct improvements in reactor 
performance over simultaneous initial addition,, but that improvements 
of only slightly less magnitude can be obtained by a simple non-optimal 
policy of uniform distribution throughout the reaction trajectory. 
When the temperature of the reaction mixture is simultaneously optimised, 
further improvements in performance are obtained, the optimal temperature 
control being isothermal at 0 
max  for E2< 2E1, and non-isothermal for 
> 2E1. However, again simple non-optimal isothermal control at 
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min for E2 > 2E1 gives only a very small reduction in the value of 
the objective function. The application of Pontryagin's maximum 
principle is well suited to the problems investigated, but algebraic 
deductions from Pontrygin's condition are required before an exact 
control profile can be obtained. For many practical purposes, 
particularly if the value of the objective function is of greater impor-
tance than the exact form of control, the method of Gradients in Function 
Space is probably more useful, as it is usually much simpler to apply. 
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APPENDIX I 
DEMONSTRATION OF DIFFERENCES IN SINGULAR SEGMENTS FOR 
DIFFERENT VALUES OP Q AND THE SAME VALUES OF t 
The calculations of solution trajectories referred to in this 
Appendix are those of Section 4.1.2 of Chapter 4. 
From equation (4.13) for the singular segment in the a - b 
plane a value of a can be extracted 
(k-1N + yr max  sgn 1(y))(k1 + 2k2b) a 	- 
k1k2b2(1 - y) 
If this is substituted into equation (4.12) for the rate of 
addition of B on the singular segment, a is eliminated 
r 	
(k1 + 2k2b)2 ( k1k2b3(1 - y) 	 ) 
k1k2b(1 - y) 2(k1 + 2k2  b) + k1  + yrm sgn 1(-y)) 
which is not independent of y. From the calculations summarised in Table 
4.1, the values of y for Q 1.5, 2.0 and 25 are approximately - 0.071, 
- 0.015 and + 0.006 respectively, and such values of y will give values 
of r for a given value of b which differ by only small amounts, assuming 
that N is constant. 
The value of N, however, also varies for calculations of tra-
jectories with different values of Q if the batch time is to remain the 
same, but this variation in N is not sufficient to compensate the cor-
responding variation in y. Taking a value of b of 0.3, say (this is 
approximately in the middle of the singular segment for each value of 
Q in these trajectories), and substituting exact values from Table 4.1 
for N and y, values of r of 0.4323, 0.4331 and 0.4392 are obtained for 
Q 1.5, 2.0 and 2.5 respectively. 
Therefore, although the control policies for the singular 






FLOW DIAGRAM OF CALCULATION PROCEDURE OF EXACT TRAJECTORY FOR 
SIMULTANEOUS TEMPERATURE CONTROL AND RATE OF ADDITION CONTROL, 
This flow diagram summarises the important features of the detailed 
calculation procedure used to evaluate the exact profiles described in 
section 51 of Chapter 5 	In particular, the details of adjusting the 
step lengths to avoid overstepping such points as those where 	reaches 
zero and where b roaches zero in the first segment have been omitted 
is the 
segment on r< the section of intermediate 0? 	11-1  
is Te =0? 
	
find 0 to keep - = o Do 	l 
YES 
I
start section of 
. intermediate 0 
is b = 0 ? 
isa=a ? 
0 
adjust value of a at 
intersection of 
initial segment with 
singular segment  
correct values of c 
and q calculated for 
this segment by 
adding -c(0) and 
-q(o) respectively 
set a,b,X to 
values at inner- 
section with singular 
segment 
calculate rate of 
addition 
integrate forward 1 
step 
check that values of 





This calculation of the trajectory gives a value of batch time which 
is dependent on the value of N given. To obtain a desired batch time, 
this value of N must be adjusted and the whole calculation procedure 
above repeated 
N0TIENLATURE 
A chemical component 
a,a(t) concentration of A 
a0 initial concentration of A, a(0) 
B chemical component 
b,b(t) concentration of B 
C chemical component 
c,c(t) concentration of C 
c1,c1(t) number of moles of chemical components 
1) chemical component 
E,F chemical components 
E1,E2  activation energies of reactions divided by the Universal 
Gas Constant 
derivatives of state variables x1  
H Hamiltonian function 
H maximum value of H max 
value of H at 
I set of indices denoting reactants 
k1,k2,k3  kinetic constants of reactions 
N = a(t)b(r) 
P objective function to be maxizuised or minimised 
Q total amount of component B added during batch time 
q,q(t) amount of B added since beginning of reaction 
Qi  total amount of i'th reactant added during batch time 
q1,q1(t) amount of i'th reactant added since beginning of reaction 
r,r(t) rate of addition of component B 
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r maximum value of r max 
r1,r1(t) rate of addition of it th component 
ri max maximum value of ri  
sgn l(y) modified signum function, defined by equation (4.6) 
t time since beginning of reaction 
u,u(t) single control variable 
una .n  minimum value of u 
U maximum value of u max 
u ,u1(t) control variables 
x1,x(t) state variables 
x initial value of 
4 specified value of x1 at t 
z constant of integration 
constants defining the objective function 
constants; 	in particular, y is taken as the value of 	i(r) 
in Chapters 4 and 5 
q, q/ quantity of B added instantaneously to reaction mixture 
&r,(t) correction function on r for Gradients in Function Space method 
8u,6u(t) correction function on u for Gradients in Function Space method 
60,80(t) correction function on 0 for Gradients in Function Space method 
2 positive correction parameters for Gradients in Function Space 
method 
adjoint variables corresponding to g 
, 2 
X1,1 1(t) 	adjoint variables corresponding to the ci 
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e,e(t) 	temperature of reaction mixture 
0 max 	maximum permitted value of 0 
0 . min minimum permitted value of 0 
11 *• adjoint variable corresponding to q 
adjoint variables corresponding to the q1  
V. 	 stoichiometric coefficients in the r'th reaction 
extents of reactions 
Pr(C) 	 rate of r'th reaction as a function of the ci's 
total batch time 
Most of the graphs of solution trajectories in this thesis were 
plotted on an incremental graph plotter driven by a digital computer. 
The character set available with this plotter is limited to capital 
letters, and so there are some discrepancies between the nomenclature 
on these graphs and the nomenclature in the text. The symbols A, B, C 
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