The K-means algorithm is one of the most often used clustering techniques. However, when it comes to discovering clusters in informetric data sets that consist of non-increasingly ordered vectors of not necessarily conforming lengths, such a method cannot be applied directly. Hence, in this paper, we propose a K-means-like algorithm to determine groups of producers that are similar not only with respect to the quality of information resources they output, but also their quantity.
Introduction
In the practice of data analysis and mining, the Kmeans algorithm is very often applied in order to automatically discover a partition of a given, unlabeled data set, so that objects within each cluster are similar as much as possible and objects in distinct groups differ (with respect to some criteria) as much as possible from each other (see e.g. [1] ). Kmeans procedure can be easily applied to data sets consisting of n-dimensional real vectors. In case of informetric data sets, however, we are faced with sets of vectors of nonconforming lengths that are sorted non-increasingly. For example, one of the informetric tasks is the problem of evaluating the quality of information resources and their producers, the so-called Producers Assessment Problem (PAP, cf. [5] ). Let P = {p 1 , . . . , p l } be a set of l producers and assume that each of them outputs n i , i = 1, . . . , l, products. Additionally, each product is given some kind of rating concerning its overall quality. The state of a producer p i may be represented by a non-increasingly ordered sequence. Additionally, the lengths of vectors in PAP may vary from producer to producer.
Scientometrics, in which a scientist is considered as a information resources' producer and his/her scholarly papers are conceived as products, makes a perfect example here. Moreover, the papers' quality is often described by a function of the number of citations they received (see e.g. [6] ). Similarly, a Facebook or Twitter user is also a kind of producer.
In such a case, his/her posts are products, and the numbers of their "re-tweets" or "likes" can be considered as their quality assessment. PAP has many other instances, even in manufacturing and quality management [7] .
Thus, the aim of this paper is to derive a K-means-like procedure for clustering informetric data. The structure of this contribution is as follows. Description of K-means algorithm is given in Sec. 2. In Sec. 3 a dissimilarity measure for vectors of nonconforming lengths is defined. Then, in Sec. 4 a procedure to determine the d 2 M -centroid of a given set of vectors is derived. Next, in Sec. 5, a fast algorithm to deal with this task is constructed. Sec. 6 presents results of an application of the proposed approach on a real-world data set. Finally, Sec. 7 concludes the paper and shows future research directions.
K-means algorithm
Let us begin with a short introduction of clustering task. Given a set of observations X = {x (1) , . . . , x (l) }, where each x (i) ∈ R n , we aim at partitioning the l observations into k nonempty pairwise disjoint sets
where µ (i) is the centroid of all the vectors in C i , µ
2 is the squared Euclidean distance. Of course, the squared Euclidean distance is actually not a metric in the mathematical sense, since in general it does not satisfy the triangle inequality. However, it is a so-called dissimilarity measure, i.e. a func-
L2 is much more difficult to tackle both mathematically and computationally. In particular, there exists no analytic solution the the Euclidean 1-center problem, see e.g. [2] .
As the problem stated in Eq. (1) is known to be NP-complete [3] , the following heuristic is used in the K-means algorithm, see [4] . For the initial set
1. Assign each point in X to the cluster with the nearest center, 2. Recalculate cluster centers by computing the means µ (1) , . . . , µ (k) of all the points assigned to particular clusters.
A dissimilarity measure
Let S := {(x 1 , . . . , x n ) ∈ n≥1 R n : x 1 ≥ x 2 ≥ · · · ≥ x n } be the space of non-increasingly sorted vectors of arbitrary lengths. Moreover, for any n ∈ N, let S n := {x ∈ S : |x| = n} denote the set of all vectors in S of length exactly n. For example, in a scientometric context, x i usually represents the number of citations or the impact factor of the i-th most cited paper of a scientist. On the other hand, if we consider the output of the users of the Stack Exchange portal 1 , x i may denote a post (question or answer) rating given by community members. Note that posts' quality is not only quantified by counting the so-called UpVotes (+1), but also DownVotes (−1). Thus, the assessment of some answer may be negative.
In [8] some classes of metrics on the space S were introduced. Here we will focus on a squared version of an Euclidean-like metric from [8] that allows to capture the dissimilarity between two vectors of not necessarily equal lengths. Let d
be a function defined for x ∈ S nx , y ∈ S ny as:
Note that in Sec. 7 we are going to generalize the above dissimilarity measure. However, all the results derived below will still be valid.
Determining the d 2

M -centroid
In order to derive a K-means-like procedure for clustering informetric data, first we have to provide a method for computing the d 2 M -centroid of a set of vectors representing producers. Thus, let X = {x (1) , . . . , x (l) } ⊆ S. Our aim is to find
For brevity of notation, let
. Also, let m = max {|x| : x ∈ X } be the maximal length of a vector in X .
Firstly, note that the length of µ which is a minimizer of F cannot be greater than m.
Proof. Let µ ′ ∈ S n , n > m. Then it holds that:
However,
Taking the above into account, our problem may be decomposed as follows. For n = 1, . . . , m determine:
and then compute:
Therefore, we should focus on solving (2), assuming that n is fixed. As F is a sum of convex functions, we of course have that F is a convex function. However, here we deal with a constrained optimization problem, as our search space consists of vectors that are sorted non-increasingly: we have that µ
n . From now on let [n] := {1, 2, . . . , n}. Let us introduce the notion of a contiguous partition of an index set [n] , that is a set of nonempty, disjoint sets of consecutive elements in [n]. Formally, P ⊆ 2
The whole class of such contiguous partitions will from now on be denoted as CP([n]). It might be shown that |CP([n])| = 2 n−1 . For example, we have:
Given P ∈ CP([n]) and i ∈ [n], let P {i} stand for an element in P such that i ∈ P {i} . Moreover, let P (i) be the i-th ordered element in P, i.e. such that for 1 ≤ i < j ≤ |P| it holds max P (i) < min P (j) . Assuming thatx i = x:|x|≥i x i we have what follows.
Theorem 1. Fix n ∈ [m] and let P ∈ CP([n]).
Define y ∈ R n as:
then y is a solution to Eq. (2).
Proof. Our aim is to find
with respect to n − 1 constraints of the form:
By means of the Karush-Kuhn-Tucker (KKT) theorem (cf. [9] ), we need to find y and λ 1 , . . . , λ n−1 such that
we have:
For brevity of notation, let us assume that λ 0 := 0 and λ n := 0. Thus, our task reduces to solving the following system of linear equations:
. . .
Thus, let us consider a solution (not necessarily feasible) that fulfills λ ≥ 0. First of all, let us take u such that λ u−1 = λ u = 0. It immediately implies that:
On the other hand, for each u and p ≥ 2 such that
More specifically, we have:
In such a case, we have that for i = u, . . . , u + p − 2:
Moreover, since F is convex and (∀i) g i is an affine function, then by [10] we get that if y calculated as above fulfills y 1 ≥ y 2 ≥ · · · ≥ y n , then it is the optimal solution to the task of our interest. 
Remark 1. Please note that if I = [0, ∞], i.e. all vectors consist of non-negative numbers, it is easily seen that we havex
Then the optimal solution to (2) for n = 5 is (−6.95, −6.95, −6.95, −6.95, −6.95). This is generated with and P = {{1, 2, 3, 4, 5}}.
A fast algorithm to compute the d 2
M -centroid
Theorem 1 induces a simple algorithm to determine µ (n) ∈ S n . One may consider every possible contiguous partition of [n] and then verify if the conditions listed in the theorem are met. Such a routine, being of course mathematically correct, is unfortunately practically unusable.
Therefore, to solve (2), we propose Algorithm 1. The proof of its correctness is presented below.
Data:
while |P| > 1 and y min P (|P|) > y max P (|P|−1) 
What is more, for all c ∈ [|P|] and i = min P (c) , min P (c) + 1, . . . , max P (c) − 1:
These conditions imply that for all a < |P| and i = max P (a) + 1, P (a) + 2, . . . , k − 1 we have:
Now let us proceed to the k-th iteration of the algorithm.
We set P = P ∪ {{k}}. If j∈P (|P|−1)xj ≥ (|P| − 1)x k , then for the current P and (y 1 , . . . , y k ) all the conditions in Theorem 1 are of course met. Thus, assume that we need to merge {u, u + 1, . . . , u + p − 1} := P (|P|−1) and {u + p, u
By induction, this is sufficient for proving this very theorem, as the algorithm guarantees that (y 1 , . . . , y k ) is non-increasingly sorted at the end of each for loop. First of all, as a merge in P occurs, we have that
(a) Let i = u + p − 1. Then,
Hence, the proof is complete.
Note that Algorithm 1 may very simply be extended so that it solves (3) directly. An exemplary C++ implementation using Rcpp [11] classes (for use within the R [12] environment for statistical computing) is provided in Fig. 3 . We see that at most O(min{m 3 , m 2 l})-time is required to compute the d 2 M -centroid.
Example 3. Let us again focus on a data set discussed in Example 1. Here is the output of Algorithm 1 for each n. n = 5 gives the optimal solution to (2).
xtilde= | 8.25 4.25 0.50 2.50 2.00 0.00 
Example 4. Let us go back to input data from Example 2. Here is the output of Algorithm 1 for each n. Again, n = 5 gives the optimal solution to (2).
xtilde= | -9.750 -6.750 -10.000 -4.000 -4.250 sample statistics for vectors' lengths (n), maximal values (max), and total sums of ratings (sum) of the 5063 registered users are presented in Table 1 . Investigation carried out in this section is based on a K-means-like procedure using the d 2 M dissimilarity measure and clusters centroids computed with Algorithm 1. The procedure was set up to determine six clusters and it starts with random assignments of observations to each cluster. Next, by applying Algorithm 1 iteratively over each cluster, the centroid was recalculated, and clusters' assignment was updated. Basic summary statistics of clusters' centroids are given in Table 2 and those connected to the whole cluster are presented in Table 4 . Fig. 1 depicts the step functions corresponding to the vectors in each cluster. The centroid is highlighted. On the other hand, Fig. 2 depicts the box plots for the producers' productivity (as measured by n) and quality (as measured by total sums of elements) per each cluster. Please note the logarithmic scale on the Y -axis. Box plots are sorted increasingly with respect to the mean length of vectors in each cluster. Note that in the first cluster the users with low number of posts and ratings were captured (median productivity, n, equals to 1 and median sum of ratings, sum, equals to 1).
We see that by using d 2 M we may quite easily linguistically describe the aggregated characteristics of vectors in each cluster according to both productivity and quality. Clusters no. 2, 3, and 4 consist of users with low-moderate, moderate, and highmoderate productivity (median n equals 7, 12 and 28.5), respectively, and they may be distinguished by taking into account the sums of ratings of their posts (median sum: 20, 144 and 90). In Cluster no. 5 we can find users with quite high productivity (median 132) and quite high quality (∼ 528). Finally, last cluster contains users of very high productivity (median 347) and very high sum of ratings (∼ 1548).
Conclusions
This contribution addresses the question of how to determine groups of producers that are similar not only with respect to the quality of information resources they output, but also their quantity. In such a model, the agents are usually represented by real vectors of nonconforming lengths. One of the possible solutions to this issue is the K-means-like algorithm proposed in this paper. The procedure bases on a dissimilarity measure which takes into account the difference of vectors' lengths.
Moreover, please note that the proposed approach is not only restricted to the dissimilarity measure d There are still many interesting directions worth of deeper investigation. First of all, the proposed approach may be generalized in order to mimic the fuzzy k-means algorithm, which in some applications may be more valid. Secondly, an axiomatic analysis of the d 2 M -centroid (perhaps as an aggregation operator on a special kind of a lattice) can give us a better insight into the derived theoretical results.
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