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Abstract
This paper considers the relationship between the relative Nielsen number and the minimal number
of fixed points for boundary-preserving self-maps of surfaces with boundary. For the projective plane
with two open punctures, we give examples of maps for which these quantities differ by one. When
there is more than two punctures examples are given for which the difference can be arbitrarily large.
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1. Introduction
In studying the global fixed point behavior of a self-mapping f :X → X it is natural
from a topological viewpoint to consider the minimal number up to homotopy. That is, the
non-negative integer
MF[f ] = min{# Fix(g) | g homotopic to f }.
Nielsen theory provides a framework for the computation of MF[f ] using the Nielsen
number N(f ). See either [1,4] or [9] for information regarding the Nielsen number. As
the Nielsen number is a homotopy invariant it provides a lower bound for the value of
MF[f ]. Hence, one as the obvious problem, often referred to as the Wecken problem; given
the space X decide whether or not N(f ) can be realized for all possible f . Restricting
our attention to X being a topological manifold the Wecken problem was resolved in the
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affirmative when the dimension is greater than two by Wecken [12]. Surfaces turned out to
be more difficult but the question was resolved more recently as follows (see [5,7]).
Theorem 1.1. Let X be a compact, connected surface with Euler Characteristic χ(X). If
χ(X) 0, then MF[f ] =N(f ). If χ(X) < 0, then there exists a family of maps fm,m> 0,
such that MF[fm] −N(fm)m.
In the paper [3] the authors investigate the relative analog of this theorem. In particular,
X is a manifold with non-empty boundary ∂X and fixed points of maps f : (X, ∂X)→
(X, ∂X) are considered up to homotopies which send ∂X × I to ∂X. In this case one
has the analogous minimal number MF∂ [f ] and the relative Nielsen number denoted by
N∂(f ), which as before is a lower bound for the minimal number. Schirmer [11] shows
that for manifolds of dimension at least four one has equality, MF∂ [f ] =N∂(f ) for all f .
Again for this Wecken problem the difficulties again occur because of dimension two. For
three manifolds we have 2-dimensional boundary. Partial results on the Wecken problem
for 3-manifolds are given in [5,11]. The 2-dimensional case is considered in the papers [3,
8,10]. In these works the Wecken problem is resolved for most, but not all surfaces with
boundary. In addition, the pants surface P (a sphere with three open disks removed)
illustrates something different. For all maps f :P → P one has MF∂ [f ] − N∂(f )  1,
and there exists maps where equality holds.
More details of these and other Wecken type results can be found in the survey paper [2].
In that paper the author conjectures that the Wecken problem for the missing cases, the
projective plane with at least two punctures (two open disks removed), behave just as for
the punctured sphere to which it is homotopy equivalent. The case of a single puncture, the
Möbius band, was handled in [3, Theorem 2.4].
The purpose of this paper is to verify part of this conjecture by proving the following
two theorems. Let Pr denote the topological space obtained by removing r open disks from
the 2-dimensional projective plane.
Theorem 1.2. There exist relative maps f : (P2, ∂P2)→ (P2, ∂P2) such that MF∂ [f ] −
N∂(f )= 1.
Theorem 1.3. For each r > 2 there exists a family of maps fm : (Pr , ∂Pr)→ (Pr , ∂Pr),
m> 0, such that MF∂ [fm] −N∂(fm)m.
The remainder of this paper is devoted to the proofs of these two theorems by way of
examples. By choice of such examples it will be easy to compute the Nielsen number. The
chore is to estimate the value of MF[·]. In Section 2 we give some preliminaries leading
up to a method for this estimation. This method is slightly different than that used in the
papers [8,10] in that the methods developed in [7] are now avoided. A more local approach
is used. In particular, Lemma 2.4 gives a new way of dealing with fixed point minimal
mappings, and is used to prove Theorem 1.3. In Section 3 a proof of Theorem 1.2 is given,
and in Section 4, Theorem 1.3 is proved.
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2. Preliminaries
Let D be a 2-dimensional disk and consider a compact surface S with non-empty
boundary as being obtained by attaching 1-handles, H1, . . . ,Hn to the boundary of D.
For this paper we will assume that the 1-handles are chosen so that any surface embedded
in S \H1 is orientable. The handleHi meets D in two arcs which we denote by A2i−1,A2i .
Set A=⋃Aj . For an illustration see Fig. 3 when S = P2, the projective plane with two
punctures.
Choose a basepoint x0 in D and let ω1, . . . ,ωn be oriented based loops in S so that
ωi ∩ Hj is an arc when i = j , and empty, otherwise. The A are indexed so that the
oriented loop ωi meets A2i−1 before A2i . By abuse of notation we let ω1, . . . ,ωn also
denote generators for π1(S, x0), which is a gree group on n-letters.
For the computation of MF∂ [·] we rely on some of the methods from [6]. These are
summarized in the next three lemmas using the language and notation of this paper. The
first lemma gives some fairly elementary results taken from [6, Lemmas 3.2 and 3.6] while
the second is part of the main technical lemma [6, Lemma 3.5] in that paper.
Lemma 2.1. Given a map f there exists a map g homotopic to f such that: # Fix(g) 
# Fix(f ); g−1(A) is a 1-dimensional proper submanifold of F transverse to A; g has no
fixed points onA; for each open set U meeting g−1(A), g(U) meets at least two components
of S \A; and each simple closed curve in g−1(A) meets A.
Suppose f satisfies the conclusion of Lemma 2.1. In particular, that f−1(A) is a 1-
manifold. Let α be a subarc of f−1(A) with endpoints x, y lying on some Ai and such
that α ∩A= {x, y}. There is a unique disk Dα such that ∂Dα consists of α together with
a subarc Jα in Ai . Let Xα denote the closure of the component of S \ (f−1(A) ∪A) that
contains α and lies in Dα . By Lemma 2.1, Xα is a disk. It is said to be critical if Xα and
its image lie in the same component of S \A. Fig. 1 gives an illustration of some of this
notation and of the homotopy in Lemma 2.2 in the case that Xα = Dα . If Xα was not
critical in this case, the map g may have more fixed points than f .
Fig. 1.
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Lemma 2.2. Let f be a map which satisfies the conclusion of Lemma 2.1 and let
α ⊂ f−1(A) be as above. Suppose that either f (α) ⊂ Ai , or Xα = Dα and is critical,
or Xα = Dα . Then there exist, a nonempty subset Sα of Jα ∩ f−1(A), and a map g
homotopic to f such that g satisfies the conclusion of Lemma 2.1 and g−1(A) ∩ A =
(f−1(A)∩A) \ Sα .
Remark. Both Lemmas 2.1 and 2.2 hold for boundary-preserving maps.
A slight variation of Lemma 2.2, proved in the exact same way, will be useful for our
results.
Lemma 2.3. Suppose that f satisfies the conclusion of Lemma 2.1. Let J be an arc
contained in the interior of Ai . Suppose that the two endpoints of J , denoted by ∂J , are
mapped by f into some Aj and that the path f (J ) is homotopic (rel. endpoints) to a path
which lies in Aj . If f (J ) ∩Ai = ∅, then there exists a map g homotopic to f such that g
satisfies the conclusion of Lemma 2.1 and g−1(A)∩A= (f−1(A)∩A) \ (f−1(A)∩ J ).
Note that Lemmas 2.2 and 2.3 have the effect of reducing the cardinality of f−1(A)∩A.
The disk Dα in Lemma 2.2 will be referred to as a reduction disk, and the arc J in 2.3 a
reduction arc for f . The lack of reduction arcs/disks provides some information related to
the topology of the surface given in the following lemma. It will be a key step in the proof
of Proposition 4.3.
Lemma 2.4. Let J1 ⊂ · · · ⊂ Jn be a nested set of arcs in the interior of Ak for some k.
Suppose, for each i, ∂Ji is the endpoints for a subarc αi of f−1(Au(i)) with αi homotopic
rel endpoints to Ji . Suppose further that (f−1(A) \ αi) ∩ Ji = ∅. If f does not have any
reduction arcs or disks, then there is an arc ϕ embedded in S which meets the components
of A in exactly the order Au(1), . . . ,Au(i). In addition, u(1) = k,u(i) = u(i + 1) and ϕ
meets f−1(A) in order in the points p1, . . . , pn where f (pi) ∈Au(i).
Proof. Since only α1 meets J1 it follows that if α1 meets any component of A other than
Ak , then there will be a reduction arc. Further, it must be that u(1)= k. For α2 no reduction
arcs imply that the only way it can be constructed is by two arcs extended from ∂J2 to
points on Au(2), then capped off by an arc meeting no other component of A. This is
illustrated in Fig. 2. Let E1 be the disk bounded by α1, α2 and the two subarcs of Au(1)
each having one endpoint on α2 and the other on α1. Similarly, α3 contains an arc β3 going
from Au(2) to Au(3) then turns and returns back to Au(2). Also, the subarc of Au(2) that it
cuts off contains E1 ∩ Au(2). Let E2 be the disk bounded by β3, part of α2 and the two
subarcs of Au(2) each having one endpoint on α2 and the other on β3. Continue inductively
to get disks E1, . . . ,En−1.
The desired arc ϕ is shown in Fig. 2 and can be obtained as follows. For each i choose
a point pi on αi ∩Au(i). Choose ϕ in ⋃Ei so that it meets both A and f−1(A) exactly in⋃
pi . ✷
M.R. Kelly / Topology and its Applications 124 (2002) 145–157 149
Fig. 2.
Since any homotopy class of maps contains a fixed point minimal representative with
f−1(A)∩A finite we have
Proposition 2.5. Given any f : (S, ∂S)→ (S, ∂S), there is a map g boundary preserving
homotopic to f such that g has exactly MF∂ [f ] fixed points and has no reduction arcs or
disks.
3. The twice punctured projective plane
In this section we consider boundary-preserving self-maps of the surface obtained by
removing two open disks from the projective plane, which we denote by S. The purpose is
to give a family of self-maps of (S, ∂S) each of which has N∂(·)= 1 and MF∂ [·] = 2.
Fix a handle structure as in the previous section. Let C1,C2 denote the two boundary
components of S so that (C2 ∩ H1) = ∅. We assume that the components of A are
indexed so that C1 traverses them in the cyclic order A1A2A1A2A3A4. Choose points
xi ∈Ci, i = 1,2 as indicated in Fig. 3. Let µi be an oriented arc from x0 to xi as indicated
in Fig. 3.
Let Z be a reduced word in π1(S, x0). We consider a family of self-maps defined as
follows.
(1) x0 → x0, x1 → x2, x2 → x2,
(2) µ1 →µ2,µ2 →Zµ2,
(3) C2 → x2,
(4) C1 → C2 by a two-to-one map.
One can check that (1)–(4) can be extended to a boundary-preserving self-map
fZ : (S, ∂S)→ (S, ∂S). As self-maps of S all of these maps are in one of two homotopy
classes, with the induced map on fundamental group given by ω1 → ω±12 ,ω2 → 1. The
sign on the exponent depends on the choice of two-to-one map. As relative maps they are
distinguished up to homotopy by
Lemma 3.1. In the category of boundary preserving maps fZ is homotopic to fZ′ if and
only if their restrictions to C1 are homotopic and Z′ = ωk2Zωl2 for some integers k, l.
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Fig. 3.
Proof. The maps are homotopic if they are homotopic on the boundary together with the
path µ−11 µ2. Thus, it suffices to consider their actions on the relative path (λ, ∂λ), where
λ= µ−11 µ2. Since ω2µ2 is homotopic to µ2C2 the paths fZ(λ) and fZ′(λ) are relatively
homotopic. ✷
For each reduced word Z we construct a model map gZ which is boundary-preserving
homotopic to fZ . Let N denote the annular region between C2 and ω2. Let ω′2 be a loop
parallel to ω2 meeting N only at the base point x0. Choose x ′ on µ2 near x0. Define gZ
on µ2 by mapping x ′ to x0 and the segment [x0, x ′] into ω1 ∪ω′2 according to the word Z,
keeping the intersection with A minimal. The segment [x ′, x2] is mapped onto µ2 so that
the only fixed point is x2. Now foliate N by circles each meeting µ2 in a single point and
define so that gZ maps each circle to a single point. Extend to S \ N by mapping into N
and so that g−1Z (A) consists of 2 proper arcs in H1 together with 2 simple closed curves
in N , where  is the length of the word Z. From the construction we see that each simple
closed curve is isotopic to C2 and that Fix(gZ)= {x0, x2}.
There is a direct relationship between the word Z and the action of gZ on the curves in
g−1Z (A). For example, if Z = ω1ω−12 , then the four simple closed curves map consecutively
to A1,A2,A4,A3 with the last being the one nearestC2. Fig. 4 shows the curves in g−1Z (A)
for this choice of Z, where the label r means “in the preimage of Ar”.
Lemma 3.2. If the exponent sum on ω1 in Z is zero, then N∂(fZ)= 1.
Proof. Let ω1,ω2 be as defined in Section 2 and set W = ω1 ∪ ω2. Consider a path ζ in
W corresponding to the word Z. Then f (ζ ) is homotopic to the path ωe1, where e is the
exponent sum on ω1 in Z. If e = 0, then the path ζµ2 is a Nielsen path joining the fixed
points x0 and x2. ✷
Our goal is to find words Z that satisfy the hypothesis of this lemma and for which
MF∂ [fZ] = 2. The general idea is that for suitable choices of Z there is a fixed point
minimal map for which the preimage of A is similar to g−1Z (A). This will provide enough
information to locate a fixed point other than the one which is on C2.
Let h be a fixed point minimal map homotopic to fZ . We will assume that h(C2)= x2
and that h restricted to C1 is a two-to-one map onto C2. Also, we assume the conclusion of
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Fig. 4.
Lemma 2.1. In particular, that h−1(A) consists of two proper arcs together with a number
of two-sided simple closed curves. Since each simple closed curve in h−1(A) is mapped
to a component of A, its free homotopy class is in the kernel of the induced map on π1.
Up to isotopy any two-sided simple closed curve in S is homotopic to one of C1,C2,ω21
or (ω1ω2)
2
. As a result, any such curve in h−1(A) must be isotopic to C2. The following
lemma gives further information about the simple closed curves in h−1(A).
Lemma 3.3. Write Z = ωi2Z′ωj2 , where Z′ is either trivial or a reduced word beginning
in ω±11 and ending in ω
±1
1 . Let 
′ denote the length of Z′. Suppose h is as above and also
admits no reductions. Then h−1(A) contains 2′ consecutive simple closed curves, each
isotopic to C2, corresponding (in order) to the word Z′.
Proof. By Lemma 3.1, h−1(A) contains a pair of simple closed curves for each letter inZ′.
If two adjacent curves were to map to the same component of A, then the annular region
bounded by the two must contain a reduction arc. The result follows as the simple closed
curves determine a reduced word. ✷
As a means to detect that h has a fixed point other than x2 we will use information about
the positioning of the 1-manifold h−1(A) in S relative to the two 1-handles. To this end let
τ1 denote the simple closed curve nearest to C2 which satisfies h(τ1)⊂ (A1 ∪A2). Let P
denote the annular region bounded by C2 and τ1, let τ2 be the curve adjacent to τ1 but not
in P , and let Q denote the annulus bounded by τ1 and τ2.
Proposition 3.4. Let h and τ1 be as above and suppose that τ1 ∩H1 = ∅. Then h has two
fixed points.
Proof. Since τ1 is innermost, the region just inside of τ1 maps into D and thus h(Q)⊂H1.
From Lemma 2.3 it follows that (τ2 ∩H1)= ∅. Now consider a map f which agrees with
h on S \ (P ∪Q) and f−1(A)= h−1(A) \ P . This implies that f (P ∪Q)⊂H1. Such a
map f is homotopic to h, but not by a boundary-preserving homotopy as f (C2) is not in
C2. In essence, the homotopy from h to f removes the fixed point x2, which has index
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zero when we only consider h :S→ S. Now, since L(f )= 1, f must have a fixed point,
and certainly any such lies outside of P ∪Q. Hence, h has a fixed point other than x2. ✷
We now study the structure of the curves in h−1(A) under the assumption that τ1 meets
H1 and h admits no reductions. This assumption will lead to restrictions on the wordZ, and
hence the desired examples. We assume that h(τ1)⊂A1. A symmetric argument covers the
case when h(τ1)⊂A2.
To do so consider the annulus P defined above and we first claim that P does not
intersect A2. Suppose not and let ρ denote the curve in h−1(A) which meets A2 and is
nearest to C2. Let P0 denote the region bounded by ρ and C2. Then P0 ∩A2 consists of a
number of arcs which, since h(ρ) ⊂A2, must be reduction arcs.
Furthermore, Lemmas 2.2 and 2.3 imply that P meets each of A3,A4 in a single arc and
meets A1 in an undetermined number of arcs. Similarly, since h(τ2) ⊂ A2 we have that
P ∪Q meets each of A1,A3,A4 in a single arc, and meets A2 in a number of arcs.
Now, suppose that τ3 is a simple closed curve in h−1(A) adjacent to τ2 (but not τ1).
Suppose further that h(τ3)⊂A4. Let R denote the region bounded by τ2, τ3.
We remark here that by our choice of indices for the components of A and as a result of
Lemma 3.3, the existence of τ1, τ2, τ3 is equivalent to ω−11 being the last appearance of the
generator ω1 or its inverse in Z, and it being preceded by ω2. Also, for the case h(τ1)⊂A2
we assume h(τ3)⊂A3. This then corresponds to an analogous appearance of ω−12 ω1.
Finally, the existence of τ1, τ2, τ3 as above leads to a reduction as follows. Appealing
to Lemmas 2.2 and 2.3, we see that τ3 meets A3 in exactly one point, and each of A1,A2
in two points. But as R is topologically an annulus the two points on A2 are joined by a
subarc α of τ3 which lies in D. Together with a subarc of A2 they bound a disk Dα in D.
But, since Dα contains part of τ2 it is a reduction disk.
Proposition 3.5. Let Z be a reduced word in π1(S, x0) different from ωk2 , for some k. Let
η denote the last appearance of ω±11 in Z, and suppose that it is preceded by some letter
which we denote by ρ. If ρη = ω2ω−11 or ω−12 ω1, then MF∂ [fZ] = 2.
Proof. Let h be a minimal map, admitting no reductions as described above. By
Lemma 3.3, the simple closed curves τ1, τ2, τ3 must exist. So by the above argument
τ1 ∩H1 = ∅ and the result follows from Proposition 3.4. ✷
This proposition completes the proof of Theorem 1.2. For example, if as a reduced word
Z = Z′ω2ω−11 , then MF∂ [fZ] = 2. But by Lemma 3.2, we have N∂ (fZ) = 1 when the
exponent sum on ω1 in Z′ is equal to +1.
Remark. Concerning the hypothesis on Z. To get the conclusion in the theorem only the
four simple closed curves corresponding to the hypothesis were needed. If, say ω1 were not
preceded by ω−12 , and if τ1 does meet H1, the presence of other curves in h−1(A) is likely
to produce a reduction. Thus, it seems reasonable that for most Z we have MF∂ [fZ] = 2.
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4. The multi-punctured projective plane
In this section we prove Theorem 1.3 by giving examples that show that the difference
between the relative minimal number and the relative Nielsen number can be arbitrarily
large when the projective plane has more than two punctures.
Let M denote the surface obtained by removing n open disks from the projective plane.
For the following the exact value of n is not very important, except we will require that
n > 2. Fix a handle structure as before. The boundary components of M are denoted
by C1, . . . ,Cn, where Cj only meets the handle Hj when j > 1. We assume that the
components of A are indexed so that C1 traverses them in the cyclic order
A1A2A1A2A3A4A5A6 · · ·A2n−1A2n.
Let Z be a reduced word in π1(M,x0). Dependent on Z we consider a family of self-
maps defined by the following five conditions.
(1) x0 → x0,
(2) ω1 → Zω2Z−1,C1 →C2 by a two-to-one map,
(3) ω2 → ω2,C2 → C2 is one-to-one,
(4) ω3 → ω−12 ,C3 →C2 is one-to-one,
(5) for j > 3,ωj → x0,Cj → x2, which is some point in C2 ∩D.
One can check that (1)–(5) can be extended to a boundary-preserving self-map
fZ : (M,∂M)→ (M,∂M). As in the previous section one could also define a model map
for the relative homotopy class of fZ , but we take a slightly different approach and use
Lemma 2.4 to help locate fixed points for minimal self-mappings.
To get an estimation of MF∂ [fZ] we first gather some information about the preimage
of A for a minimal map. From Lemma 2.1 there is a minimal map g homotopic to fZ such
that g−1(A) consists of four proper arcs together with a number of simple closed curves.
The next two lemmas give some information about these curves.
Lemma 4.1. If Z = ωk2 for some k, and is in the subgroup of π1(M,x0) generated by
{ω1,ω2,ω3} then there exists g :M→M which is homotopic to fZ rel ∂M , has MF∂ [fZ]
fixed points, satisfies the conclusion of Lemma 2.1, each simple closed curve in g−1(A) is
homotopic to the loop ω2ω3 and each is disjoint from H4 ∪ · · · ∪Hn+1 when n > 2.
Proof. We first consider the case n = 3. Let g be any minimal map which satisfies
Lemma 2.1, and further, since fZ has the minimal number of fixed points on the boundary
we may assume our g is homotopic to fZ rel ∂M . The induced map on fundamental group
is given by ω1 → UZω2Z−1U−1, ω2 → Uω2U−1, ω3 → Uω−12 U−1, for some word U .
Hence, when Z = ωk2 the only simple closed curve freely homotopic to an element in the
kernel is ω2ω3. Thus the simple closed curves in g−1(A) are homotopic to ω2ω3.
Now for n > 3, as our homotopy is rel boundary each curve in g−1(Aj), j > 6, is a
simple closed curve. Further, since Z is a word in {ω1,ω2,ω3}, f−1Z (Aj ), j > 6 is empty.
Thus, if g−1(Aj ) is nonempty, then there is an essential surface R in M such that ∂R
maps to Aj and g(R) is null-homotopic. Hence, there is an essential surface Q⊂ R such
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that ∂Q maps to A for some  and g(int(Q)) ∩ A = ∅. But, Q must meet at least two
components of A and the ones that are not A contain a reduction arc. Hence, we conclude
that g−1(Aj )= ∅ for j > 6.
Finally, as fZ(Ai), i > 6 is disjoint from Ai , if g−1(A) ∩ Ai = ∅, then there is an
adjacent pair of curves meeting Ai which map to the same component of A. But, from
above that component is not Ai , and so Ai contains a reduction arc. Thus, g−1(A) does not
intersect H4 ∪ · · · ∪Hn+1, and so the simple closed curves are homotopic to ω2ω3. ✷
Lemma 4.2. Write Z = ωi2Z′ωj2 , where Z′ is either trivial or a reduced word not
beginning in ω±12 and not ending in ω
±1
2 . Let 
′ denote the length of Z′. If g admits no
reductions, then their are 2′ consecutive simple closed curves in g−1(A) corresponding
(in order) to the word Z′.
Proof. This is similar to Lemma 3.3. ✷
Proposition 4.3. Suppose that Z has the reduced form ωi2ω−13 ω±11 Y . If Y does not contain
any of ω1ω1,ω1ω2, ω−11 ω−11 or ω−11 ω−13 , then MF∂ [fZ]  p, where p denotes the total
number of occurrences of any of the pairs ω1ω−12 , ω1ω3,ω−11 ω−12 ,ω−11 ω3 or their inverses
in Z.
The proof of this proposition requires two lemmas. Both show that certain curves in the
preimage of A do not intersect the handle H1. Recall that for our minimal map g−1(A)
contains four proper arcs. From Lemma 4.1 we see that two of them have both endpoints
in C1 while the other two join C2 to C3.
Lemma 4.4. With Z as in Proposition 4.3, there is a minimal g which satisfies Lemmas 4.1
and 4.2 and is such that the two arcs in g−1(A) from C2 to C3 do not intersect H1.
Proof. Consider any g satisfying Lemmas 4.1 and 4.2. Let τ1, τ2 denote the two simple
closed curves corresponding to the initial ω−13 in Z. Let Pi be the surface bounded by
τi,C2,C3. Index so that P1 ⊂ P2. Let τ3, τ4 denote the next two simple closed curves
appearing outside (in order) of P2. By hypothesis, g(τ3 ∪ τ4)⊂ (A1 ∪A2). Let P3 be the
analogous surface containing P2 with τ3 on its boundary.
A component of (A1 ∪ A2) ∩ P2 has algebraic intersection number either 0 or 1 with
the curves joining C2 and C3. If 0 ever occurs, then the corresponding component is a
reduction arc. So we assume each component has intersection number 1. As each τi is
homotopic to ω2ω3, there exists a subarc J of A1 ∪A2 consisting of a triple (L,L′,L′′),
where L,L′ are such components and L′′ is an arc whose interior misses P2. Furthermore,
J = L ∪ L′ ∪ L′′, together with a subarc of τ2, bounds a disk E in M . Fig. 5 provides an
illustration of the above.
Consider an innermost such triple. Then the interior of L′′ only meets g−1(A) in τ3.
For if not, it would meet τ4 and since no reductions occur there would be another triple
inside of E. Similarly, to avoid reductions each of τ1, τ2 meet each of L,L′ in exactly two
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Fig. 5.
Fig. 6.
points, and the two curves from C2 to C3 meet each of L,L′ in a single point. Let J1 be the
smallest subarc of L′′ containing all of the intersection points with τ3. Let J2 = L′′, and J3
the part of L∪L′ ∪L′′ outside of P1. Extend J3 alongL andL′ until the first curve, denoted
by γ , fromC2 to C3 is met. This defines J4. By Lemma 2.4,M contains an embedded arc ϕ
which traverses the components of A in the order determined by the images of τ3, τ2, τ1, γ .
That is As,A5,A6,At , where s ∈ {1,2} and t ∈ {3,4}. (Fig. 6 shows such a ϕ in the case
s = 2, t = 4.) A contradiction, as the order of the components of A in M does not allow
for such an embedded arc. ✷
Lemma 4.5. With Z as in Proposition 4.3 and Z′ as in Lemma 4.2, there is a minimal
g which satisfies Lemmas 4.1 and 4.2 and is such that all of the simple closed curves
corresponding to Z′ do not intersect H1.
Proof. Suppose not, and let τ denote the innermost curve that meets H1. Let P denote
the region bounded by τ,C2 and C3. By Lemma 4.4, (needed for the case that τ is the
innermost simple closed curve) we have that no curve in the interior of P meets H1. Just
as in the proof of Proposition 3.5, the hypothesis given in Proposition 4.3 leads to the same
contradiction. ✷
Proof of Proposition 4.3. Consider g with MF∂ [fZ] fixed points and satisfying Lem-
mas 4.1, 4.2, 4.4 and 4.5. We claim that each occurrence of the pairs indicated in the
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proposition contributes at least one fixed point. For example, consider ω1ω3 and let γ1, γ2
denote the two simple closed curves in g−1(A) corresponding to the transition from ω1 to
ω3. Then g(γ1) ⊂ A2 and g(γ2) ⊂ A5. Let R denote the region between the two curves.
By Lemma 4.5, R ∩ H1 = ∅. Since no reductions occur each γi meets each of A3,A6
in a single point. Thus R ∩D contains a region R0 bounded by one subarc from each of
γ1, γ2,A3,A6. By the position of the components ofA in M and the fact that γ2 is nearer to
H1 than γ1 we see that index(R0)= 1. Similarly, a uniquely determined region with index
±1 can be found for each appearance of one of the pairs given in the proposition. ✷
We now prove Theorem 1.3 by way of a family of examples.
Example. Let U = ω−13 ω−11 ω2ω3ω1ω3 and consider the family of maps fZ(n), where
Z(n)= (Uω2)n−1U . Since U contains ω1ω3 and ω−13 ω−11 it follows from Proposition 4.3
that MF∂ [fZ(n)] 2n.
We claim thatN∂(fZ)= 0 which completes the proof of Theorem 1.3. Construct a model
map F for the homotopy class such that F−1(A) consists of a pair of proper arcs in H1, a
pair going from C2 to C3 in D, and 2(7n− 1) curves homotopic to ω2ω3 each meeting A
in four points. We assume that F has no fixed points on the boundary. The choice of the
word U allows for two things:
(1) F can be defined so that the only components of M \ (A ∪ F−1(A)) with nonzero
index are those described in the proof of Proposition 4.3 corresponding to ω1ω3 and
ω−13 ω
−1
1 in U . Thus, each appearance of U corresponds to two fixed points of F .
(2) The two fixed points corresponding to an appearance of U have opposite index, and
since ω2ω3 → 1, the direct path in D joining them is a Nielsen path.
From (1) and (2) one sees that each relative Nielsen class must have index zero, which
establishes the claim that N∂(fZ)= 0.
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