Large open-access data sets offer unprecedented opportunities for scientific discovery -the current global collapse of bee and frog populations are classic examples. However, we must resist the temptation to do science backwards by posing questions after, rather than before, data analysis.
Two more red flags for suspect work I suggest two more 'red flags' in addition to the six that C. Glenn Begley identifies for evaluating preclinical studies (Nature 497, 433-434; 2013) . These extend Begley's question regarding the suitability of statistical tests, and apply particularly to computational analyses of large amounts of data -such as those generated by high-throughput proteomics experiments.
The first new flag concerns the application of a multiplehypothesis correction. The large number of statistical comparisons made in highthroughput data analyses will inflate estimates of significance by increasing the probability that an individual result at a particular significance could occur by chance.
Essentially, this extends the question, "how likely is it that the difference I observe in one measurement is a chance finding?" to the populationlevel question "how likely is it that I would find this difference by chance if I were to look at a whole bunch of measurements?" An example would be to assume that the chances of finding a left-handed player on a basketball team would simply be around 10% -the chance that an individual is left-handed. The real probability would be higher because many players are being tested.
The second flag questions There is also a tendency to issue breathless press releases to accompany publication of even modest advances, and for entries in the 'future impact' section of grant application forms to be loaded with ludicrous hyperbole.
It is any wonder that trust in scientists is starting to decline (see go.nature.com/3xdcoy)? Michael Kelly University of Cambridge, UK. mjk1@cam.ac.uk Academy reform needs a reality check Government reform of the Russian Academy of Sciences is timely (Nature 499, 5-6; 2013). But it must also be realistic. Simply imposing foreign models could be costly, inefficient and have disastrous consequences for the country's scientific community.
The Russian government contends that the academy is inefficient, so we suggest an international audit of its output. The results could then be compared with those of recent, costly government initiatives to commercialize science, such as the nanotechnology firm Rusnano and the Skolkovo Innovation Center near Moscow.
The government has a poor record of agency reforms: at the defence ministry, for example, changes triggered corruption, sale of the property to private investors and degradation of the army. We propose a moratorium on changes to the academy's buildings to prevent its arbitrary closure.
The proposal to merge the academy with other minor academies in Russia, which differ in their aims and scientific potential, could result in a lower scientific status for members and an over-representation of the biomedical sciences. If the merger goes ahead, members would still need to be selected on the basis of scientific merit alone.
The Russian Foundation for Basic Research could be given a major role in funding the merged academy's research, which would be better than creating a relatively unstructured government agency.
In our view, publications and other impact-based criteria used to evaluate the productivity of individual scientists and research teams should involve the Russian and the international scientific community.
A demand for rapid innovation must be underpinned by fundamental science. 
