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A MU¨NTZ-COLLOCATION SPECTRAL METHOD FOR WEAKLY
SINGULAR VOLTERRA INTEGRAL EQUATIONS∗
DIANMING HOU1,2 YUMIN LIN2 MEJDI AZAIEZ2,3 CHUANJU XU2,3,4
Abstract. In this paper we propose and analyze a fractional Jacobi-collocation spectral method
for the second kind Volterra integral equations (VIEs) with weakly singular kernel (x− s)−µ, 0 <
µ < 1. First we develop a family of fractional Jacobi polynomials, along with basic approximation
results for some weighted projection and interpolation operators defined in suitable weighted
Sobolev spaces. Then we construct an efficient fractional Jacobi-collocation spectral method
for the VIEs using the zeros of the new developed fractional Jacobi polynomial. A detailed
convergence analysis is carried out to derive error estimates of the numerical solution in both
L∞- and weighted L2-norms. The main novelty of the paper is that the proposed method is
highly efficient for typical solutions that VIEs usually possess. Precisely, it is proved that the
exponential convergence rate can be achieved for solutions which are smooth after the variable
change x→ x1/λ for a suitable real number λ. Finally a series of numerical examples are presented
to demonstrate the efficiency of the method.
1. Introduction
Among various methods, spectral methods have proven to be one of the most efficient ap-
proaches for solving partial differential equations. The efficiency of spectral methods, however,
depends crucially on the regularity of the solution. The convergence of the spectral method is
exponential, provided that the solution of the problem is sufficiently smooth. On the other word,
the traditional spectral methods will lose high accuracy when facing problems with solutions of
limited regularity. Such problems include the second kind Volterra integral equations (VIEs),
which we consider in this paper. It has been well known that the solution of the VIEs with
weakly singular kernel is of low regularity at the boundaries of the domain.
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Volterra integral equations model evolutionary problems with memory, which can be found
in a number of disciplines, such as electromagnetic scattering, demography, viscoelastic mate-
rials, insurance mathematics, etc. They have been subject of many theoretical and numerical
investigations. In this paper we consider the following integral equation:
u(x) = g(x) +
∫ x
0
(x− s)−µK(x, s)u(s)ds, 0 < µ < 1, x ∈ I := [0, 1],
where the source function g(x) ∈ C(I), and K ∈ C(I × I) with K(x, x) 6= 0 for x ∈ I. Our aim
is to design a numerical method for this equation, which will be shown more efficient than the
existing methods in capturing the singularities of typical solutions of this kind of equations.
In fact there exists a considerable amount of numerical methods in the literature for the equa-
tion under consideration; see, e.g., [7–9, 11–14, 18, 20, 21, 26, 28, 31] and the references therein.
In the framework of high order methods for example, a Legendre-collocation method, along with
rigorous error analysis, was proposed in [29, 30] for VIEs with smooth kernel (i.e., µ = 0) and
regular source term; There have also been spectral methods [2, 3], used to approximate smooth
solutions of delay differential or integral equations with two or more vanishing delays. In [11, 12],
Chen et al. proposed and analyzed a spectral Jacobi-collocation method for VIEs under assump-
tion that the underlying solutions are sufficiently smooth. However, as demonstrated in [9], VIEs
with weakly singular kernel typically have solutions whose derivatives are unbounded at the left
end point, even when the source term g(x) is regular. Partially for this reason, the numerical
treatment of the VIEs is not simple. In particular, numerical methods based on approximations
of high order polynomials, such as spectral methods or p-version finite element methods, fail to
yield high order convergence since increasing the polynomial degree does not improve the ap-
proximation accuracy for low regular functions. Nevertheless, efforts have been made to handle
this problem in some different circumstances. Let us mention, among others, Chen and Tang
[13] for a transformation method to transform the equation into a new Volterra integral equation
defined on the standard interval [−1, 1], so that the solution of the new equation possesses better
regularity. Recently, Li, Tang, and Xu [21] have constructed a Chebyshev and Legendre pseudo-
spectral Galerkin method for weakly singular VIEs based on a new function transformation to
make the solution smooth. Allaei et al. [4] used a transformation of the independent variable for
the Volterra integral equation with weakly singular kernel, then constructed a Jacobi collocation
method for the transformed equation. It is worthwhile to emphasize that the efficiency of the
aforementioned approaches depends on specific form of the exact solution and the assumption
of sufficient smoothness of the source term. Very recently, Hou and Xu [17] proposed a general
framework using fractional polynomials for some weakly singular integro-differential equations
and fractional differential equations. They showed that the convergence rate of the fractional
spectral methods is closely related to the regularity of the transformation of the exact solution
by the variable change x → x1/λ, where λ is a suitable parameter appearing in the fractional
approximation space.
This paper aims at designing, developing, and testing a fractional Jacobi spectral method for
the weakly singular VIEs, which has the capability to capture the limited regular solution in a
more efficient way. The new method will make use of the fractional Jacobi polynomial Jα,β,λN+1 (x),
recently introduced in [16, 17] to deal with some singular problems. The advantage of the proposed
approach is that the exponential convergence can be guaranteed for solutions, which are smooth
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after the variable change x → x1/λ for suitable parameter λ. It is worth to emphasize that the
present method is different from the one proposed in [17]. Firstly, the method in [17] was for
the integral equation: ux = a1u(x) + a2 0I
µ
xu(x) + f(x), where a1 and a2 are constants, which
were assumed to satisfy some conditions in order to guarantee the well-posedness of the discrete
problem; see Theorem 4.1 in [17]. Secondly, the present method is of Collocation type while the
method in [17] was constructed under Galerkin or Petrov-Galerkin framework. It is known that
the method of Collocation type is easier to implement (usually more difficult to analyze) than
the Galerkin type.
Below are the main ingredients of the paper.
• First, one key point of the study is the new λ−polynomial space constructed as the approxi-
mation space. Some new derivatives are defined such that the fractional Jacobi polynomials can
inherit some desirable properties from classical Jacobi polynomials. We also set up the relation-
ship between the new defined derivatives and the classical ones. Then we derive the approximating
results for some projection and interpolation operators in weighted Sobolev spaces, This is the
main content of Section 2.
• In Section 3, the fractional Jacobi spectral-collocation method is constructed for weakly
singular VIEs. A rigorous convergence analysis is carried out for the proposed method and some
optimal error estimates in L∞− and L2
ωα,β,λ
−norms are derived.
• Some numerical examples are presented in Section 4 to validate the theoretical prediction.
Finally we give some concluding remarks in the last section.
2. Preliminaries
In this section, we will define the fractional Jacobi polynomials and study their fundamental
properties. Especially we will introduce some weighted projection and interpolation operators and
derive optimal error estimates for these operators in different weighted Sobolev spaces. These
results play a key role in the convergence analysis for the numerical method that we design for
the VIEs later on.
2.1. Some basic properties of fractional Jacobi polynomials. We begin by defining the
λ−polynomial space as follows:
P λn (R
+) := span
{
1, xλ, x2λ, · · · , xnλ},
where R+ = [0,+∞), 0 < λ ≤ 1.
A λ−polynomial of degree n is denoted by
pλn(x) := knx
nλ + kn−1x(n−1)λ + · · ·+ k1xλ + k0, kn 6= 0, x ∈ R+,
where
{
ki
}n
i=0
are real constants and kn is called the leading coefficient of p
λ
n. Hereafter, we simply
denote the degree of λ−polynomial pλn(x) by deg(pλn).
Let I := [0, 1] and ω(x) ∈ L1(I) be a positive weight function. A sequence of λ−polynomials{
pλn
}∞
n=0
with deg(pλn) = n is said to be orthogonal in L
2
ω(I) if
(pλn, p
λ
m)ω =
∫ 1
0
pλn(x)p
λ
m(x)ω(x)dx = γnδm,n,
4 D.M. HOU, Y.M. LIN, M. AZAIEZ, & C.J. XU
where γn = ‖pλn‖20,ω:= (pλn, pλn)ω, and δm,n is the Kronecker delta.
We define the space
P λn (I) := span
{
pλ0 , p
λ
1 , · · · , pλn
}
.
The following two lemmas can be easily proved by following the standard way to prove the
existence of the classical orthogonal polynomials; see, e.g., [27, p48-50].
Lemma 2.1. pλn+1(x) is ω(x)-weighted orthogonal to any λ−polynomial q(x) ∈ P λn (I).
Lemma 2.2. For any given positive weight function ω ∈ L1(I), there exists a unique sequence
of monic orthogonal λ−polynomials {p¯λn}∞n=0 with deg(p¯λn) = n. This unique sequence can be
obtained through the following recurrence relation
p¯λ0 = 1, p¯
λ
1 = x
λ − α0, p¯λn+1 = (xλ − αn)p¯λn − βnp¯λn−1, n ≥ 1,
where
αn =
(xλp¯λn, p¯
λ
n)ω
‖p¯λn‖20,ω
, n ≥ 0; βn =
‖p¯n‖20,ω
‖p¯λn−1‖20,ω
, n ≥ 1.
Now we turn to define the fractional Jacobi polynomials.
Definition 2.1. The fractional Jacobi polynomials of degree n are defined by
(2.1) Jα,β,λn (x) = J
α,β
n (2x
λ − 1), ∀x ∈ I,
where Jα,βn (x) denotes the Jacobi polynomial of degree n, and α, β > −1, 0 < λ ≤ 1.
When λ = 1, the polynomials {Jα,β,1n (x)}∞n=0 are called shifted Jacobi polynomials up to a
constant, which are orthogonal polynomials with the weight (1− x)αxβ.
It has been well known that the classical Jacobi polynomial Jα,βn (x) has the following repre-
sentation
Jα,βn (x) =
Γ(n+ α+ 1)
n!Γ(n+ α+ β + 1)
n∑
k=0
(
n
k
)
Γ(n+ k + α+ β + 1)
Γ(k + α+ 1)
(x− 1
2
)k
.
Consequently, we have
(2.2) Jα,β,λn (x) =
Γ(n+ α+ 1)
n!Γ(n+ α+ β + 1)
n∑
k=0
(
n
k
)
Γ(n+ k + α+ β + 1)
Γ(k + α+ 1)
(xλ − 1)k.
In order to inherit important properties from the classical Jacobi polynomials, we modify the
definition of the derivatives as follows.
Definition 2.2. The first order new derivative is defined by
D1λv(x) =
d
dxλ
v(x) =
x1−λ
λ
v′(x),
and the new defined derivative of order k, k ≥ 1 is denoted by
Dkλv(x) =
k︷ ︸︸ ︷
D1λ ·D1λ · · ·D1λ v(x),
where 0 < λ ≤ 1 and v(x) is defined on R+.
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Furthermore, the left-side (right-side) limit definitions of the new derivatives are denoted by
+D1λv(x):= lim
∆x→0+
v(x+∆x)− v(x)
(x+∆x)λ − xλ ,
−D1λv(x):= lim
∆x→0−
v(x+∆x)− v(x)
(x+∆x)λ − xλ .
D1λv(x) exists if and only if
+D1λv(x) =
−D1λv(x), and D
1
λv(x) =
+D1λv(x) =
−D1λv(x). Obviously
when λ = 1, the new defined derivatives become the classical ones.
We set two weight functions as follows:
ωα,β,λ(x) := λ(1− xλ)αx(β+1)λ−1.(2.3)
ω̂α,β,λ(x) := (1− xλ)αxβλ = λ−1x1−λωα,β,λ(x).(2.4)
Lemma 2.3 (see [16, 17]). The fractional Jacobi polynomials Jα,β,λn (x) are orthogonal with
respect to the weight function ωα,β,λ(x), α, β > −1, 0 < λ ≤ 1, i.e.,
(2.5)
∫ 1
0
ωα,β,λ(x)Jα,β,λn (x)J
α,β,λ
m (x)dx = γ̂
α,β
n δm,n,
where
γ̂α,βn =
Γ(n+ α+ 1)Γ(n + β + 1)
(2n+ α+ β + 1)n!Γ(n + α+ β + 1)
.
The special case α = 0, β = 1λ − 1 yields the Mu¨ntz Legendre polynomials, which have been
investigated in a different way in [6, 23].
Next, we shall show that the fractional Jacobi polynomials are the eigenfunctions of a singular
Sturm-Liouville operator Lα,βλ defined by
Lα,βλ v(x)= −(ω̂α,β,λ(x))−1D1λ
{
(1− xλ)α+1x(β+1)λD1λv(x)
}
.
Lemma 2.4 (see [16, 17]). The fractional Jacobi polynomials
{
Jα,β,λn
}∞
n=0
satisfy the following
singular Sturm-Liouville problem:
(2.6) Lα,βλ Jα,β,λn (x) = σα,βn Jα,β,λn (x).
That is
(2.7) −(ωα,β,λ(x))−1 d
dx
{
λ−1(1− xλ)α+1xβλ+1 d
dx
Jα,β,λn (x)
}
= σα,βn J
α,β,λ
n (x),
where σα,βn = n(n+ α+ β + 1).
Lemma 2.5. The new defined k-th order derivatives of the fractional Jacobi polynomials are
orthogonal with respect to the weight ωα+k,β+k,λ(x), i.e.,
(2.8)
∫ 1
0
ωα+k,β+k,λ(x)DkλJ
α,β,λ
n (x)D
k
λJ
α,β,λ
m (x)dx = ĥ
α,β
n,k δm,n,
where
(2.9) ĥα,βn,k =
Γ(n+ α+ 1)Γ(n + β + 1)Γ(n + k + α+ β + 1)
(2n + α+ β + 1)(n − k)!Γ2(n+ α+ β + 1) .
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Moreover, we have
DkλJ
α,β,λ
n (x) = d̂
α,β
n,kJ
α+k,β+k,λ
n−k (x),(2.10)
where
d̂α,βn,k =
Γ(n+ k + α+ β + 1)
Γ(n+ α+ β + 1)
.
Proof. We start with the case k = 1. Using integration by parts, Lemma 2.4, and the orthogonality
of
{
Jα,β,λn
}∞
n=0
, we obtain
(2.11)
∫ 1
0
ωα+1,β+1,λ(x)D1λJ
α,β,λ
n (x)D
1
λJ
α,β,λ
m (x)dx = (J
α,β,λ
n ,Lα,βλ Jα,β,λm )ωα,β,λ = σα,βn γ̂α,βn δm,n.
This means that
{
D1λJ
α,β,λ
n
}∞
n=1
are orthogonal with respect to the weight ωα+1,β+1,λ. Further-
more it follows from Lemma 2.2 that D1λJ
α,β,λ
n must be proportional to J
α+1,β+1,λ
n−1 , namely,
(2.12) D1λJ
α,β,λ
n (x) = d̂
α,β
n,1J
α+1,β+1,λ
n−1 (x),
where d̂α,βn,1 is a constant.
In virtue of (2.2), the leading coefficient of Jα,β,λn is k
α,β
n =
Γ(2n+ α+ β + 1)
n!Γ(n+ α+ β + 1)
. Thus comparing
the leading coefficients on both sides of (2.12) gives:
d̂α,βn,1 =
nkα,βn
kα+1,β+1n−1
= n+ α+ β + 1.
This proves (2.10) for k = 1. Applying (2.12) recursively, we obtain
DkλJ
α,β,λ
n = d̂
α,β
n,kJ
α+k,β+k,λ
n−k (x),
where
d̂α,βn,k =
Γ(n+ k + α+ β + 1)
Γ(n+ α+ β + 1)
.
This proves (2.10) for all k ≥ 1. Finally, using Lemma 2.3 gives∫ 1
0
ωα+k,β+k,λ(x)DkλJ
α,β,λ
n (x)D
k
λJ
α,β,λ
m (x)dx = ĥ
α,β
n,k δm,n,
where
ĥα,βn,k = (d̂
α,β
n,k )
2γ̂α+k,β+kn−k =
Γ(n+ α+ 1)Γ(n+ β + 1)Γ(n+ k + α+ β + 1)
(2n + α+ β + 1)(n − k)!Γ2(n+ α+ β + 1) , n ≥ k.
The proof is completed. 
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2.2. L2
ωα,β,λ
(I)-orthogonal projector with α, β > −1. Let πN,ωα,β,λ : L2ωα,β,λ(I) → P λN (I) be
the L2
ωα,β,λ
-orthogonal projection operator defined by: for all v ∈ L2
ωα,β,λ
(I), πN,ωα,β,λv ∈ P λN (I)
such that
(v − πN,ωα,β,λv, vN )ωα,β,λ = 0, ∀vN ∈ P λN (I).
Equivalently, πN,ωα,β,λ can be characterized by:
πN,ωα,β,λv(x) =
N∑
n=0
vˆα,βn J
α,β,λ
n (x),(2.13)
where Jα,β,λn (x) are the fractional Jacobi polynomials defined in (2.1), and
vˆα,βn =
(v, Jα,β,λn )ωα,β,λ
‖Jα,β,λn ‖20,ωα,β,λ
.
Immediately, we have
‖v − πN,ωα,β,λv‖0,ωα,β,λ = inf
vN∈PλN (I)
‖v − vN‖0,ωα,β,λ .
To measure the truncation error, we introduce the non-uniformly fractional Jacobi-weighted
Sobolev space:
Bm,λα,β (I) :=
{
v : Dkλv ∈ L2ωα+k,β+k,λ(I), 0 ≤ k ≤ m
}
, m ∈ N,
equipped with the inner product, norm, and semi-norm as follows:
(u, v)
Bm,λα,β
=
m∑
k=0
(Dkλu,D
k
λv)ωα+k,β+k,λ, ‖v‖Bm,λα,β = (v, v)
1/2
Bm,λα,β
, |v|
Bm,λα,β
= ‖Dmλ v‖0,ωα+m,β+m,λ .
The special case λ = 1 gives the classical non-uniformly Jacobi-weighted Sobolev space:
Bm,1α,β (I) :=
{
v : ∂kxv ∈ L2ωα+k,β+k,1(I), 0 ≤ k ≤ m
}
, m ∈ N
The functions in Bm,λα,β (I) and the ones in B
m,1
α,β (I) are linked through the following lemma.
Lemma 2.6. A function v belongs to Bm,λα,β (I) if and only if v(x
1/λ) belongs to Bm,1α,β (I).
Proof. Using the variable change x = t1/λ, we have
(2.14)
‖Dkλv‖20,ωα+k,β+k,λ=
∫ 1
0
λ(1− xλ)α+kx(β+k+1)λ−1(Dkλv)2dx
=
∫ 1
0
(1− t)α+ktβ+k(∂kt {v(t1/λ)})2dt
= ‖∂kx
{
v(x1/λ)
}‖2
0,ωα+k,β+k,1
, 0 ≤ k ≤ m.
This proves the desired result. 
Proposition 2.1. The orthogonal projector πN,ωα,β,λ admits the following error estimate: for
any v(x
1
λ ) ∈ Bm,1α,β (I), and 0 ≤ l ≤ m ≤ N + 1,
(2.15) ‖Dlλ(v − πN,ωα,β,λv)‖0,ωα+l,β+l,λ ≤ c
√
(N −m+ 1)!
(N − l + 1)! N
(l−m)/2‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
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For a fixed m, the above estimate can be simplified as
(2.16) ‖Dlλ(v − πN,ωα,β,λv)‖0,ωα+l,β+l,λ ≤ cN l−m‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 ,
where c ≈ 1 for N ≫ 1. In particular, for l = 0, 1, we have
(2.17) ‖v − πN,ωα,β,λv‖0,ωα,β,λ ≤ cN−m‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 ,
(2.18) ‖∂x(v − πN,ωα,β,λv)‖0,ω˜α,β,λ ≤ cN1−m‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 ,
where ω˜α,β,λ = λ−1(1− xλ)α+1xβλ+1.
Proof. For v(x
1
λ ) ∈ Bm,1α,β (I), Lemma 2.6 gives v(x) ∈ Bm,λα,β (I). Thanks to (2.13) and the orthog-
onality (2.8), we have
‖Dlλ(v − πN,ωα,β,λv)‖20,ωα+l,β+l,λ =
∞∑
n=N+1
hˆα,βn,l |vˆα,βn |2 =
∞∑
n=N+1
hˆα,βn,l
hˆα,βn,m
hˆα,βn,m|vˆα,βn |2.
Further estimation on the right hand side term gives
(2.19)
‖Dlλ(v − πN,ωα,β,λv)‖20,ωα+l,β+l,λ ≤ maxn≥N+1
{ hˆα,βn,l
hˆα,βn,m
} ∞∑
n=0
hˆα,βn,m|vˆα,βn |2 ≤
hˆα,βN+1,l
hˆα,βN+1,m
‖Dmλ v‖20,ωα+m,β+m,λ .
In virtue of (2.9), we find that for 0 ≤ l ≤ m ≤ N + 1,
(2.20)
hˆα,βN+1,l
hˆα,βN+1,m
=
Γ(N + α+ β + l + 2)
Γ(N + α+ β +m+ 2)
(N −m+ 1)!
(N − l + 1)!
=
1
(N + α+ β + l + 2)(N + α+ β + l + 3) · · · (N + α+ β + 1 +m)
(N −m+ 1)!
(N − l + 1)!
≤ N l−m (N −m+ 1)!
(N − l + 1)! ,
where we have used the facts: α+β+2 > 0. Then the estimate (2.15) follows from (2.19), (2.20),
and (2.14).
Next, we prove (2.16). Recall the property of the Gamma function (see [1, (6.1.38)]):
Γ(x+ 1) =
√
2πxx+1/2 exp
(− x+ θ
12x
)
, ∀x > 0, 0 < θ < 1.
Moreover it can be shown that for any constant a, b ∈ R, n+a > 1 and n+ b > 1 (see [32, Lemma
2.1],[10]),
Γ(n+ a)
Γ(n+ b)
≤ νa,bn na−b,
where
νa,bn = exp
( a− b
2(n + b− 1) +
1
12(n + a− 1) +
(a− 1)(b− 1)
n
)
.
Hence, we obtain
(2.21)
(N −m+ 1)!
(N − l + 1)! =
Γ(N −m+ 2)
Γ(N − l + 2) ≤ ν
2−m,2−l
N N
l−m,
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where ν2−m,2−lN ≈ 1 for fixed m and N ≫ 1.
Combining (2.15) and (2.21) gives (2.16). Furthermore, using (2.16) and the definition of D1λ we
obtain (2.17) and (2.18). 
2.3. Iα,βN,λ-interpolation on fractional Jacobi-Gauss-type points with α, β > −1. Let
hα,βj,λ (x) be the generalized Lagrange basis function:
(2.22) hα,βj,λ (x) =
N∏
i=0,i 6=j
xλ − xλi
xλj − xλi
, 0 ≤ j ≤ N,
where x0 < x1 < · · · < xN−1 < xN are zeros in I of Jα,β,λN+1 (x). It is clear that the functions
hα,βj,λ (x) satisfy
hα,βj,λ (xi) = δij.
Let z(x) = xλ. Then zi := z(xi) = x
λ
i , 0 ≤ i ≤ N , are zeros of Jα,β,1N+1 (x), and
(2.23) hα,βj,λ (x) = h
α,β
j,1 (z) :=
N∏
i=0,i 6=j
z − zi
zj − zi , 0 ≤ j ≤ N.
We define the generalized interpolation operator Iα,βN,λ by
Iα,βN,λv(x) =
N∑
j=0
v(xj)h
α,β
j,λ (x).
Then
(2.24) Iα,βN,λv(x) =
N∑
j=0
v(z
1/λ
j )h
α,β
j,1 (z) = I
α,β
N,1v(z
1/λ), z = xλ.
Lemma 2.7 (Case λ = 1, [27] Lemma 3.8). The interpolation operator Iα,βN,1 satisfies following
stability estimate: for any v ∈ B1,1α,β(I),
‖Iα,βN,1v‖0,ωα,β,1 ≤ c
(‖v‖0,ωα,β,1 +N−1‖∂xv‖0,ωα+1,β+1,1).
Proposition 2.2. For any v(x
1
λ ) ∈ B1,1α,β(I), we have
(2.25) ‖Iα,βN,λv‖0,ωα,β,λ ≤ c
(‖v‖0,ωα,β,λ +N−1‖D1λv‖0,ωα+1,β+1,λ).
Proof. Making the variable change z = xλ in the definition of Iα,βN,λv(x), we get
(2.26)
‖Iα,βN,λv‖20,ωα,β,λ=
∫ 1
0
[ N∑
i=0
v(xi)h
α,β
i,1 (x
λ)
]2
λ(1− xλ)αx(β+1)λ−1dx
=
∫ 1
0
[ N∑
i=0
v(z
1/λ
i )h
α,β
i,1 (x
λ)
]2
λ(1− xλ)αx(β+1)λ−1dx
=
∫ 1
0
[ N∑
i=0
v(z
1/λ
i )h
α,β
i,1 (z)
]2
(1− z)αzβdz
= ‖Iα,βN,1v(z1/λ)‖20,ωα,β,1 .
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Then it follows from Lemma 2.7 and (2.26)
(2.27)
‖Iα,βN,λv(x)‖0,ωα,β,λ = ‖Iα,βN,1v(x1/λ)‖0,ωα,β,1 ≤ c(‖v(x
1
λ )‖0,ωα,β,1 +N−1‖∂xv(x
1
λ )‖0,ωα+1,β+1,1).
The desired result (2.25) follows from combining (2.27) and (2.14). 
We will also need some inverse inequalities for the λ−polynomials, which are given in the
following proposition.
Proposition 2.3. For any φ ∈ P λN (I), we have
(2.28) ‖∂xφ‖0,ω˜α,β,λ ≤
√
σα,βN ‖φ‖0,ωα,β,λ ,
and
(2.29) ‖Dkλφ‖0,ωα+k,β+k,λ ≤ cNk‖φ‖0,ωα,β,λ , k ≥ 1,
where σα,βN is defined in (2.7) and c ≈ 1 for fixed k and N ≫ 1.
Proof. For any φ ∈ P λN (I), we express it under the form
(2.30) φ(x) =
N∑
i=0
φˆα,βi J
α,β,λ
i (x), with φˆ
α,β
i =
(φ, Jα,β,λi )ωα,β,λ
γˆα,βi
,
where γˆα,βi was defined in (2.5). Then we deduce from the orthogonality of {Jα,β,λi (x)}Ni=0
‖φ‖20,ωα,β,λ =
N∑
i=0
γˆα,βi |φˆα,βi |2.
Applying the differential operator D1λ to the both sides of (2.30), and using the orthogonality
(2.11), we get
‖D1λφ‖20,ωα+1,β+1,λ = ‖∂xφ‖20,ω˜α,β,λ =
N∑
i=0
σα,βi γˆ
α,β
i |φˆα,βi |2 ≤ σα,βN
N∑
i=0
γˆα,βi |φˆα,βi |2 ≤ σα,βN ‖φ‖20,ωα,β,λ .
This results in (2.28).
Applying the operators D1λ k times to (2.30) and using (2.8), we obtain
(2.31)
‖Dkλφ‖20,ωα+k,β+k,λ=
N∑
n=k
hˆα,βn,k |φˆα,βn |2 =
N∑
n=k
Γ(n+ k + α+ β + 1)n!
Γ(n+ α+ β + 1)(n − k)! γˆ
α,β
n |φˆα,βn |2
≤ Γ(N + k + α+ β + 1)N !
Γ(N + α+ β + 1)(N − k)!
N∑
n=k
γˆα,βn |φˆα,βn |2
≤ Γ(N + k + α+ β + 1)N !
Γ(N + α+ β + 1)(N − k)!‖φ‖
2
0,ωα,β,λ .
Similar to the discussion for (2.21), we have
(2.32)
Γ(N + k + α+ β + 1)N !
Γ(N + α+ β + 1)(N − k)! ≤ ν
k+α+β+1,α+β+1
N ν
1,1−k
N N
2k,
where νk+α+β+1,α+β+1N ν
1,1−k
N ≈ 1 for fixed k and N ≫ 1.
Then the inequality (2.29) follows from combining (2.31) and (2.32). 
FRACTIONAL JACOBI SPECTRAL METHODS FOR SINGULAR VIES 11
We now present the error estimation for the fractional Jacobi-Gauss interpolation operator
based on the roots of Jα,β,λN+1 (x).
Proposition 2.4. It holds for any v(x1/λ) ∈ Bm,1α,β (I),m ≥ 1, and any 0 ≤ l ≤ m ≤ N + 1,
‖Dlλ
(
v − Iα,βN,λv
)‖0,ωα+l,β+l,λ ≤ c
√
(N −m+ 1)!
N !
N l−(m+1)/2‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
If m is fixed, then the above estimate can be simplified as
(2.33) ‖Dlλ
(
v − Iα,βN,λv
)‖0,ωα+l,β+l,λ ≤ cN l−m‖∂mx {v(x 1λ )}‖0,ωα+m,β+m,1 ,
where c ≈ 1 for N ≫ 1. In particular, for l = 0, 1 we have
(2.34) ‖v − Iα,βN,λv‖0,ωα,β,λ ≤ cN−m‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 ,
(2.35) ‖∂x(v − Iα,βN,λv)‖0,ω˜α,β,λ ≤ cN1−m‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
Proof. From (2.15) and Proposition 2.2, we deduce
(2.36)
‖Iα,βN,λv − πN,ωα,β,λv‖0,ωα,β,λ = ‖Iα,βN,λ(v − πN,ωα,β,λv)‖0,ωα,β,λ
≤ c(‖v(x)− πN,ωα,β,λv(x)‖0,ωα,β,λ +N−1‖D1λ{v(x)− πN,ωα,β,λv(x)}‖0,ωα+1,β+1,λ)
≤ c
√
(N −m+ 1)!
N !
N−(m+1)/2‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
Furthermore, using the inverse inequality (2.29), we obtain
‖Dlλ
(
Iα,βN,λv − πN,ωα,β,λv
)‖0,ωα+l,β+l,λ ≤ cN l‖Iα,βN,λv − πN,ωα,β,λv‖0,ωα,β,λ
≤ c
√
(N −m+ 1)!
N !
N l−(m+1)/2‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
The above inequality, together with the triangle inequality and (2.15) gives
‖Dlλ
(
v − Iα,βN,λv
)‖0,ωα+l,β+l,λ≤ ‖Dlλ(v − πN,ωα,β,λv)‖0,ωα+l,β+l,λ
+‖Dlλ
(
πN,ωα,β,λu− Iα,βN,λv
)‖0,ωα+l,β+l,λ
≤ c
√
(N −m+ 1)!
N !
N l−(m+1)/2‖∂mx
{
v(x
1
λ )
}‖0,ωα+m,β+m,1 .
This proves the first estimate. In case m is fixed, the estimates (2.33)-(2.35) can be derived in a
similar way as in Proposition 2.1. The proof is completed. 
Lemma 2.8 (Weighted Sobolev inequality). For all v(x) ∈ B1,λα,β(I), v(ξ) = 0 for some ξ ∈
[0, 1], and any −1 < α, β < −12 , it holds
(2.37) ‖v‖∞ ≤
√
2‖v‖1/2
0,ωα,β,λ
‖∂xv‖1/20,ω˜α,β,λ .
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Proof. Using the Cauchy-Schwarz inequality, we have, for all x ∈ [ξ, 1],
(2.38)
v2(x)=
∫ x
ξ
dv2(x) =
∫ x
ξ
2v(x)∂xv(x)dx ≤ 2
∫ 1
ξ
|v∂xv|dx
= 2
∫ 1
ξ
λ1/2(1− xλ)α2 x (β+1)λ−12 |v|
[
λ−1/2(1− xλ)−α2 x− (β+1)λ−12 |∂xv|
]
dx
≤ 2‖v‖0,ωα,β,λ
[ ∫ 1
0
λ−1(1− xλ)−αx−(β+1)λ+1(∂xv)2dx
]1/2
.
The condition −1 < α, β < −1
2
guarantees that it holds for any x ∈ I,
(2.39) λ−1(1− xλ)−αx−(β+1)λ+1 ≤ λ−1(1− xλ)α+1xβλ+1 = ω˜α,β,λ(x).
Bringing (2.39) into (2.38) gives
(2.40) max
x∈[ξ,1]
|v| ≤
√
2‖v‖1/2
0,ωα,β,λ
‖∂xv‖1/20,ω˜α,β,λ .
In a similar way we can prove
(2.41) max
x∈[0,ξ]
|v| ≤
√
2‖v‖1/2
0,ωα,β,λ
‖∂xv‖1/20,ω˜α,β,λ .
This completes the proof. 
Proposition 2.5 (Interpolation error in L∞−norm). If −1 < α, β ≤ −1
2
, we have
‖v − Iα,βN,λv‖∞ ≤ cN1/2−m‖∂mx v(x1/λ)‖0,ωα+m,β+m,1 , ∀v(x1/λ) ∈ Bm,1α,β (I), m ≥ 1.
Proof. Obviously if v(x1/λ) ∈ Bm,1α,β (I),m ≥ 1, then v(x) ∈ B1,λα,β(I). By definition, the function
v(x)−Iα,βN,λv(x) vanishes at all the roots of Jα,β,λN+1 (x). Thus we can use Lemma 2.8 and Proposition
2.4 to conclude
‖v − Iα,βN,λv‖∞≤
√
2‖v − Iα,βN,λv‖1/20,ωα,β,λ‖∂x(v − I
α,β,
N,λ v)‖1/20,ω˜α,β,λ
≤ cN1/2−m‖∂mx v(x1/λ)‖0,ωα+m,β+m,1 .
This proves the proposition. 
We use the Jacobi Gauss points to define the discrete inner product: for any u, v ∈ C(I¯),
(u, v)N,ωα,β,1 =
N∑
i=0
u(zi)v(zi)ωi,
where {zi}Ni=0 are the zeros of the shifted Jacobi polynomial Jα,β,1N+1 (x) and {ωi}Ni=0 are the corre-
sponding weights.
Lemma 2.9 ([5, 27]). For all v ∈ Bm,1α,β (I),m ≥ 1 and all φ ∈ P 1N (I), we have
|(v, φ)ωα,β,1 − (v, φ)N,ωα,β,1 | ≤ cN−m‖∂mx v‖0,ωα+m,β+m,1‖φ‖0,ωα,β,1 .
The following result, which can be found in [22], concerns the Lebesgue constant of the Lagrange
interpolation polynomials associated with the zeros of shifted Jacobi polynomials.
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Lemma 2.10. Let {hα,βj,1 (x)}Nj=0 be the Lagrange interpolation polynomials associated with the
Gauss points of the shifted Jacobi polynomial Jα,β,1N+1 (x). Then
‖Iα,βN,1‖∞ := maxx∈I
N∑
j=0
|hα,βj,1 (x)| =
{
O(logN), −1 < α, β ≤ −12 ,
O(Nγ+
1
2 ), γ = max(α, β), otherwise.
The above classical results can be readily extended to the generalized Lagrange interpolation
polynomials associated with the zeros of fractional Jacobi polynomials, which is given in the
following lemma.
Lemma 2.11. Let {hα,βj,λ (x)}Nj=0 be the generalized Lagrange interpolation basis functions as-
sociated with the Gauss points of the fractional Jacobi polynomial Jα,β,λN+1 (x). Then
‖Iα,βN,λ‖∞ := maxx∈I
N∑
j=0
|hα,βj,λ (x)| =
{
O(logN), −1 < α, β ≤ −12 ,
O(Nγ+
1
2 ), γ = max(α, β), otherwise.
From now on, for r ≥ 0 and κ ∈ [0, 1], Cr,κ(I) will denote the space of functions whose r−th
derivatives are Ho¨lder continuous with exponent κ, endowed with the usual norm:
‖v‖r,κ = max
0≤i≤r
max
x∈I
|∂ixv(x)| + max
0≤i≤r
sup
x,y∈I,x 6=y
|∂ixv(x)− ∂ixv(y)|
|x− y|κ .
When κ = 0, Cr,0(I) denotes the space of functions with r continuous derivatives on I, which is
also commonly denoted by Cr(I), endowed with the norm ‖ · ‖r.
A well-known result from Ragozin [24, 25] will be useful, which states that, for non-negative
integer r and real number κ ∈ (0, 1), there exists a linear operator TN from Cr,κ(I) into P 1N (I),
such that
(2.42) ‖v − TNv‖∞ ≤ Cr,κN−(r+κ)‖v‖r,κ, v ∈ Cr,κ(I),
where Cr,κ is a constant which may depend on r and κ.
We further define the linear, weakly singular integral operator K:
(2.43)
(Kv)(x) = ∫ x
0
(x− s)−µK(x, s)v(s)ds,
where K ∈ C(I × I) with K(x, x) 6= 0 for x ∈ I. We will prove that K is a compact operator
from C(I) to C0,κ(I) for any 0 < κ < 1− µ.
Lemma 2.12. For any function v ∈ C(I), K ∈ C(I × I), and K(·, s) ∈ C0,κ(I) with 0 < κ <
1− µ, we have
(2.44)
|(Kv)(x)− (Kv)(y)|
|x− y|κ ≤ cmaxx∈I |v(x)|, ∀x, y ∈ I, x 6= y.
This implies that
‖Kv‖0,κ ≤ c‖v‖∞, 0 < κ < 1− µ.
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Proof. Without loss of generality, assume 0 ≤ y < x ≤ 1. We have
|(Kv)(x)− (Kv)(y)|
|x− y|κ = (x− y)
−κ
∣∣∣ ∫ y
0
(y − s)−µK(y, s)v(s)ds −
∫ x
0
(x− s)−µK(x, s)v(s)ds
∣∣∣
≤M1 +M2,
where
M1 = (x− y)−κ
∫ y
0
|(y − s)−µK(y, s)− (x− s)−µK(x, s)||v(s)|ds,
M2 = (x− y)−κ
∫ x
y
(x− s)−µ|K(x, s)||v(s)|ds.
For M1, we use the triangle inequality to deduce
(2.45) M1 ≤M (1) +M (2),
where
M (1) = (x− y)−κ
∫ y
0
|(y − s)−µ − (x− s)−µ||K(y, s)||v(s)|ds,
M (2) = (x− y)−κ
∫ y
0
(x− s)−µ|K(y, s)−K(x, s)||v(s)|ds.
M (1) and M (2) can be bounded respectively by
M (1)≤ c‖v‖∞(x− y)−κ
[ ∫ y
0
(y − s)−µds−
∫ x
0
(x− s)−µds+
∫ x
y
(x− s)−µds
]
≤ c‖v‖∞(x− y)−κ
[
y1−µ
∫ 1
0
(1− τ)−µdτ − x1−µ
∫ 1
0
(1− τ)−µdτ
+(x− y)1−µ
∫ 1
0
(1− τ)−µdτ
]
≤ cB(1− µ, 1)(x − y)1−µ−κ‖v‖∞ ≤ c‖v‖∞,
M (2)=
∫ y
0
(x− s)−µ |K(y, s)−K(x, s)|
(x− y)κ |v(s)|ds
≤ cmax
s∈I
‖K(·, s)‖0,κ‖v‖∞
∫ x
0
(x− s)−µds
≤ c‖v‖∞B(1− µ, 1)x1−µ ≤ c‖v‖∞,
For M2, we have
M2 ≤ c‖v‖∞(x− y)−κ
∫ x
y
(x− s)−µds ≤ c‖v‖∞(x− y)1−µ−κ
∫ 1
0
(1− τ)−µdτ ≤ c‖v‖∞.
Gathering all these estimates thus gives (2.44). 
We can also prove the following result.
Lemma 2.13. For any function v(x) ∈ C(I), K ∈ C(I × I), and K(·, s) ∈ C0,κ(I) with
0 < κ < 1− µ, there exists a positive constant c such that
(2.46)
|(Kv)(x1/λ)− (Kv)(y1/λ)|
|x− y|κ ≤ cmaxx∈I |v(x)|, ∀x, y ∈ I, x 6= y.
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Thus
‖(Kv)(x 1λ )‖0,κ ≤ c‖v‖∞.
Proof. It follows from (2.44) that
(2.47)
|(Kv)(x1/λ)− (Kv)(y1/λ)|
|x1/λ − y1/λ|κ ≤ cmaxx∈I |v(x)|, ∀x, y ∈ I, x 6= y.
Noticing that, for any x, y ∈ I, x 6= y, 0 < λ ≤ 1, we have
|x 1λ − y 1λ |κ ∼ O(|x− y|κ), or |x 1λ − y 1λ |κ ∼ o(|x− y|κ).
Thus we obtain
(2.48)
|(Kv)(x1/λ)− (Kv)(y1/λ)|
|x− y|κ ≤ c
|(Kv)(x1/λ)− (Kv)(y1/λ)|
|x1/λ − y1/λ|κ .
Combining with (2.47) and (2.48) gives (2.46). Thus we complete the proof. 
3. Fractional Jacobi Spectral-Collocation Method and Convergence Analysis
This section is devoted to developing and analyzing an efficient method for the following equa-
tion: 0 < µ < 1,
(3.1) u(x) = g(x) +
(Ku)(x), x ∈ I := [0, 1],
where K(·) is the weakly singular integral operator defined in (2.43), g(x) ∈ C(I), K ∈ C(I ×
I),K(x, x) 6= 0 for x ∈ I.
3.1. Fractional Jacobi Spectral-Collocation Method for VIEs. We consider the fractional
Jacobi spectral-collocation method as follows: find fractional polynomial uλN ∈ P λN (I), such that
uλN (xi) = g(xi) +
(KuλN)(xi), 0 ≤ i ≤ N,
where the collocation points {xi}Ni=0 are roots of Jα,β,λN+1 (x).
Since the exact evaluation of
(Kϕ)(xi) is not realizable in pratical cases, we need to find an
efficient way to approximate this term for all points {xi}Ni=0 without losing the high order accuracy
of the scheme. For a given collocation point xi, we rewrite the integral term by using the variable
change s = τi(θ) := xiθ
1
λ :(Kϕ)(xi)= ∫ xi
0
(xi − s)−µK(xi, s)ϕ(s)ds
=
x1−µi
λ
∫ 1
0
(1− θ 1λ )−µθ 1λ−1K(xi, τi(θ))ϕ(τi(θ))dθ.
=
x1−µi
λ
∫ 1
0
(1− θ)−µθ1/λ−1
(1− θ1/λ
1− θ
)−µ
K(xi, τi(θ))ϕ(τi(θ))dθ
=
x1−µi
λ
((1− θ1/λ
1− θ
)−µ
K(xi, τi(θ)), ϕ(τi(θ))
)
ω−µ,1/λ−1,1
.
Let
K¯(xi, τi(θ)) =
x1−µi
λ
(1− θ1/λ
1− θ
)−µ
K(xi, τi(θ)).(3.2)
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Then (Kϕ)(xi) = (K¯(xi, τi(θ)), ϕ(τi(θ)))ω−µ,1/λ−1,1 .
We choose to approximate the integral (K¯(xi, τi(θ)), ϕ(τi(θ)))ω−µ,1/λ−1,1 by the numerical quan-
drature (K¯(xi, τi(θ)), ϕ(τi(θ)))N,ω−µ,1/λ−1,1 , which is defined by
(3.3) (K¯(xi, τi(θ)), ϕ(τi(θ)))N,ω−µ,1/λ−1,1 :=
N∑
j=0
K¯(xi, τi(θj))ϕ(τi(θj))ωj ,
where {θj}Nj=0 are the zeros of J−µ,1/λ−1,1N+1 (θ) and {ωj}Nj=0 are the corresponding weights. For the
sake of simplification, we will denote(KNϕ)(x) := (K¯(x, τi(θ)), ϕ(τi(θ)))N,ω−µ,1/λ−1,1 .(3.4)
This leads us to consider the following discrete problem: find uλN (x) :=
∑N
i=0 uih
α,β
i,λ (x) ∈ P λN (I),
such that
(3.5) uλN (xi) = g(xi) +
(KNuλN)(xi), 0 ≤ i ≤ N,
where {hα,βi,λ }Ni=0 are the fractional Lagrange polynomials defined in (2.22).
3.2. Convergence analysis. The purpose of this subsection is to analyze the discrete problem
(3.5) and derive error estimates for the discrete solution. First we derive the error estimate in
the L∞−norm.
Theorem 3.1. Let u(x) be the exact solution to the Volterra integral equation (3.1) and uλN (x)
is the numerical solution of the fractional Jacobi spectral-collocation problem (3.5). Assume 0 <
µ < 1,−1 < α, β ≤ −12 , K(x, s) ∈ Cm(I, I) and u(x
1
λ ) ∈ Bm,1α,β (I),m ≥ 1. Then we have
(3.6) ‖u− uλN‖∞ ≤ cN
1
2
−m(‖∂mx u(x
1
λ )‖0,ωα+m,β+m,1 +N−
1
2 logNK∗‖u‖∞).
where
(3.7) K∗ = max
0≤i≤N
‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1 .
Proof. Let e(x) = u(x)−uλN (x) be the error function. Subtracting (3.5) from (3.1) gives the error
equation:
(3.8) ei =
(Ke)(xi) + qi, 0 ≤ i ≤ N,
where ei = u(xi)− ui, and qi is the quadrature error term
qi=
(KuλN)(xi)− (KNuλN)(xi)
= (K¯(xi, τi(θ)), u
λ
N (τi(θ)))ω−µ,1/λ−1,1 − (K¯(xi, τi(θ)), uλN (τi(θ)))N,ω−µ,1/λ−1,1 ,
which can be bounded by using Lemma 2.9
(3.9) |qi| ≤ cN−m‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1‖uλN (τi(·))‖0,ω−µ,1/λ−1,1 .
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Multiplying both sides of (3.8) by hα,βi,λ (x) and summing up the resulting equation from i = 0 to
i = N gives
(3.10) Iα,βN,λu(x)− uλN (x) = Iα,βN,λ
(Ke)(x) + N∑
i=0
qih
α,β
i,λ (x).
Rearranging this equation leads to
(3.11) e(x) =
(Ke)(x) + I1 + I2 + I3,
where
(3.12) I1 = u(x)− Iα,βN,λu(x), I2 =
N∑
i=0
qih
α,β
i,λ (x), I3 = I
α,β
N,λ
(Ke)(x)− (Ke)(x),
which correspond respectively the interpolation error, numerical quadrature error, and the inter-
polation error for the integral operator K. Using Gronwall lemma gives
(3.13)
|e|≤ |I1 + I2 + I3|+K0
∫ x
0
(x− s)−µ|e(s)|ds
≤ |I1 + I2 + I3|+K0
∫ x
0
(x− s)−µ|I1 + I2 + I3| exp
(
K0
∫ x
s
(x− τ)−µdτ
)
ds
≤ |I1 + I2 + I3|+K0 exp
(
K0
∫ x
0
(x− τ)−µdτ
) ∫ x
0
(x− s)−µ|I1 + I2 + I3|ds
≤ |I1 + I2 + I3|+K0 exp
(
K0/(1− µ)
) ∫ x
0
(x− s)−µ|I1 + I2 + I3|ds.
where K0 = max
0≤s<x≤1
|K(x, s)|. We then obtain
(3.14) ‖e‖∞ ≤ c(‖I1‖∞ + ‖I2‖∞ + ‖I3‖∞),
where c = 1 +
(
K0/(1− µ)
)
exp(K0/(1 − µ)
)
. Now we bound the right hand side term by term.
For the first term, it follows from Proposition 2.5:
‖I1‖∞ ≤ cN
1
2
−m‖∂mx u(x
1
λ )‖0,ωα+m,β+m,λ .(3.15)
For I2, we deduce from (3.9)
(3.16)
max
0≤i≤N
|qi|≤ cN−m max
0≤i≤N
‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1 max
0≤i≤N
‖uλN (τi(·))‖0,ω−µ,1/λ−1,1
≤ cN−m max
0≤i≤N
‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1‖uλN‖∞
≤ cN−m max
0≤i≤N
‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1 (‖e‖∞ + ‖u‖∞).
This, together with Lemma 2.11, gives
(3.17)
‖I2‖∞≤ ‖
N∑
i=0
qih
α,β
i,1 (x
λ)‖∞ ≤ c max
0≤i≤N
|qi|max
x∈I
N∑
i=0
|hα,βi,1 (xλ)|
≤ cN−m logN max
0≤i≤N
‖∂mθ K¯(xi, τi(·))‖0,ωm−µ,m+1/λ−1,1 (‖e‖∞ + ‖u‖∞).
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It remains to estimate the third term I3. It follows from (2.24), Lemma 2.13, Lemma 2.11, and
(2.42) that
(3.18)
‖I3‖∞= max
x∈I
|Iα,βN,λ
(Ke)(x)− (Ke)(x)| = max
z1/λ=x∈I
|Iα,βN,1
(Ke)(z1/λ)− (Ke)(z1/λ)|
= ‖(Iα,βN,1 − I)
(Ke)(z1/λ)‖∞
= ‖(Iα,βN,1 − I)
[(Ke)(z1/λ)− TN(Ke)(z1/λ)]‖∞
≤ (‖Iα,βN,1‖∞ + 1)‖
(Ke)(z1/λ)− TN(Ke)(z1/λ)‖∞
≤ cN−κ logN‖e‖∞, 0 < κ < 1− µ.
The desired result then follows from bringing the estimates (3.15), (3.17), and (3.18) into (3.14).
This completes the proof. 
Remark 3.1. Note that the error estimate (3.6) involves the quantity K∗ defined in (3.7). The
boundedness of this quantity depends on the regularity of the function K¯, which is a transformation
of K through (3.2). Thus it is important to observe that if we set λ = 1/p with p being a positive
integer, then under the initial regularity assumption on K(x, s), i.e., K(x, s) ∈ Cm(I, I), we
have for all xi ∈ I, h(θ) := K(xi, xiθ1/λ) = K(xi, xiθp) ∈ Cm(I). Furthermore, noticing that(1− θ1/λ
1− θ
)−µ
∈ C∞(I), we then have K¯(xi, τi(θ)) ∈ Cm(I). This guarantees the boundedness of
K∗ in (3.7). It is also notable that the constant c in front of the estimate (3.14) for ‖u− uλN‖∞
will blow up when µ→ 1. We have tried but unfortunately found no way to improve the estimate
given in the proof of Theorem 3.1. Possible improvement for this constant certainly requires new
estimation technique, and is worth further investigation.
To derive the error estimate in the weighted L2−norm, we will make use of the following
generalized Hardy’s inequality with weights (see [15, 19]).
Lemma 3.1. For all measurable function f ≥ 0, weight functions u and v, 1 < p ≤ q < ∞,
−∞ ≤ a < b ≤ ∞, the following generalized Hardy’s inequality holds( ∫ b
a
|(Tf)(x)|qu(x)dx
)1/q
≤ c
( ∫ b
a
|f(x)|pv(x)dx
)1/p
if and only if
sup
a<x<b
( ∫ b
x
u(t)dt
)1/q(∫ x
a
v1−p
′
(t)dt
)1/p′
<∞, p′ = p
p− 1 ,
where T is an operator of the form
(Tf)(x) =
∫ x
a
ρ(x, s)f(s)ds
with ρ(x, s) being a given kernel.
From Lemma 4.2 in [11] and (2.26), we have the following weighted mean convergence result
for the fractional interpolation operator Iα,βN,λ.
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Lemma 3.2. For any bounded function v(x) defined on I, there exists a constant c independent
of v such that
sup
N
‖Iα,βN,λv‖ωα,β,λ ≤ c‖v‖∞.
Theorem 3.2. Let u(x) be the exact solution to (3.1), uλN (x) is the solution of discrete problem
(3.5). If 0 < µ < 1,−1 < α, β ≤ −12 , K(x, s) ∈ Cm(I, I), and u(x
1
λ ) ∈ Bm,1α,β (I),m ≥ 1, then we
have
(3.19) ‖u−uλN‖0,ωα,β,λ ≤ cN−m
[
(1+N
1
2
−κ)‖∂mx u(x
1
λ )‖0,ωα+m,β+m,1 +K∗‖u‖∞
]
, 0 < κ < 1−µ,
where K∗ is defined in (3.7).
Proof. Similar to (3.13), we deduce from Lemma 3.1
(3.20)
‖e‖0,ωα,β,λ≤ ‖I1‖0,ωα,β,λ + ‖I2‖0,ωα,β,λ + ‖I3‖0,ωα,β,λ
+K0 exp(K0/(1− µ))
∥∥∥ ∫ x
0
(x− s)−µ|I1 + I2 + I3|ds
∥∥∥
0,ωα,β,λ
≤ c(‖I1‖0,ωα,β,λ + ‖I2‖0,ωα,β,λ + ‖I3‖0,ωα,β,λ).
To bound the right hand side, we first use Proposition 2.4 to get
(3.21) ‖I1‖0,ωα,β,λ = ‖u− Iα,βN,λu‖0,ωα,β,λ ≤ cN−m‖∂mx u(x
1
λ )‖0,ωα+m,β+m,1 .
Then applying Lemma 3.2 and (3.16) gives
(3.22) ‖I2‖0,ωα,β,λ=
∥∥∥ N∑
i=0
qih
α,β
i,1 (x
λ)
∥∥∥
0,ωα,β,λ
≤ c max
0≤i≤N
|qi| ≤ cN−mK∗(‖e‖∞ + ‖u‖∞).
Finally, we notice ‖ · ‖ωα,β,1 can be bounded by ‖ · ‖∞, and
‖(Iα,βN,λ − I)
(Ke)(x)‖ωα,β,λ= {∫ 1
0
[
(Iα,βN,λ − I)
(Ke)(x)]2λ(1− xλ)αx(β+1)λ−1dx}1/2
=
{∫ 1
0
[ N∑
i=0
(Ke)(xi)hα,βi,λ (x)− (Ke)(x)]2(1− xλ)αxβλdxλ}1/2
=
{∫ 1
0
[ N∑
i=0
(Ke)(z 1λi )hα,βi,1 (z)− (Ke)(z 1λ )]2(1− z)αzβdz}1/2
= ‖(Iα,βN,1 − I)
(Ke)(x 1λ )‖ωα,β,1 ,
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where {zi}Ni=0 are zeros of shifted Jacobi polynomial Jα,β,1N+1 (z). Thus it follows from (2.42), Lemma
2.13, and Lemma 3.2
(3.23)
‖I3‖ωα,β,λ= ‖(Iα,βN,λ − I)
(Ke)(x)‖ωα,β,λ = ‖(Iα,βN,1 − I)(Ke)(x 1λ )‖ωα,β,1
=
∥∥(Iα,βN,1 − I)[(Ke)(x 1λ )− TN(Ke)(x 1λ )]∥∥ωα,β,1
≤
∥∥Iα,βN,1[(Ke)(x 1λ )− TN(Ke)(x 1λ )]∥∥ωα,β,1 + ∥∥(Ke)(x 1λ )− TN(Ke)(x 1λ )∥∥ωα,β,1
≤ c∥∥(Ke)(x 1λ )− TN(Ke)(x 1λ )∥∥∞
≤ cN−κ‖(Ke)(x 1λ )‖0,κ
≤ cN−κ‖e‖∞, 0 < κ < 1− µ.
Then we deduce from Theorem 3.1
(3.24) ‖I3‖ωα,β,λ ≤ CN
1
2
−m−κ(‖∂mx u(x
1
λ )‖0,ωα+m,β+m,1 +N−
1
2 logNK∗‖u‖∞).
Combining (3.21), (3.22), and (3.24) proves the theorem. 
4. Numerical results
In this section, we present some numerical results to verify the error estimates obtained in the
previous section for the proposed method. The main goal is to demonstrate that the new method
has the capability to capture the typical solutions of VIEs with high accuracy. To this end a
series of numerical tests are carried out in the following. All the errors to be presented below
are in L∞(I)− and L2
ωα,β,λ
(I)−norms, where α, β are related to the corresponding collocation
points, i.e., the zeros of Jα,β,λN+1 (x). In order to calculate the errors, for the test cases in which the
exact solution is not available, a numerical solution obtained with a very large N will be served
as the exact solution.
Example 4.1. Consider the Volterra integral equation (3.1) with g(x) = 1 and K(x, s) =
exp(x− s).
It has been known from [9] that for this smooth g and kernel function K, the solution of (3.1)
can be expressed as
(4.1) u(x) =
∑
(j,k)∈G
γj,kx
j+kµ + ur(x), x ∈ I,
whereG := {(j, k) : j, k are non-negative integers}, γj,k are constants, and ur is a smooth function.
In virtue of the solution structure, we want to choose the value of λ such that u(x1/λ) is smooth
or as regular as possible. This can be easily done by taking λ such that (j + kµ)/λ is integer
or as large as possible. In this first example, we test for µ = 0.2 and 0.5. In these cases there
are many possible choices for λ. The obtained numerical results are shown in semi-log scale as a
function of N in Figure 1 with α = β = −12 . It is clear that the exponential convergence rate is
attained with λ = 1/5, 1/10, 1/15 for µ = 0.2, and λ = 1/2, 1/4, 1/6 for µ = 0.5 since all these
values make (j + kµ)/λ integer.
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Figure 1. (Example 4.1) L∞− and L2
ω−1/2,−1/2,λ
−norm errors versus
λ−polynomial degree N with: (a) µ = 0.2, λ = 15 ; (b) µ = 0.2, λ = 110 ; (c)
µ = 0.2, λ = 115 ; (d) µ = 0.5, λ =
1
2 ; (e) µ = 0.5, λ =
1
4 ; (f) µ = 0.5, λ =
1
6 .
Example 4.2. Consider the equation (3.1) with K(x, s) = 1, and limited regular source term
g(x) = x0.5.
In this case, there is not available result on the regularity of the exact solution. So it is
interesting to see if high accuracy is attainable for the fractional spectral method by choosing
suitable λ. Figure 2 shows the errors in semi-log scale as a function of N for a number of values
of µ and λ. In computing the errors we have assumed that the numerical solution obtained with
N = 80 is the “exact” solution since the real solution is unknown. Surprisingly, for all tested
values of µ and λ, the error curves are almost linear versus the degrees of the λ-polynomial.
This means that the convergence rate of the proposed method is exponential even if there is no
information about the exact solution. A reasonable explanation for this excellent result is that
the transformed solution, i.e., u(x1/λ), becomes smooth or regular enough if a suitably small λ is
used in the approximation.
Example 4.3. ([21] Example 5.4) Consider the fabricated solution u(x) = x−µ sin(x), corre-
sponding to K(x, s) = 1 and
g(x) = x−µ sin(x) +
√
πΓ(1− µ)x 12−µ sin(x
2
)B(1
2
− µ, x
2
),
where B(·, ·) is the Bessel function, i.e.,
B(µ, x) = (x
2
)µ
+∞∑
k=0
(−x2)k
k!Γ(µ + k + 1)4k
.
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Figure 2. (Example 4.2) Errors versus λ−polynomial degree N with (a) µ =
0.1, λ = 110 ; (b) µ = 0.1, λ =
1
20 ; (c) µ = 0.5, λ =
1
10 ; (d) µ = 0.5, λ =
1
20 .
Clearly, the exact solution of this example has singularity at the left end point, i.e., u′(x) ∼ x−µ
at x = 0. In Figure 3, we plot the errors in the L∞(I)- and L2
ω−1/2,−1/2,λ
-norm in semi-log scale
as a function of N for µ = 12 ,
2
3 . In the calculation we have used λ =
1
2 and
1
4 for µ =
1
2 ,
and λ = 13 and
1
6 for µ =
2
3 . We observe that the exponential convergence is obtained by the
proposed fractional spectral method, which is an expected result since for the tested µ, u(x1/λ)
is smooth for the λ values used in the computation. It is worth to notice that this example has
also been investigated in [21] by using a classical spectral method. The strategy used in that
paper is a smoothing transformation approach. That is, the original integral equation is first
transformed into a new one having smooth solution, then a pseudo spectral method based on the
classical Chebyshev or Legendre polynomials is constructed to approximate the smooth solution.
We emphasize that the current paper makes use of a new idea, which is completely different than
the smoothing transformation approach used in [21]. The new idea allows full analysis for the
proposed numerical schemes, and is applicable to a wider class of problems.
Example 4.4. Still consider a fabricated solution of (3.1) with K(x, s) = 1 and the exact
solution as follows: (i) u(x) = xγ1 + xγ2 ; (ii) u(x) = sin(xγ1 + xγ2).
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Figure 3. (Example 4.3) L∞− and L2
ω−1/2,−1/2,λ
−norm errors versus λ− polyno-
mial degree N with (a) µ = 0.5, λ = 12 ; (b) µ = 0.5, λ =
1
4 ; (c) µ =
2
3 , λ =
1
3 ; (d)
µ = 23 , λ =
1
6 ;
This solution, which looks quite unrealistic, is served as a good example to test the capability
of the proposed method in difficult situation. It is clear that for two general parameters γ1 and
γ2, it is not always possible to make u(x
1/λ) smooth. However, a careful examination shows that
u(x1/λ) ∈ B2γ/λ+β+1−ǫ
ωα,β,1
(I) for any ǫ > 0, where
γ =

γ1, γ1 is not an integer and γ2 is an integer,
γ2, γ1 is an integer and γ2 is not an integer,
∞, γ1 and γ2 are both integer,
min{γ1, γ2}, others.
The numerical errors in log-log scale for a number of different γ1, γ2, µ, λ, and β are presented
in Figure 4. Since K(x, s) is smooth, the second terms in the error estimates (3.6) and (3.19)
are expected to be negligible as compared with the first terms in these estimates for large N .
As a consequence, the result shown in the figure should reflect the impact of the regularity of
u(x1/λ) on the error behavior. To closely observe the error decay rates, the N−(2γ/λ+β+1) and
N−(2γ/λ+β+1)+1/2 decay rates are also plotted in the figure. We have the following observations
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from this test: 1) all the error curves are straight lines in this log-log representation, which
indicates the algebraic convergence. This is consistent with the limited regularity of u(x1/λ); 2)
the convergence rate is in a good agreement with the theoretical prediction given in (3.6) and
(3.19), i.e., order N−(2γ/λ+β+1)+1/2 and N−(2γ/λ+β+1) respectively; 3) decreasing λ increases the
regularity of u(x1/λ), thus results in improvement of the convergence.
5. Concluding remarks
In this work we investigated numerical solutions of the Volterra integral equations with the
weakly singular kernel (x− s)−µ, 0 < µ < 1. The main difficulty in approximating this equation
is that the derivative of the solution is singular. This has resulted in low order convergence
for any methods using the traditional polynomials. To overcome this difficulty, we established
a framework of approach based on the fractional Jacobi polynomials for the Volterra integral
equations. Precisely, a fractional Jacobi spectral-collocation method is constructed and analyzed
for the underlying equation. The significance of the approach is that it makes use of the fractional
polynomials as the approximation space, which can well capture typical solution structures of
the singular integral equations. It was known that a typical solution of the Volterra integral
equations with weakly singular kernel behaves like a series of power functions xγ . We have seen
from the presented analysis that such functions can be much better approximated by the space
span{1, xλ, x2λ, . . . , xNλ} than the traditional polynomial space span{1, x, x2, . . . , xN} as long as
λ is suitably chosen. In order to carry out a rigorous error analysis, we first established some
approximation results for the weighted projection and interpolation operators. Then we derived
the error estimates in the L∞− and weighted L2−norms for the proposed method. A series
of numerical examples were carried out to verify the theoretical claims. The most remarkable
property of the new method is its capability to achieve spectral convergence for solutions of limited
regularity. It is worth mentioning that the choice of λ is also of importance for the efficiency of
the new method. Although there does not exist optimal choice for λ for general problems, it
can be made according to the following strategy: in case the regularity of the exact solution
is unavailable, the parameter λ can be taken like 1/q with moderately large integer q so that
u(xq) is smooth enough. Our numerical experiments have shown that doing this can increase the
convergence rate about q times.
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Figure 4. (Example 4.4) Errors versus λ−polynomial degree N for (i) u(x) =
x1/3 + x1/2: (a) µ = 0.1, λ = 1 or 1/4, α = β = −1/2; (b) µ = 0.9, λ = 1
or 1/4, α = −1/2, β = −2/3. (ii) u(x) = x1.1 + x2.3: (c) µ = 0.1, λ = 1 or
1/4, α = β = −1/2; (d) µ = 0.9, λ = 1 or 1/4, α = −1/2, β = −2/3. (iii)
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