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Abstract-In this paper, we derive some upper bounds for the relative entropy D(p 11 q) of two 
probability distribution and apply them to mutual information and entropy mapping. To achieve 
this, we use an inequality for the logarithm function, (2.3) below, and some classical inequalities such 
as the Kantorovic Inequality and Diaz-Metcalf Inequality. @ 2000 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
To design a communication system with a specific message handling capability, we need a measure 
of information content to be transmitted. The entropy of a random variable is a measure of the 
uncertainty of the randorn variable; it is a measure of the amount of information required on the 
average to describe the random variable. 
The relative entropy is a measure of the distance between two distributions. In statistics, it 
arises as the expectation of the logarithm of the likelihood ratio. The relative entropy D(p 11 q) is 
a measure of the inefficiency of assuming that the distribution is q when the true distribution is p. 
For example, if we knew the true distribution of the random variable, then we could construct a 
code with average description length H(p). If, instead, we used the code for a distribution q, we 
would need H(p) + D(p 11 q) b t i s on the average to describe the random variable [l, p. 181. 
DEFINITION. RELATIVE ENTROPY. The relative entropy, or K&back-Leibler distance, between 
two probability mass functions p(z) and q(z) is defined by 
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where log will always denote the natural logarithm. 
In the above definition, we use the convention (based on continuity arguments) that 0 log(O/q) 
= 0 and Plog(P/O) = 00. 
It is well known that relative entropy is always nonnegative and zero if and only if p = q. 
However, this is not a true distance between distributions since it is not symmetric and does not 
satisfy the triangle inequality. 
The following theorem is of fundamental importance [l, p. 261. 
THEOREM A. INFORMATION INEQUALITY. Let P(z), q(x), z E X be two probability mass func- 
tions. Then 
D(P II 4) 2 0, (1.1) 
with equality if and only if 
P(X) = q(z), for all x E X. 
PROOF. Let A := {CC : p(z) > 0) be the support set of p(x). Then 
-D(P II 4 = - c P(Z) log 
&A 
(Pg) ,= c p(z)log (g$) 
xEd 
5 log (ZP(X)gj) 
= 1% (gdx,) 2 1% (gdx,) 
= log 1 = 0, 
where the first inequality follows from Jensen’s inequality. 
Since log is strictly concave, we have equality above if and only if q(z)/p(s) = 1 everywhere. 
Hence, we have D(p II q) = 0 if and only if p(z) = q(z) for all z E X. I 
Actually, the inequality (1.1) can be improved as follows (see [l, p. 3001). 
THEOREM B. Let p, q be as above. Then 
D(P II 4) 2 f IIP - !Ill~ ) 
where IIP - 4111 = C ZEX IP(z) - q(z)1 is the usual l-norm of p - q . 
We remark that the argument of (1.2) is not based on the convexity of - log. 
To estimate the relative entropy D(p 11 q), ‘t 1 would be interesting to establish some upper 
bounds. 
Before we do this, let us recall some other important concepts in information theory. 
We consider mutual information, which is a measure of the amount of information that one 
random variable contains about another random variable. It is the reduction in the uncertainty 
of one random variable due to the knowledge of the other [l, p. 181. 
DEFINITION. MUTUAL INFORMATION. Consider two random variables X and Y with a joint 
probability mass function t(s, y) and marginal probability mass function p(z) and q(g). The 
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mutual information is hhe relative entropy between the joint distribution and the product distri- 
bution, i.e., 
= D (Hxc, Y) II P(XMY)) 
The following equalities are well known [l, p. 201: 
1(X; Y) = H(X) - H(X 1 Y), 
I(X;Y) = H(Y) - H(Y 1 X), 
1(X; Y) = H(X) + H(Y) - H(X, Y), 
1(X; Y) = I(Y; X), 
and 
1(X; X) = H(X), 
where 
is the conditional entropy of X provided Y and 
H(X, Y) := y yd t(x, Y) 1% &) 
XEX YEY 3 
is the joint entropy of X and Y (see, for example, [l, p. 15-161). 
The following corollaries of Theorem A are important [l, p. 271. 
COROLLARY C. NONNEGATIVITY OF MUTUAL INFORMATION. For any two random variables 
x, y, 
1(X; Y> L 0, (l-3) 
with equality if and only if X and Y are independent. 
Now, let U(Z) = l/IX1 be the uniform probability mass function on X and let p(z) be the 
probability mass function for X. 
It is well known that [l, p. 271 
PC4 WP II u) = c P(X) 1% qyJ 
XEX 
= log 1x1 - H(X). 
COROLLARY D. Let X be a random variable and 1x1 denotes the number of elements in the 
range of X. Then 
H(X) I log IA, 
with equality if and only if X has a uniform distribution over X. 
An improvement of (1.3) can be obtained via the inequality (1.2) as follows. 
COROLLARY 1. Under the above assumptions, we have 
w; Y) L f c c I+, Y) - P(XMY)l 2 0. 
XEX YEY 
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2. AN UPPER BOUND FOR THE RELATIVE ENTROPY 
We start this section with the new upper bound for D(p 11 q). 
THEOREM 1. Let p(z), q(x) > 0, z E X be two probability mass functions. Then 
D(p 11 q) < c * - I 
sex dx) 
=- ; c P(Z)P(Y) (p$ - $j) ($j - $$) ’ 
s,yEX 
(2.1) 
with equality if and only ifp(z) = q(x) for all x E X. 
PROOF. We know that for every differentiable real valued strictly convex function f defined on 
an interval I of the real line, we have the inequality 
f(b) - f(u) 2 f’(a)@ - a), (2.2) 
for all a, b E I. The equality holds if and only if a = b. 
Now, apply (2.2) to f(z) = - log z and I = (0, oo) to get 
loga-logb> ;(a-b), (2.3) 
for all a, b > 0. 
Choose a = q(z), b = p(s), 2 E X. Then, by (2.3), we get 
logq(x) - lWP(X) 2 -& (q(x) -P(X)) > x E x. 
Multiplying by p(x) 2 0, we get 
P(X) 1% P(Z) - p(z) log q(x) 5 $j (P(X) - q(z)) i 
i.e., 
p(z) log Ax) < p(2) 4(2) - -J--q (P(X) - Q(X)) = ps - P(X) 7 
for all 2 E X. 
Summing over z E X, we get 
P(X) 
D(P II q) = t: P(X) log 40 
XEX 
The case of equality follows by the strict convexity of - log and we omit the details. 
To prove the last equality, let us observe that 
f c P(X)P(Y) (p% - gj) ($j - g) 
Z,YEX 
ZZ- p(z)q(y) p(y)q(z) p(z)q(y) dz)q(y) 
: c p(x)p(y) (q(z)P(y) + 4(Y)P(X) - c7(Y)P(Y) - c&M4 
X,YEX > 
= ; 
[ 
c P’(r)$$ + c p2$);;x) - c P(x)P(Y) - c P(S)P(Y) 
%YEX 2,yEX T,YEX X,YEX I 
and the last part of (2.1) is also proved. 
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REMARK. In [2] (related to the noiseless coding theorem), a similar result was obtained. For 
further developments and counterparts, see [3,4]. 
We provide two corollaries. 
COROLLARY 2. Let X ,and Y be two random variables. Then 
I(X;Y) I c WGY) _1 
(x,y)EXxY p(x)q(y) . 
The equality holds if and only if X and Y are independent. 
PROOF. We know that 
w; Y) = D (t(x, Y) II P(XMY)) 
L c 
t”(x,y) _ 1 
(x,y)EXxY P(X)dY) ’ (by Theorem lJ1 
with equality if and only if t(x, y) = p(x)q(y), for all (x, y) E X x y. 
COROLLARY 3. Let X be a random variable whose range has 1x1 elements. Then 
I 
0 L 1ogIXI - H(X) I 1x1 c P2(X) - 1 
XEX 
= ; c (P(X) -P(YH2 
&YEX 
(2.4) 
The equality holds if and only if X has a uniform distribution over X. 
PROOF. We know that 
log,XI-H(X)=D(pjlzL)<C~-1 
s.x l/l4 
= 1x1 c P2(4 - 1 = ; c (P(S) - P(YN2 7 
XEX X,YEX 
and the corollary is proved. I 
REMARK 2. The inequality (2.4) has been proved by Dragomir and Goh in [5] as a particular 
case of a more general .inequality which is a counterpart of Jensen’s Inequality. 
It would be useful for practical applications to find out sufficient condition for the probabilities 
p(x) and q(z), x E X such that D(p 11 q) 2 E, where E > 0 is sufficiently small. 
For this purpose, let us define r(x) = p(x)/q(z), x E A!, where we have assumed that p(x) > 0, 
q(x) > 0, for all x E X. Put 
Consider also the quotient 
The following theorem holds. 
THEOREM 2. Let E > 0 and p(z), q(x), z E X be two probability mass functions so that 
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Then 
PROOF. Define 
Now, observe that (for all z, y E X) 
(r(x) - r(Y))2 < e 
Web- - 
is equivalent to 
r2(x)- 2(1++(z)r(y)+r2(y) < 6, 
or moreover. to 
r(x) 2 [ 1 r(x) - -2(1+&)- T(Y) r(Y) +1io, for all x, y E X, 
which in turn is equivalent to 
(2.7) 
Now, if (2.5) holds, then 
i.e., the second part of (2.7). 
Also, we have 
r(x) 1 1 
r(y) ‘~Ll+~+&o= 
lfE-&z3J, 
i.e., the first part of (2.7). 
Consequently, condition (2,.2) implies that 
b-(x> - r(yN2 < ~ 
2r(x)r(Y) - 
and then 
K F E t: P(x:)P(Y) = E. 
Z,YEX 
Using inequality (2.1), we deduce the desired estimation (2.6). I 
We have the following corollaries. 
COROLLARY 4. Let X, Y be two random variables so that p(x), q(y), t(x, y) > 0, for all (x, y) E 
x x y. Put 
M= max t(x, Y) m,= . t(x, Y) 
(Z,Y)EXXY p(x)q(y) ’ (GYfs.Y P(XMY) 
and define 
If 
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#uIl+E+dm, E > 0, 
then we have 
COROLLARY 5. Let X be a random variable whose range has 1x1 elements and p(x) > 0, x E X. 
Put 
p = yc?$ P(X), P = %i;p(x), 
and define 
If 
then 
0 5 log 1x1 - H(X) I E. 
3. AN UPPER BOUND USING KANTOROVIC INEQUALITY 
In 1948, KantoroviE proved the following inequalim for sequences of real numbers: 
(3.1) 
where 
o<m<rk<M, for Ic= l,...,n. 
For other results of this type, see for example, the classical book Theory of Inequalities by 
Mitrinovib [6]. 
Using this result, we can provide the following upper bound for D(p II q). 
THEOREM 3. Let p(x), q(x) > 0, x E X be two probability mass functions satisfying the condition 
Oir<$J<R, forxEX, - 
then we have the bound 
(3.3) 
The equality holds if and only ifp(x) = q(x), for all x E X. 
PROOF. Define T-(X) = .p(x)/q(x),x E X. Then by (3.2), we have that T I r(x) I R, x E X. 
Also, put u(x) = @, x E X and use (3.1) to get 
which is clearly equivalent to 
(3.4) 
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Now, by (2.1) and (3.4), we can state 
and the inequality (3.3) is proved. 
The case of equality holds in (3.3) from the fact that in the KantoroviE Inequality, we have 
equality if and only if rk = 1 for all k. 
We omit the details. I 
REMARK 3. A similar result was obtained by Mat% in his Ph.D. Thesis [7]. Note that Matik’s 
proof used a Griiss type inequality for sequences of real numbers. 
COROLLARY 6. Let X,Y be two random variables so that p(x), q(y),t(x, y) > 0 for all (z, y) E 
X x y, and put 
M= max t(x1 Y> m= ’ 
t(x, Y) 
(W)EXXY P(X)dYl) ’ &ExY p(x)q(y) 
Then we have 
OiI(X;Y)< @-J2. - 4Mm 
The equality holds if and only if X and Y are independent. 
We can also state the following corollary. 
COROLLARY 7. Let X be a random variable whose range has 1x1 elements and P(x) > 0, x E X. 
Put P = maxlc E X p(z) and p = minzEX p(z). Then 
0 Il0gl.q - H(X) 5 
(P - PI2 
4pp 
The equality holds if and only if p is the uniform distribution. 
Theorem 3 allows us to point out a sufficient condition for the probabilities p and q such that 
D(p 11 q) 5 E, where E is a given small number. 
THEOREM 4. Let p(x), q(x) > 0, x E X be two probability mass functions and define 
s := R > 1. 
r- 
If E > 0 and 
then 
WP II d I E. 
PROOF. Observe that for a given E > 0, the inequality 
(3.5) 
(3.6) 
CR - 4’ < ~ 
4rR - 
is equivalent to 
R2 - 2(1 + 2E)rR + r2 5 0, 
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I.e., 
- 2(1+ 2E)$ + 1 IO 
or 
s2 - 2(1 + 2E)S + 1 < 0, 
which is clearly equivalent to 
s< [1+2E-2&x),1+2E+2J. 
Furthermore, as S 2 1, then (3.7) follows by (3.5), and then (3.5) implies that 
(3.7) 
(R - rj2 < E 
4rR - ’ 
Using (3.7), we get the desired inequality (3.6). 
REMARK 4. Considering the fact that the bound 1 + 2a+2dm provided by (3.5) is greater 
than the bound 1 + e -t- dm provided by (2.2) for any E > 0, then Theorem 4 is a better 
result than Theorem 1. This fact illustrates the importance of the Kantorovit: Inequality in 
information theory. 
4. AN UPPER BOUND USING DIAZ-METCALF INEQUALITY 
The following result is well known in [6, p. 611. 
THEOREM 5. Let pk > O(k = 1,. . . ,n) with Ci=lpk = 1. If ak(# 0) and bk (Ic = 1,. . . ,n) be 
real numbers and if 
bk ml-<M, fork= l,...,n, 
ak 
(4.1) 
then 71 n n 
c Pkbf + mM c Pkaz 5 (M + m) c Pkakbk. 
k=l k=l k=l 
(4.2) 
Equality holds in (4.2) .if and only if for each k, 1 < k 5 n either bk = mak or bk = Mak. 
Using this inequality, we can point out another bound for D(p 11 Q) as follows. 
THEOREM 6. Let p(z), q(z) > 0,x E X be two probability mass functions satisfying the condition 
0 < r 5 $$ 5 R, for all x E X. 
Then we have the bound 
D(P II q) I (1 - r)(R - 1) I i (R - rj2. 
PROOF. Define 
qx)=@, a(x)=@, XEX- 
Then 
b(x) dxc> E ir R] -=- , , 
44 Q(X) 
for all 2 E X 
and applying the inequality (4.2), we get 
(4.3) 
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i.e., 
c- 
p2(zc) + Rr c q(z) I (r + R) c P(Z), 
3xX d2) XEX XEX 
which is equivalent to 
c ?ZT.@ Ir*R-rR. 
XEX QCZ) 
Using Theorem 1, we get 
--l<r+R-rR--1 
= (1 - r)(R - 1) 
and the first part of inequality (4.3) is obtained. The last inequality is obvious. 
The following two corollaries are natural applications. 
COROLLARY 8. Let X, Y be two random variables and have M, m defined as in Corollary 6. 
Then 
Finally, we also have the following corollary. 
COROLLARY 9. Let X be as in Corollary 6. Then 
0 5 log (XI - H(X) I [Xl2 (&-P) (P- &) I $f(P-P)? (4.4) 
PROOF. As p 5 p(z) 5 P for all z E X, we get that 1x1~ L p(z)/ (l/IX/) I PIXI. Now, if we 
apply Theorem 6 for R = PlXl, r = ~1x1, we get the desired inequality (4.4). 
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