A function f(x) defined on % = fa, X %* X . X s, where each x1 is totally ordered satisfying f (x V y) f (x A y) 2 f(x) f (y), where the lattice operations V and A refer to the usual ordering on .%, is said to be multivariate totally positive of order 2 (MTP,). A random vector Z = (Z,, Z2,..., Z,) of n-real components is MTP, if its density is MTP,. Classes of examples include independent random variables, absolute value multinormal whose covariance matrix C satisfies -DC-ID with nonnegative off-diagonal elements for some diagonal matrix D, characteristic roots of random Wishart matrices, multivariate logistic, gamma and F distributions, and others. Composition and marginal operations preserve the MTP, properties. The MTP, property facilitate the characterization of bounds for confidence sets, the calculation of coverage probabilities, securing estimates of multivariate ranking, in establishing a hierarchy of correlation inequalities, and in studying monotone Markov processes. Extensions on the theory of MTP, kernels are presented and amplified by a wide variety of applications.
INTRODUCTION AND OVERVIEW
Many classical and constantly arising inequalities in mathematical analysis, probability, and statistics merely express the property that a given function or signed measure belongs to a certain convex cone or its dual. 1 fdGj .fdo, (1.1)
A A for all bounded functions f belonging to some prescribed convex cone .T asserts that the signed measure cr2 -u, belong to the "dual cone" of X. We write (1.1) symbolically as u* >.TJ,.
(l-2)
When F comprises the collection of monotone functions on R" then the common terminology is that o2 is stochastically larger than or. When Yconsists of all convex functions then the ordering (1.1) is often referred to as o2 dilates u,. Many extensions and abstract versions of these concepts serve in studies of Banach spaces and for the exposition of Choquet theory (e.g., see Phelps [41] , Alfsen [2] ). Important contributions directed to the objective of classifying and characterizing the ordering relation of (1.2) include works of Hardy, Littlewood, and Polya [ 161, Strassen [52] , Meyer [39, part 31, and Preston [43] , among others. Dilation of measures in its one-dimensional version is synonymous to the notion of "rnajorization." For a concrete setting of "majorization," including a wealth of applications and references, see Marshall and Olkin [38] . Dilation and comparisons of distributions for symmetric sampling schemes from finite populations appear in Kemperman [3 1 ] and Karlin [25 1 .
Measures of association and related probabilistic inequalities provide further notions and methodologies for comparing measures. These ideas and techniques play an important role in many diverse areas including reliability systems (e.g., Esary, Proschan, and Walkup [ 121, Barlow and Proschan [4] ), in problems of multivariate hypotheses testing and monotonicity criteria of power functions (e.g., Perlman and Olkin [40] ), in securing bounds for confidence sets and coverage probabilities (e.g., Das Gupta et al. [a] , Sidak [50] , Jogdeo [ 191, Dykstra [8] ), slippage problems (Karlin and Truax [30] ) and ranking and selection procedures (e.g., Rinott and Santner [47] ). These concepts also relate to multivariate Schur functions (e.g., Rinott [46] ), log concave functions (e.g., Prekopa [42] , Bore11 [5] ), and multivariate totally positive kernels.
Recent years have witnessed many new developments and discoveries of classes of stochastic monotone processes (X,, t > 0, t discrete or continuous} where the distribution measure Pl of X, for appropriate initial conditions satisfies P,-CP, ,for tcs (1. 3) especially where ST is the collection of monotone functions on R", e.g., see Harris [17] , Kirstein, Franken, and Stoyan [34] , Kamae, Krengel, and O'Brein [22] , and Kamae and Krengel [21] . These authors clarified and initiated a series of results concerning representations and convergence properties on the realizations of these "monotone" processes. However, the abstract characterizations of the orderings (1.2) and (1.3) are difficult to deal with in concrete statistical contexts. For these purposes the condition of multivariate total positivity is germane. A nonnegative kernel f (x, y) of two real variables defined on .Z x y (Z and j? each totally ordered) is said to be totally positive of order 2, abbreviated TP,, if the determinant of the second-order matrix ]I f(xi, yi)]]f, j= 1 is nonnegative for all choices x, < x2, y, < yZ (Karlin [24] ). A natural approach in defining multivariate total positivity in terms of orderings on lattices is the following: Consider a kernel f(x) defined on X = X, X ZZ X . X Z,, where each pi is totally ordered satisfying fb " Y) f(x A Y) 2 f(x) f(Y), (1.4) where V and A are the corresponding lattice operations, i.e., for x = (Xl ) x2 ,...) x,)9 Y = (Yl, YZY.9 Y,)
x V y = (max(x,, yl), max(x,, J&.., max(x,, YJ> and (1.5)
x A y = (min(x, , yi), min(x,, Yr),..., min(x,, Y,)).
A kernel with the property (1.4) is called multivariate totally positive of order 2 (MTP,). It is convenient to introduce the designation that A random vector X = (X, ,..., X,) of n-components is MTP, if its density is MTP,.
(1. 6) In order to check (1.4) it suftices to show that f(x, , x2 ,..., x,) > 0 is TP, in every pair of variables where the remaining variables are kept fixed, (Lorentz [37] , Rinott [46] , Kemperman [32] ).
A density f(x) with the inequality direction reversed in (1.4) is called multivariate reverse rule of order 2 (MRR,). The companion paper II (271 elaborates various correlation type inequalities for MRR, densities featuring a number of prominent examples and applications.
When f (x) is an MTP, density on R" with respect to a product measure KARLIN AND RINOTT do(x) (which we write for convenience dx), then the multivariate Tchebycheff rearrangement inequality holds, namely,
prouided y and 9 are simultaneously monotone increasing or decreasing (Sarkar [48] Thus, an MTP, random vector X induces an associated set of random variables in the sense of Esary, Proschan, and Walkup [ 121, signifying that (1.8) holds. We can express (1.9) equivalently as follows. Let A be a monotone set in R" i.e., if x E A and x' > x, then x' EA. Now for A and B monotone P(XEAnB}>Pr{XEA}P(XEB}.
(1.10)
The span of MTP, densities incorporate the following classical cases:
(i) The negative multinomial discrete density is characterized by the probability generating function @cl a ; q(k) sf's;* . . sp = 1 -B,s, -e2s2--ens, 3 a > 0, ei > 0, c ei = 1 (1.11) (see Sections 3 and 5 for details and a discussion of the multiparameter negative multinomial).
(ii) Consider the density of X = (Xi, X, ,..., X,,) N N(0, C) (normally distributed with covariance matrix Z). This is MTP, if and only -,?F' exhibits nonnegative off-diagonal elements (Sarkar [48] , Barlow and Proschan [4] [28] , the case n = 3 is due to Abdel-Hameed and Sampson (31.) (iv) The density of the eigenvalues of certain Wishart matrices is MTP, (Dykstra and Hewett [9] ).
Other examples are described in Section 3. Among the operations that preserve the MTP, property, we have:
where each ak(xk) is a positive function and bi are all monotone increasing (or decreasing). If f(x) and g(x) are MTP,, then f(x) g(x) is MTP,.
(1.14)
Composition formula. Suppose f (x, y) is MTP, over X x j? and g(y, z) is MTP, over ,#Y x %, where Z, j??', and % are subsets of possibly different Euclidean spaces, then h(x, x) = I f(x, y) g(y, z) dy is MTP, over X x 3.
(1.15) \ A useful consequence of (1.15) concerns marginal densities. Accordingly, if X = (X, , X, ,..., X,) is MTP, , then any subset, say for definiteness, X, = (X, , X, ,..., X,) is also MTP, (2 < k < n).
(1.16) Combinations of the above properties coupled with (1.8) lead to the following coverage probability estimates.
Let f(x) and g(x) be MTP, and p(x), v(x) concordantly monotone, then (1.17b)
Inequalities (1.17) are sharper than property (1.8) of association.
It may be generally difficult to check that a set of random variables X = (X, 9 x, ,***, X,,) is associated while the verification of the stronger property that X is MTP, is often easier. We will display a broad spectrum of MTP, densities and by further conditioning and compounding devices we will construct new classes of MTP, densities and concomitant associated sets of random variables. To illustrate, if f(x) and g(x) are MTP, densities, then f(x) g(x) is MTP, by (1.14), but if f(x) and g(x) correspond to associated random vectors, then we cannot in general conclude thatf(x) g(x) underlies an associated set of random variables.
In order to ascertain broad classes of stochastic orderings among probability measures we need to deal with pairs of densities fulfilling an appropriate multivariate version of the monotone likelihood ratio property. The hypothesis of the next result is of this kind. for all x, y E R", then j P(X) f,(x) dx G 1 P(X) fib) dx holds for all increasing v, ( 1.19) (Holley [ 181, Preston [43] , Kemperman [32] ).
We use the following notation for (1.18): f2 hF.2 J-1.
(1.18a)
In the univariate case the relation (1.18a) is that f& where defined is monotone increasing, i.e., f, has a monotone likelihood ratio with respect to f2. Consider f (x; A), x E X, 5 E /i, depending on a parameter set n such that f (x, A) is jointly MTP, in the variables x and a. In this situation, appeal to An extension of (1.18) involving four functions was featured in Ahlswede and Daykin [ 11.
We close the introduction by reviewing the layout of the paper. In Section 2 we present a simple approach to a result of Ahlswede and Daykin from which inequalities such as (1.19), (l.l7a, l.l7b), and (1.7)-(1.9) are deduced easily. A number of applications of stochastic monotonicity in comparing probability densities in R" are indicated. The proof of the composition formula (1.15) and ramifications are presented in Section 3.
A spectrum of important classes of MTP, densities are described in Section 3 including the generation of totally positive transition stochastic kernels. We already remarked that a MTP, density conveys the fact that the underlying random variables are associated. This entails a host of relevant statistical and probabilistic inequalities. By conditioning-and compounding devices we extend the association inequalities to cover new cases (Section 4). Applying the ideas to sequences of random variables we further derive a number of moment-type inequalities extending some work of Sidak (5 1 ] and Tong [54] .
In our discussion of the multiparameter negative multinomial density we extend a univariate representation formula of Hardy, Littlewood, and Polya. More explicitly, a multiparameter negative multinomial density q(k) = q(k, p) = P( Y, = k,, Y, = k, ,..., Y,, 7 k,) (Yi is the number of times event category i appears before r occurrences of event type 0) having generating function r c q(k) s:'s:* . . sl" = n Poq I. In Section 5 this formula and another variants of (1.2 1) are proved and interpreted in relation to MTP, and log concavity properties of q(k). Some comments on the implication of MTP, densities in terms of positive correlation preservation properties for monotone Markov processes are discussed in Section 6. Several inequalities discussed in this paper are quite useful in the area of simultaneous test procedures; see Krishnaiah [35] .
CONCEPT AND PROPERTIES OF MULTIVARIATE MONOTONE LIKELIHOOD RATIO RELATIONSHIPS
Let % = n;l=, 4 be a product of totally ordered space 4, i = l,..., n, endowed with the natural partial ordering: for x, y E 5 we write x ( y if X= (X 19-**, X"), y = (Y i ,..., Yn) satisfy xi Q yi in X1 for i= l,..., n. Let o = oI x . x u, denote a product measure on Z where oi are a-finite measures on Zj, i= I,..., n. We shall generally use the abbreviations doi = dXi and do(x) = dx without ambiguity and I,%f(x) do(x) = If(x) dx, etc. Whenever integrals or expectations appear, requirements of measurability and integrability are tacitly assumed without further mention. The following theorem is essentially due to Ahlswede and Daykin [ 11. Their formulation consists of embedding the lattice X in a lattice of subsets of a finite set. Their proof proceeds by a delicate induction on the number of elements in the finite set followed by an approximation argument to extend the conclusion to the continuous case.
Our proof is related to the approach in Karlin [24] , Preston [ 141, and Kemperman [32] operating via induction on the dimension of Z. 
In order to advance the induction step we next prove that if f, , f2, f3, f4 satisfy (2. l), then the (marginals) functions vj(x) = I*" fi(x, x) du,(x), j = 1,2,3,4, x E n;:: si continue to satisfy (2.1) on nyz; Xi, i.e.,
Indeed, (2.5) written out reduces to I 1
IfAx, x) fz(y, y) + fib y) f,(y, x)1 dun(x) don(y) X<Y (2.6)
f4(x A y, y), and d = f,(x V y, y) f,(x A y, x) we observe again that d > a, b and ab ,< cd by (2.1). Therefore (2.6) obtains as before. The induction hypotheses can be applied to yield
Substituting for pi(x), the above passes into (2.2). The induction step is advanced completing the proof. and f*(x) be probability densities on X satisfying for all x, y E 27
Then for any increasing cp on X [43] ). Let f be a probability density with respect to da(x) on S, satisfying for x, y E X.
Then for any pair of increasing (or decreasing) functions ~0 and w on X we have
Proof: Without loss of generality we assume v(x) positive and define
(2.13)
where y = j v(x) f (x) do. When w is increasing, the functions fi and fi defined in (2.13) clearly satisfy (2.9) and since f is a probability density, {t/G; da = i f*(x) do = 1. 1 nequality (2.10) for the case at hand provides . . In the following discussion we briefly describe the relationship between the results described above and the theory of total positivity. Suppose (without loss of generality) x = (XT ,..., x,*, x/(+ , ,..., x,). y = (y, ,..., y,, yz+, ,..., yf), where XT > yi, i = l,..., k, and xi < yT, j=k+l ,..., n. Then
The last expression is a product of two terms which either exceed or equal to one by the induction hypothesis: the first term by fixing XT and applying the induction hypothesis to the remaining n -1 variables, and the second by fixing yZ ,..., yk. (Note that the denominators are nonzero since they contain terms of the form f (u) with x A y < u < x V y.) The analysis of Theorem 2.1 shows that when fi and fi satisfy (2.8) then the corresponding marginals continue to satisfy (2.8). These facts lead to the following theorem. 
In this develop some properties of MTP, functions, examples, related inequalities, and applications.
The following proposition is confirmed easily by induction, taking cognizance of relation (2.5) from the proof of Theorem 2.1. The following proposition is checked in a straightforward manner. Generally a product of nonnegative functions f(x) = fly= 1 fi(xi) is MTP, with equality in (3.1).
The following proposition is elementary. This implies property (1.13) in the Introduction. Propositions 3.2-3.6 provide methods for generating new MTP, functions from other MTP, functions.
We next highlight several important classes of MTP, probability densities. The generalized Cauchy kernel k(y) = (l/(1 + cf= r yr)"), yi > 0, i = l,..., n is TP, in every pair of variables. We then invoke Propositions 3.3 and 3.6 to 'deduce that (3.6) is MTP,.
The following propositions provide further methods for generating MTP, densities. Applications to the multivariate r and F distributions will be given in the sequel. PROPOSITION 3.7 , Let X = (XL,..., X,,) be a random vector of independent components X, ,..., X,, each Xi, i = l,..., n, governed by a PF, density function fx, (see [24] ). Let Y = (Y, ,..., Y,) have a joint MTP, density fy on R", and suppose X and Y are independent. Then Z = X + Y has a MTP, density.
Proof. The joint density of Z is given by Since fx, is PF, fx,(zi -yJ is TP, in (zi, yi) and therefore the integrand in (3.7) is MTP, in (zr ,..., z,, y1 ,..., y,).
We know by Proposition 3.2 that fi(z) is MTP, as claimed. The following proposition presents a class of MTP, densities. PROPOSITON 
(Barlow and Proschan [4]). Let Y = (Y,,..., Y,)
describe the evolution of a Markov chain (i.e., the successive time realizations) with TP, transition probability densities. Then Y has a MTP, joint density.
Proof. Let P(Yi E A 1 Yi-, = y) = I, fi(x, y) do,(x), i = 2 ,..., n and P( Y, E A) = 1, fr(x) da,(x). The Markovian hypothesis implies that the joint density of Y with respect to c = u1 x . . X (T, is given by the product fi( y,) fi( y,, y,) . . . f,,( y,, ynel), which is MTP, by Proposition 3.3 since each fi( yi, yi-,), i = 2 ,..., n, is assumed to be TP,.
The scope of applications of Proposition 3.10 is enhanced in view of a theorem by Karlin and McGregor [26] (see also Karlin [24, p. 381) which indicates that the transition density of a temporally homogeneous strong Markov process on the real line, having continuous sample paths (with probability one) is totally positive. The same applies to any birth-death process. We conclude this section with a discrete example. 
PROBABILITY INEQUALITIES OF MTPz VARIABLES AND CONCEPTS OF POSITIVE DEPENDENCE
The relations between multivariate total positivity and concepts of positive dependence with attendant probability inequalities has been dealt with from varying viewpoints and interests by many authors (e.g., Sarkar We do not attempt to provide a comprehensive account of the subject in the present paper, but rather to emphasize some basic results and new aspects. The result now follows by Theorem 2.2 once it is verified that f, and fi satisfy condition (2.9) on Rk. This task is straightforward.
In probabilistic terms Theorem 2.3 can be expressed as follows. (1 where X -N(0, Z) is not true for all covariance matrices C (Sidak [SO] can be derived, but subject to certain restrictions. We state the result formally. holds. The proof paraphrases the analysis of (4.11) using a well-known inequality of Slepian [ 531 pertaining to one-sided multinormal probabilities.
MULTIPARAMETER NEGATIVE MULTINOMIAL DISTRIBUTION
The richness, and perhaps complexity, of the subject will be illustrated in this section by a more detailed discussion of the multiparameter negative multinomial distribution. Related problems arise in the multinomial case and will not be discussed here. Some results in this latter case appear in Karlin and Rinott [29] .
Let xC") = (x(11'),..*, xy> The characterization of matrices P for which the image of the positive orthant L of (5.10) is a lattice and of parameter matrices P which can be appropriately augmented to such P is still open. Several examples can be constructed satisfying the requirements that L is a lattice. This problem and further examples will be elaborated in Karlin and Rinott [29] .
We now show that P(Y, = k, ,..., Y, = k,) need not always be MTP,. Let n = 3, r = 2, and p(,,,, = l/6, p(l)1 = l/h ~(1,2 = 0, P(W = l/3, P(Z,O = l/6, P (2)l = 03 P(2)2 = l/2, and pc2j3 = l/3, then by direct calculation P(X, = 0, x2 = 0, x, = k3) P(X, = 1, x, = 1, x, = k3) <P(X,=O,X,= l,X,=k,)P(X,= l,X,=O,X,=k,), The proof of (5.13) is smilar to that of Theorem 5.1 relying on the formula for the multivariate beta function. Formula (5.13) can be viewed presenting Qk as a multidimensional moment sequence. It follows on the basis of (5.13) that log[Qk] is .StriCtly convex with respect to k. This fact and related matters will be discussed more extensively elsewhere.
SOME MTP, PROPERTIES OF STOCHASTIC PROCESSES
In this section we briefly discuss the relevance of MTP, functions in the context of monotone stochastic processes. Characterizations of monotone processes and corresponding limit theorems were investigated in recent papers, e.g., see Harris Let (X,, I > O} be a stationary Markov process whose state space is a lattice s = -X, X X %n where ,q are totally ordered sets. Let p(t, x, y), f > 0, x, y E Z be the transition density of the process, with respect to a product measure on %, denoted by dy. Set p(t, x, A) = J,, p(t, x,y) dy. Given a distribution Q on X, let U,&(A) = I I p(r, x, A) Q(dx), that is, U, Q is the distribution of X, where X, -Q. Let .F denote the class of increasing functions defined on .%". The following problems are of interest.
(i) Let p,, pz be transition densities and let Q, , Q, be distributions on .%'. Find conditions on p,, pz and Q,, Qz such that Q, ~7 Q, (see (1.2)) entails (6.1) where Uj"Q(A) = (( pi(t, x, A) Q(dx). That is, when is the stochastic ordering at the initial time maintained for all later times t?
(ii) Determine conditions under which U,,Q>sU,,Q for t, > t,, (6.2) i.e., the process is stochastically increasing with time.
(iii) Suppose X, N Q satisfies ~kml) Iv(%)1 > (~k@cl>l)@~w(xo)l) (6.3) for any cp, IJI E Y (the property of association, see (1.8)). Let X, -U,Q. Find conditions under which the association property is preserved as the process evolves. (For a complete characterization with a finite state space, see Harris [ 171.) Pertaining to problem (i) the following proposition comes out directly from Theorem 2.4 : PROPOSITION 6.1. Let Q, and Q2 have density functions q, and q2, respectively, and suppose for a fixed t that 9*(x) >TPZ 41(x) (see (1.18a)) and (6.4) P&x, Y) >TP* P&T x7 Y)
in (x, Y).
Then Uj"Q, >TPI U/"Q, >TP2 Uj" Q, and (6.1) follows. (In the last comparison >rP2 refers to the densities of the distributions Uj"Q,.)
Concerning problem (iii), we have PROPOSITION 6.2. Let X, -Q, and suppose X, is associated (i.e., (6.3) holds), and p(t, x', y) >TPZ p(t, x, y) as a function of y for all x' > x (tjixed). Then X, is associated.
Proof. Observe that under the conditions prescribed p(t, x, y) is MTP, in y. Therefore by Theorem 2. = (E[rp(X,>l)(E[w(X,)l).
The principal known examples of monotone processes occur with a onedimensional state space. We present some examples (cf. Karlin [23] ).
(1) Suppose P, is a TP, Markov transition matrix (for i, j = 0, 1,2,...). Then the n step transition density P$' is TP, in the time variable n and state variable j [lot. cit.]. Accordingly, X,, I >TPI X,, where X0 = 0 and X, has the density of {PC'}, j= 0, 1,2 ,.... The same conclusion obtains for a Markov TP, transition kernel p(x, y) on x, y > 0. Then defining recursively p,(x, z) = j p(x, y) p,,-I(y, z) dy there evolves the monotone stochastic ordering X,,, 1 > X, where X, has the density ~"(0, y) provided X0 = 0. Analogous results obtain for diffusion processes on the line and birth-death processes since the transition density is always TP, in these cases.
Other examples in this vein involve absorption and first passage probability comparisons for TP, processes (see Karlin [23] Then S, is a symmetrically stochastically increasing process, meaning that for any increasing rp(l xl) in 1 xl, we have wherefsn(l) is the density function of S,.
(3) The direct product of marginal TP, processes with transition density P(x, y) = ny= r Pi(xi, yi) is MTP, . The process governed by the kernel P(x, y) inherits the properties of Proposition 6.2.
Further results and examples of MTP, and monotone processes will be discussed elsewhere.
