I
Let A + n = {e i − e j : 1 ≤ i < j ≤ n + 1} ⊂ R n+1 denote the positive roots of type A n . Subsets of A + n can be encoded using a directed acyclic graph G with edges (i, j) ∈ E(G) oriented so that i < j. Given such a graph G, one can consider the root polytopes
The purpose of this paper is to completely characterize the faces of the root polytopeQ G for every G. This is accomplished in Theorems 3.3 and 3.12.
Root polytopes were first studied in [Pos09] , where it was shown that the simplices in a triangulation of a root polytope count lattice points of a generalized permutahedron. The class of root polytopes also includes products of simplices, the triangulations of which are known to have very rich combinatorics (see e.g. [HRS00, San05, GNP18] ). Triangulations and subdivision algebras of root polytopes were studied in [Més11, Més16] , and have been used to solve a variety of other combinatorial problems, e.g. in [EM16, EM18] .
Much attention has been devoted to studying the face structure of the convex hull of the entire type A n root system, and more generally to that of other root systems Φ. The faces of the polytope P An = conv{e i − e j : i, j ∈ [n + 1]} were characterized combinatorially already in [Cho99] ; computing the f -vector of P An is an easy corollary of the characterization. The f -vectors of unimodular triangulations of the boundary of P Φ = conv{v : v ∈ Φ}, Φ = A n , C n , D n , were given in [ABH + 11]. The orbit classes (under an action of the Weyl group) of the faces of P Φ were algebraically characterized in [CM15] .
In contrast, to our knowledge the faces of convex hulls of (subsets of) positive roots have been studied only for Φ + = A + n . Gelfand, Graev, and Postnikov studied faces ofQ Kn in [GGP97, Prop. 8.1], but their result contains a mistake. Cho salvaged this result for facets ofQ Kn in [Cho99, Prop. 13 ]. Postnikov generalized Cho's characterization to facets ofQ G for transitively closed graphs G (Definition 4.1) in [Pos09, Prop. 13 .3]. To our knowledge, Postnikov's characterization [Pos09, Prop. 13 .3] has been the state of the art. Our results specialize to those of Postnikov straightforwardly (spelled out in Corollary 4.5), and correct the mistake in [GGP97, Prop. 8 .1] in full generality (Corollary 4.7; see also Remark 4.8).
The faces ofQ G are again root polytopes, i.e. equal toQ H ⊆Q G or Q H ⊂Q G for certain subgraphs H ⊆ G (Proposition 2.1). We characterize the subgraphs H for whichQ H ⊆Q G is a face in Theorem 3.3, and separately characterize the subgraphs H for which Q H ⊂Q G is a face in Theorem 3.12. For G = K n , the characterizations of Theorem 3.3 and 3.12 is particularly nice, and is highlighted in Corollary 4.6 and Corollary 4.7 respectively. We were surprised by the combinatorial concreteness of the ideas involved in this paper, as well as the explicitness of the resulting theorems. We plan to further explore enumerative consequences of our results in the future.
B
Conventions. Unless stated otherwise, G will denote a directed acyclic graph with V (G) = [n]. Without loss of generality, we may assume its edges e = (i, j) ∈ E(G) are directed so that i < j. (The adjective acyclic will only describe directed graphs, and means that there is no directed cycle.) We use the notation H ⊆ G to denote a subgraph H of G with V (H) = V (G) and E(H) ⊆ E(G). We also use the notation G un to denote the underlying undirected graph of G. We reserve boldface mathematical notation to denote vectors; in particular e i is the i-th basis vector of R n .
Root polytopes. In [Pos09, Sec. 12], Postnikov defined the root polytopes
It is well known that faces of root polytopes are again root polytopes: 
Proof. The inclusion of edge sets E(H) ⊆ E(G) gives an inclusion of vertex sets
which in turn gives the desired inclusion of polytopes. Conversely, every subpolytope P ofQ G is the convex hull of the vertices ofQ G which live in P (see e.g. [Zie07, Prop. 2.3]). The non-origin vertices correspond to edges of G, so the collection of such vertices forms a subgraph H of G. If P contains (resp. doesn't contain) the origin, then P =Q H (resp. P = Q H ).
The following result easily follows from results of Postnikov [Pos09] . Here we include a full proof for completeness.
Proof. Take a spanning forest T un ⊆ G un and let T ⊆ G be its overlying directed graph. The n − r + 1 vertices ofQ T ⊆Q G are affinely independent and hence form an (n − r)-dimensional simplex. On the other hand, Q G is contained in the (n − r)-dimensional subspace
It follows thatQ G is (n − r)-dimensional. Suppose now that G un has r connected components and G is alternating. In this case, there is a subset L ⊆ [n] = V (G) so that every edge e ∈ E(G) has source in L and target not in L (the set L can be thought of as "source vertices" of the graph G).
As before, take a spanning forest T un ⊆ G un and let T ⊆ G be its overlying directed graph. The n − r vertices of Q T ⊆ Q G are affinely independent and hence form an (n − r − 1)-dimensional simplex. On the other hand,Q G is contained in the (n − r)-dimensional subspace W and also in the subspace
For completeness, we highlight the following observation, which implies we are justified in attempting to characterize subgraphs H for which Q H orQ H is a face ofQ G : Proposition 2.3. Let G 1 , G 2 be (directed, acyclic) graphs on vertex set [n] . Then: (a) Q G1 = Q G2 if and only if G 1 = G 2 , and
Proof. Part (a) follows from the fact that no e i − e j is in the convex hull of {e k − e : (k, ) = (i, j)}, whereas part (b) follows from part (a) and the fact that 0 ∈ Q Kn .
Polytopes. We refer to [Zie07] for background on polytopes in general. In what follows, let 
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This section contains the main results of the paper: Theorem 3.3 characterizes facesQ H ⊆Q G , while Theorem 3.12 characterizes faces Q H ⊂Q G . The latter theorem requires significantly more work than the former, but technicalities are summarized by Lemmas 3.13 and 3.14. Both Theorems 3.3 and 3.12 are proven by analyzing supporting hyperplanes of the relevant subpolytopes (see Lemmas 3.1 and 3.15), then finding necessary and sufficient combinatorial conditions on H ⊆ G for which a supporting hyperplane exists.
We begin with the following useful lemma:
is a supporting hyperplane forQ H if and only if:
Proof. Suppose S is a supporting hyperplane forQ H . Since 0 ∈Q H must be in S, condition (a) follows. Conditions (b) and (c) respectively follow from the conditions
applied to vertices ofQ G . Conversely, if all three conditions (a), (b), and (c) hold, then (1) holds on the vertices ofQ G . It follows that (1) holds for all ofQ G since every set appearing in (1) is convex. 
. It follows that H comp is acyclic. Suppose now that H comp is loopless and acyclic. We will define numbers {c i } i∈[n] satisfying conditions (b) and (c) of Lemma 3.1, so that
is a supporting hyperplane forQ H ⊆Q G . Since H comp is loopless and acyclic, we may take a linear extension, i.e. a function f :
We pause to highlight an alternative condition equivalent to looplessness of H comp .
Proposition 3.4. Let H ⊆ G be a subgraph. Then H comp is loopless if and only if H is the disjoint union of induced subgraphs {G|
on the other hand, an edge of G| V (Hi) un that is not in H becomes a loop in H comp , so equality holds in (2). Conversely, suppose H is the disjoint union of induced subgraphs {G| Pi } Pi∈P : if an (i, j) ∈ E(G) connects two vertices i, j in the same connected component of H un , then i and j are in the same part P i ∈ P, hence must be in E(H). In other words, H comp is loopless.
It remains to characterize faces Q H ⊂Q G (Theorem 3.12). To illustrate the difference between the world of facesQ H ⊆Q G and the world of faces Q H ⊂Q G , consider the following example:
Example 3.5. Let us explain why the triangle
is not a face of the rhombusQ K3 = conv{0, e 1 − e 2 , e 1 − e 3 , e 2 − e 3 }. Suppose that a supporting hyperplane { (x) = c} for Q K3 exists. Since 0 ∈ Q K3 , we must have 0 = (0) > c; up to scaling, we may assume c = −1. On one hand, (e 1 − e 2 ) = −1 and (e 2 − e 3 ) = −1, whereas on the other hand (e 1 − e 3 ) = −1. This is a contradiction.
Generalizing Example 3.5, it will not be hard to prove that the following condition is necessary for Q H ⊂ Q G to be a face. (It will be analogous to the condition that H comp is loopless forQ H ⊆Q G to be a face; cf. Lemma 3.15.) Definition 3.6. A graph H on vertex set V (H) = [n] is path consistent if, for any pair i, j ∈ [n] and any two undirected paths p un ij and q un ij in H un connecting i to j, we have
(Here, p ij and q ij are the subsets of E(H) whose underlying undirected graph are the paths p un ij and q un ij . The sets p ij and q ij are not necessarily directed paths.) In other words, the difference between the number of "correctly" oriented edges and the number of "incorrectly" oriented edges in any path depends only on i and j.
Example 3.7. The complete graph K 3 is not path consistent, since the paths ((1, 3)) and ((1, 2), (2, 3)) connecting vertices 1 and 3 have one and two correctly oriented edges respectively (cf. Example 3.5). The graph G shown in Figure 1 , and more generally any alternating graph, is path consistent.
There are two undirected paths in H un connecting vertex 1 to vertex 4. The path ((1, 4)) has one correctly oriented edge, while the path ((1, 3), (2, 3), (2, 4)) has two correctly oriented edges and one incorrectly oriented edge.
The following example of a path consistent subgraph H ⊂ G so that Q H is not a face ofQ G will motivate the definitions that follow it: The root polytope Q G is a square with affine hull
Let us explain why Q H is not a face. Suppose that a supporting hyperplane { (x) = c} for Q H exists. Since 0 ∈ Q H , we must have 0 = (0) > c; up to scaling, we may assume c = −1. Writing
on the c i : the first two say c 2 > c 1 , whereas the last two say c 1 > c 2 .
To generalize Example 3.8 to a necessary condition for Q H ⊂Q G to be a face, we highlight some useful notions: Proposition 3.9. Let H be a path consistent graph. There is a unique function w : V (H) → N so that:
(1) The equality w(i) = w(j) − 1 holds for every edge (i, j) ∈ E(H),
(2) In every connected component H un j of H, some vertex v j ∈ V (H un j ) satisfies w(v j ) = 1. This function is called the weight function of H.
Proof. It suffices to prove this when H un is connected. In this case, condition (1) defines w uniquely up to global scaling; path consistency of H ensures w is well defined. Condition (2) kills the global scaling. 
We define the weight decrease of e to be the quantity
We now have the language in place to generalize Example 3.8 to a necessary condition for Q H ⊂Q G to be a face. (While path consistency will be analogous to looplessness of H comp , the following condition will be analogous to acyclicity of H comp .) We have enough language to state our characterization of subgraphs H ⊆ G for which Q H ⊂Q G is a face: To prove Theorem 3.12, we begin with two lemmas useful for constructing a supporting hyperplane for Q H ⊆Q G , given a path consistent admissible subgraph H ⊆ G. (The first of these, Lemma 3.13, will eventually be applied to H comp , where S i are edges forming a cycle C of H comp , and c(C) = e k ∈C wd(e k ).) Proof. The proof is by induction on r, i.e. on the number of collections S i . If r = 0, the lemma is vacuously true. In the general case, define
To each edge e j ∈ E I , set c(e j ) = W . Consider now the subgraph H ⊆ G with E(H) = E(G) \ E I , and the collections of edges
Note that T k is nonempty only for k ∈ [r] \ I; furthermore,
There are strictly fewer than r many T k , and they all satisfy c(T k ) > −|T k |. By induction, there exist real numbers c(e j ) > −1 associated to each edge e j ∈ E(H) so that Let wd(H comp ) ∈ R E(Hcomp) denote the vector whose coordinate indexed by e ∈ E(H comp ) is wd(e). Then Lemma 3.14 asks for a vector c ∈ R V (Hcomp) so that
where 1 ∈ R E(Hcomp) is the vector whose components are all equal to 1. We now prove the following analogue of Lemma 3.1 for faces Q H ⊂Q G : 
with s |C|+1 def = s 1 . Since e comp i forms a cycle in H comp , the vertices t i , s i+1 ∈ V (H) are in the same connected component. Then Equation (7) says
where the inequality follows from Equation (8). Thus we have verified Equation (4) holds for every cycle C, and H is admissible.
Suppose now that H is path consistent and admissible. It suffices to provide numbers c i , i ∈ [n] = V (H), so that conditions (b) and (c) of 3.15 hold for c = −1, i.e.
By Lemma 3.14, there exist numbers d i , i ∈ V (H comp ), so that wd(e) + d s(e) − d t(e) > −1.
where w is the weight function of H, satisfies Equation (9): if e = (i, j) ∈ E(G) \ E(H) corresponds to e comp = (i comp , j comp ) ∈ E(H comp ) then
while if (i, j) ∈ E(H) then (as in Equation (7)) c i − c j = w(i) − w(j) = −1.
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In this section, we explore consequences of Theorems 3.3 and 3.12. In Corollary 4.5, we show that Theorem 3.12 specializes to a result of Postnikov characterizing facets of the form Q H ⊂Q G for transitively closed graphs G (Definition 4.1). We also highlight the special case G = K n in Corollaries 4.6 and 4.7; the latter corollary corrects a result of Gelfand, Graev, and Postnikov (see Remark 4.8).
To state Postnikov's result we begin with the following definition: Definition 4.1. A graph G is called transitively closed if whenever (i, j), (j, k) ∈ E(G) are edges of G, then (i, k) ∈ E(G) is also an edge of G.
We call such graphs alternating-induced subgraphs of G. We will apply the following proposition to collect corollaries of Theorem 3.12. Although it is more general than necessary for the purposes of this paper, the proof is essentially the same, so we include it here. Proposition 4.4. Let G be transitively closed and let H ⊆ G be a path consistent and admissible subgraph. Then
is the disjoint union of alternating-induced subgraphs of induced subgraphs of G.
Proof. Suppose H ⊆ G is path consistent and admissible. We first claim that H is alternating. Proof. Let Q H ⊂Q G be a facet. By Theorem 3.12, H ⊆ G is path consistent and admissible. By Proposition 4.4, H has the form (10).
Since G un is connected, Proposition 2.2 saysQ G is (n − 1)-dimensional, so the facet Q H ⊆Q G is (n − 2)dimensional. Since H is alternating, Proposition 2.2 implies that H un has one connected component. It follows that the partition P appearing in (10) can only contain one part, i.e. H = G L,R for some disjoint L, R ⊂ [n]. If H is to contain no isolated vertices, we further obtain L R = [n].
Conversely, suppose H ⊆ G is a subgraph so that H un is connected and H = G L,R for some L R = [n]. By Proposition 2.2, dimQ G = n − 1 and dim Q H = n − 2, so it suffices to show that Q H ⊆Q G is a face. Since H is alternating (it is even alternating-induced), it is automatically path consistent; explicitly, if p un ij is a path connecting i to j in H un , we have (3) is satisfied. Note also that H comp consists of a single vertex with a self loop corresponding to each edge e = (i, j) ∈ E(G) \ E(G L,R ), and wd(e) = 0 when i, j ∈ L or i, j ∈ R, whereas wd(e) = 1 when i ∈ R and j ∈ L. In both cases, Equation (4) is satisfied and H is admissible. Since H ⊆ G is path consistent and admissible, Theorem 3.12 implies Q H ⊂Q G is a face.
The case G = K n of Theorems 3.3 and 3.12 is of special interest, and we spell them out here. 
is a disjoint union of alternating-induced subgraphs of complete graphs on vertex sets [n i + 1, n i+1 ].
Proof. By Theorem 3.12, it suffices to characterize path consistent, admissible subgraphs H ⊆ K n . Let H ⊆ K n be such a graph. Since K n is transitively closed, Proposition 4.4 asserts that
is a disjoint union of alternating-induced subgraphs of complete graphs on vertex sets P i ∈ P. To show that H is of the form (13), it suffices to show that if i, j, k ∈ [n] = V (H) with i < j < k, and (i, k) ∈ E(H), then either (i, j) ∈ E(H), (j, k) ∈ E(H), or j is an isolated vertex. (This would imply that the partition P = {P i } can be chosen so that i, k ∈ P * implies j ∈ P * , i.e., so that the parts are consecutive blocks of numbers.) With the above goal in mind, consider any triple i < j < k with (i, k) ∈ E(H), and suppose j is not in the same connected component of H un as i and k; we want to show that j is isolated. If there is an edge (j, ) ∈ E(H), then the edges e i = (i, ) and e jk = (j, k) of E(K n ) give rise to a directed cycle C = {(e i ) comp , (e jk ) comp } in H comp . Since wd((e i ) comp ) = wd((e jk ) comp ) = −1, Equation (4) is violated and H is not admissible.
Similarly, if there is an edge ( , j) ∈ E(H), then the edges e k = ( , k) and e ij = (i, j) of E(K n ) give rise to a directe dcycle C = {(e k ) comp , (e ij ) comp } in H comp . Since wd((e k ) comp ) = wd((e ij ) comp ) = −1, Equation (4) is violated and H is not admissible.
Conversely, if H is of the form (13), then it is alternating and hence path consistent, and the directed graph H comp is nothing more than the complete graph on V (H comp ); in particular it is acyclic and Equation (4) is satisfied, so H is admissible as well. as the graph H is uniquely determined by the numbers 1 ≤ n 1 < · · · < n n−d−1 ≤ n − 1.
We record here that a graph H of the form (13) arises from a unique choice of L i , R i satisfying the additional condition (14) min(L i ∪ R i ) ∈ L i and max(L i ∪ R i ) ∈ R i , and that conversely any collection of disjoint sets L i , R i satisfying condition (14) and max(R i ) < min(L i+1 ) uniquely determines the graph H, since we may recover E(H) = {(a, b) : a ∈ L i , b ∈ R i for some i}.
In other words, we have a bijection {H of the form (13)} ←→ {disjoint sets L i , R i ⊂ [n] satisfying (14) and max(R i ) < min(L i+1 )}.
The graph H corresponding to the sets {L 1 , R 1 , . . . , L , R } under this bijection is so that H un has connected components containing an edge, along with n − i=1 (|L i | + |R i |) many isolated vertices.
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