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Chapter 1
Introduction
1.1 Phase transition models with dynamic boundary
conditions
Throughout this thesis, we consider the mathematical models of phase transitions.
The phase transition phenomena arise in many physical aspects and industrial processes,
for example, metal coating, crystal growth, component separation and shape memory in
the alloy, and so on. These various phase transition phenomena are described by sys-
tems of initial-boundary value problems of partial differential equations (PDEs), possibly
with nonlinearities. In view of this, many papers and books have been devoted to the
mathematical issues of phase transition models and their applications (cf. [13, 78]).
The objective of this study is to develop the mathematical method which enables us
to reproduce the more dynamical and complicated nonlinear phase transition phenom-
ena. Then, the main focus of this thesis deals with the following transmission system of
parabolic type PDEs:
a(t, x)∂tw − div
(
A(t, x)∇w) = f in Q := (0, T )× Ω, (1.1.1)
∂twΓ − ε∆ΓwΓ +
(
A(t, x)∇w)|Γ · nΓ = fΓ, and
w|Γ = wΓ on Σ := (0, T )× Γ,
(1.1.2)
w(0, x) = w0(x), x ∈ Ω, and wΓ(0, xΓ) = wΓ,0(xΓ), xΓ ∈ Γ. (1.1.3)
Here, (0, T ) is a time-interval with a positive constant T > 0, Ω ⊂ RN is a bounded
spatial domain with a smooth boundary, denoted by Γ := ∂Ω. We denote by nΓ the unit
outer normal to Γ. Also, w|Γ denotes the trace (boundary-value) of w, and ∆Γ stands
for the Laplacian on the surface, i.e. the so-called Laplace–Beltrami operator. Besides,
we fix a physical constant ε ≥ 0. The equations (1.1.3) are initial conditions with given
initial data w0, wΓ,0.
The equations (1.1.2) are the boundary condition for (1.1.1), which is called dynamic
boundary condition. In general, the dynamic boundary condition includes the time-
derivative of an unknown function, and the transmission condition on the fixed boundary.
More precisely, our dynamic boundary condition (1.1.2) consists of the part of the another
parabolic type PDE on the surface, and the part of the transmission conditions w|Γ = wΓ
on Σ between the PDEs in (1.1.1) and in (1.1.2).
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About the study of dynamic boundary conditions, there are a lot of previous studies
since the 1990s. In the early days, Escher dealt with the solvability of uniformly parabolic
type equations with dynamic boundary conditions (cf. [26]). On this basis, we can find
studies of the dynamic boundary conditions, including some applications to the phase
transition models. For example, the existence of a weal solution to the Stefan problem
with dynamic boundary condition in the case ε = 0 was discussed in a series of papers
by Aiki (cf. [1–4]). Also, let us refer the papers of the phase-field systems of Allen–
Cahn type equations (cf. [14,15,18,22,34,35,44,75]) or Cahn–Hilliard type equations (cf.
[16,17,19–21,32]) with dynamic boundary conditions in the case ε ≥ 0. The focus of these
previous works was to obtain some qualitative results for L2-based solutions using the
theories of parabolic PDEs in [56,58], and to establish other solvabilities or optimal control
theories. Meanwhile, Fila–Ishige–Kawakami research the semilinear elliptic equations with
dynamic boundary conditions in the case ε = 0 (cf. [28–30]). More recently, for a level set
mean curvature flow under a dynamic boundary condition in the case when ε = 0 and the
absence of the normal derivative term
(
A(t, x)∇w)|Γ · nΓ in Giga–Hamamuki (cf. [39]).
Besides, to investigate the dynamic boundary conditions, we can mention some papers
(cf. [24, 36,41,42,57,61,77]).
Now, we explain the mathematical formula of dynamic boundary condition, and it’s
physical background formed in a singular limit of the transmission problem for the phase
transition models. In most cases, the singular limit problem is given as a mathematical
model for a useful theoretical or numerical analysis, cf. e.g., a 2D-3D singular limit
problem of the magnetic thin film, and so on. In this regard, Savare´–Visintin demonstrated
a certain association between a transmission problem for Stefan problem and a Stefan
problem with dynamic boundary condition (cf. [69]).
Here is a summary of the previous work [69] in a more simplified case. To this end,
for any δ > 0, we give the thin domain Ωδ, defined as:
Ωδ :=
{
x ∈ RN dist(x,Ω) < δ } , with a smooth boundary ∂Ωδ,
where dist(x,Ω) is the distance between Ωδ and Ω, and define the lateral boundary:
Γ0 := ∂Ω \ Γ,
and denote by nΓ0 the unit outer normal to Γ0. Also, we set Qδ := (0, T ) × Ωδ and
Σ0 := (0, T )× Γ0.
Figure 1.1: Settings of domains
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Then, for any δ > 0, we shall consider the following system of transmission problem
of parabolic type PDEs, denoted by (TP).
(TP): 
a(t, x)∂tw − div
(
A(t, x)∇w) = f in Q,
∂tw
δ − ε∆wδ = f δ in Qδ,
w|Γ = w
δ |Γ , and
(
A(t, x)∇w)|Γ · nΓ = −∇wδ |Γ · nΓ on Σ,
∇wδ · nΓ0 = 0 on Σ0,
w(0, x) = w0(x), x ∈ Ω, and wδ(0, xδ) = wδ0(xδ), xδ ∈ Ωδ.
In the context, w : Q → R and wδ : Qδ → R are the unknown functions, respectively.
f ∈ L2(Q), f δ ∈ L2(Qδ) are given forcing terms, and w0 ∈ L2(Ω), wδ0 ∈ L2(Ωδ) are give
initial data for the component of w, wδ, respectively. We choose a continuous function
a : Q → R, and N × N -matrix valued function A : Q → RN×N , continuously depending
on (t, x) ∈ Q, satisfying that:
A = tA, and α̂ ≤ a ≤ M̂, α̂|ω|2 ≤ Aω · ω ≤ M̂ |ω|2, a.e. in Q, for any ω ∈ RN ,
where α̂, M̂ > 0 are two fixed positive constants.
On account of the previous works (cf. [69, Proposition 1.1] and references therein
[23,59]), the weak formulation of the previous transmission problem (TP) admits a unique
(weak) solution, regardless of the choice of the data f, f δ and w0, w
δ
0. On this basis, the
main results of the previous work were in the point that the singular limit of the sequence
of solutions {wδ : Qδ → R | δ > 0} corresponding to the sequence of forcing terms
{f δ : Qδ → R | δ > 0}, and of initial data {wδ0 : Ωδ → R | δ > 0}, as δ ↓ 0, were
characterized as the solution wΓ : Σ→ R to the equation in (1.1.2) corresponding to the
forcing term fΓ : Σ→ R, and the initial datum wΓ,0 : Γ→ R (cf. [69, Theorems I,II]). The
key points of the results were to observe the variational formulations of the transmission
problems, which can be interpreted in the framework of abstract evolution equations of
monotone type as in Bre´zis [11] by developing the abstract results as needed.
In general, the phase transition models can be derived from the gradient flow of gov-
erning energy functionals, called free-energies. In particular, our interest lies in the non-
smooth free-energy including singularities which is associated with the phase transition
models of mesoscopic scale, proposed by Visintin [78, Chapter IV]. The example of sin-
gular type energies is given by a functional:
w 7→
∫
Ω
(
|∇w|+ κ
2
2
|∇w|2
)
dx, (1.1.4)
consisting of the total variation functional
∫
Ω
|∇w|dx of w, and the regularization term∫
κ2
2
|∇w|2dx with a fixed constant κ > 0. This energy (1.1.4) forms the quasilinear
diffusion with singularities, and associated normal derivative in (1.1.1) and (1.1.2):
− div
( ∇w
|∇w| + κ
2∇w
)
and
( ∇w
|∇w| + κ
2∇w)|Γ · nΓ with A := ( 1|∇w| + κ2
)
EN ,
where EN is a N × N -unit matrix. Moreover, we are interested in observing the case
of limit as κ → 0 which is more singular case. However, these singular terms make
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mathematical analysis very tough. So, from a mathematical point of view, we apply
the notion of subdifferential of a convex energy function. The subdifferential is a set-
valued map corresponding to a weak differential of the convex function, and it has a
maximal monotone graph. In view of these, the mathematical analysis for our models
are suitable to reformulate the systems to the nonlinear evolution equations including the
subdifferentials of convex energies. The big advantage of the reformulation enables us to
discuss the well-posedness for our models, such as existence, uniqueness, and continuous
dependence of solutions in the framework of the general theories of nonlinear evolution
equations (cf. [10, 11]).
1.2 Outline of this thesis
This thesis consists of 5 Chapters. In the next Chapter 2, we introduce the basic notations,
known facts, and abstract theories. On this basis, we state the results, concerned with
the mathematical analysis for phase transition models with dynamic boundary conditions
in each Chapter.
In Chapter 3, we consider a class of coupled systems of PDEs which consist of quasilin-
ear Allen–Cahn type equations with dynamic boundary conditions, denoted by (ACE)ε,
for ε ≥ 0.
(ACE)ε:
∂tu− div
( ∇u
|∇u| + κ
2∇u
)
+ β(u) + g(u) ∋ θ in Q,
∂tuΓ −∆Γ(ε2uΓ) +
( ∇u
|∇u| + κ
2∇u)|Γ · nΓ + βΓ(uΓ) + gΓ(uΓ) ∋ θΓ, and u|Γ = uΓ on Σ,
u(0, ·) = u0 in Ω, and uΓ(0, ·) = uΓ,0 on Γ.
For each ε ≥ 0, our Allen–Cahn type equation in Ω is derived from the singular type
energies, which are associated with the phase transition model of mesoscopic scale of
solid-liquid system, proposed by Visintin in [78, Chapter VI], as follows.
[u, uΓ] ∈ H1(Ω)×H 12 (Γ) 7→ Fε(u, uΓ)
:=
∫
Ω
(
|∇u|+ κ
2
2
|∇u|2 +B(u) +G(u)
)
dx
+
∫
Γ
(
ε2
2
|∇ΓuΓ|2 +BΓ(uΓ) +GΓ(uΓ)
)
dΓ ∈ (−∞,∞],
with the effective domain:
D(Fε) :=
{
[z, zΓ]
z ∈ H1(Ω), zΓ ∈ H 12 (Γ), εzΓ ∈ H1(Γ),
and z|Γ = zΓ in H
1
2 (Γ)
}
, for ε ≥ 0.
The objective of this study is to establish the mathematical methods to obtain the
meaningful L2-based solutions to the quasilinear systems with dynamic boundary condi-
tions, and to see some robustness of (ACE)ε. On this basis, we set the goal to clarify the
qualitative properties, the well-posedness of (ACE)ε, and the continuous dependences of
the solutions to (ACE)ε for the variations of ε ≥ 0, respectively.
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Moreover, the last section in this Chapter deals with the vectorial system of quasi-
linear diffusion equation with dynamic boundary condition, aiming to handle various
vectorial singular situations, such as the Bingham flow equations, the Ginzburg–Landau
type equations, and so on. The main focus of the results of this vectorial system is to
obtain the qualitative properties, generalized previous sections, e.g. the well-posedness
for the system, and continuous dependence of the solutions.
The results of this Chapter were based on the joint-work with Pierluigi Colli, Gianni
Gilardi, and Ken Shirakawa [18].
In Chapter 4, we propose a weak formulation of the (vectorial) singular diffusion
equation with dynamic boundary condition, denoted by (S).
(S):
∂tu− div
(
Du
|Du|
)
∋ θ in Q,
∂tuΓ − ε2∆ΓuΓ +
(
Du
|Du|
)
|Γ · nΓ ∋ θΓ, and u|Γ = uΓ on Σ,
u(0, ·) = u0 in Ω, and uΓ(0, ·) = uΓ,0 on Γ.
The weak formulation of (S) is based on a reformulation method by an evolution equation
including the subdifferential of governing convex energy. The objective of this study is to
characterize the solutions to the system of the singular diffusion equation with dynamic
boundary condition. Under suitable assumptions, the principal results of this Chapter
are stated in forms of Main Theorems, which are to verify the adequacy of the weak
formulation. More precisely, the first Main Theorem is concerned with the convergences
of convex energies (Mosco-convergences) between the weak solutions and those in regular
problems of standard PDEs. In the meantime, the second Main Theorem is concerned
with the comparison principle of the weak solutions to the system.
The results of this Chapter were published in R. Nakayashiki and K. Shirakawa [67].
In the final Chapter (Chapter 5), we study a phase-field model of grain boundary
motion, as one of the applications of the previous results. The mathematical model
is formally described as a coupled system of two parabolic type initial-boundary value
problems, denoted by (KWC)ε, for any ε ≥ 0.
(KWC)ε:
∂tη −∆η + g(η) + α′(η)|∇θ| = 0 in Q,
∇η|Γ · nΓ = 0 on Σ,
η(0, ·) = η0 in Ω;
α0(η)∂tθ − div
(
α(η)
∇θ
|∇θ| + κ
2∇θ
)
= 0 in Q,
∂tθΓ −∆Γ(ε2θΓ) +
(
α(η) ∇θ|∇θ| + κ
2∇θ)|Γ · nΓ = 0, and θ|Γ = θΓ on Σ,
θ(0, ·) = θ0 in Ω, and θΓ(0, ·) = θΓ,0 on Γ.
including the quasilinear diffusion with singularities and dynamic boundary conditions.
The system (KWC)ε is calledKobayashi–Warren–Carter system, proposed by R. Kobayashi,
J. A. Warren, and W. C. Carter (cf. [54, 55]), which is known as a mathematical model
of grain boundary motion in a polycrystal. The main focus of this model is to reproduce
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the crystalline dynamics by means of a type of quasilinear (singular) diffusion equation,
derived from quasilinear (singular) free-energy as follows.
[η, θ, θΓ] ∈ D(Fε) 7→ Fε(η, θ, θΓ) := 1
2
∫
Ω
|∇η|2 dx+
∫
Ω
gˆ(η) dx
+
∫
Ω
α(η)|∇θ| dx+ κ
2
2
∫
Ω
|∇θ|2 dx+ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ ∈ [0,∞],
with the effective domain:
D(Fε) :=
{
[η, θ, θΓ]
η ∈ H1(Ω), θ ∈ H1(Ω), θΓ ∈ H 12 (Γ),
εθΓ ∈ H1(Γ) and θ|Γ = θΓ in H
1
2 (Γ)
}
, for ε ≥ 0.
Recently, the theoretical results of the Kobayashi–Warren–Carter systems have been
established by a number of researchers under the simple setting of boundary conditions.
However, the variety of the boundary conditions, such as inhomogeneous and more dy-
namic cases, were not focused so much. The objective of this study is to develop the
mathematical analysis for the Kobayashi–Warren-Carter systems, and we discuss the qual-
itative properties of the systems, including the dynamic boundary conditions. From this
point of view, we discuss the well-posedness for (KWC)ε, existence of the solution, upper
semi-continuity among solution classes, through the general theory of nonlinear evolution
equation governed by the subdifferential of convex reformulation of free-energy.
The results of this Chapter are published in 2018 [66].
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Chapter 2
Preliminaries
In this Chapter, we outline some basic notations and known facts, as preliminaries of this
thesis.
Notation 1 (Notations in real analysis). For arbitrary a, b ∈ [−∞,∞], we define:
a ∨ b := max{a, b}, and a ∧ b := min{a, b},
and in particular, we write [a]+ := a ∨ 0 and [b]− := −(b ∧ 0), respectively.
Let d ∈ N be any fixed dimension. Then, we simply denote by |x|(:= |x|RN ), and x · y
the Euclidean norm of x ∈ Rd, and the standard scalar product of x, y ∈ Rd, respectively,
i.e.:
|x| :=√x21 + · · ·+ x2d, and x · y := x1y1 + · · ·+ xdyd,
for all x = [x1, . . . , xd], y = [y1, . . . , yd] ∈ Rd.
Also, we denote by Bd, and Sd−1 the d-dimensional unit open ball centered at the origin,
and its boundary, respectively, i.e.:
Bd :=
{
x ∈ Rd |x| < 1 }, and Sd−1 := { x ∈ Rd |x| = 1 } .
In particular, when d > 1, we write x ≤ y, if xi ≤ yi, for all i = 1, · · · , d, and define:{
x ∨ y := [x1 ∨ y1, . . . , xd ∨ yd], x ∧ y := [x1 ∧ y1, . . . , xd ∧ yd],
[x]+ :=
[
[x1]
+, . . . , [xd]
+
]
, and [y]− :=
[
[y1]
−, . . . , [yd]−
]
,
for all x, y ∈ Rd.
Besides, we describe a d-dimensional vector x = [x1, . . . , xd] ∈ Rd as x = [x˜, xd] by
putting x˜ = [x1, . . . , xd−1] ∈ Rd−1. As well as, we describe the gradient ∇ = [∂1, . . . , ∂d]
as ∇ = [∇˜, ∂d] by putting ∇˜ = [∂1, . . . , ∂d−1] and we describe ∇x, ∂t, ∂xi , i = 1, . . . , d,
and so on, when we need to specify the variables of differentials. For every two vectors
x, y ∈ Rd, we denote by x⊗ y the tensor product of x and y, i.e.:
x⊗ y := xty =

x1y1 · · · x1yd
...
. . .
...
xdy1 · · · xdyd
 ∈ Rd×d.
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For any d ∈ N, the d-dimensional Lebesgue measure is denoted by Ld, and unless
otherwise specified, the measure theoretical phrases, such as “a.e.”, “ dt ”, “ dx ”, and so
on, are with respect to the Lebesgue measure in each corresponding dimension. Also, in
the observations on a C1-surface S, the phrase “a.e.” is with respect to the Hausdorff
measure, denoted by H in each corresponding Hausdorff dimension, and the area element
on S is denoted by dS.
Let µ be a positive measure on Rd, and let B ⊂ Rd be a µ-measurable Borel set. For
any µ-measurable function z : B → R, we denote by [z]ex an extension of function z over
Rd. More precisely, [z]ex : Rd → R is a Lebesgue measurable function such that [z]ex has
an expression as a µ-measurable function on B, and [z]ex = u µ-a.e. in B. In general, the
extension of [z]ex : Rd → R is not unique, for each z : B → R (cf. [5, 9]).
At the end of Notation 1, we mention about the following elementary fact.
(Fact 0) Let l ∈ N be a fixed finite number. If {α1, . . . , αl} ⊂ R and {akn}∞n=1, k =
1, . . . , l, fulfill that:
lim
n→∞
akn ≥ αk, k = 1, . . . , l, and lim
n→∞
l∑
k=1
akn ≤
l∑
k=1
αk.
Then, it holds that:
lim
n→∞
akn = αk, k = 1, . . . , l.
Notation 2 (Notations of functional analysis). For an abstract Banach space X, we
denote by | · |X the norm of X, and denote by 〈 · , · 〉X the duality pairing between X
and the dual space X∗ of X. Let IX : X → X be the identity map from X onto X. In
particular, when X is a Hilbert space, we denote by ( · , · )X the inner product in X.
For two Banach spaces X, Y , let L(X,Y ) be the Banach space of bounded linear
operators from X onto Y .
For two Banach spaces X, Y , and a set-valued operator A˜, we denote by D(A˜) the
domain of A˜, i.e. D(A˜) := {z˜ ∈ X | A˜z ̸= ∅}, and we often say “[z0, z∗0 ] ∈ A˜ in X×Y ”, to
mean “z0 ∈ D(A˜) and z∗0 ∈ A˜z0”, by identifying the operator A˜ with its graph in X × Y .
For Banach spaces X1, · · · , Xd with 1 < d ∈ N, let X1 × · · · × Xd be the product
Banach space endowed with the norm | · |X1×···×Xd := | · |X1 + · · · + | · |Xd . However,
when all X1, · · · , Xd are Hilbert spaces, X1× · · · ×Xd denotes the product Hilbert space
endowed with the inner product ( · , · )X1×···×Xd := ( · , · )X1 + · · ·+ ( · , · )Xd and the norm
| · |X1×···×Xd := (| · |2X1 + · · ·+ | · |2Xd)
1
2 .
Notation 3 (Notations for the spatial domain). Throughout this thesis, the following
assumption holds.
(A0) Let 0 < T < ∞ be a time-constant, and let κ > 0 be a fixed constant. Also, let
m ∈ N and 1 < N ∈ N be fixed constants of dimensions. Ω ⊂ RN is a bounded spatial
domain in RNwith a C∞-boundary Γ := ∂Ω and nΓ : Γ→ SN−1 is the unit outer normal
to Γ. Besides, we suppose that Ω and Γ fulfill the following conditions (Ω0) and (Ω 1).
(Ω0) There exists a small constant rΓ > 0, and the mapping
dΓ : x ∈ Ω 7→ dΓ(x) := inf
y∈Γ
|x− y| ∈ [0,∞),
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forms a smooth function on the neighborhoods of Γ:
Γ(r) :=
{
x ∈ Ω dΓ(x) < r
}
, for every r ∈ (0, rΓ].
We notice that nΓ(x) = −dΓ(x) for every x ∈ Γ.
(Ω1) There exists a small constant r∗ ∈ (0, rΓ], and for any xΓ ∈ Γ and arbitrary
ρ, r ∈ (0, r∗], the neighborhood:
GxΓ(ρ, r) :=
{
y + xΓ + τnΓ
τ ∈ (−r, r), y ∈ Γ− xΓ, and∣∣y− (y ·nΓ(xΓ))nΓ(xΓ)∣∣ < ρ
}
,
is transformed to a cylinder:
Π0(ρ, r) :=
{
ξ = [ξ˜, ξN ] ∈ RN ξ˜ ∈ ρBN−1 and ξN ∈ (−r, r)
}
,
by using a uniform C∞-diffeomorphism ΞxΓ : GxΓ(r∗, r∗)→ Π0(r∗, r∗). Additionally,
for any xΓ ∈ Γ, there exists a function γxΓ ∈ C∞(r∗BN−1), a congruence transform
ΛxΓ : RN → RN and a C∞-diffeomorphism HxΓ : ΛxΓGxΓ(r∗, r∗) → Π0(r∗, r∗), such
that:
(ω0) ΞxΓ = HxΓ ◦ ΛxΓ as a mapping from GxΓ(r∗, r∗) onto Π0(r∗, r∗);
(ω1) γxΓ(0) = 0, and ∇γxΓ(0) = 0 in RN−1;
(ω2) for every ρ, r ∈ (0, r∗],
ΛxΓGxΓ(ρ, r) = YxΓ(ρ, r) :=
{
y = [y˜, yN ] ∈ RN [y˜, yN−γxΓ(y˜)] ∈ Π0(ρ, r)
}
,
and in particular,
ΛxΓ
(
Γ ∩GxΓ(ρ, r)
)
=
{
y = [y˜, γxΓ(y˜)] ∈ RN y˜ ∈ ρBN−1
}
;
(ω3) for every ρ, r ∈ (0, r∗],
HxΓ : y = [y˜, yN ] ∈ YxΓ(ρ, r) 7→ ξ = HxΓy := [y˜, yN − γxΓ(y˜)] ∈ Π0(ρ, r).
Remark 2.1. From (Ω0), we may further suppose the following condition.
(Ω2) For any σ > 0, there exists a constant ρσ∗ ∈ (0, r∗] such that:
ρσ∗ ≤ σ, |γxΓ|C1(ρBN−1) ≤ σ and{
Ξ−1xΓ [ξ˜, γxΓ(ξ˜) + r∗] ξ˜ ∈ ρBN−1
} ∩ Γ(r∗/2) = ∅,
for any xΓ ∈ Γ and any ρ ∈ (0, ρσ∗ ].
Notation 4 (Notations of surface-differentials). On the basis of Notation 3, let [ ·, nΓ] be
a linear operator from C∞(Ω) into D′(Γ), which is defined as:
〈[ϖ,nΓ], ϕ〉 :=
∫
Ω
divϖ [ϕ]ex dx+
∫
Ω
ϖ · ∇[ϕ]ex dx,
for all ϖ ∈ [C∞(Ω)]N and ϕ ∈ C∞(Γ).
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Let us define the Laplacian ∆Γ on the surface Γ, i.e. the so-called Laplace–Beltrami
operator, as the composition:
∆Γ : ϕ ∈ C∞(Γ) 7→ ∆Γϕ := divΓ(∇Γϕ) ∈ C∞(Γ),
of the surface gradient:
∇Γϕ := ∇[ϕ]ex − (∇dΓ ⊗∇dΓ)∇[ϕ]ex, for any ϕ ∈ C∞(Γ),
and the surface-divergence:
divΓω := div[ω]
ex −∇([ω]ex · ∇dΓ) · ∇dΓ, for any ω = [ω1, . . . , ωN ] ∈ [C∞(Γ)]N .
As is well-known (cf. [69]), the values ∇Γϕ and divΓω are determined independently with
respect to the choices of the extensions [ϕ]ex ∈ C∞(RN) and [ω]ex = [[ω1]ex, . . . , [ωN ]ex] ∈
[C∞(R)]N .
Notation 5 (Notations in tensor analysis). For arbitrary (m×N)-matrices A = [aij], B =
[bij] ∈ Rm×N with components aij, bij ∈ R (i = 1, . . .m, j = 1, . . . , N), we denote by A : B,
and ‖A‖ the scalar product of A and B, and the Frobenius norm of A, respectively, i.e.:
A : B :=
N∑
j=1
m∑
i=1
aijbij ∈ R, and ‖A‖ :=
√
A : A ∈ R, for all A,B ∈ Rm×N .
If 1 < m ∈ N, then for any vectorial function z = [zi] ∈ [L2(Ω)]m := L2(Ω;Rm), we
denote by ∇z the (distributional) gradient of z, defined as:
∇z := t[∇z1, . . . ,∇zm] =
 ∂1z1 · · · ∂Nz1... . . . ...
∂1zm · · · ∂Nzm
 ∈ D′(Ω)m×N ,
and, we define ∆z := [∆zi] ∈ [L2(Ω)]m as the standard Laplace operator. Also, let ∆N
be the Laplace operator, subject to the zero-Neumann boundary condition, defined as:
∆N : z ∈ D(∆N) :=
{
z˜ ∈ [H2(Ω)]m ∇z˜|Γ · nΓ = 0 in [H
1
2 (Γ)]m
} ⊂ [L2(Ω)]m
7→ ∆Nz := [∆Nzi] = ∆z ∈ [L2(Ω)]m.
We note that the operator −∆N forms a linear and continuous operator from [H1(Ω)]m
into [H1(Ω)∗]m, via the following Green-type formula (cf. [9, Proposition 5.6.2]):
−
∫
Ω
∆Nz · w dx =
∫
Ω
∇z : ∇w dx, for all [z, w] ∈ D(∆N)× [L2(Ω)]m.
Furthermore, for any matrix-valued function Z = [zij] ∈ [L2(Ω)]m×N , we denote by
divZ the (distributional) divergence of Z, defined as:
divZ :=
[
N∑
k=1
∂kzik
]
∈ D′(Ω)m.
Similarly, for any vectorial function z = [zi] ∈ [H1(Γ)]m, we define the surface-gradient
∇Γz of z by ∇Γz := t[∇Γz1, . . . ,∇Γzm], and we define ∆Γz := [∆Γzi].
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Remark 2.2. Let us define a closed subspace L2div(Ω) in [L
2(Ω)]m×N , and a closed sub-
space L2tan(Γ) in [L
2(Γ)]N , by putting:
L2div(Ω) :=
{
Z˜ ∈ [L2(Ω)]m×N div Z˜ ∈ [L2(Ω)]m } , and
L2tan(Γ) :=
{
z˜ ∈ [L2(Γ)]N z˜ · nΓ = 0, a.e. on Γ
}
.
Then, on account of the general theories, we can see the following facts.
(Fact 3) (cf. [51, Proposition 1.6]) The mapping M ∈ [H1(Ω)]m×N 7→M |ΓnΓ ∈ [H
1
2 (Γ)]m
can be extended as a linear and continuous operator [( · )|Γ nΓ] from L2div(Ω) into
[H−
1
2 (Γ)]m, such that:〈
[M |ΓnΓ], ϕ|Γ
〉
H
1
2 (Γ)
=
∫
Ω
divM · ϕdx+
∫
Ω
M : ∇ϕdx,
for all M ∈ L2div(Ω) and ϕ ∈ [H1(Ω)]m.
(Fact 4) The surface gradient ∇Γ can be extended as a linear and continuous operator
from [H1(Γ)]m into L2tan(Γ)
m. The extension is derived in the definition process
of the space [H1(Γ)]m as the completion of [C∞(Γ)]m. Then, the topology of the
completion is taken with respect to the norm, induced by the following bi-linear
form:
[ϕ, ψ] ∈ ([C∞(Γ)]m)2 7→
∫
Γ
(
ϕ · ψ +∇Γϕ : ∇Γψ
)
dΓ.
The inner product in (·, ·)[H1(Γ)]m is given as the extension of the above bi-linear form.
Hence, we identify the operator ∇Γ with the extension from [H1(Γ)]m into L2tan(Γ).
Additionally, since the boundary Γ = ∂Ω has no boundary as (N − 1)-dimensional
surface, for any s > 0, the dual space [H−s(Γ)]m := [Hs(Γ)]m of the Sobolev space
[Hs(Γ)]m coincides with the closure of the class of the smooth functions on Γ in the
topology of [Hs(Γ)∗]m.
(Fact 5) The surface divergence divΓ can be extended as a linear and continuous operator
from L2tan(Γ) into [H
−1(Γ)]m, via the following Green-type formula (cf. [69, Section
2]): 〈
divΓw, z
〉
H1(Γ)
= −
∫
Γ
w∇Γz dΓ, for all z ∈ [H1(Γ)]m and w ∈ L2tan(Γ).
Hence, we regard the Laplace–Beltrami operator ∆Γ = divΓ ◦ ∇Γ as the linear and
continuous operator from [H1(Γ)]m into [H−1(Γ)]m, via the following variational
identity:〈−∆Γϕ, ψ〉[H1(Γ)]m = (∇Γϕ,∇Γψ)[L2(Γ)]N , for all [ϕ, ψ] ∈ ([H1(Γ)]m)2.
Notation 6 (Notations in BV-theory: cf. [5, 9, 27, 43]). Under the assumption (A0), we
denote by M(Ω)m (resp. Mloc(Ω)m) the space of all finite Rm-valued Radon measures
(resp. the space of all Rm-valued Radon measures) on Ω. In general, the space M(Ω)m
(resp. Mloc(Ω)m) is known as the dual of the Banach space [C0(Ω)]m (resp. dual of the
locally convex space [Cc(Ω)]
m).
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A function z ∈ [L1(Ω)]m := L1(Ω;Rm) (resp. z ∈ [L1loc(Ω)]m := L1loc(Ω;Rm)) is called
a function of bounded variation, or a BV-function (resp. a function of locally bounded
variation, or a BVloc-function) on Ω, iff. its distributional differential Dz is a finite
Rm×N -valued Radon measure on Ω (resp. a Rm×N -valued Radon measure on Ω), namely
Du ∈M(Ω)m×N (resp. Du ∈Mloc(Ω)m×N).
We denote by [BV (Ω)]m := BV (Ω;Rm) (resp. [BVloc(Ω)]m := BVloc(Ω;Rm)) the space
of all BV-functions (resp. all BVloc-functions) on Ω. For any z ∈ [BV (Ω)]m, the Radon
measure Dz is called the variation measure of z, and its total variation |Dz| is called the
total variation measure of z. Moreover, the value |Dz|(Ω), for any z ∈ [BV (Ω)]m, can be
calculated as follows:
|Dz|(Ω) = sup
{ ∫
Ω
z · divϕdx ϕ ∈ [C1c (Ω)]m×N and ‖ϕ‖ ≤ 1 on Ω
}
.
The space [BV (Ω)]m is a Banach space, endowed with the following norm:
|z|[BV (Ω)]m := |z|[L1(Ω)]m + |Dz|(Ω), for any z ∈ [BV (Ω)]m.
Also, [BV (Ω)]m is a metric space, endowed with the following distance:
[z, w] ∈ ([BV (Ω)]m)2 7→ |z − w|[L1(Ω)]m +
∣∣∣∣∫
Ω
|Dz| −
∫
Ω
|Dw|
∣∣∣∣ .
The topology provided by this distance is called the strict topology of [BV (Ω)]m and the
convergence of sequence in the strict topology is often phrased as “strictly in [BV (Ω)]m”.
In the meantime, there exists a (unique) bounded linear operator TΓ : [BV (Ω)]m 7→
[L1(Γ)]m, called trace such that TΓϕ = ϕ|Γ on Γ for any ϕ ∈ [C1(Ω)]m. Hence, in
this Chapter, we shortly denote the value of trace TΓz ∈ [L1(Γ)]m by z|Γ . Additionally, if
1 ≤ r <∞, then the space [C∞(Ω)]m is dense in [BV (Ω)]m∩[Lr(Ω)]m for the intermediate
convergence (cf. [9, Definition 10.1.3. and Theorem 10.1.2]), i.e. for any z ∈ [BV (Ω)]m ∩
[Lr(Ω)]m, there exists a sequence {zn}∞n=1 ⊂ [C∞(Ω)]m such that zn → z in [Lr(Ω)]m and∫
Ω
‖∇zn‖dx→ |Dz|(Ω) as n→∞.
Remark 2.3. (cf. [5, Theorem 3.88]) Let TΓ : [BV (Ω)]m → [L1(Γ)]m be the trace for the
vectorial functions. Then, it holds that:∫
Γ
z|Γ · (ψnΓ) dΓ =
∫
Ω
z · div ψ dx+
∫
Ω
ψ : Dz, for any ψ ∈ [C1c (RN)]m×N ,
Moreover, the trace TΓ is continuous with respect to the strict topology of [BV (Ω)]m.
Namely, the convergence of continuous dependence holds:
TΓzn → TΓz as n→∞, for z ∈ [BV (Ω)]m and {zn}∞n=1 ⊂ [BV (Ω)]m,
in the topology of [L1(Γ)]m, if zn → z strictly in [BV (Ω)]m. However, in contrast with
the traces on Sobolev spaces, it must be noted that the convergence is not guaranteed,
if zn → z weakly-∗ in [BV (Ω)]m, and even if we adopt any weak topology for the above
convergence (including the distributional one).
Remark 2.4. For the extensions of functions in [BV (Ω)]m and [H
1
2 (Γ)]m, we can check
the following facts.
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(Fact 1) (cf. [5, Proposition 3.21]) There exists a bounded linear operator EΩ : [BV (Ω)]m
→ [BV (RN)]m, such that:
– EΩ maps any function z ∈ [BV (Ω)]m to an extension [z]ex ∈ [BV (RN)]m;
– for any 1 ≤ q < ∞, EΩ([W 1,q(Ω)]m) ⊂ [W 1,q(RN)]m, and the restriction
EΩ|[W 1,q(Ω)]m : [W 1,q(Ω)]m → [W 1,q(RN)]m forms a bounded and linear oper-
ator with respect to the (strong-) topologies of the restricted Sobolev spaces.
(Fact 2) (cf. [9, Theorem 5.4.1 and Proposition 5.6.3]) There exists a bounded linear
operator EΓ : [H 12 (Γ)]m → [H1(RN)]m, which maps any function ϱ ∈ [H 12 (Γ)]m to
an extension [ϱ]ex ∈ [H1(RN)]m.
Notation 7 (Notations in convex analysis). Let X be an abstract real Hilbert space. For
any closed and convex set C ⊂ X, we denote by piC : X → C the orthogonal projection
onto C .
For any proper lower semi-continuous (l.s.c. from now on) and convex function Ψ :
X → (−∞,∞] defined on a Hilbert space X, we denote by D(Ψ) its effective domain, and
denote by ∂Ψ its subdifferential. The subdifferential ∂Ψ is a set-valued map corresponding
to a weak differential of Ψ, and it has a maximal monotone graph in the product space
X2 := X ×X (cf. [11, Chapter 2]). More precisely, for each z0 ∈ X, the value ∂Ψ(z0) is
defined as a set of all elements z∗0 ∈ X which satisfy the following variational inequality:
(z∗0 , z − z0)X ≤ Ψ(z)−Ψ(z0), for any z ∈ D(Ψ).
For Hilbert spaces X1, · · · , Xd with 1 < d ∈ N, let us consider a proper l.s.c. and
convex function on the product space X1 × · · · ×Xd:
Ψ˜ : [z1, · · · , zd] ∈ X1 × · · · ×Xd 7→ Ψ˜(z) = Ψ˜(z1, · · · , zd) ∈ (−∞,∞].
Then, for any i ∈ {1, . . . , d}, we denote by ∂ziΨ˜ : X1 × · · · × Xd → Xi a set-valued
operator, which maps any z = [z1, . . . , zi, . . . , zd] ∈ X1 × · · · ×Xi × · · · ×Xd to a subset
in Xi:
∂ziΨ˜(z) = ∂ziΨ˜(z1, · · · , zi, · · · , zd)
:=
{
z˜∗ ∈ Xi (z˜
∗, z˜ − zi)Xi ≤ Ψ˜(z1, · · · , z˜, · · · , zd)
−Ψ˜(z1, · · · , zi, · · · , zd), for any z˜ ∈ Xi
}
.
Remark 2.5 (Examples of the subdifferentials). As one of representatives of the subdif-
ferentials, we exemplify the following set-valued function Sgn : RN → 2RN , given as:
ω ∈ RN 7→ Sgn(ω) :=

ω
|ω| , if ω ̸= 0,
BN , otherwise.
It is known that the set-valued function Sgn coincides with the subdifferential of the
Euclidean norm | · | : ω ∈ RN 7→ |ω| = √ω · ω ∈ [0,∞), i.e.:
∂| · |(ω) = Sgn(ω), for any ω ∈ D(∂| · |) = RN .
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Also, it is known that (cf. [10, Section 2 in Chapter 2], [11, Chapter 2]) the operator
−∆N : z ∈ D(∆N) ⊂ L2(Ω) 7→ −∆z ∈ L2(Ω) coincides with the subdifferential of a
proper l.s.c. and convex function ΨN on L
2(Ω), defined as:
z ∈ L2(Ω) 7→ ΨN(z) :=

1
2
∫
Ω
|∇z|2 dx, if z ∈ H1(Ω),
∞, otherwise.
More precisely:
∂ΨN(z) = {−∆Nz} in L2(Ω), for any z ∈ D(∂ΨN) = D(∆N).
Remark 2.6. As is easily checked:
∂Ψ˜ ⊂ ∂z1Ψ˜× · · · × ∂zdΨ˜ in [X1 × · · · ×Xd]2,
but it should be noted that the converse inclusion is not true, necessarily. In fact, the
monotonicity of ∂z1Ψ˜× · · · × ∂zdΨ˜ in [X1 × · · · ×Xd]2 is not so obvious.
Remark 2.7 (Time-dependent subdifferentials). It is often useful to consider the subd-
ifferentials under time-dependent settings of convex functions. With regard to this topic,
certain general theories were established by some researchers (e.g., Kenmochi [49] and
Oˆtani [68]). So, referring to, e.g., [49, Chapter 2] or [73, Remark 1.1 (Fact 1)], we can see
the following fact.
(Fact 6) Let E0 be a convex subset in a Hilbert space X, let I ⊂ [0,∞) be a time-
interval, and for any t ∈ I, let Ψt : X → (−∞,∞] be a proper l.s.c. and convex
function such that D(Ψt) = E0 for all t ∈ I. Based on this, let us define a convex
function ΨˆI : L2(I;X)→ (−∞,∞], by putting:
ζ ∈ L2(I;X) 7→ ΨˆI(ζ) :=

∫
I
Ψt(ζ(t)) dt, if Ψ(·)(ζ) ∈ L1(I),
∞, otherwise.
Here, if E0 ⊂ D(ΨˆI), i.e., if the function t ∈ I 7→ Ψt(z) is integrable for any z ∈ E0,
then it holds that:
[ζ, ζ∗] ∈ ∂ΨˆI in L2(I;X)2, iff.
ζ ∈ D(ΨˆI) and [ζ(t), ζ∗(t)] ∈ ∂Ψt in X2, a.e. t ∈ I.
Next, we mention the notions of functional-convergence.
Definition 2.1 (Mosco-convergence: cf. [65]). Let X be an abstract Hilbert space. Let
Ψ : X → (−∞,∞] be a proper l.s.c. and convex function, and let {Ψn}∞n=1 be a sequence
of proper l.s.c. and convex functions Ψn : X → (−∞,∞], n ∈ N. Then, it is said that
Ψn → Ψ on X, in the sense of Mosco, as n → ∞, iff. the following two conditions are
fulfilled.
(M1) Lower-bound condition: lim
n→∞
Ψn(zˇn) ≥ Ψ(zˇ), if zˇ ∈ X, {zˇn}∞n=1 ⊂ X, and
zˇn → zˇ weakly in X as n→∞.
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(M2) Optimality condition: for any zˆ ∈ D(Ψ), there exists a sequence {zˆn}∞n=1 ⊂ X
such that zˆn → zˆ in X and Ψn(zˆn)→ Ψ(zˆ), as n→∞.
Remark 2.8. (cf. [8, Proposition 2.68 and Theorem 3.26]) For a proper l.s.c. and convex
function Ψ : H → (−∞,∞] on a Hilbert space H, it is known that the sequence {Ψλ}λ>0
of Moreau–Yosida regularizations:
z ∈ H 7→ Ψλ(z) := inf
{
1
2λ
|z˜ − z|2H +Ψ(z˜) z˜ ∈ H
}
, for λ > 0,
converges to Ψ on H, in the sense of Mosco, as λ ↓ 0.
Remark 2.9. As a basic matter of the Mosco-convergence, we can see the following fact
(see [9, Theorem 3.66], [49, Chapter 2], and so on).
(Fact 7) Let X, Ψ and {Ψn}∞n=1 be as in Definition 2.1. Besides, let us assume that:
Ψn → Ψ on X, in the sense of Mosco, as n→∞,
and {
[z, z∗] ∈ X2, [zn, z∗n] ∈ ∂Ψn in X2, n ∈ N,
zn → z in X and z∗n → z∗ weakly in X, as n→∞.
Then, it holds that:
[z, z∗] ∈ ∂Ψ in X2, and Ψn(zn)→ Ψ(z), as n→∞.
Finally, we prescribe some specific notations and propositions.
Notation 8. Under the assumption (A0), we set th product spaces:
H := [L2(Ω)]m × [L2(Γ)]m, H := [L2(Ω)]m ×H,
V := { v˜ = [v, vΓ] ∈ [H1(Ω)]m × [H1(Γ)]m v|Γ = vΓ, a.e. on Γ },
Vε :=
{
v˜ = [v, vΓ] ∈ [H1(Ω)]m × [H 12 (Γ)]m εvΓ ∈ [H1(Γ)]m and v|Γ = vΓ, a.e. on Γ
}
,
Vε :=
{
u˜ = [u, v˜] ∈H u ∈ [H1(Ω)]m and v˜ = [v, vΓ] ∈ Vε
}
, for any ε ≥ 0,
W := ([BV (Ω)]m ∩ [L2(Ω)]m)× [H1(Γ)]m.
Remark 2.10. The product spaces H and H are given as the base-space of solutions to
our systems in this thesis. Also, V is a closed linear subspace in H1(Ω)×H1(Γ), and forms
a Hilbert space with the inner product. Moreover, if ε > 0 (resp. ε = 0), then Vε and Vε
(resp. V0 and V0) are closed linear spaces in H1(Ω)×H1(Γ) and H1(Ω)×(H1(Ω)×H1(Γ))
(resp. H1(Ω)×H 12 (Γ) and H1(Ω)×(H1(Ω)×H 12 (Γ))), and hence, they are Hilbert spaces
endowed with the inner products of H1(Ω)×H1(Γ) and H1(Ω)× (H1(Ω)×H1(Γ)) (resp.
H1(Ω)×H 12 (Γ) and H1(Ω)× (H1(Ω)×H 12 (Γ))), respectively.
Let us show the following Proposition, concerned with Mosco-convergence for the
functional of the time-integral of convex function.
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Proposition 2.1. Let (S,B, µ) be a measure space with a σ-algebra B and a finite Radon
measure µ. Let X be a (real) Hilbert space. Let Ψ : X → (−∞,∞] be a proper l.s.c.
and convex function, and let {Ψn}∞n=1 be a sequence of proper l.s.c. and convex functions
Ψn : X → (−∞,∞], n ∈ N, such that:
Ψn → Ψ on X, in the sense of Mosco, as n→∞. (2.0.1)
Then, the following two items hold.
(I) There exist two constants c0, d0 > 0, independent of n, such that:
Ψn(z) + c0|z|X + d0 ≥ 0, for any z ∈ X and any n ∈ N. (2.0.2)
(II) The sequence {Ψˆn}∞n=1 of proper l.s.c. and convex functions
ζ ∈ L2(S;X) 7→ Ψˆn(ζ) :=

∫
S
Ψn(ζ) dµ, if Ψn(ζ) ∈ L1(S),
∞, otherwise,
for n = 1, 2, 3, . . . ,
(2.0.3)
converges to the convex function
ζ ∈ L2(S;X) 7→ Ψˆ(ζ) :=

∫
S
Ψ(ζ) dµ, if Ψ(ζ) ∈ L1(S),
∞, otherwise,
(2.0.4)
on the Hilbert space L2(S;X), in the sense of Mosco, as n→∞.
Proof. This Proposition can be proved by means of similar demonstration techniques as
in [40, Appendix]. Here, we report the proof for the reader’s convenience.
First, we show the item (I). Let us assume that:
Ψnk(yk) + k
2(|yk|X + 1) < 0,
for some {nk}∞k=1 ⊂ {n}∞n=1, {yk}∞k=1 ⊂ X
(2.0.5)
to derive a contradiction.
Let us fix any z0 ∈ D(Ψ). Then, by (2.0.1), we find a sequence {zˆn}∞n=1 ⊂ X, such
that:
zˆn → z0 in X and Ψn(zˆn)→ Ψ(z0) as n→∞. (2.0.6)
Here, we define:
zk := εkyk + (1− εk)zˆnk in X, for k = 1, 2, 3, . . . , (2.0.7)
with
εk :=
1
k(1 + |yk|X) ∈ (0, 1), for k = 1, 2, 3, . . . . (2.0.8)
Then, it follows from (2.0.5)–(2.0.8) that |εkyk| ≤ 1/k, whence:
zk → z0 in X as k →∞,
16
and subsequently, it follows from (2.0.1) that:
lim
k→∞
Ψnk(zk) ≥ lim
k→∞
Ψnk(zk) ≥ Ψ(z0). (2.0.9)
In the meantime, in the light of (2.0.7) and (2.0.8), and the convexity of Ψnk , for
k ∈ N,
lim
k→∞
Ψnk(zk) ≤ lim
k→∞
εkΨnk(yk) + lim
k→∞
(1− εk)Ψnk(zˆnk)
≤ lim
k→∞
(
εk
(−k2(1 + |yk|X)))+Ψ(z0)
= − lim
k→∞
k +Ψ(z0) = −∞.
This contradicts with (2.0.9).
Next, we show the item (II). According to [8, Theorem 3.26], it is sufficient (equivalent)
to check the following two conditions:
(ii-1) ζn := (IL2(S;X) + λ∂Ψˆn)−1ξ → ζ := (IL2(S;X) + λ∂Ψˆ)−1ξ in L2(S;X) as n→∞,
for any λ > 0 and any ξ ∈ L2(S;X);
(ii-2) there exists [ζ, η] ∈ ∂Ψˆ in L2(S;X)2 and a sequence {[ζn, ηn] ∈ Ψˆn}∞n=1 ⊂ L2(S;X)2
such that [ζn, ηn]→ [ζ, η] in L2(S;X)2 and Ψˆn(ζn)→ Ψˆ(ζ) as n→∞.
For the verification of (ii-1), let us fix any λ > 0 and any ξ ∈ L2(S;X). Then,
invoking [12, Proposition 2.16], [8, Theorem 3.26], (2.0.1), (2.0.3), and (2.0.4), we infer
that: {
(ξ − ζ)(σ) ∈ λ∂Ψ(ζ(σ)) in X,
(ξ − ζn)(σ) ∈ λ∂Ψn(ζn(σ)) in X, n = 1, 2, 3, . . . , for µ-a.e. σ ∈ S, (2.0.10)
and
ζn(σ)→ ζ(σ) in X as n→∞, for µ-a.e. σ ∈ S. (2.0.11)
Also, by using the sequence {zˆn}∞n=1 ⊂ X as in (2.0.6), it is seen that:(
(ξ − ζn)(σ), ζn(σ)− zˆn
)
X
≥ λΨˆn(ζn(σ))− λΨˆn(zˆn),
for any n ∈ N and µ-a.e. σ ∈ S. (2.0.12)
Additionally, by virtue of the item (I), (2.0.6), (2.0.12) and the Schwarz and Young
inequalities, we can compute that:
|ζn(σ)|2X ≤ (ζn(σ), zˆn)X + (ξ(σ), ζn(σ)− zˆn)X + λΨˆn(zˆn)− λΨˆn(ζn(σ))
≤ |ζn(σ)|X |zˆn|X + |ζn(σ)|X |ξ(σ)|X + |ξ(σ)|X |zˆn|X
+λΨˆn(zˆn) + λ
(
c0|ζn(σ)|X + d0
)
≤ 3
4
|ζn(σ)|2X +
5
4
|ξ(σ)|2X + λ2c20 + λd0 + λΨˆn(zˆn) + 2|zˆn|2X ,
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and therefore,
|ζn(σ)|2X ≤ 5|ξ(σ)|2X + Mˆ1, for µ-a.e. σ ∈ S and any n ∈ N, (2.0.13)
where
Mˆ1 := 4
(
λ(c0 + d0) + 1
)2
+ 4 sup
n∈N
(λΨˆn(zˆn) + 2|zˆn|2X).
In view of these, the condition (ii-1) will be obtained as a consequence of (2.0.11), (2.0.13)
and Lebesgue’s dominated convergence theorem (cf. [60, Theorem 10]).
Finally, for the verification of (ii-2), we consider the class of functions {ζ, ζn|n ∈ N} ⊂
L2(S;X) as in (ii-1) with fixed λ > 0 and ξ ∈ L2(S;X), and let us set:
η :=
ξ − ζ
λ
in L2(S;X),
ηn :=
ξ − ζn
λ
in L2(S;X), n = 1, 2, 3, . . . .
(2.0.14)
Also, let us denote by Ψλ : X → R, Ψˆλ : L2(S;X) → R, Ψλn : X → R and Ψˆλn :
L2(S;X) → R, n ∈ N, the Moreau–Yosida regularizations of convex functions Ψ, Ψˆ, Ψn
and Ψˆn, n ∈ N, respectively. Then, by [10, Theorem 2.9, p. 48], [12, Proposition 2.11],
(ii-1) and (2.0.14), we immediately have:{
η = ∂Ψˆλ(ξ) ∈ ∂Ψˆ(ζ) in L2(S;X),
ηn = ∂Ψˆ
λ
n(ξ) ∈ ∂Ψˆn(ζn) in L2(S;X), n = 1, 2, 3, . . . ,
(2.0.15)
ηn = ∂Ψˆ
λ
n(ξ) =
ξ − ζn
λ
→ η = ∂Ψˆλ(ξ) = ξ − ζ
λ
in L2(S;X) as n→∞. (2.0.16)
In particular, [12, Proposition 2.16] and (2.0.16) enable us to say that:
∂Ψλn(ξ(σ))→ ∂Ψλ(ξ(σ)) in X as n→∞, for µ-a.e. σ ∈ S, (2.0.17)
by taking a subsequence if necessary. Besides, from [8, Theorem 3.26] and (2.0.1), it
follows that:
Ψλn(ξ(σ))→ Ψλ(ξ(σ)) as n→∞, for µ-a.e. σ ∈ S. (2.0.18)
On account of [10, Theorem 2.9, p. 48], [12, Proposition 2.11], (2.0.17) and (2.0.18), it is
inferred that:
Ψn(ζn(σ)) = Ψ
λ
n(ξ(σ))−
1
2λ
|(ξ − ζn)(σ)|2X
→ Ψλ(ξ(σ))− 1
2λ
|(ξ − ζ)(σ)|2X
= Ψ(ζ(σ)) as n→∞, for µ-a.e. σ ∈ S.
(2.0.19)
Furthermore, invoking (2.0.12), (2.0.13), the item(I), and using the sequence {zˆn}∞n=1 as
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in (2.0.6) and the Schwarz and Young inequalities, we obtain that:
|Ψn(ζn(σ))| ≤ Ψn(ζn(σ)) ∨ (c0|ζn(σ)|X + d0)
≤ |Ψn(zˆn)|+
∣∣∣∣((ξ − ζn)(σ)λ , zˆn − ζn(σ)
)
X
∣∣∣∣+ c0|ζn(σ)|X + d0
≤ |Ψn(zˆn)|+ 1
λ
|ξ(σ)|X |zˆn|X + 1
λ
|ξ(σ)|X |ζn(σ)|X
+
1
λ
|ζn(σ)|X |zˆn|X + 1
λ
|ζn(σ)|2X + c0|ζn(σ)|X + d0
≤ |Ψn(zˆn)|+ 3
λ
|ζn(σ)|2X +
1
λ
|ξ(σ)|2X +
1
λ
|zˆn|2X +
λ
4
c20 + d0
≤ 3
λ
(
5|ξ(σ)|2X + Mˆ1
)
+
1
λ
|ξ(σ)|2X
+|Ψn(zˆn)|+ 1
λ
|zˆn|2X +
λ
4
c20 + d0
≤ 16
λ
|ξ(σ)|2X + Mˆ2, for µ-a.e. σ ∈ S and any n ∈ N,
(2.0.20)
where
Mˆ2 :=
3
λ
Mˆ1 +
λ
4
c20 + d0 + sup
n∈N
(
Ψn(zˆn) +
1
λ
|zˆn|2X
)
.
In the light of (2.0.19) and (2.0.20), we can apply Lebesgue’s dominated convergence
theorem (cf. [60, Theorem 10]), to derive that:
Ψˆn(ζn)→ Ψˆ(ζ) as n→∞. (2.0.21)
Then, (2.0.14)–(2.0.16), (2.0.21) and the previous (ii-1) imply the validity of (ii-2).
Notation 9. Let RΩ > 0 be a sufficiently large constant, such that BΩ := RΩBN ⊃ Ω.
Besides, for any z ∈ [BV (Ω)]m and any g ∈ [H 12 (Γ)]m, we denote by [z]exg ∈ [BVloc(RN)]m∩
[BV (BΩ)]m ∩ [H1(BΩ \ Ω)]m an extension of z, provided as:
x ∈ RN 7→ [u]exg (x) :=
{
u(x), if x ∈ Ω,
[g]ex(x), if x ∈ BΩ \ Ω,
(2.0.22)
with the use of an extension [g]ex ∈ [H1(RN)]m of g.
In this regard, the following Proposition holds.
Proposition 2.2. The functional E∗ : H → [0,∞], defined as:
[z, zΓ] ∈ W ⊂ H 7→ E∗(z, zΓ) :=
∫
Ω
|Dz|+
∫
Γ
|z|Γ − zΓ|Rm dΓ ∈ [0,∞), (2.0.23)
is proper, l.s.c. and convex function on H.
Proof. From the definition of E∗, given in (2.0.23), we immediately see that E∗ is proper
and convex. So, we here verify only the lower semi-continuity of E∗.
To this end, we should the following lemma.
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Lemma 2.1. For any v ∈ [BV (Ω)]m and any g ∈ [H 12 (Γ)]m, let [v]exg be the extension of
v, defined in Notation 9. Then, [v]exg belongs to [BV (BΩ)]m and it holds that:
D[v]exg = Dv +∇[g]exLN⌊(BΩ\Ω)+(v|Γ − g)⊗ (−nΓ)HN−1⌊Γ in M(BΩ)m×N , (2.0.24)
and therefore,
|D[v]exg | = |Dv|+ ‖∇[g]ex‖⌊(BΩ\Ω)+|v|Γ − g|RmHN−1⌊Γ in M(BΩ). (2.0.25)
Proof of Lemma 2.1. The result of Lemma 2.1 will be directly obtained by applying the
general theories (cf. [5, Theorem 3.84 and Corollary 3.89], [9, Example 10.2.1] and [27,
Theorem 5.8]). For the reader’s convenience, we report the proof as follows.
Let us fix any Borel set B ⊂ BΩ, and let us take any function ψ ∈ [C1c (BΩ)]m×N ,
satisfying ‖ψ‖ ≤ 1 on BΩ. From Remarks 2.3 and 2.4, it can be seen that:∫
B
[v]exg · divψ dx =
∫
B∩Ω
v · divψ dx+
∫
B\Ω
[g]ex · divψ dx
= −
∫
B∩Ω
ψ : Dv −
∫
B\Ω
ψ : ∇[g]ex dx+
∫
B∩Γ
(v|Γ − g) · (ψnΓ) dΓ
≤
∫
B∩Ω
|Dv|+
∫
B\Ω
‖∇[g]ex‖ dx+
∫
B∩Γ
|v|Γ − g|Rm dΓ.
The above calculation implies that:
|D[v]exg |(B) ≤
∫
B∩Ω
|Dv|+
∫
B\Ω
‖∇[g]ex‖ dx+
∫
B∩Γ
|v|Γ − g|Rm dΓ, (2.0.26)
and
[v]exg ∈ [BV (BΩ)]m.
Next, we invoke [5, Theorem 3.84] to observe that:∫
BΩ
ψ˜ : D[v]exg =
∫
Ω
ψ˜ : Dv +
∫
BΩ\Ω
∇[g]ex : ψ˜ dx
+
∫
Γ
(v|Γ − g)⊗ (−nΓ) : ψ˜ dΓ, for any ψ˜ ∈ [Cc(BΩ;R)]m.
(2.0.27)
By this identity, we immediately have: D[v]
ex
g ⌊Ω= Dv in M(Ω)m×N ,
D[v]exg ⌊BΩ\Ω = ∇[g]exLN in M(BΩ \ Ω)m×N .
(2.0.28)
Subsequently, from (2.0.26) and (2.0.27), it can be seen that:
D[v]exg ⌊Γ= (v|Γ − g)⊗ (−nΓ)HN−1 in M(Γ)m×N . (2.0.29)
(2.0.28) and (2.0.29) imply (2.0.24) and (2.0.25). 2
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Proof of Proposition 2.2. Based on the preceding lemma, for any fixed function g ∈
[H
1
2 (Γ)]m, the functional:
v ∈ L1(Ω;Rm) 7→ |D[v]exg |(Ω)
:=

∫
Ω
|Dv|+
∫
Γ
|v|Γ − g|Rm dΓ = |D[v]exg |(BΩ)− |D[g]ex|(BΩ \ Ω),
if v ∈ [BV (Ω)]m,
∞, otherwise,
(2.0.30)
forms a proper l.s.c. and convex function on [L1(Ω)]m. Additionally, with [6, 7, 76] and
Remark 2.3 in mind, it can be seen that:
|D[vn]exg |(Ω)→ |D[v]exg |(Ω), as n→∞, (2.0.31)
whenever {vn}∞n=1 ⊂ [BV (Ω)]m ∩ [L2(Ω)]m, v ∈ [BV (Ω)]m ∩ [L2(Ω)]m and vn → v in
[L2(Ω)]m and strictly in [BV (Ω)]m, as n→∞.
On this basis, we fix W = [w,wΓ] and take any sequence {Wn = [wn, wΓ,n]}∞n=1 ⊂ W ,
such that {Wn}∞n=1 converges to W in the topology of H. Then, on account of (2.0.30)
and (2.0.31), the lower semi-continuity of E∗ is verified as follows.
lim
n→∞
E∗(Wn) ≥ lim
n→∞
(∫
Ω
|Dwn|+
∫
Γ
|wn|Γ − wΓ,n|Rm dΓ
)
≥ lim
n→∞
|D[wn]exwΓ|(Ω)− limn→∞
∫
Γ
|wΓ,n − wΓ|Rm dΓ
≥ |D[w]exwΓ|(Ω) = E∗(W ).
Thus, we conclude Proposition 2.2.
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Chapter 3
Quasilinear Allen–Cahn Type
Equations with Dynamic Boundary
Conditions
Throughout Chapter 3, we recall the Allen–Chan type equations, coupled with dy-
namic boundary conditions. The Allen–Cahn equation is a reaction-diffusion equation
which describes the order-disorder phase transitions in the process of phase separation in
a binary alloy. In this regard, we consider the phase transition model at a mesoscopic
scale of solid-liquid systems, corresponding to non-smooth free-energy proposed by Vis-
intin in his monography “Models of phase transitions” [78, Chapter VI]. The main results
of this Chapter is to show the well-posedness for the system of quasilinear Allen–Cahn
type equation with dynamic boundary condition by means of abstract theories of evolu-
tion equations. Moreover, in the last section, we consider the generalized version of the
vectorial quasilinear system with dynamic boundary conditions, which enables us to treat
the vector valued model for various nonlinear situations.
3.1 Physical backgrounds
Let 1 < N ∈ N and 0 < T < ∞ be fixed constants, here m = 1. Let Ω ⊂ RN be a
bounded spatial domain with a smooth boundary Γ = ∂Ω.
Then, we recall the Allen–Cahn type equation in the following form:
∂tu− div
(
Du
|Du|
)
+W ′(u) ∋ f in Q := (0, T )× Ω, (3.1.1)
including the singular diffusion. This Allen–Cahn type equation (3.1.1) is a gradient
flow of non-smooth free-energy (cf. [78, Chapter VI]), which is associated with the phase
transition model of mesoscopic scale of solid-liquid system. The unknown u := u(t, x)
denotes the order parameter, and f := f(t, x) is a given forcing term. The termW ′ denotes
the derivatives (subdifferentials) of double-well type potential W , which reproduces the
bi-stable of solid-liquid phases. One of the examples of the double-well type potentials:
W (σ) =
1
4
(1− σ2)2, for σ ∈ R,
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with W ′(σ) = σ3−σ is the typical model for the Allen–Cahn equations. In this study, we
treat more general (nonlinear) cases for W ′, such as the sum of the maximal monotone
graphs, represented by the subdifferentials, and of a Lipschitz perturbation. For example,
the setting:
W (σ) = I[−1,1](σ)− 1
2
σ2, for σ ∈ R,
by using the indicator function:
σ ∈ R 7→ I[−1,1](σ) :=
{
0, if σ ∈ [−1, 1],
+∞, otherwise,
is known as one of the nonlinear choices of the components (cf. [78]).
Usually, the Allen–Cahn type equations are coupled with the homogeneous Neumann
boundary condition, which means no flux exchange at the boundary. In this case, we are
interested in the dynamic boundary condition:
u|Γ = uΓ and ∂tuΓ −∆Γ(ε2uΓ) + ( Du|Du|)|Γ · nΓ +W ′Γ(u) ∋ fΓ on Σ := (0, T )× Γ, (3.1.2)
consisting of the transmission condition, and another Allen–Cahn type equation on the
boundary Σ. Here, ε ≥ 0 is a fixed constant. nΓ denotes the unit outer normal to Γ and
u|Γ denotes the trace of u. WΓ stands for a potential with some properties similar to those
of W , and fΓ is a given forcing term on Σ.
Recently, in the case when the diffusion in (3.1.1) is just given by the usual Laplacian,
the Allen–Cahn equations coupled with the dynamic boundary conditions have been pub-
lished by a number of researches since 2008 (cf. [14,15,22,34,35,44]), and some qualitative
results for L2-based solutions have been obtained by means of the theories of parabolic
PDEs, in [56,58]. However, the mathematical analysis for Allen–Cahn singular type equa-
tion (3.1.1) with the dynamic boundary condition (3.1.2) will not be so just an analogy
work with the previous ones. In fact, due to the singular diffusion −div( Du|Du|), it will not
be so easy to apply the theories of [56, 58], and to see the L2-based expression of the
free-energy.
On this basis, the objective of this study is to establish the mathematical method
for the nonlinear (singular) Allen–Cahn type equations with the dynamic boundary con-
ditions. To this end, in this Chapter, we consider the following system of quasilinear
Allen–Cahn type equations, denoted by (ACE)ε.
(ACE)ε:
∂tu− div
( ∇u
|∇u| + κ
2∇u
)
+ β(u) + g(u) ∋ θ in Q,
∂tuΓ − ε2∆ΓuΓ +
( ∇u
|∇u| + κ
2∇u)|Γ · nΓ + βΓ(uΓ) + gΓ(uΓ) ∋ θΓ, and
u|Γ = uΓ on Σ,
u(0, ·) = u0 in Ω, and uΓ(0, ·) = uΓ,0 on Γ,
by using the regularization term κ2∇u with a small constant κ > 0.
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The corresponding free-energy of (ACE)ε is provided as follows.
[u, uΓ] ∈ H1(Ω)×H 12 (Γ) 7→ Fε(u, uΓ)
:=
∫
Ω
(
|∇u|+ κ
2
2
|∇u|2 +B(u) +G(u)
)
dx
+
∫
Γ
(
ε2
2
|∇ΓuΓ|2 +BΓ(uΓ) +GΓ(uΓ)
)
dΓ ∈ (−∞,∞],
(3.1.3)
with the effective domain:
D(Fε) := Vε =
{
[z, zΓ]
z ∈ H1(Ω), zΓ ∈ H 12 (Γ), εzΓ ∈ H1(Γ),
and z|Γ = zΓ in H
1
2 (Γ)
}
.
Here, θ : Q → R and θΓ : Σ → R are given heat sources of (relative) temperature,
and u0 : Ω → R and uΓ,0 : Γ → R are given initial data for the unknowns u and uΓ,
respectively. β, βΓ are the maximal monotone graphs in R2, and β = ∂B, βΓ = ∂BΓ
are the subdifferentials of proper lower semi-continuous convex functions B : R→ [0,∞],
BΓ : R → [0,∞] with B(0) = BΓ(0) = 0. Note that this implies D(β) = D(βΓ) = R,
and 0 ∈ β(0), 0 ∈ βΓ(0). The given functions g = G′, gΓ = G′Γ are Lipschitz continuous,
having nonnegative potentials G,GΓ ∈ C1(R), respectively. In (3.1.3), the sum of the
functions B +G and BΓ +GΓ correspond to the double-well potentials, respectively.
This Chapter is concerned with the existence and uniqueness of the solution to the
system (ACE)ε, as well as with some continuous dependence results, also with respect
to ε. Actually, our mathematical treatment of (ACE)ε is unified for the cases ε > 0 and
ε = 0. Though the two cases could exhibit different features from various points of view
(as for the long-time behavior, see, e.g., [33] for the case of Laplace operators), we note
that the presence or absence of the term
ε2
2
∫
Γ
|∇ΓuΓ|2 dΓ
brings here the gap of effective domains D(Fε)(= Vε) between the cases when ε > 0 and
ε = 0. More precisely, the domains D(Fε)(= Vε) when ε > 0 will uniformly coincide with
a convex subset in H1(Ω)2, and this convex set will be a proper subset of the domain
D(F0)(= V0) when ε = 0 which will be located in the wider space H1(Ω)×H 12 (Γ).
In view of this, the aim of this Chapter is to develop the mathematical analysis for
our system (ACE)ε. So, we set the goal in this Chapter to show the following two Main
Theorems, which are concerned with qualitative properties of the systems (ACE)ε.
Main Theorem 3.1: the well-posedness for (ACE)ε, for all ε ≥ 0.
Main Theorem 3.2: the continuous dependence of solutions to (ACE)ε with respect to
the value of ε ≥ 0, and especially the (right-hand) continuity at ε = 0.
The content of this Chapter is as follows. The Main Theorems 3.1 and 3.2 are stated
in Section 3.2, and three Key-Lemmas in Section 3.3. Based on this, we give the proofs
of Main Theorems in the remaining Sections 3.4, and give the results of the vectorial
versions of (ACE)ε in Section 3.5.
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3.2 Statements of Main Theorems
In this Section, we state the Main Theorems. For any ε ≥ 0, the base-space of solutions
to (ACE)ε is the product Hilbert space H = L
2(Ω)× L2(Γ), given in Notation 8.
Then, we prescribe the assumptions in Chapter 3.
(A1) B : D(B) ⊂ R → [0,∞] and BΓ : D(BΓ) ⊂ R → [0,∞] are proper l.s.c. and
convex functions and β = ∂B ⊂ R2 and βΓ = ∂BΓ ⊂ R2 are the subdifferentials
of B and BΓ, respectively. Furthermore, the convex functions B and BΓ, and the
subdifferentials β and βΓ fulfill the following conditions:
(a1) B(0) = 0 and BΓ(0) = 0, and hence [0, 0] ∈ β and [0, 0] ∈ βΓ on R2;
(a2) there exists an interval IB ⊂ R, such that:
intIB ̸= ∅, D(β) = D(βΓ) = IB, and B,BΓ ∈ C(IB) ∩ L∞(IB);
(a3) there exist positive constants ak, bk, k = 0, 1, such that:
a0 |[βΓ]◦(τ)| − b0 ≤ |[β]◦(τ)| ≤ a1 |[βΓ]◦(τ)|+ b1, for any τ ∈ IB,
where [β]◦ and [βΓ]◦ are the minimal sections for β and βΓ, respectively.
(A2) G : R→ R and GΓ : R→ R are W 2,∞loc -functions such that the differentials g = G′
and gΓ = G
′
Γ are Lipschitz continuous on IB.
(A3) The forcing pair [θ, θΓ] belongs to L
2(0, T ;H) and the initial pair [u0, uΓ,0] belongs
to a class D∗, defined as:
D∗ :=
{
[z, zΓ] ∈ H z ∈ IB, a.e. in Ω, and zΓ ∈ IB, a.e. on Γ
}
. (3.2.1)
In addition, let us define the projection function TB : R→ IB, by putting:
r ∈ R 7→ TBr := (r ∨ (inf IB)) ∧ (sup IB) ∈ IB. (3.2.2)
Then, we check the following remark.
Remark 3.1. For any ε ≥ 0, let us put:
Dε :=
{
[z, zΓ] ∈ Vε B(z) ∈ L1(Ω) and BΓ(zΓ) ∈ L1(Γ)
}
. (3.2.3)
Then, the closures of Dε, for ε ≥ 0, in the topology of H coincide with the class D∗ given
in (3.2.1), i.e.
D∗ = Dε in H, for any ε ≥ 0.
Based on the assumptions (A1)–(A3), Remarks 2.10 and 3.1, the solutions to (ACE)ε,
for ε ≥ 0, are defined as follows.
Definition 3.1 (Definition of solutions). A pair [u, uΓ] of functions u : [0, T ] → L2(Ω)
and uΓ : [0, T ] → L2(Γ) is called a solution to (ACE)ε, iff. [u, uΓ] fulfills the following
conditions.
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(S1) [u, uΓ] ∈ C([0, T ];H) ∩W 1,2loc ((0, T ];H) ∩ L2(0, T ;Vε) ∩ L∞loc((0, T ];Vε),
[u(0), uΓ(0)] = [u0, uΓ,0] in H.
(S2) There exist functions νu : Q → RN , ξ : (0, T ) → L2(Ω) and ξΓ : (0, T ) → L2(Γ)
such that:
νu ∈ L∞(Q) and νu ∈ Sgn(∇u) a.e. in Q,
ξ ∈ L2loc((0, T ];L2(Ω)) and ξ ∈ β(u) a.e. in Q,
ξΓ ∈ L2loc((0, T ];L2(Γ)) and ξΓ ∈ βΓ(uΓ) a.e. in Σ,
and∫
Ω
∂tu(t)z dx+
∫
Ω
(νu(t) + κ
2∇u(t)) · ∇z dx+
∫
Ω
(
ξ(t) + g(u(t))
)
z dx
+
∫
Γ
∂tuΓ(t)zΓ dΓ +
∫
Γ
∇Γ(εuΓ(t)) · ∇Γ(εzΓ) dΓ +
∫
Γ
(
ξΓ(t) + gΓ(uΓ(t))
)
zΓ dΓ
=
∫
Ω
θ(t)z dx+
∫
Γ
θΓ(t)zΓ dΓ, for any [z, zΓ] ∈ Vε.
Now, Main Theorems of this Chapter are stated as follows.
Main Theorem 3.1 (well-posedness). Let us assume (A1)–(A3) and let us fix an arbi-
trary ε ≥ 0. Then, the following items hold.
(I-1)(Existence and uniqueness) The system (ACE)ε admits a unique solution [u, uΓ]
and there exists a constant C1 > 0, independent of the initial value [u0, uΓ,0] and the
forcing term [θ, θΓ], such that:
|[u, uΓ]|2C([0,T ];H) + |[∇u,∇Γ(εuΓ)]|2L2(0,T ;HN )
+
∣∣∣√t [∂tu, ∂tuΓ]∣∣∣2
L2(0,T ;H)
+ sup
t∈(0,T )
∣∣∣√t [∇u(t),∇Γ(εuΓ(t))]∣∣∣2
HN
≤ C1
(
1 + |[u0, uΓ,0]|2H + |[θ, θΓ]|2L2(0,T ;H)
)
.
(3.2.4)
Moreover, if [u0, uΓ,0] ∈ Dε, then there exists a constant C2 > 0, independent of the
pair of initial data [u0, uΓ,0], and the pair of forcing terms [θ, θΓ], such that:
|[∂tu, ∂tuΓ]|2L2(0,T ;H) + sup
t∈(0,T )
∣∣[∇u(t),∇Γ(εuΓ(t))]∣∣2HN
≤ C2
 1 + |[u0, uΓ,0]|2H + ∣∣[∇u0,∇Γ(εuΓ,0)]∣∣2HN
+ |B(u0)|L1(Ω) + |BΓ(uΓ,0)|L1(Γ) + |[θ, θΓ]|2L2(0,T ;H)
 . (3.2.5)
(I-2)(Continuous-dependence) For k = 1, 2, let [uk, ukΓ] denote two solutions to the
problem (ACE)ε corresponding to the forcing pairs [θ
k, θkΓ] ∈ L2(0, T ;H) and ini-
tial pairs [uk0, u
k
Γ,0] ∈ D∗, respectively. Then, there exists a positive constant C3,
independent of the choices of [θk, θkΓ] and [u
k
0, u
k
Γ,0], k = 1, 2, such that:∣∣[u1 − u2, u1Γ − u2Γ]∣∣2C([0,T ];H) + ∣∣[∇(u1 − u2),∇Γ(ε(u1Γ − u2Γ))]∣∣2L2(0,T ;HN )
≤ C3
(∣∣[u10 − u20, u1Γ,0 − u2Γ,0]∣∣2H + ∣∣[θ1 − θ2, θ1Γ − θ2Γ]∣∣2L2(0,T ;H)) . (3.2.6)
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Main Theorem 3.2 (ε-dependence of solutions). Let ε0 ≥ 0 be a fixed constant, and
let {[θε, θεΓ]}ε≥0 ⊂ L2(0, T ;H) be a sequence of forcing pairs, let {[uε0, uεΓ,0] ∈ Dε}ε≥0 ⊂ H
be a sequence of initial pairs and for any ε ≥ 0, let [uε, uεΓ] be a solution to (ACE)ε
corresponding to the forcing pair [θε, θεΓ] ∈ L2(0, T ;H) and the initial pair [uε0, uεΓ,0] ∈ Dε.
If: {
[θε, θεΓ]→ [θε0 , θε0Γ ], weakly in L2(0, T ;H),
[uε0, u
ε
Γ,0]→ [uε00 , uε0Γ,0] in H,
as ε→ ε0, (3.2.7)
then:
[uε, uεΓ]→ [uε0 , uε0Γ ] in C([0, T ];H) and
in L2(0, T ;V0), as ε→ ε0. (3.2.8)
In particular, if ε0 > 0, then:
uεΓ → uε0Γ in L2(0, T ;H1(Γ)) as ε→ ε0. (3.2.9)
In any case of ε ≥ 0, the key-point will be to reformulate the system (ACE)ε as the
following Cauchy problem (CP)ε for an evolution equation:
(CP)ε: {
U ′(t)+∂Φε(U(t))+G(U(t)) ∋ Θ(t) in H, a.e. t ∈ (0, T ),
U(0) = U0 in H.
In the context:
– the unknown U ∈ C([0, T ];H) corresponds to the solution pair [u, uΓ] of the system
(ACE)ε, i.e., U(t) = [u(t), uΓ(t)] in H, for any t ∈ [0, T ] with the initial pair U0 =
[u0, uΓ,0] in H;
– ∂Φε denotes the subdifferential of a proper l.s.c. and convex function Φε : H → [0,∞],
defined as
U = [u, uΓ] ∈ H 7→ Φε(U) = Φε(u, uΓ)
:=

∫
Ω
(
|∇u|+ κ
2
2
|∇u|2
)
dx+
∫
Ω
B(u) dx
+
1
2
∫
Γ
|∇Γ(εuΓ)|2 dΓ +
∫
Γ
BΓ(uΓ) dΓ,
if U = [u, uΓ] ∈ Dε,
∞, otherwise,
for ε ≥ 0;
(3.2.10)
– G : H → H is a Lipschitz continuous operator, defined as
U = [u, uΓ] ∈ H 7→ G(U) = G(u, uΓ) := [g(u), gΓ(uΓ)] ∈ H,
where g and gΓ can be meant as Lipschitz continuous extensions outside IB of the
functions g and gΓ defined in (A2);
– the forcing term Θ corresponds to the forcing pair [θ, θΓ] of (ACE)ε, i.e., Θ = [θ, θΓ] in
L2(0, T ;H).
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Remark 3.2. For any ε ≥ 0, we can see that the convex function Φε, defined in (3.2.10),
corresponds to the convex part of the free-energy, given in (3.1.3). In addition, the
subdifferentials ∂Φε, for ε ≥ 0, are maximal monotone graphs in H2. So, the well-
posedness for the Cauchy problem (CP)ε will be verified, immediately, by applying general
theories for evolution equations, e.g., [10, 12,48].
In the light of Remark 3.2, the essential points in Main Theorem 3.1 will be to show
a certain association between our system (ACE)ε and the Cauchy problem (CP)ε for any
ε ≥ 0. To this end, we need to prepare a class of relaxed convex functions
{Φλε,δ | ε ≥ 0, 0 < δ, λ ≤ 1},
defined as follows:
U = [u, uΓ] ∈ H 7→ Φλε,δ(U) = Φλε,δ(u, uΓ)
:=

∫
Ω
(
fδ(∇u) + κ
2
2
|∇u|2
)
dx+
∫
Ω
Bλ(u) dx
+
1
2
∫
Γ
|∇Γ(εuΓ)|2 dΓ +
∫
Γ
BλΓ(uΓ) dΓ,
if U = [u, uΓ] ∈ Vε,
∞, otherwise,
for ε ≥ 0 and 0 < δ, λ ≤ 1.
(3.2.11)
In the context, {fδ}0<δ≤1, {Bλ}0<λ≤1 and {BλΓ}0<λ≤1 are sequences of functions, prescribed
under the following assumptions.
(A4) {fδ}0<δ≤1 ⊂ C1(RN) is a sequence of convex functions and C1-regularizations for
the Euclidean norm | · | ∈ W 1,∞(RN), such that:
fδ(0) = 0 and fδ(ω) ≥ 0, for any ω ∈ RN and any 0 < δ ≤ 1,{
fδ(ω)→ |ω|, for any ω ∈ RN ,
fδ → | · | on RN , in the sense of Mosco, as δ ↓ 0,
and there exists a δ-independent constant C0 > 0, satisfying:
|∇fδ(ω)| ≤ C0(|ω|+ 1), for any 0 < δ ≤ 1 and ω ∈ RN .
(A5) {Bλ}0<λ≤1 and {BλΓ}0<λ≤1 are sequences of Moreau–Yosida regularizations of the
convex functions B and BΓ, respectively, i.e., {Bλ}0<λ≤1 ⊂ C1(R), {BλΓ}0<λ≤1 ⊂
C1(R), and
τ ∈ R 7→ Bλ(τ) := inf
{
1
2λ
|τ˜ − τ |2 +B(τ˜) τ˜ ∈ R
}
,
τ ∈ R 7→ BλΓ(τ) := inf
{
1
2λ
|τ˜ − τ |2 +BΓ(τ˜) τ˜ ∈ R
}
,
for any 0 < λ ≤ 1.
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3.3 Key-Lemmas
In this section, we prove three Key-Lemmas for our Main Theorems.
The first Key-Lemma is concerned with the representations of the subdifferentials
∂Φλε,δ ⊂ H2 of the relaxed convex functions Φλε,δ, for ε ≥ 0, 0 < δ, λ ≤ 1.
Key-Lemma 3.1. Let us fix ε ≥ 0, 0 < δ, λ ≤ 1. Let us put:
Dλε,δ :=
{
[u, uΓ] ∈ Vε
∇fδ(∇u) + κ2∇u ∈ L2div(Ω)
−∆Γ(ε2uΓ) +
[
(∇fδ(∇u) + κ2∇u)|Γ · nΓ
] ∈ L2(Γ)
}
,
and let us define an operator Aλε,δ : Dλε,δ ⊂ H → H, by putting:
[u, uΓ] ∈ Dλε,δ 7→ Aλε,δ[u, uΓ]
:=
t
[
−div(∇fδ(∇u) + κ2∇u) + βλ(u)
−∆Γ(ε2uΓ) + [(∇fδ(∇u) + κ2∇u)|Γ · nΓ] + βλΓ(uΓ)
]
in H.
Then, ∂Φλε,δ = Aλε,δ in H2, i.e.
D(∂Φλε,δ) = D
λ
ε,δ and ∂Φ
λ
ε,δ(u, uΓ) = Aλε,δ[u, uΓ] in H,
for any [u, uΓ] ∈ D(∂Φλε,δ).
Proof. First, we show that ∂Φλε,δ ⊂ Aλε,δ in H2. Let us assume that [u, uΓ] ∈ D(∂Φλε,δ)
and [u∗, u∗Γ] ∈ ∂Φλε,δ(u, uΓ) in H. Besides, let us take arbitrary τ > 0 and [z, zΓ] ∈ Vε, to
compute that:
(u∗, z)L2(Ω) + (u∗Γ, zΓ)L2(Γ)
≤ 1
τ
{
Φλε,δ(u+ τz, uΓ + τzΓ)− Φλε,δ(u, uΓ)
}
=
1
τ
∫
Ω
(
fδ(∇(u+ τz)) + κ
2
2
|∇(u+ τz)|2 − fδ(∇u)− κ
2
2
|∇u|2
)
dx
+
1
2τ
∫
Γ
(|∇Γ(ε(uΓ + τzΓ))|2 − |∇Γ(εuΓ)|2) dΓ
+
1
τ
∫
Ω
(
Bλ(u+ τz)−Bλ(u)) dx+ 1
τ
∫
Γ
(
BλΓ(uΓ + τzΓ)−BλΓ(uΓ)
)
dΓ
→
∫
Ω
(∇fδ(∇u) + κ2∇u) · ∇z dx+ ∫
Γ
∇Γ(εuΓ) · ∇Γ(εzΓ) dΓ
+
∫
Ω
βλ(u)z dx+
∫
Γ
βλΓ(uΓ)zΓ dΓ as τ ↓ 0.
Since the choice of [z, zΓ] ∈ Vε is arbitrary, we have(
u∗ − βλ(u), z)
L2(Ω)
+
(
u∗Γ − βλΓ(uΓ), zΓ
)
L2(Γ)
=
∫
Ω
(∇fδ(∇u) + κ2∇u) · ∇z dx+ ∫
Γ
∇Γ(εuΓ) · ∇Γ(εzΓ) dΓ,
for any [z, zΓ] ∈ Vε.
(3.3.1)
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Here, taking any ϕ0 ∈ H10 (Ω) and putting [z, zΓ] = [ϕ0, 0] ∈ Vε in (3.3.1),
(u∗ − βλ(u), ϕ0)L2(Ω) =
∫
Ω
(∇fδ(∇u) + κ2∇u) · ∇ϕ0 dx, for any ϕ0 ∈ H10 (Ω),
which implies that:
− div (∇fδ(∇u) + κ2∇u) = u∗ − βλ(u) ∈ L2(Ω) in D′(Ω). (3.3.2)
Additionally, with Remark 2.2 (Fact 3)–(Fact 5), (3.3.1) and (3.3.2) in mind, we can see
that:
(u∗Γ − βλΓ(uΓ), zΓ)L2(Γ)
=
∫
Ω
(∇fδ(∇u) + κ2∇u) · ∇z dx− (u∗ − βλ(u), z)L2(Ω) + ∫
Γ
∇Γ(εuΓ) · ∇Γ(εzΓ) dΓ
=
〈[(∇fδ(∇u) + κ2∇u)|Γ · nΓ] , zΓ〉H 12 (Γ) + 〈−∆Γ(εuΓ), εzΓ〉H1(Γ) ,
for any [z, zΓ] ∈ Vε.
This identity leads to:
−∆Γ(ε2uΓ) +
[(∇fδ(∇u) + κ2∇u)|Γ · nΓ] = u∗Γ − βλΓ(uΓ) ∈ L2(Γ) in H−1(Γ). (3.3.3)
As a consequence of (3.3.1)–(3.3.3), we obtain that:
[u, uΓ] ∈ Dλε,δ and [u∗, u∗Γ] ∈ Aλε,δ[u, uΓ] in H. (3.3.4)
Secondly, we show that Aλε,δ ⊂ ∂Φλε,δ in H2. Let us assume that [u, uΓ] ∈ Dλε,δ and
[u∗, u∗Γ] ∈ Aλε,δ[u, uΓ] in H, and let us take an arbitrary [z, zΓ] ∈ Vε. Then, taking into
account Remark 2.2 (Fact 3)–(Fact 5), (A4), (A5) and the convexity of the squared norm,
we compute that:
([u∗, u∗Γ], [z, zΓ]− [u, uΓ])H
=
(−div (∇fδ(∇u) + κ2∇u)+ βλ(u), z − u)L2(Ω)
+
(−∆Γ(ε2uΓ) + [(∇fδ(∇u) + κ2∇u) |Γ · nΓ]+ βλΓ(uΓ), zΓ − uΓ)L2(Γ)
=
∫
Ω
(∇fδ(∇u) + κ2∇u) · ∇(z − u) dx+ ∫
Ω
βλ(u)(z − u) dx
+
∫
Γ
∇Γ(εuΓ) · ∇Γ (ε(zΓ − uΓ)) dΓ +
∫
Γ
βλΓ(uΓ)(zΓ − uΓ) dΓ
≤
∫
Ω
(
fδ(∇z)− fδ(∇u) + κ
2
2
|∇z|2 − κ
2
2
|∇u|2
)
dx+
∫
Ω
(
Bλ(z)−Bλ(u)) dx
+
1
2
∫
Γ
(|∇Γ(εzΓ)|2 − |∇Γ(εuΓ)|2) dΓ + ∫
Γ
(
BλΓ(zΓ)−BλΓ(uΓ)
)
dΓ
≤ Φλε,δ(z, zΓ)− Φλε,δ(u, uΓ), for any [z, zΓ] ∈ Vε.
It implies that:
[u, uΓ] ∈ D(∂Φλε,δ) and [u∗, u∗Γ] ∈ ∂Φλε,δ(u, uΓ) in H. (3.3.5)
Thus, we conclude this lemma by (3.3.4) and (3.3.5).
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The second Key-Lemma is concerned with the continuous dependence between the
convex functions Φε for ε ≥ 0, and the relaxations of those.
Key-Lemma 3.2 (Continuous dependence of the convex functions). Let
{εn}∞n=0 ⊂ [0,∞), {δn}∞n=1 ⊂ (0, 1] and {λn}∞n=1 ⊂ (0, 1]
be arbitrary sequences such that:
εn → ε0, δn ↓ 0 and λn ↓ 0, as n→∞.
Then, for the sequence {Φλnεn,δn}∞n=1 of convex functions, it holds that:
Φλnεn,δn → Φε0 on H, in the sense of Mosco, as n→∞.
Proof. First, we verify Lower-bound condition. Let [uˇ, uˇΓ] ∈ H and {[uˇn, uˇΓ,n]}∞n=1 ⊂ H
be such that:
[uˇn, uˇΓ,n]→ [uˇ, uˇΓ], weakly in H as n→∞. (3.3.6)
Then, we may suppose lim
n→∞
Φλnεn,δn(uˇn, uˇΓ,n) <∞, because the other case is trivial. Hence,
there exists a subsequence {nk}∞k=1 ⊂ {n}∞n=1, such that:
Φˇ∗ := lim
n→∞
Φλnεn,δn(uˇn, uˇΓ,n) = limk→∞
Φ
λnk
εnk ,δnk
(uˇnk , uˇΓ,nk) <∞. (3.3.7)
Here, from (3.2.11), it can be seen that {[uˇnk , uˇΓ,nk ]}∞k=1 is bounded in V0 (resp. Vε0),
if ε0 = 0 (resp. if ε0 > 0). So, by invoking Remark 2.10 and (3.3.6), and taking more
subsequences if necessary, we can further suppose that:{
[uˇnk , uˇΓ,nk ]→ [uˇ, uˇΓ] in H, and weakly in V0,
uˇnk(x)→ uˇ(x) a.e. x ∈ Ω,
as k →∞, (3.3.8)
and in particular, if ε0 > 0, then
uˇΓ,nk → uˇΓ, weakly in H1(Γ) as k →∞. (3.3.9)
Additionally, from (A4) and Lemma 2.1, we can infer that:
(Fact 8) The sequence of convex functions:{
ω ∈ [L2(Ω)]N 7→
∫
Ω
fδn(ω) dx ∈ [0,∞]
}∞
n=1
converges to the convex function of L1-norm:
ω ∈ [L2(Ω)]N 7→
∫
Ω
|ω| dx ∈ [0,∞),
on the Hilbert space [L2(Ω)]N , in the sense of Mosco, as n→∞.
31
In the light of Remark 2.8, (3.3.6)–(3.3.9), Fatou’s lemma and the above (Fact 8), the
lower-bound condition is verified as follows:
Φˇ∗ ≥ lim
k→∞
∫
Ω
fδnk (∇uˇnk) dx+
κ2
2
lim
k→∞
∫
Ω
|∇uˇnk |2 dx+ lim
k→∞
∫
Ω
Bλnk (uˇnk) dx
+
1
2
lim
k→∞
∫
Γ
|∇Γ(εnk uˇΓ,nk)|2 dΓ + lim
k→∞
∫
Γ
B
λnk
Γ (uˇΓ,nk) dΓ
≥ Φε0(uˇ, uˇΓ).
Next, we verify Optimality condition. Let us fix any [uˆ0, uˆΓ,0] ∈ D(Φε0), and let us
take a sequence {ωi}∞i=1 ⊂ H1(Ω) in the following way:
• if ε0 > 0, then {ωi}∞i=1 = {uˆ0};
• if ε0 = 0, then {ωi}∞i=1 ⊂ C1(Ω) is such that ωi → uˆ0 in H1(Ω),
and pointwise sense a.e. in Ω, as i→∞.
(3.3.10)
Besides, let us define a sequence {ϕˆi}∞i=1 ⊂ H1(Ω), by putting:
ϕˆi := TBωi in H1(Ω), for i = 1, 2, 3, . . . ,
where the projection function TB is defined by (3.2.2). Then, in view of (3.3.10), and
taking a subsequence if necessary, we have that:
ϕˆi → uˆ0 in H1(Ω), and pointwise sense a.e. in Ω, as i→∞,
ϕˆi|Γ → uˆΓ,0 in H
1
2 (Γ), and pointwise sense a.e. on Γ, as i→∞,
{ϕˆi|Γ}∞i=1 ⊂ H1(Γ), and ε0ϕˆi|Γ → ε0uˆΓ,0 in H1(Γ), as i→∞.
(3.3.11)
Also, invoking (A4) and Lebesgue’s dominated convergence theorem (cf. [60, Theorem
10]), we can configure a sequence {ni}∞i=0 ⊂ N, such that 1 =: n0 < n1 < n2 < n3 < · · · <
ni ↑ ∞, as i→∞, and for any i ∈ N ∪ {0},
sup
n≥ni
∣∣fδn(∇ϕˆi)− |∇ϕˆi|∣∣L1(Ω) < 12i+1 ,
sup
n≥ni
(∣∣Bλn(ϕˆi)−B(ϕˆi)∣∣L1(Ω) + ∣∣BλnΓ (ϕˆi)−BΓ(ϕˆi)∣∣L1(Γ)) < 12i ,(
sup
n≥ni
(ε2n − ε20)
)
|∇ϕˆi|2L2(Ω) <
1
2i+1
.
(3.3.12)
Based on these, let us define:
[uˆn, uˆΓ,n] := [ϕˆi, ϕˆi|Γ ], if ni ≤ n < ni+1, for some i ∈ N ∪ {0}. (3.3.13)
Then, with condition (a2) in (A1), (3.3.11) and Lebesgue’s dominated convergence theo-
rem (cf. [60, Theorem 10]) in mind, one can see that:
lim
n→∞
∫
Ω
B(uˆn) dx =
∫
Ω
B(uˆ0) dx, and lim
n→∞
∫
Γ
BΓ(uˆΓ,n) dΓ =
∫
Γ
BΓ(uˆΓ,0) dx. (3.3.14)
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Taking into account (3.3.10)–(3.3.14), we obtain that:∣∣Φλnεn,δn(uˆn, uˆΓ,n)− Φε0(uˆ0, uˆΓ,0)∣∣
≤
∫
Ω
∣∣fδn(∇uˆn)− |∇uˆn|∣∣ dx+ ∣∣∣∣∫
Ω
(|∇uˆn| − |∇uˆ0|) dx
∣∣∣∣
+
κ2
2
∫
Ω
∣∣|∇uˆn|2 − |∇uˆ0|2∣∣ dx+ 1
2
∣∣∣∣∫
Γ
(|∇Γ(εnuˆΓ,n)|2 − |∇Γ(ε0uˆΓ,0)|2) dΓ∣∣∣∣
+
∣∣∣∣∫
Ω
Bλn(uˆn) dx−
∫
Ω
B(uˆn) dx
∣∣∣∣+ ∣∣∣∣∫
Ω
B(uˆn) dx−
∫
Ω
B(uˆ0) dx
∣∣∣∣
+
∣∣∣∣∫
Γ
BλnΓ (uˆΓ,n) dΓ−
∫
Γ
BΓ(uˆΓ,n) dΓ
∣∣∣∣+ ∣∣∣∣∫
Γ
BΓ(uˆΓ,n) dΓ−
∫
Γ
BΓ(uˆΓ,0) dΓ
∣∣∣∣
≤
∫
Ω
∣∣fδn(∇uˆn)− |∇uˆn|∣∣ dx+ |∇(uˆn − uˆ0)|L1(Ω)N
+
κ2
2
∣∣|∇uˆn|+ |∇uˆ0|∣∣L2(Ω) |∇(uˆn − uˆ0)|L2(Ω)N + 12 |ε2n − ε20| |∇ΓuˆΓ,n|2L2(Γ)N
+
1
2
∣∣|∇Γ(ε0uˆΓ,n)|+ |∇Γ(ε0uˆΓ,0)|∣∣L2(Γ) |∇Γ(ε0(uˆΓ,n − uˆΓ,0))|L2(Γ)N
+
∣∣Bλn(uˆn)−B(uˆn)∣∣L1(Ω) + ∣∣BλnΓ (uˆΓ,n)−BΓ(uˆΓ,0)∣∣L1(Γ)
+
∣∣∣∣∫
Ω
B(uˆn) dx−
∫
Ω
B(uˆ0) dx
∣∣∣∣+ ∣∣∣∣∫
Γ
BΓ(uˆΓ,n) dΓ−
∫
Γ
BΓ(uˆΓ,0) dΓ
∣∣∣∣
≤ 1
2i−1
+
(
1 + LN(Ω) 12 + Φˆ∗
)(
|uˆn − uˆ0|H1(Ω) + |ε0(uˆΓ,n − uˆΓ,n)|H1(Γ)
+
∣∣∣∣∫
Ω
B(uˆn) dx−
∫
Ω
B(uˆ0) dx
∣∣∣∣+ ∣∣∣∣∫
Γ
BΓ(uˆΓ,n) dΓ−
∫
Γ
BΓ(uˆΓ,0) dΓ
∣∣∣∣) ,
for any i ∈ N ∪ {0} and n ≥ ni,
where
Φˆ∗ := sup
n∈N
(
κ2
2
∣∣|∇uˆn|+ |∇uˆ0|∣∣L2(Ω) + 12∣∣|∇Γ(ε0uΓ,n)|+ |∇Γ(ε0uΓ,0)|∣∣L2(Γ)
)
.
This implies that the sequence {[uˆn, uˆΓ,n]} ⊂ H1(Ω)2 is the required sequence to verify
the condition of optimality.
By a similar demonstration technique, we also see the following corollary.
Corollary 3.1. Let {εn}∞n=1 ⊂ [0,∞) be arbitrary sequence such that εn → ε0 as n→∞.
Then, for the sequence {Φεn}∞n=1 of convex functions, it holds that:
Φεn → Φε0 on H, in the sense of Mosco, as n→∞.
On the basis of Key-Lemmas 3.1 and 3.2, we prove the third Key-Lemma, concerned
with representations of the subdifferentials ∂Φε ⊂ H2 of Φε, for ε ≥ 0.
Key-Lemma 3.3. For any ε ≥ 0, the following two items are equivalent.
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(Key 0) U = [u, uΓ] ∈ D(∂Φε) and U∗ = [u∗, u∗Γ] ∈ ∂Φε(U) = ∂Φε(u, uΓ) in H.
(Key 1) U = [u, uΓ] ∈ Dε, and there exists νu ∈ [L∞(Ω)]N and [ξ, ξΓ] ∈ H, such that:{
νu ∈ Sgn(∇u) and ξ ∈ β(u), a.e. in Ω,
ξΓ ∈ βΓ(uΓ), a.e. on Γ,
(3.3.15){
νu + κ
2∇u ∈ L2div(Ω),
−∆Γ(ε2uΓ) + [(νu + κ2∇u)|Γ · nΓ] ∈ L2(Γ),
(3.3.16)
and {
u∗ = −div (νu + κ2∇u)+ ξ in L2(Ω),
u∗Γ = −∆Γ(ε2uΓ)+[(νu+κ2∇u)|Γ ·nΓ]+ξΓ in L2(Γ).
(3.3.17)
The last Key-Lemma 3.3 is useful to guarantee the association between (ACE)ε and
(CP)ε for ε ≥ 0, via the representations of subdifferentials.
Proof. Let us fix any ε ≥ 0, and let us define a set-valued map Aε : H → 2H , by putting:
D(Aε) :=
{
[u, uΓ] ∈ Vε
there exists νu ∈ [L∞(Ω)]N , and [ξ, ξΓ] ∈ H,
such that (3.3.15)–(3.3.16) hold.
}
, (3.3.18)
and
[u, uΓ] ∈ D(Aε) ⊂ H 7→ Aε[u, uΓ]
:=
{
[u∗, u∗Γ] ∈ H
(3.3.17) holds, for some νu ∈ [L∞(Ω)]N and
[ξ, ξΓ] ∈ H, satisfying (3.3.15)–(3.3.16)
}
. (3.3.19)
Then, the assertion of Key-Lemma 3.3 can be rephrased as follows:
∂Φε = Aε in H2, for any ε ≥ 0 (3.3.20)
This coincidence will be obtained as a consequence of the following Claims #1 and #2.
Claim #1: Aε ⊂ ∂Φε in H2, for any ε ≥ 0.
Let us assume that [u, uΓ] ∈ D(Aε) and [u∗, u∗Γ] ∈ Aε[u, uΓ] in H. Then, from (A1),
Remark 2.2 (Fact 3)–(Fact 5), Remark 2.5, (3.3.18), and (3.3.19), it is inferred that:(
[u∗, u∗Γ], [z, zΓ]− [u, uΓ]
)
H
=
(−div(νu + κ2∇u) + ξ, z − u)L2(Ω)
+
(−∆Γ(ε2uΓ) + [(νu + κ2∇u)|Γ · nΓ]+ ξΓ, zΓ − uΓ)L2(Γ)
=
∫
Ω
(νu + κ
2∇u) · ∇(z − u) dx+
∫
Ω
ξ(z − u) dx
+
∫
Γ
∇Γ(εuΓ) · ∇Γ(ε(zΓ − uΓ)) dΓ +
∫
Γ
ξΓ(zΓ − uΓ) dΓ
≤
∫
Ω
(
|∇z| − |∇u|+ κ
2
2
|∇z|2 − κ
2
2
|∇u|2
)
dx+
∫
Ω
(B(z)−B(u)) dx
+
1
2
∫
Γ
(|∇Γ(εzΓ)|2 − |∇Γ(εuΓ)|2) dΓ + ∫
Γ
(BΓ(zΓ)−BΓ(uΓ)) dΓ
≤Φε(z, zΓ)− Φε(u, uΓ), for any [z, zΓ] ∈ Vε.
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Thus, we have:
[u, uΓ] ∈ D(∂Φε) and [u∗, u∗Γ] ∈ ∂Φε(u, uΓ) in H,
and we can say that:
Aε ⊂ ∂Φε(u, uΓ) in H2.
Claim #2: (Aε + IH)H = H, for any ε ≥ 0.
Since, (Aε+IH)H ⊂ H is trivial, it is sufficient to prove the converse inclusion. Let us
take any [w,wΓ] ∈ H. Then, by applying Minty’s theorem, Key-Lemma 3.1 and Remark
2.2 (Fact 3)–(Fact 5), we can configure a class of functions {[uλδ , uλΓ,δ] | 0 < δ, λ ≤ 1} ⊂ Vε,
by setting: {
[uλδ , u
λ
Γ,δ] := (Aλε,δ + IH)−1[w,wΓ], 0 < δ, λ ≤ 1
}
in H,
i.e.
[w − uλδ , wΓ − uλΓ,δ] = ∂Φλε,δ(uλδ , uλΓ,δ) in H, for any 0 < δ, λ ≤ 1, (3.3.21)
and we can see that:∫
Ω
(∇fδ(∇uλδ ) + κ2∇uλδ ) · ∇z dx+ ∫
Γ
∇Γ(εuλΓ,δ) · ∇Γ(εzΓ) dΓ
+
∫
Ω
βλ(uλδ )z dx+
∫
Γ
βλΓ(u
λ
Γ,δ)zΓ dΓ
=
∫
Ω
(w − uλδ )z dx+
∫
Γ
(wΓ − uλΓ,δ)zΓ dΓ,
for any [z, zΓ] ∈ Vε and any 0 < δ, λ ≤ 1.
(3.3.22)
In the variational form (3.3.22), let us first put [z, zΓ] = [u
λ
δ , u
λ
Γ,δ] ∈ Vε in (3.3.22). Then,
with (A1), (A4)–(A5) and Young’s inequality in mind, we deduce that:
1
2
∣∣[uλδ , uλΓ,δ]∣∣H + κ2 ∣∣∇uλδ ∣∣2L2(Ω)N + ∣∣∇Γ(εuλΓ,δ)∣∣2L2(Γ)N ≤ 12∣∣[w,wΓ]∣∣2H ,
for any 0 < δ, λ ≤ 1.
(3.3.23)
Next, let us take [z, zΓ] = [β
λ(uλδ ), β
λ(uλΓ,δ)] in Vε. Then, by applying (A1), (A4)–
(A5), [5, Theorem 3.99], [14, Lemma 4.4] and Schwarz’s inequality,∣∣βλ(uλδ )∣∣2L2(Ω) ≤ (w, βλ(uλδ ))L2(Ω) + (wΓ, βλ(uλΓ,δ))L2(Γ)
≤ |w|2L2(Ω) +
1
4
∣∣βλ(uλδ )∣∣2L2(Ω) + a21|wΓ|2L2(Γ) + 14a21 ∣∣βλ(uλΓ,δ)∣∣2L2(Γ)
≤
(
|w|2L2(Ω) + a21|wΓ|2L2(Γ)
)
+
1
4
∣∣βλ(uλδ )∣∣2L2(Ω) + 14a21 ∣∣a1|βλΓ(uλΓ,δ)|+ b1∣∣2L2(Γ)
≤ (1 + a21)
∣∣[w,wΓ]∣∣2H + 14 ∣∣βλ(uλδ )∣∣2L2(Ω) + 12 ∣∣βλΓ(uλΓ,δ)∣∣2L2(Γ) + b212a21HN−1(Γ),
so that
3
4
∣∣βλ(uλδ )∣∣2L2(Ω) − 12 ∣∣βλΓ(uλΓ,δ)∣∣2L2(Γ) ≤ (1 + a21)∣∣[w,wΓ]∣∣2H + b212a21HN−1(Γ),
for any 0 < δ, λ ≤ 1.
(3.3.24)
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Similarly, putting [z, zΓ] = [β
λ
Γ(u
λ
δ ), β
λ
Γ(u
λ
Γ,δ)] ∈ Vε in (3.3.22), we infer that:
−1
2
∣∣βλ(uλδ )∣∣2L2(Ω) + 34 ∣∣βλΓ(uλΓ,δ)∣∣2L2(Γ) ≤
(
1 +
1
a20
) ∣∣[w,wΓ]∣∣2H + b202 LN(Ω),
for any 0 < δ, λ ≤ 1.
(3.3.25)
Taking the sum of (3.3.24) and (3.3.25), it follows that:
1
4
∣∣[βλ(uλδ ), βλΓ(uλΓ,δ)]∣∣2H ≤ (2 + 1a20 + a21
) ∣∣[w,wΓ]∣∣2H
+
b20
2
LN(Ω) + b
2
1
2a21
HN−1(Γ), for any 0 < δ, λ ≤ 1.
(3.3.26)
On account of (3.3.23) and (3.3.26), we find pairs of functions [u, uΓ] ∈ Vε and [ξ, ξΓ] ∈
H and sequences δ1 > δ2 > δ3 > · · · > δn ↓ 0, λ1 > λ2 > λ3 > · · · > λn ↓ 0, as n → ∞,
such that:{
[un, uΓ,n] := [u
λn
δn
, uλnΓ,δn ]→ [u, uΓ] in H, and weakly in Vε,[
βλn(un), β
λn
Γ (uΓ,n)
]→ [ξ, ξΓ] weakly in H, as n→∞. (3.3.27)
Here, in the light of Key-Lemma 3.2, (3.3.21) and (3.3.27), we can apply Remark 2.9
(Fact 7) to see that:
[w − u,wΓ − uΓ] ∈ ∂Φε(u, uΓ) in H,
and
Φλnε,δn(un, uΓ,n)→ Φε(u, uΓ) as n→∞. (3.3.28)
Also, by (A1), (A5), Remark 2.8 and Remark 2.9 (Fact 7), we see that:
ξ ∈ β(u) a.e. in Ω, and ξΓ ∈ βΓ(uΓ) a.e. on Γ. (3.3.29)
By virtue of (3.3.27) and (3.3.28), (A4), Remark 2.8, Lemma 2.1, and (Fact 8), we further
compute that:
κ2
2
∫
Ω
|∇u|2 dx ≤ κ
2
2
lim
n→∞
∫
Ω
|∇un|2 dx ≤ κ
2
2
lim
n→∞
∫
Ω
|∇un|2 dx
≤ lim
n→∞
Φλnε,δn(un, uΓ,n)− lim
n→∞
∫
Ω
fδn(∇un) dx− lim
n→∞
∫
Γ
∣∣∇Γ(εuΓ,n)∣∣2dΓ
− lim
n→∞
(∫
Ω
Bλn(un) dx+
∫
Γ
BλnΓ (uΓ,n) dΓ
)
≤ Φε(u, uΓ)−
∫
Ω
|∇u| dx−
∫
Γ
∣∣∇Γ(εuΓ)∣∣2 dΓ
−
(∫
Ω
B(u) dx+
∫
Γ
BΓ(uΓ) dΓ
)
=
κ2
2
∫
Ω
|∇u|2 dx.
(3.3.30)
Having in mind (3.3.27), (3.3.30) and the above calculation and the uniform convexity of
L2-based topologies, it is deduced that:{
un → u in H1(Ω),
∇un → ∇u in L2(Ω)N , as n→∞. (3.3.31)
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In the meantime, from (A4) and (3.3.31),
|∇fδn(∇un)|2L2(Ω)N ≤ 2C0
(
sup
n∈N
|∇un|2L2(Ω)N + LN(Ω)
)
, for any n ∈ N,
which enables us to say
∇fδn(∇un)→ νu weakly in L2(Ω)N as n→∞, for some νu ∈ L2(Ω)N , (3.3.32)
by taking a subsequence if necessary.
In view of (3.3.31) and (3.3.32), Remark 2.5 and 2.9 (Fact 7), and (Fact 8), one can
see that:
νu ∈ Sgn(∇u), a.e. in Ω. (3.3.33)
Hence, letting n→∞ in (3.3.22) yields that:∫
Ω
(
νu + κ
2∇u) · ∇z dx+ ∫
Γ
∇Γ(εuΓ) · ∇Γ(εzΓ) dΓ +
∫
Ω
ξz dx+
∫
Γ
ξΓzΓ dΓ
=
∫
Ω
(w − u)z dx+
∫
Γ
(wΓ − uΓ)zΓ dΓ, for any [z, zΓ] ∈ Vε.
(3.3.34)
In particular, taking any ϕ0 ∈ H10 (Ω) and putting [z, zΓ] = [ϕ0, 0] in Vε,
(w − u− ξ, ϕ0)L2(Ω) =
∫
Ω
(νu + κ
2∇u) · ∇ϕ0 dx, for any ϕ0 ∈ H10 (Ω).
which implies:
− div(νu + κ2∇u) = w − u− ξ ∈ L2(Ω) in D′(Ω). (3.3.35)
Besides, with Remark 2.2 (Fact 3)–(Fact 5), (3.3.34) and (3.3.35) in mind, we can see
that:
(wΓ − uΓ − ξΓ, zΓ)L2(Γ)
=
∫
Ω
(
νu + κ
2∇u) · ∇z dx− (w − u− ξ, z)L2(Ω) + ∫
Γ
∇Γ(εuΓ) · ∇Γ(εzΓ) dΓ
=
〈[(
νu + κ
2∇u)|Γ · nΓ] , zΓ〉H 12 (Γ) + 〈−∆Γ(εuΓ), εzΓ〉H1(Γ), for any [z, zΓ] ∈ Vε.
This identity leads to:
−∆Γ(ε2uΓ) +
[(
νu + κ
2∇u) |Γ · nΓ] = wΓ − uΓ − ξΓ ∈ L2(Γ) in H−1(Γ). (3.3.36)
As a consequence of (3.3.29), (3.3.33), (3.3.35), and (3.3.36), we obtain Claim #2.
Now, by using Claims #1 and #2 and the maximality of ∂Φε in H
2, we can show the
coincidence ∂Φε = Aε in H2, and we conclude this Key-Lemma 3.3.
3.4 Proofs of Main Theorems
In this section, we will prove two Main Theorems by using the results of the previous
sections.
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3.4.1 Proof of Main Theorem 3.1
Proof of Main Theorem 3.1. First, we show the item (I-1). In the Cauchy problem (CP)ε,
we see from (A3) and Remark 3.1 that:
Θ = [θ, θΓ] ∈ L2(0, T ;H) and U0 = [u0, uΓ,0] ∈ D(Φε).
Hence, by applying the general theories of evolution equations, e.g., [10, Theorem 4.1,
p. 158], [12, Theorem 3.6 and Proposition 3.2], [48, Section 2] and [49, Theorem 1.1.2],
we immediately have the existence and uniqueness of solution U = [u, uΓ] ∈ L2(0, T ;H)
to (CP)ε, such that:
U ∈ C([0, T ];H) ∩ L2(0, T ;Vε) ∩W 1,2loc ((0, T ];H) and Φε(U) ∈ L1(0, T ) ∩ L∞loc((0, T ]).
Also, there exists a positive constant C1, independent of U0 and Θ, such that:
|U |2C([0,T ];H)∩L2(0,T ;Vε) +
∫ T
0
Φε(U(t)) dt+
∣∣√tU ′∣∣2
L2(0,T ;H)
+ sup
t∈(0,T )
tΦε(U(t))
≤ C1
(
1 + |U0|2H + |Θ|2L2(0,T ;H)
)
.
(3.4.1)
Moreover, if U0 ∈ D(Φε), there exists a positive constant C2, independent of U0 and Θ,
such that:
|U ′|2L2(0,T ;H) + sup
t∈(0,T )
Φε(U(t)) ≤ C2
(
1 + |U0|2H + |Θ|2L2(0,T ;H) + Φε(U0)
)
. (3.4.2)
Now, Key-Lemma 3.3 guarantees that the solution U = [u, uΓ] to (CP)ε coincides with
that to the system (ACE)ε. Besides, in the light of (3.2.10) and (A1), the inequalities
(3.2.4) and (3.2.5) directly follows from (3.4.1) and (3.4.2), respectively.
Next, we show the item (I-2). For k = 1, 2, let Uk := [uk, ukΓ] be the two solutions
to (CP)ε corresponds to forcing term Θ
k := [θk, θkΓ] ∈ L2(0, T ;H) and initial term Uk0 =
[uk0, u
k
Γ,0] ∈ D(Φε), respectively. Then, we can obtain the inequality (3.2.6) by using
standard method: more precisely, by taking the difference between the two evolution
equations, multiplying it by U1(t)− U2(t), and applying Gronwall’s lemma. 2
3.4.2 Proof of Main Theorem 3.2
Proof of Main Theorem 3.2. The Main Theorem 3.2 is proved by referring to the demon-
stration technique as in [49, Theorem 2.7.1].
Let us set J0 := [ε0 − 1, ε0 + 1] ∩ [0,∞). On this basis, we divide the proof in the
following two steps.
(Step 1) The case when {Φε(U ε0 )}ε∈J0 is bounded.
If {Φε(U ε0 )}ε∈J0 is bounded, then the estimate (3.2.5) imply the following facts:{ {U ε}ε∈J0 is bounded in W 1,2(0, T ;H) ∩ L∞(0, T ;V0),
{εuεΓ}ε∈J0 is bounded in W 1,2(0, T ;L2(Γ)) ∩ L∞(0, T ;H1(Γ)).
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Therefore, applying general theories of compactness, such as Ascoli’s theorem, we find a
sequence {εn}∞n=1 ⊂ J0 and a limit point U = [u, uΓ] ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V0), such
that:
U εn → U in C([0, T ];H), weakly in W 1,2(0, T ;H)
and weakly-∗ in L∞(0, T ;V0) as n→∞, (3.4.3)
and {
ε0uΓ ∈ W 1,2(0, T ;L2(Γ)) ∩ L∞(0, T ;H1(Γ)),
εnu
εn
Γ → ε0uΓ weakly-∗ in L∞(0, T ;H1(Γ)), as n→∞.
(3.4.4)
Also, by Corollary 3.1 and Lemma 2.1 with S = (0, T ), we have that
Φˆεn → Φˆε0 on L2(0, T ;H), in the sense of Mosco, as n→∞.
From (3.4.3), (A2), Remark 2.7 and Remark 2.9 (Fact 7), it is seen that
[−U ′ − G(U) + Θε0 , U ] ∈ ∂Φˆε0 in L2(0, T ;H)2, (3.4.5)
and
Φˆεn(U
εn)→ Φˆε0(U) as n→∞. (3.4.6)
Note that (3.2.7), (3.4.3), (3.4.5), and Remark 2.7 (Fact 6) enable us to say that U =
[u, uΓ] is a solution to the Cauchy problem (CP)ε0 . So, due to the uniqueness of solutions,
it must hold that:
U = [u, uΓ] = U
ε0 = [uε0 , uε0Γ ] in L
2(0, T ;H). (3.4.7)
Furthermore, since (A1), (3.4.3), (3.4.4) and (3.4.7) imply:
lim
n→∞
κ2
2
∫ T
0
∫
Ω
|∇uεn|2 dxdt ≥ κ
2
2
∫ T
0
∫
Ω
|∇uε0|2 dxdt,
lim
n→∞
1
2
∫ T
0
∫
Γ
|∇Γ(εuεnΓ )|2 dΓdt ≥
1
2
∫ T
0
∫
Γ
|∇Γ(εuε0Γ )|2 dΓdt,
lim
n→∞
∫ T
0
(∫
Ω
(|∇uεn|+B(uεn)) dx+ ∫
Γ
BΓ(u
εn
Γ ) dΓ
)
dt
≥
∫ T
0
(∫
Ω
(|∇uε0|+B(uε0)) dx+ ∫
Γ
BΓ(u
ε0
Γ ) dΓ
)
dt,
(3.4.8)
one can see that:
lim
n→∞
∫ T
0
∫
Ω
|∇uεn |2 dxdt =
∫ T
0
∫
Ω
|∇uε0|2 dxdt,
lim
n→∞
∫ T
0
∫
Γ
|∇Γ(εnuεnΓ )|2 dΓdt =
∫ T
0
∫
Γ
|∇Γ(ε0uε0Γ )|2 dΓdt,
(3.4.9)
by applying (Fact 0) with (3.4.6)–(3.4.8) in mind.
Now, taking into account (3.4.3), (3.4.4), (3.4.7) and (3.4.9), and applying the uniform
convexity of L2-based topologies and the continuity of the trace operators, we obtain that:
uεn → uε0 in L2(0, T ;H1(Ω)),
εnu
εn
Γ → ε0uε0Γ in L2(0, T ;H1(Γ)),
uεnΓ = u
εn
|Γ → uε0Γ = uε0|Γ in L2(0, T ;H
1
2 (Γ)),
as n→∞. (3.4.10)
39
Therefore, (3.4.3), (3.4.7) and (3.4.10) are sufficient to verify (3.2.8) and (3.2.9).
(Step 2) The case when {Φε(U ε0 )}ε∈J0 is unbounded.
Let ρ ∈ (0, 1) be an arbitrary constant. Then, by the assumption for {U ε0}ε≥0, for any
sequence {εn}∞n=1 ⊂ J0 converging to ε0 we find a large number n1(ρ) ∈ N, such that:
|U εn0 − U ε00 |H ≤ ρ, for any n ≥ n1(ρ) (3.4.11)
Also, since U ε00 ∈ D(Φε0), we find a function W0,ρ ∈ D(Φε0), such that:
|U ε00 −W0,ρ|H ≤ ρ. (3.4.12)
Additionally, by Corollary 3.1, there exists a sequence {W n0,ρ ∈ D(Φεn)}∞n=1 ⊂ H, such
that: {
W n0,ρ → W0,ρ in H,
Φεn(W
n
0,ρ)→ Φε0(W0,ρ),
as n→∞, (3.4.13)
and in particular, there exists a large number n2(ρ) ∈ N, with n2(ρ) ≥ n1(ρ), such that:
|W n0,ρ −W0,ρ|H ≤ ρ, for any n ≥ n2(ρ). (3.4.14)
From (3.4.11), (3.4.12) and (3.4.14), it follows that:
|U εn0 −W n0,ρ|H ≤ |U εn0 − U ε00 |H + |U ε00 −W0,ρ|H + |W0,ρ −W n0,ρ|H
≤ 3ρ, for any n ≥ n2(ρ).
(3.4.15)
Based on this, let Wρ ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;Vε0) be the solution to (CP)ε0 , corre-
sponding to the forcing term Θε0 ∈ L2(0, T ;H) and the initial data W0,ρ ∈ D(Φε0). As
well as, for any n ∈ N, let W nρ ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;Vεn) be the solution to (CP)εn ,
corresponding to the forcing term Θεn ∈ L2(0, T ;H) and the initial data W n0,ρ ∈ D(Φεn).
Then, by applying the result of the previous (Step 1), we have:
W nρ → Wρ in C([0, T ];H) as n→∞. (3.4.16)
Besides, from (3.2.6), (3.4.15) and (3.4.16), one can see that:
lim
n→∞
|U εn − U ε0 |C([0,T ];H)
≤ lim
n→∞
(∣∣U εn −W nρ ∣∣C([0,T ];H) + ∣∣W nρ −Wρ∣∣C([0,T ];H) + |Wρ − U ε0|C([0,T ];H))
≤
√
C3
(
lim
n→∞
∣∣U εn0 −W n0,ρ∣∣H + |W0,ρ − U ε00 |H)+ limn→∞ ∣∣W nρ −Wρ∣∣C([0,T ];H)
≤ 4√C3ρ.
Since ρ ∈ (0, 1) is arbitrary, the above inequality implies that:
U εn → U ε0 in C([0, T ];H) as n→∞. (3.4.17)
Now, our remaining task will be to verify the convergences (3.2.8) and (3.2.9) under the
unbounded situation of {Φεn(U εn0 )}∞n=1. To this end, we first invoke (3.2.5) and (3.4.13)
to check the existence of a constant K(ρ), depending on ρ ∈ (0, 1), such that:
|(Wρ)′|2L2(0,T ;H) + |(W nρ )′|2L2(0,T ;H) + sup
t∈[0,T ]
Φε0(Wρ(t)) + sup
t∈[0,T ]
Φεn(W
n
ρ (t))
≤ K(ρ), for any n ∈ N.
(3.4.18)
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On this basis, let us consider a sequence {Pn}∞n=1 ⊂ C([0, T ]) of functions, given as:
ς ∈ [0, T ] 7→ Pn(ς) :=
∫ ς
0
Φεn(W
n
ρ (t)) dt ∈ [0,∞), for any n ∈ N.
Then, by applying a similar method to show (3.4.6), we have:
Pn(ς)→ P(ς) :=
∫ ς
0
Φε0(Wρ(t)) dt as n→∞, for any ς ∈ [0, T ]. (3.4.19)
Also, from (3.4.18), it is seen that:{
d
dς
Pn
}∞
n=1
=
{
Φεn(W
n
ρ )
}∞
n=1
is bounded in L∞(0, T ). (3.4.20)
By (3.4.19), (3.4.20), and Ascoli’s theorem, we may suppose that:
Pn → P in C([0, T ]) as n→∞,
by taking a subsequence if necessary, and more precisely, we find a large number n∗(ρ),
independent of ς ∈ [0, T ], such that:
n∗(ρ) ≥ n2(ρ) and
∣∣∣∣∫ ς
0
Φεn(W
n
ρ (t)) dt−
∫ ς
0
Φε0(Wρ(t)) dt
∣∣∣∣ < ρ,
for any n ≥ n∗(ρ) and any ς ∈ [0, T ].
(3.4.21)
In the meantime, for the sequence of solutions {U εn}∞n=1, it is easily seen that:(
(U εn −W nρ )′, U εn − Z
)
L2(0,ς;H)
+
∫ ς
0
Φεn(U
εn(t)) dt
≤
∫ ς
0
Φεn(Z(t)) dt+
(
Θεn − G(U εn)− (W nρ )′, U εn − Z
)
L2(0,ς;H)
,
for any Z ∈ L2(0, ς;Vεn) and any n ∈ N.
So, putting Z = W nρ , and using (3.2.6), and (3.2.7), (3.4.15), (3.4.17) and (3.4.18), (3.4.21)
and (A2), we infer that:∫ ς
0
Φεn(U
εn(t)) dt ≤ 1
2
|U εn0 −W n0,ρ|2H +
∫ ς
0
Φεn(W
n
ρ (t)) dt
+|Θεn − G(U εn)− (W nρ )′|L2(0,ς;H)|U εn −W nρ |L2(0,ς;H)
≤ 9
2
ρ2 +
(∫ ς
0
Φε0(Wρ(t)) dt+ ρ
)
+
√
C3ς|U εn0 −W n0,ρ|H
(
|Θεn − G(U εn)|L2(0,ς;H) + |
(
W nρ
)′|L2(0,ς;H))
≤ 11
2
ρ+
∫ ς
0
Φε0(W0,ρ(t)) dt
+3ρ
√
C3ς
(
supn∈N |Θεn − G(U εn)|L2(0,ς;H) +
√
K(ρ)
)
,
for any ς ∈ [0, T ] and any n ∈ N.
(3.4.22)
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Here, let us take a constant ς∗(ρ) ∈ (0, T ), so small to satisfy that:∫ ς∗(ρ)
0
Φε0(W0,ρ(t)) dt
+3ρ
√
C3ς∗(ρ)
(
sup
n∈N
|Θεn − G(U εn)|L2(0,ς∗(ρ);H) +K(ρ)
)
<
ρ
2
.
(3.4.23)
Then, having in mind (3.4.17), (3.4.22) and (3.4.23), Corollary 3.1 and Fatou’s lemma, it
is observed that:∫ ς∗(ρ)
0
Φε0(U
ε0(t)) dt ≤ lim
n→∞
∫ ς∗(ρ)
0
Φεn(U
εn(t)) dt
≤ sup
n∈N
∫ ς∗(ρ)
0
Φεn(U
εn(t)) dt ≤ 6ρ.
(3.4.24)
Finally, by (3.2.4), one can see that the sequence {U εn}∞n=1 is bounded inW 1,2(ς∗(ρ), T ;
H)∩L∞(ς∗(ρ), T ;V0). So, we can apply a similar arguments to obtain (3.4.6), and we can
show that: ∫ T
ς∗(ρ)
Φεn(U
εn(t)) dt→
∫ T
ς∗(ρ)
Φε0(U
ε0(t)) dt as n→∞. (3.4.25)
In view of (3.4.17), (3.4.24) and (3.4.25), we can say that:{
U ε0 ∈ L2(0, T ;V0), {U εn}∞n=1 is bounded in L2(0, T ;V0),
U εn → U ε0 weakly in L2(0, T ;V0) as n→∞, (3.4.26)
and
lim
n→∞
∣∣∣∣∫ T
0
Φεn(U
εn(t)) dt−
∫ T
0
Φε0(U
ε0(t)) dt
∣∣∣∣
≤ sup
n∈N
∫ ς∗(ρ)
0
Φεn(U
εn(t)) dt+
∫ ς∗(ρ)
0
Φε0(U
ε0(t)) dt
+ lim
n→∞
∣∣∣∣∫ T
ς∗(ρ)
Φεn(U
εn(t)) dt−
∫ T
ς∗(ρ)
Φε0(U
ε0(t)) dt
∣∣∣∣
≤ 12ρ.
Since ρ ∈ (0, 1) is arbitrary, the above inequality implies:
lim
n→∞
∫ T
0
Φεn(U
εn(t)) dt =
∫ T
0
Φε0(U
ε0(t)) dt. (3.4.27)
By virtue of (3.4.26) and (3.4.27), we can apply a similar method to derive (3.4.10), and
we obtain that:
uεn → uε0 in L2(0, T ;H1(Ω)),
εnu
εn
Γ → ε0uε0Γ in L2(0, T ;H1(Γ)),
uεnΓ = u
εn
|Γ → uε0Γ = uε0|Γ in L2(0, T ;H
1
2 (Γ)),
as n→∞. (3.4.28)
Hence, (3.4.17) and (3.4.28) imply the conclusive convergences (3.2.8) and (3.2.9). 2
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3.5 Vectorial quasilinear diffusion equation with dy-
namic boundary condition
In this Section, we consider a class of initial-boundary value problems for vectorial quasi-
linear PDEs, subject to the dynamic boundary conditions in the case of 1 < m ∈ N.
We take a constant ε ≥ 0, and consider the following system of the initial-boundary
value problem with the dynamic boundary conditions:
(S)ε: 
∂tu− div
( ∇u
‖∇u‖ + κ
2∇u
)
∋ θ in Q,
∂tuΓ −∆Γ(ε2uΓ) +
( ∇u
‖∇u‖ + κ
2∇u)|ΓnΓ ∋ θΓ, and u|Γ = uΓ on Σ,
u(0, ·) = u0 in Ω and uΓ(0, ·) = uΓ,0 on Γ,
for the vectorial unknowns u : Q → Rm and uΓ : Σ → Rm. In the context, θ : Q → Rm
and θΓ : Σ → Rm are given forcing terms, and u0 : Ω → Rm and uΓ,0 : Γ → Rm are
given initial data for u and uΓ, respectively. In particular, since we can use the equation
u|Γ = uΓ on Σ to resemble a kind of the transmission condition, we can say that the
problem (S)ε is a vectorial transmission system between the quasilinear equation in Ω,
and the parabolic equation on Γ.
The objective of this study is to establish a mathematical method, which enables us
to handle various nonlinear phenomena described by vectorial unknowns. In this regard,
the study on (S)ε, for any ε ≥ 0, is aimed at the mathematical analysis for quasilinear
transmission systems, associated with the Bingham type flow equations, the Ginzburg–
Landau type equations, and so on. In view of such backgrounds, we set the goal to obtain
some generalized results for the previous Sections.
Now, let us define the solution to (S)ε, for ε ≥ 0, as follows.
Definition 3.2. Let ε ≥ 0 be a fixed constant. Then, a pair of functions [u, uΓ] ∈
L2(0, T ;H) is called a solution to (S)ε, iff. the following conditions are fulfilled.
(S1) [u, uΓ] ∈ C([0, T ];H) ∩W 1,2loc ((0, T ];H) ∩ L2(0, T ;Vε) ∩ L∞loc((0, T ];Vε),
[u(0), uΓ(0)] = [u0, uΓ,0] in H.
(S2) There exists a function Mu : Q→ Rm×N , such that:
Mu(t) ∈ L2div(Ω), a.e. t ∈ (0, T ) and [∇u,Mu] ∈ ∂‖ · ‖ in [Rm×N ]2, a.e. in Q,
and ∫
Ω
∂tu(t) · z dx+
∫
Ω
(Mu(t) + κ
2∇u(t)) : ∇z dx
+
∫
Γ
∂tuΓ(t) · zΓ dΓ +
∫
Γ
∇Γ(εuΓ(t)) : ∇Γ(εzΓ) dΓ
=
∫
Ω
θ(t) · z dx+
∫
Γ
θΓ(t) · zΓ dΓ, for any [z, zΓ] ∈ Vε, and a.e. t ∈ (0, T ),
where ∂‖ · ‖ ⊂ [Rm×N ]2 denotes the subdifferential of the Frobenius norm.
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Based on this, the results of this section are stated as follows.
Theorem 3.1 (Well-posedness of (S)ε). Let ε ≥ 0 be a fixed constant. Then, the following
two items hold.
(I-1) (Solvability) For every [θ, θΓ] ∈ L2(0, T ;H) and [u0, uΓ,0] ∈ H, the system (S)ε
admits a unique solution [u, uΓ].
(I-2) (Continuous dependence) For k = 1, 2, let [uk, uΓ,k] be two solutions to (S)ε, corre-
sponding to the forcing pairs [θk, θΓ,k] ∈ L2(0, T ;H) and the initial pairs [u0,k, uΓ,0,k] ∈
H, respectively. Then, it follows that:
|[u1 − u2, uΓ,1 − uΓ,2]|2C([0,T ];H)
≤ eT (|[θ1 − θ2, θΓ,1 − θΓ,2]|2L2(0,T ;H) + |[u0,1 − u0,2, uΓ,0,1 − uΓ,0,2]|2H).
Theorem 3.2 (Continuous dependence with respect to ε ≥ 0). Let ε0 ≥ 0 be a fixed con-
stant. Let {[θε, θΓ,ε]}ε≥0 ⊂ L2(0, T ;H) be a sequence of the forcing pair, let {[u0,ε, uΓ,0,ε]}ε≥0
⊂ H be a sequence of the initial pair, and for any ε ≥ 0, let [uε, uΓ,ε] be a solution to (S)ε
corresponding to the forcing pair [θε, θΓ,ε] and the initial pair [u0,ε, uΓ,0,ε]. Here, if:{
[θε, θΓ,ε]→ [θε0 , θΓ,ε0 ] weakly in L2(0, T ;H),
[u0,ε, uΓ,0,ε]→ [u0,ε0 , uΓ,0,ε0 ] in H,
as ε→ ε0,
then:
[uε, uΓ,ε]→ [uε0 , uΓ,ε0 ] in C([0, T ];H), and in L2(0, T ;V0), as ε→ ε0, (3.5.1)
and in particular, if ε0 > 0, then:
uΓ,ε → uΓ,ε0 in L2(0, T ; [H1(Γ)]m), as ε→ ε0. (3.5.2)
3.5.1 Key points of the proofs
In this section, we specify the key points in the proofs of theorems. Roughly summarized,
we will prove the theorems by reformulating our system (S)ε to the following Cauchy
problem for an evolution equation, denoted by (CP)ε:
(CP)ε
{
U ′(t) + ∂Ψε(U(t)) ∋ Θ(t) in H, a.e. t ∈ (0, T ),
U(0) = U0 in H,
for ε ≥ 0.
In the context, the unknown U ∈ L2(0, T ;H) corresponds to the solution [u, uΓ] to the
system (S)ε, and Θ := [θ, θΓ] in L
2(0, T ;H) and U0 := [u0, uΓ,0] in H correspond to the
pair of the forcing terms and the pair of the initial data, respectively. ∂Ψε denotes the
subdifferential of a proper l.s.c. and convex function Ψε : H → [0,∞], defined as:
U = [u, uΓ] ∈ H 7→ Ψε(U) = Ψε(u, uΓ)
:=

∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ,
if U = [u, uΓ] ∈ Vε,
∞, otherwise,
for ε ≥ 0.
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Now, the essential key point is to show the following Key-Lemma, which is to sustain
a certain association between the system (S)ε and the Cauchy problem (CP)ε, for any
ε ≥ 0.
Key-Lemma 3.4 (The representation of ∂Ψε). For any ε ≥ 0, the following two items
are equivalent.
(I) [u, uΓ] ∈ D(∂Ψε) and [u∗, u∗Γ] ∈ ∂Ψε(u, uΓ) in H.
(II) [u, uΓ] ∈ D(Ψε) and there exists M∗u ∈ [L∞(Ω)]m×N , such that:
[∇u,M∗u ] ∈ ∂‖ · ‖ in [Rm×N ]2, a.e. in Ω, (3.5.3){
M∗u + κ
2∇u ∈ L2div(Ω),
−∆Γ(ε2uΓ) + [(M∗u + κ2∇u)|ΓnΓ] ∈ [L2(Γ)]m,
(3.5.4)
{
u∗ = −div(M∗u + κ2∇u) in [L2(Ω)]m,
u∗Γ = −∆Γ(ε2uΓ) + [(M∗u + κ2∇u)|ΓnΓ] in [L2(Γ)]m.
(3.5.5)
For the proof of the Key-Lemma, we prepare a class of relaxed convex functions
{Ψδε | ε ≥ 0, 0 < δ ≤ 1}, defined as:
U = [u, uΓ] ∈ H 7→ Ψδε(U) = Ψδε(u, uΓ)
:=

∫
Ω
(√
‖∇u‖2 + δ2 + κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ,
if U = [u, uΓ] ∈ Vε,
∞, otherwise,
for all ε ≥ 0 and 0 < δ ≤ 1.
Similar relaxation methods have been adopted in some previous results, Key-Lemma
3.1, 3.2 and Lemma 3.1, and referring to some of these, we can verify the following facts.
(Fact 9) Let us fix all ε > 0, 0 < δ ≤ 1, and let us define:
Dδε :=
[z, zΓ] ∈ H
∇z√
‖∇z‖2+δ2 + κ
2∇z ∈ L2div(Ω),
−∆Γ(ε2zΓ) + [( ∇z√‖∇z‖2+δ2 + κ
2∇z)|ΓnΓ] ∈ [L2(Γ)]m
 ,
and let us define a single-valued operator Aδε : Dδε ⊂ H → H, by letting:
[z, zΓ] ∈ Dδε 7→ Aδε[z, zΓ]
:=
t
 −div( ∇z√‖∇z‖2+δ2 + κ2∇z)
−∆Γ(ε2zΓ) + [( ∇z√‖∇z‖2+δ2 + κ
2∇z)|ΓnΓ]
 ∈ H.
Then, ∂Ψδε ⊂ H2 coincides with the (graph of) operator Aδε, i.e.:
∂Ψδε = Aδε in H2, for all ε > 0 and 0 < δ ≤ 1.
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(Fact 10) Let ε0 ≥ 0, and let {εn}∞n=1 ⊂ [0,∞) and {δn}∞n=1 ⊂ (0, 1] be arbitrary
sequences, which fulfill that εn → ε0 and δn → 0, as n→∞. Then, the sequence of
convex functions {Ψδnεn}∞n=1, converges to the convex function Ψε0 on H, in the sense
of Mosco, as n→∞.
(Fact 11) A sequence of convex functions:
Z ∈ [L2(Ω)]m×N 7→
∫
Ω
√
‖Z‖2 + δ2 dx ∈ [0,∞), for any 0 < δ ≤ 1
converges to the convex function:
Z ∈ [L2(Ω)]m×N 7→
∫
Ω
‖Z‖ dx ∈ [0,∞)
on [L2(Ω)]m×N , in the sense of Mosco, as δ → 0.
Finally, in the rest of this section, we give the proof of the Key-Lemma.
Proof. . Let us take a constant ε ≥ 0, and let us set:
Dε :=
{
[u, uΓ] ∈ Vε there exists M
∗
u ∈ [L∞(Ω)]m×N , such that
(3.5.3) and (3.5.4)
}
,
and let us define a set-valued operator Aε, by putting:
[u, uΓ] ∈ Dε 7→ Aε[u, uΓ]
:=
{
[u∗, u∗Γ] ∈ H (3.5.5) holds, for some M
∗
u ∈ [L∞(Ω)]m×N ,
fulfilling (3.5.3) and (3.5.4)
}
.
Then, the assertion of Key-Lemma 3.4 can be rephrased as follows:
∂Ψε = Aε in H2, for any ε ≥ 0. (3.5.6)
We prove the above (3.5.6) via the following two Claims.
Claim #3: Aε ⊂ ∂Ψε in H2, for any ε ≥ 0.
Let us assume that [u, uΓ] ∈ Dε and [u∗, u∗Γ] ∈ Aε[u, uΓ] in H. Then, by (Fact 3) and
the definition of the subdifferential, we verify that:
([u∗, u∗Γ], [z, zΓ]− [u, uΓ])H
= (−div(M∗u + κ2∇u), z − u)[L2(Ω)]m
+ (−∆Γ(ε2uΓ) + [(M∗u + κ2∇u)|ΓnΓ], zΓ − uΓ)[L2(Γ)]m
=
∫
Ω
(M∗u + κ
2∇u) : ∇(z − u) dx+
∫
Γ
∇Γ(εuΓ) : ∇Γ(ε(zΓ − uΓ)) dΓ
≤
∫
Ω
(
‖∇z‖+ κ
2
2
‖∇z‖2
)
dx−
∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx
+
1
2
∫
Γ
‖∇Γ(εzΓ)‖2 dΓ− 1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ
= Ψε(z, zΓ)−Ψε(u, uΓ), for any [z, zΓ] ∈ Vε.
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Claim #4: (Aε + IH)H = H, for any ε ≥ 0.
It is sufficient to show (Aε + IH) ⊃ H, because the other inclusion is trivial. Let
[w,wΓ] ∈ H be any pair of functions. Then, owing to (Fact 9) and Minty’s Theorem, we
can configure a class of functions {[uδ, uΓ,δ]}0<δ≤1 ⊂ H, such that:
[uδ, uΓ,δ] := (Aδε + IH)−1[w,wΓ] in H, for any 0 < δ ≤ 1,
and by taking any [z, zΓ] ∈ Vε, we can see that:∫
Ω
( ∇uδ√‖∇uδ‖2+δ2 + κ
2∇uδ) : ∇z dx+
∫
Γ
∇Γ(εuΓ,δ) : ∇Γ(εzΓ) dΓ
= (w − uδ, z)[L2(Ω)]m + (wΓ − uΓ,δ, zΓ)[L2(Γ)]m , for any 0 < δ ≤ 1.
(3.5.7)
Here, let us put [z, zΓ] = [uδ, uΓ,δ] ∈ Vε in (3.5.7). Then, by using Young’s inequality, we
deduce that:
|[uδ, uΓ,δ]|2H + 2
(
κ2|∇uδ|2[L2(Ω)]m + |∇Γ(εuΓ,δ
)|2[L2(Γ)]m) ≤ |[w,wΓ]|2H + δLN(Ω),
for any 0 < δ ≤ 1.
The above estimation may suppose that {[uδ, uΓ,δ]}0<δ≤1 is bounded in Vε, and is compact
in H. Therefore, we can find a sequence {δn}∞n=1 ⊂ {δ} and a pair of functions [u, uΓ] ∈ Vε,
such that:
[un, uΓ,n] := [uδn , uΓ,δn ]→ [u, uΓ] in H, and weakly in Vε, as n→∞. (3.5.8)
Additionally, since ∣∣∣∣ ∇un√‖∇un‖2+δ2n
∣∣∣∣ ≤ 1, a.e. in Ω, for any n ∈ N,
there exists a function M∗u ∈ [L∞(Ω)]m×N , such that:
∇un√
‖∇un‖2+δ2n
→M∗u , weakly-∗ in [L∞(Ω)]m×N , as n→∞, (3.5.9)
by taking more one subsequence if necessary.
Now, with (3.5.8) and (3.5.9) in mind, let us take any function ϕ0 ∈ [H10 (Ω)]m, and
let us put [z, zΓ] = [ϕ0, 0] ∈ Vε in (3.5.7). Then, putting δ = δn with n ∈ N, and letting
n→∞ in (3.5.7) yield that:∫
Ω
(M∗u + κ
2∇u) : ∇ϕ0 dx = (w − u, ϕ0)[L2(Ω)]m .
It implies that:
− div(M∗u + κ2∇u) = w − u ∈ [L2(Ω)]m in D′(Ω)m. (3.5.10)
As well as, putting δ = δn, letting n → ∞ in (3.5.7) and applying (Fact 3) and (3.5.10)
lead to:
(wΓ − uΓ, zΓ)[L2(Γ)]m =
〈−∆Γ(ε2uΓ) + [(M∗u + κ2∇u)|ΓnΓ], zΓ〉[H1(Γ)]m ,
for any zΓ ∈ [H1(Γ)]m.
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Therefore, we can observe that:
−∆Γ(ε2uΓ) + [(M∗u + κ2∇u)|ΓnΓ] = wΓ − uΓ ∈ [L2(Γ)]m in [H−1(Γ)]m. (3.5.11)
Finally, from (Fact 10)–(Fact 11), it is immediately seen that:
lim
n→∞
∫
Ω
√
‖∇un‖2 + δ2n dx ≥
∫
Ω
‖∇u‖ dx,
lim
n→∞
(
κ2
2
∫
Ω
‖∇un‖2 dx
)
≥ κ
2
2
∫
Ω
‖∇u‖2 dx,
lim
n→∞
(
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
)
≥ 1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ.
(3.5.12)
Then, by putting [z, zΓ] = [un − u, uΓ,n − uΓ] ∈ Vε in (3.5.7), we can compute that:∫
Ω
(√
‖∇un‖2 + δ2n +
κ2
2
‖∇un‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
≤
∫
Ω
(√
‖∇u‖2 + δ2n +
κ2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ
+ (w − un, un − u)[L2(Ω)]m + (wΓ − uΓ,n, uΓ,n − uΓ)[L2(Γ)]m .
Based on these, we take the limit of the above inequality, and infer that:
lim
n→∞
(∫
Ω
(√
‖∇un‖2 + δ2n +
κ2
2
‖∇un‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ,n)‖2 dΓ
)
≤
∫
Ω
(
‖∇u‖+ κ
2
2
‖∇u‖2
)
dx+
1
2
∫
Γ
‖∇Γ(εuΓ)‖2 dΓ. (3.5.13)
By virtue of (3.5.8), (3.5.9), (3.5.12), (3.5.13) and the uniform convexity of the L2-based
topologies, it is further deduced that:
∇un → ∇u in [L2(Ω)]m×N , as n→∞. (3.5.14)
On account of (3.5.14), (Fact 11), [8, Proposition 3.59 and Theorem 3.66], [11, Proposition
2.16] and [40, Appendix], we can obtain that:
M∗u ∈
{
M˜ ∈ [L2(Ω)]m×N [∇u, M˜ ] ∈ ∂‖ · ‖ in [Rm×N ]2, a.e. in Ω
}
. (3.5.15)
As a consequence of (3.5.10), (3.5.11) and (3.5.15), we verify Claim #4.
Now, with Claims #3 and #4 and the maximality of the subdifferential ∂Ψε ⊂ H2 in
mind, we can deduce the coincidence (3.5.6), and we conclude Key-Lemma 3.4.
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3.5.2 Proofs of Theorems
In this section, we will prove the theorems on the basis of Key-Lemma 3.4 and (Fact
9)–(Fact 11) as in the previous sections.
Proof of Theorem 3.1. First, we show the item (I-1). In the Cauchy problem (CP)ε,
let us first confirm that:
Θ := [θ, θΓ] ∈ L2(0, T ;H) and U0 := [u0, uΓ,0] ∈ D(Ψε) = Vε = H.
Then, by applying the general theories of evolution equations, e.g. [10, Theorem 4.1],
[11, Proposition 3.2], [48, Section 2], and [49, Theorem 1.1.2], we immediately have the
existence and uniqueness of the solution U = [u, uΓ] ∈ L2(0, T ;H) to (CP)ε, such that:
U ∈ C([0, T ];H) ∩ L2(0, T ;H) ∩W 1,2loc ((0, T ];H) and Φε(U) ∈ L1(0, T ) ∩ L∞loc((0, T ]).
Now, by Key-Lemma 3.4, we observe that the solution U = [u, uΓ] to (CP)ε coincides
with that to the system (S)ε, and hence, we verify the item (I-1).
In the meantime, the equivalence between (S)ε and (CP)ε enables us to conclude the
other item (I-2) by applying the standard methods for evolution equations: more precisely,
by taking the difference between the two evolution equations, multiplying its both sides
by the difference of solutions, and using Gronwall’s lemma. 2
Proof of Theorem 3.2. For any ε ≥ 0, let us simply put Θε := [θε, θΓ,ε] ∈ L2(0, T ;H)
and U0,ε := [u0,ε, uΓ,0,ε] ∈ H, and let us denote by Uε the solution [uε, uΓ,ε] to (S)ε corre-
sponding to the forcing term Θε = [θε, θΓ,ε] and the initial data U0,ε = [u0,ε, uΓ,0,ε]. Then,
by the equivalence between (S)ε and (CP)ε, we can apply some of analytic techniques for
nonlinear evolution equations, e.g. [49, Theorem 2.7.1] and Main Theorem 3.2, and we
can derive the following convergences:
Uε → Uε0 in C([0, T ];H),
∫ T
0
Ψε(Uε(t)) dt→
∫ T
0
Ψε0(Uε0(t)) dt, as ε→ ε0. (3.5.16)
Now, the required convergences (3.5.1) and (3.5.2) will be obtained as straightforward
convergences of (3.5.16) and the uniform convexity of L2-based topologies. 2
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Chapter 4
Weak Formulation for Singular
Diffusion Equation with Dynamic
Boundary Condition
In this Chapter, we consider a limiting problem of singular diffusion system with dy-
namic boundary condition. The focus of this Chapter is to obvious the common properties
between the weak solution and those in regular problems of standard PDEs. In this re-
gard, we verify the Mosco-convergence for convex energies, and comparison principle for
weak solution.
4.1 Backgrounds of the study
Let ε > 0 be a fixed constant, let 0 < T <∞, m ∈ N and 1 < N ∈ N be given constants.
Then, let Ω ⊂ RN be a bounded domain with a smooth boundary Γ = ∂Ω, and let nΓ be
the unit outer normal to Γ that fulfills the assumption (A0).
Then, we consider the system of initial value problem of parabolic PDE, coupled with
the dynamic boundary condition in the following form:
∂tu− div
(
Du
|Du|
)
= θ(t, x), (t, x) ∈ Q = (0, T )× Ω, (4.1.1)
∂tuΓ − ε2∆ΓuΓ + ( Du|Du|)|ΓnΓ = θΓ(t, xΓ), (t, xΓ) ∈ Σ = (0, T )× Γ, (4.1.2)
u|Γ = uΓ(t, xΓ), (t, xΓ) ∈ Σ, (4.1.3)
u(0, x) = u0(x), x ∈ Ω, and uΓ(0, xΓ) = uΓ,0(xΓ), xΓ ∈ Γ, (4.1.4)
including the singular diffusion −div( Du|Du|) with the normal derivative ( Du|Du|)|ΓnΓ. Here,
θ ∈ L2(0, T ; [L2(Ω)]m) and θΓ ∈ L2(0, T ; [L2(Γ)]m) are given forcing terms, and u0 ∈
[L2(Ω)]m and uΓ,0 ∈ [L2(Γ)]m are given initial data.
The representative characteristics of {(4.1.1)–(4.1.4)} is in the point that this problem
can be regarded as a type of vectorial transmission system, containing the Dirichlet type
boundary-value problem of singular diffusion equation (4.1.1),(4.1.3). So, referring to the
previous works [6, 62], one can remark that:
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(⋆) the expressions of the singular terms in (4.1.1)–(4.1.2), and a kind of the transmission
condition (4.1.3) are practically meaningless, and for the treatments in rigorous
mathematics, these must be prescribed in a weak variational sense, based on the
spatial regularity in the space [BV (Ω)]m of functions of bounded variations.
To answer the remark (⋆), we here adopt an idea to put:{
U0 := [u0, uΓ,0] in H = [L
2(Ω)]m × [L2(Γ)]m,
U := [u, uΓ] and Θ := [θ, θΓ] in L
2(0, T ;H),
and to reformulate the transmission system {(4.1.1)–(4.1.4)} to the Cauchy problem of
an evolution equation:{
U ′(t) + ∂Ψ∗(U(t)) ∋ Θ(t) in H, t ∈ (0, T ),
U(0) = U0 in H;
(4.1.5)
which is governed by the subdifferential ∂Ψ∗ of the following convex function Ψ∗ on H:
W = [w,wΓ] ∈ H 7→ Ψ∗(W ) = Ψ∗(w,wΓ)
:=

∫
Ω
|Dw|+
∫
Γ
|w|Γ − wΓ|Rm dΓ +
ε2
2
∫
Γ
‖∇ΓwΓ‖2 dΓ,
if w ∈ W = ([BV (Ω)]m ∩ [L2(Ω)]m)× [H1(Γ)]m,
∞, otherwise;
(4.1.6)
where
∫
Ω
|Dw| denotes the total variation of w ∈ [BV (Ω)]m∩ [L2(Ω)]m. Then, we propose
to define a weak solution, i.e. the solution to a weak formulation to the system {(4.1.1)–
(4.1.4)}, as follows.
Definition 4.1. A pair of vectorial functions [u, uΓ] ∈ L2(0, T ;H) is called a weak so-
lution to {(4.1.1)–(4.1.4)}, iff. u ∈ W 1,2(0, T ; [L2(Ω)]m), |Du|(Ω) ∈ L∞(0, T ), uΓ ∈
W 1,2(0, T ; [L2(Γ)]m) ∩ L∞(0, T ; [H1(Γ)]m) and∫
Ω
∂tu(t) · (u(t)− z) dx+
∫
Ω
|Du(t)|+
∫
Γ
|u|Γ(t)− uΓ(t)|Rm dΓ
+
∫
Γ
∂tuΓ(t) · (uΓ(t)− zΓ) dΓ + ε2
∫
Γ
∇ΓuΓ(t) : ∇Γ(uΓ(t)− zΓ) dΓ
≤
∫
Ω
|Dz|+
∫
Γ
|z|Γ − zΓ|Rm dΓ, for any [z, zΓ] ∈ W . (4.1.7)
As a natural consequence, the above Definition 4.1 will raise some issues concerned
with:
(q1) the adequacy of Definition 4.1 as the variational characterization for the vectorial
singular transmission system {(4.1.1)–(4.1.4)};
(q2) the exemplification of fine properties which sustain common properties between our
weak solutions and the solutions to regular transmission systems via the standard
dynamic boundary conditions.
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In the issue (q1), it will be essential to ensure that:
(⋆⋆) the Cauchy problem (4.1.5) can be said as an invariant formulation to define the
weak solution, i.e. the finding formulation is well-established, if various approxima-
tion approaches are applied by using many kinds of relaxation methods, with any
convergent orders of the relaxation arguments.
Then, it will be recommended that some of such relaxation methods are involved in the
numerical approaches to our vectorial singular system.
In view of this, we consider the following regular vectorial transmission system via the
standard dynamic boundary condition, as in the preceding Chapter:
∂tu− div
(∇fδ(∇u) + κ2∇u) = θ(t, x), (t, x) ∈ Q, (4.1.8)
∂tuΓ − ε2∆ΓuΓ + (∇fδ(∇u) + κ2∇u)|ΓnΓ = θΓ(t, xΓ), (t, xΓ) ∈ Σ, (4.1.9)
u|Γ = uΓ(t, xΓ), (t, xΓ) ∈ Σ, (4.1.10)
u(0, x) = u0(x), x ∈ Ω, and uΓ(0, xΓ) = uΓ,0(xΓ), xΓ ∈ Γ; (4.1.11)
as relaxed versions of {(4.1.1)–(4.1.4)}. Here, κ > 0 and δ > 0 are given constants, and
∇fδ ∈ [L∞(RN)]m×N is the differential (gradient) of a convex function fδ ∈ [W 1,∞(RN)]m.
Besides, the sequence {fδ}δ>0 is supposed to converge to the Frobenius norm ‖ · ‖, appro-
priately on Rm×N (of course, if m = 1, then Euclidean norm | · |, approximating on RN),
as δ → 0.
Now, by changing the setting of {fδ}δ>0 in many ways, we can make various approx-
imating problems that approach to {(4.1.1)–(4.1.4)} as κ, δ → 0. Also, we note that the
variety of {fδ}δ>0 can cover typical numerical regularizations for singular diffusions, such
as regularization by hyperbola:
Z ∈ Rm×N 7→ fδ(Z) :=
√‖Z‖2 + δ2, for δ > 0.
Even if the convergence of {fδ}δ>0 is restricted to the uniform sense. Incidentally, we
can take form any convergent order of the coupling (κ, δ) → (0, 0), up to the choices of
sequences {κn}∞n=1 ⊂ {κ} and {δn}∞n=1 ⊂ {δ}. Such wide flexibility will be reasonable
to authorize our weak formulation, and this is the principal reason why we settle the
relaxation system as stated in (4.1.8)–(4.1.11).
In addition, referring to the previous relevant works, e.g. [14,15,18,22,35], we can see
that each approximating problem {(4.1.8)–(4.1.11)} is equivalent to the Cauchy problem
of an evolution equation:{
U ′(t) + ∂Ψκδ (U(t)) ∋ Θ(t) in H, t ∈ (0, T ),
U(0) = U0 in H;
(4.1.12)
which is governed by the subdifferential ∂Ψκδ of a convex function Ψ
κ
δ : H → [0,∞],
defined as:
V = [v, vΓ] ∈ V ⊂ H 7→ Ψκδ (V ) = Ψκδ (v, vΓ)
:=
∫
Ω
(
fδ(∇v) + κ
2
2
‖∇v‖2
)
dx+
ε2
2
∫
Γ
‖∇ΓvΓ‖2 dΓ.
(4.1.13)
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Hence, for the verification of (q1), it would be effective to observe the continuous
dependence between the Cauchy problems (4.1.5) and (4.1.12), as κ, δ → 0, for every
regularizations {fδ}δ>0. Furthermore, on account of the general theories of nonlinear
evolution equations and their variational convergence [8,10,11,49], the essence of (q1) can
be reduced as follows.
(1) An issue to verify that the convex function Ψ∗ on H, given in (4.1.6), is a limit of
various sequences of relaxed convex functions {Ψκδ}κ,δ>0 on H, in the sense of Mosco,
as κ, δ → 0.
In the meantime, for the issue (q2), only in the case of m = 1, we focus on the
comparison principle for the weak solutions to {(4.1.1)–(4.1.4)}, stated as follows.
(2) If [uk0, u
k
Γ,0] ∈ W and [θk, θkΓ] ∈ L2(0, T ;H), for k = 1, 2, and{
u10 ≤ u20, a.e. in Ω, and θ1 ≤ θ2, a.e. in Q,
u1Γ,0 ≤ u2Γ,0, a.e. on Γ, and θ1Γ ≤ θ2Γ, a.e. on Σ,
then, it holds that:
u1 ≤ u2, a.e. in Q, and u1Γ ≤ u2Γ, a.e. on Σ,
where for every k = 1, 2, [uk, ukΓ] ∈ L2(0, T ;H) is a solution to {(4.1.1)–(4.1.4)} in
the case when [u0, uΓ,0] = [u
k
0, u
k
Γ,0] and [θ, θΓ] = [θ
k, θkΓ].
Indeed, in regular systems like {(4.1.8)–(4.1.11)}, the property kindred to (2) can be
verified, immediately, by applying usual methods as in [6, 10, 11, 49, 62]. But in our
study, the issue of comparison principle (2) will be delicate, because the boundary integral∫
Γ
|w|Γ − wΓ|Rm dΓ as in (4.1.6) will bring non-trivial interaction between the unknowns
u and uΓ in the transmission system {(4.1.1)–(4.1.4)}.
In view of these, the discussions for the above (1) and (2) are developed in accordance
with the following contents. In Section 4.2, our results are stated as Main Theorems
4.1 and 4.2, and these correspond to the issues (1) and (2), respectively. Then, the
continuous dependence between Cauchy problems (4.1.5) and (4.1.12) will be mentioned
as a Corollary of Main Theorem 4.1. The results are proved through the following Section
4.3, which is assigned to the preparation of Key-Lemmas, and to the body of the proofs
of Main Theorems and the Corollary, respectively. Furthermore, in the final, we mention
about an advanced issue as the future prospective of this study.
4.2 The results of this Chapter
First, let us set H = [L2(Ω)]m × [L2(Γ)]m as the base space of solutions to our systems,
and prescribe the assumption in this Chapter.
(A1) {fδ}δ>0 ⊂ W 1,∞loc (Rm×N) is a class of convex functions fulfilling the following items:
(a0) f0 := ‖ · ‖ on Rm×N , and for any δ > 0, 0 ≤ fδ ∈ C1(Rm×N) is a convex
function such that fδ(O) = 0;
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(a1) there exist constants Ck > 0, for k = 0, 1, 2, such that{
fδ(W ) ≥ ‖W‖ − δC0,
‖∇fδ(W )‖ ≤ C1‖W‖+ C2,
for any δ > 0 and W ∈ Rm×N ;
(a2) for any W ∈ Rm×N , fδ(W )→ ‖W‖ as δ → 0.
Now, the results of this Chapter are stated in forms of Main Theorems as follows.
Main Theorem 4.1 (Mosco-convergence). Under (A0) and (A1), let Ψ∗ : H → [0,∞]
be the functional given in (4.1.6), and for every δ > 0 and κ > 0, let Ψκδ : H → [0,∞]
be the proper l.s.c. and convex function given in (4.1.13). Then, for every sequences
{δn}∞n=1 ⊂ (0, 1] and {κn}∞n=1 ⊂ (0, 1], such that:
δn → 0 and κn → 0, as n→∞, (4.2.1)
the sequence {Ψn}∞n=1 of convex functions Ψn := Ψκnδn : H → [0,∞], n ∈ N, converges to
the convex function Ψ∗ on H, in the sense of Mosco, as n→∞.
Corollary 4.1 (Continuous dependence of Cauchy problems). Let 0 < T < ∞, and for
every U0 = [u0, uΓ,0] ∈ W and Θ = [θ, θΓ] ∈ L2(0, T ;H), let U = [u, uΓ] ∈ L2(0, T ;H) be
the solution to (4.1.5). Also, for every n ∈ N, Un0 := [un0 , unΓ,0] ∈ V , and Θn := [θn, θnΓ] ∈
L2(0, T ;H), let Un := [un, unΓ] ∈ W 1,2(0, T ;H) ∩ L∞(0, T ;V ) be the solution to (4.1.12)
in the case when δ = δn and κ = κn, i.e.:{
(Un)′(t) + ∂Ψn(Un(t)) ∋ Θn(t) in H, a.e. t ∈ (0, T ),
Un(0) = Un0 in H.
On this basis, let us assume that:
Un0 → U0 in H and Θn → Θ in L2(0, T ;H), with (4.2.1).
Then, the sequence {Un = [un, unΓ]}∞n=1 converges to U = [u, uΓ] in the sense that:
Un → U in C([0, T ];H), and weakly in W 1,2(0, T ;H), as n→∞,
and ∫ T
0
Ψn(U
n(t)) dt→
∫ T
0
Ψ∗(U(t)) dt, as n→∞.
The second Main Theorem holds only in the case of m = 1.
Main Theorem 4.2 (Comparison principle). For every k = 1, 2, let [uk0, u
k
Γ,0] ∈ W be
given initial data, let [θk, θkΓ] ∈ L2(0, T ;H) be a given source term, and let [uk, ukΓ] ∈
L2(0, T ;H) be a weak solution to {(4.1.8)–(4.1.11)} in the case when [u0, uΓ,0] = [uk0, ukΓ,0]
and [θ, θΓ] = [θ
k, θkΓ]. Then, it holds that:∣∣[u1 − u2]+(t)∣∣2
L2(Ω)
+
∣∣[u1Γ − u2Γ]+(t)∣∣2L2(Γ)
≤et (∣∣[u10 − u20]+∣∣2L2(Ω) + ∣∣[u1Γ,0 − u2Γ,0]+∣∣2L2(Γ))
+
∫ t
0
et−τ
(∣∣[θ1 − θ2]+(τ)∣∣2
L2(Ω)
+
∣∣[θ1Γ − θ2Γ]+(τ)∣∣2L2(Γ)) dτ, (4.2.2)
for all t ∈ [0, T ].
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Remark 4.1. In Main Theorem 4.2, we can suppose the well-posedness for the weak for-
mulation (4.1.7) in the case of m = 1, because the Definition 4.1 lets the well-posedness
be just a straightforward consequence of the general theory of nonlinear evolution equa-
tions [10,11,49]. Also, we note that the comparison principle (2), mentioned in Introduc-
tion, is immediately deduced from the inequality (4.2.2).
4.3 Proofs of Main Theorems
In this Section, we give the proofs of Main Theorems in this Chapter, and show some
Key-Lemmas.
4.3.1 Proof of Main Theorem 4.1
In Main Theorem 4.1, the key point is in the construction method of approximating
sequences for BV-functions, which is stated in the following Key-Lemma 4.1.
Key-Lemma 4.1. For any [uˆ, uˆΓ] ∈ W, there exists a sequence {uˆℓ}∞ℓ=1 ⊂ [H1(Ω)]m,
such that:
uˆℓ|Γ = uˆΓ in [H
1
2 (Γ)]m, for any ℓ ∈ N, (4.3.1)
uˆℓ → uˆ in [L2(Ω)]m and
∫
Ω
‖∇uˆℓ‖ dx→
∫
Ω
|Duˆ|+
∫
Γ
|uˆ|Γ − uˆΓ|Rm dΓ,
as ℓ→∞.
(4.3.2)
Now, before the proof of this Key-Lemma, we prepare some auxiliary lemmas and
remarks.
Lemma 4.1. Let RN+ be the upper half-space of RN , i.e.:
RN+ :=
{
[ξ˜, ξN ] ∈ RN ξ˜ ∈ RN−1 and ξN > 0
}
.
Then, for any ϖ ∈ [H1(RN−1)]m ∩ [BV (RN−1)]m, there exists a sequence {[[ϖ]]exr }r>0 ⊂
[H1(RN+ )]m ∩ [BV (RN+ )]m, and for any τ > 0, there exists a small constant rτϖ ∈ (0, r∗],
such that:
rτϖ ≤ τ and [[ϖ]]exr (ξ˜, ξN) = 0, for any r ∈ (0, rτϖ]
and a.e. [ξ˜, ξN ] ∈ RN+ , satisfying ξN > r,
(4.3.3)
[[ϖ]]exr |RN−1 = ϖ in [H
1
2 (RN−1)]m, for any r ∈ (0, rτϖ], (4.3.4)
and
|[[ϖ]]exr |[L2(RN+ )]m ≤ τ and |D[[ϖ]]
ex
r | (RN+ ) ≤ |ϖ|[L1(RN−1)]m + τ,
for any r ∈ (0, rτϖ].
(4.3.5)
Proof. Let us define:
[[ϖ]]exr (ξ) = [[ϖ]]
ex
r (ξ˜, ξN) := [1− r−1ξN ]+ϖ(ξ˜),
for a.e. ξ˜ ∈ RN−1, a.e. ξN ≥ 0 and any r > 0.
(4.3.6)
Then, from the assumption ϖ ∈ [H1(RN−1)]m∩ [BV (RN−1)]m, we can immediately check
that {[[ϖ]]exr }r>0 ⊂ [H1(RN+ )]m ∩ [BV (RN+ )]m.
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On this basis, for any τ > 0, let us take a small constant rτϖ ∈ (0, r∗], such that:
rτϖ ∈ (0, τ ],
√
rτϖ
3
∫
RN−1
|ϖ|Rm dξ˜ < τ and r
τ
ϖ
2
∫
RN−1
‖∇ϖ‖ dξ˜ < τ. (4.3.7)
By means of (4.3.6) and (4.3.7), we can verify the condition (4.3.3). Also, let Ψ˜ := [O˜, ψ˜] ∈
[C1(RN+ )]m×N be an arbitrary matrix-valued function with a zero matrix O˜ ∈ Rm×(N−1)
and any m-dimensional vector ψ˜ ∈ [C1(RN−1)]m, the condition (4.3.4) can be calculated
as follows. ∫
RN−1
(
[[ϖ]]exr |RN−1 · ψ˜
)
(ξ˜) dξ˜ = −
∫
RN−1
[[ϖ]]exr |RN−1 (ξ˜) ·
(
Ψ˜eN
)
(ξ˜) dξ˜
= −
∫
RN+
[[ϖ]]exr (ξ) · div Ψ˜(ξ) dξ −
∫
RN+
∇[[ϖ]]exr (ξ) : Ψ˜(ξ) dξ
= −
∫
RN+
[[ϖ]]exr (ξ) · (∂Nψ˜)(ξ˜) dξ
−
∫
RN+
[
∇˜[[ϖ]]exr (ξ) : O˜ +
(
∂N [[ϖ]]
ex
r
)
(ξ) · ψ˜(ξ˜)
]
dξ
= −
∫
RN+
(
∂N [[ϖ]]
ex
r
)
(ξ) · ψ˜(ξ˜) dξ =
∫
RN−1
(ϖ · ψ˜)(ξ˜) dξ˜.
Additionally, with (4.3.6) and (4.3.7) in mind, we can verify the remaining (4.3.5) as
follows: ∣∣[[ϖ]]exr ∣∣2[L2(RN+ )]m =
∫
RN+
∣∣[1− r−1ξN ]+ϖ(ξ˜)∣∣2Rm dξ
=
(∫ r
0
(1− r−1ξN)2 dξN
)(∫
RN−1
∣∣ϖ(ξ˜)∣∣2Rm dξ˜)
=
r
3
∫
RN−1
∣∣ϖ(ξ˜)∣∣2Rmdξ˜ ≤ τ 2, for any r ∈ (0, rτϖ],
and ∣∣D[[ϖ]]exr ∣∣(RN+ ) = ∫
RN+
∥∥∇[[ϖ]]exr (ξ)∥∥ dξ
≤
∫
RN+
∥∥∇˜[[ϖ]]exr (ξ)∥∥ dξ + ∫
RN+
∣∣(∂N [[ϖ]]exr )(ξ)∣∣Rm dξ
=
∫
RN+
∥∥[1− r−1ξN ]+∇˜ϖ(ξ˜)∥∥dξ + ∫
RN+
∣∣−r−1χ(0,r)(ξN)ϖ(ξ˜)∣∣Rm dξ
=
r
2
∫
RN−1
∥∥∇˜ϖ∥∥ dξ˜ + ∫
RN−1
∣∣ϖ(ξ˜)∣∣Rm dξ˜
= |ϖ|[L1(RN−1)]m + τ, for any r ∈ (0, rτϖ].
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Lemma 4.2. For any vˆΓ ∈ [H1(Γ)]m and any ℓ ∈ N, there exists a function vˆℓ ∈ [H1(Ω)]m
such that
vˆℓ|Γ = vˆΓ in [H
1
2 (Γ)]m, for ℓ = 1, 2, 3, . . . , (4.3.8)
vˆℓ(x) = 0, for a.e. x ∈ Ω \ Γ(2−ℓ) and ℓ = 1, 2, 3, . . . , (4.3.9)
and
|vˆℓ|[L2(Ω)]m ≤ 2−ℓ and |Dvˆℓ| (Ω) ≤ |vˆΓ|[L1(Γ)]m + 2−ℓ, for ℓ = 1, 2, 3, . . . . (4.3.10)
Proof. Let σ > 0 be arbitrary, and let ρσ∗ be the constant as in (Ω2), in Remark 2.1. Since
Γ ⊂ RN−1 is compact, we can apply (Ω0)–(Ω1) in Notation 3, and take a large number
mσΩ ∈ N and a finite sequence {xσΓ,1, . . . , xσΓ,mσΩ} ⊂ Γ, such that:
Γ(r∗/2) ⊂ Gσ∗ :=
mσΩ⋃
i=1
Gσi , with the neighborhoods
Gσi := GxσΓ,i(ρ
σ
∗ , r∗), i = 1, . . . ,m
σ
Ω, as in (Ω1);
(4.3.11)
and then, we can take the partition of unity {ησi }m
σ
Ω
i=1 ⊂ C∞c (RN) for the covering Gσ∗ , such
that:
0 ≤ ησi ∈ C∞c (Gσi ) for i = 1, . . . ,mσΩ, and
mσΩ∑
i=1
ησi = 1 on Γ(r∗/2). (4.3.12)
Next, let us take any τ > 0, and with (Ω1) and Lemma 4.1 in mind, let us set:
rˆτσ := min
{
rτϖσi i = 1, . . . ,m
σ
Ω
}
. (4.3.13)
and
ϖσi (ξ˜) :=

(ησi vˆΓ)
(
(Ξσi )
−1ξ˜
)
,
if ξ˜ ∈ ρσ∗BN−1 and i = 1, . . . ,mσΩ,
0, otherwise,
for a.e. ξ˜ ∈ RN−1, (4.3.14)
where Ξσi := ΞxσΓ,i , with Λ
σ
i := ΛxσΓ,i and H
σ
i := HxσΓ,i , i = 1, . . . ,m
σ
Ω.
Based on these, we define a class of functions {vˆτσ |σ, τ > 0}, as follows:
vˆτσ(x) :=

mσΩ∑
i=1
[[ϖσi ]]
ex
rˆτσ
(
Ξσi x
)
,
if x ∈ Gσi , for some i ∈ {1, . . . ,mσΩ},
0, otherwise,
for a.e. x ∈ Ω and all σ, τ > 0.
(4.3.15)
Then, as direct consequences of (4.3.11)–(4.3.15) and Lemma 4.1, it is inferred that:
vˆτσ ∈ [H1(Ω)]m, vˆτσ |Γ = vˆΓ in [H
1
2 (Γ)]m,
and vˆτσ = 0 a.e. on Ω \ Γ(τ), for all σ, τ > 0.
(4.3.16)
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Also, in the light of (4.3.5), (Ω2) and Lemma 4.1, we compute that:
|vˆτσ|[L2(Ω)]m =
[ ∫
Ω
∣∣∣mσΩ∑
i=1
[[ϖσi ]]
ex
rˆτσ
(Ξσi x)
∣∣∣2 dx ] 12 ≤ mσΩ∑
i=1
[ ∫
RN+
∣∣[[ϖσi ]]exrˆτσ(ξ)∣∣2 dξ ]
1
2
≤ mσΩτ, for all σ, τ > 0, (4.3.17)
and∫
Ω
‖∇xvˆτσ(x)‖ dx =
∫
Ω
∥∥∥mσΩ∑
k=1
∇x[[ϖσk ]]exrˆτσ(Ξσkx)
∥∥∥ dx
≤
mσΩ∑
k=1
∫
Gσk∩Ω
∥∥∇x[[ϖσk ]]exrˆτσ(Ξσkx)∥∥ dx
=
mσΩ∑
k=1
∫
Y σk ∩(ΛσkΩ)
∥∥∇y[[ϖσk ]]exrˆτσ(Hσk y)∥∥ dy
≤
mσΩ∑
k=1
(∫
RN+
∥∥∇ξ[[ϖσk ]]exrˆτσ(ξ)∥∥ dξ + ∫
RN+
∥∥∇˜γxΓ(ξ˜)∥∥∣∣(∂ξN [[ϖσk ]]exrˆτσ)(ξ)∣∣Rm dξ
)
≤
mσΩ∑
k=1
(∫
RN+
∥∥∇ξ[[ϖσk ]]exrˆτσ(ξ)∥∥ dξ + ∣∣∇˜γxΓ∣∣C(ρσ∗BN−1)
∫
RN+
∣∣(∂ξN [[ϖσk ]]exrˆτσ)(ξ)∣∣Rm dξ
)
≤
(
1 + |∇γxΓ|C(ρσ∗BN−1)
) mσΩ∑
k=1
∫
RN+
∥∥∇ξ[[ϖσk ]]exrˆτσ(ξ)∥∥ dξ
≤ (1 + σ)
mσΩ∑
k=1
(∫
RN−1
∣∣ϖσk (ξ˜)∣∣Rm dξ˜ + τ)
≤ (1 + σ)
mσΩ∑
k=1
(∫
Gσk∩Γ
ησk |vˆΓ|Rm dΓ + τ
)
≤ (1 + σ)|vˆΓ|[L1(Γ)]m +mσΩτ(1 + σ), for all σ, τ > 0. (4.3.18)
Now, for any ℓ ∈ N, let us take two constants σℓ, τℓ ∈ (0, 1], such that:{
(1 + σℓ)|vˆΓ|[L1(Γ)]m ≤ |vˆΓ|[L1(Γ)]m) + 2−ℓ−1,
τℓ +m
σℓ
Ω τℓ(1 + σℓ) ≤ 2−ℓ−1,
for ℓ ∈ N. (4.3.19)
Then, on account of (4.3.16)–(4.3.19), we will conclude that the function vˆℓ := vˆ
τℓ
σℓ
∈
[H1(Ω)]m, for each ℓ ∈ N, will fulfill the required condition (4.3.8)–(4.3.10).
Proof of Key-Lemma 4.1. The proof is a modified version of [62, Theorem 6] and [67,
Key-Lemma A]. Let u ∈ [BV (Ω)]m ∩ [L2(Ω)]m be arbitrary. Then, by the smoothness of
Γ as in (Ω1) and (Ω2), we can apply the standard regularization method of BV-functions
(cf. [9, Theorem 10.1.2]), and can find a sequence {ϕˆℓ}∞ℓ=1 ⊂ [C∞(Ω)]m, such that:
ϕˆℓ → uˆ in [L2(Ω)]m, and strictly in [BV (Ω)]m, as ℓ→∞. (4.3.20)
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Besides, from Remark 2.3, it follows that:
ϕˆℓ|Γ → uˆ|Γ in [L1(Γ)]m, as ℓ→∞. (4.3.21)
Next, for any ℓ ∈ N, we apply Lemma 4.2 as the case when vˆΓ := uˆΓ−ϕˆℓ|Γ in [H
1
2 (Γ)]m,
and then, we can take a function ψˆℓ ∈ [H1(Ω)]m, such that:
ψˆℓ|Γ = uˆΓ − ϕˆℓ|Γ in [H
1
2 (Γ)]m,
|ψˆℓ|[L2(Ω)]m ≤ 2−ℓ and
∫
Ω
‖∇ψˆℓ‖ dx ≤
∫
Γ
∣∣uˆΓ − ϕˆℓ|Γ∣∣Rm dΓ + 2−ℓ. (4.3.22)
Based on these, let us define:
uˆℓ := ϕˆℓ + ψˆℓ in [L
2(Ω)]m, for ℓ = 1, 2, 3, . . . . (4.3.23)
Then, in the light of (4.3.20)–(4.3.22), it is computed that:
uˆℓ|Γ = ϕˆℓ|Γ + ψˆ|Γ = ϕˆℓ|Γ + (uˆΓ − ϕˆℓ|Γ) = uˆΓ in [H
1
2 (Γ)]m, for ℓ = 1, 2, 3, . . . , (4.3.24)
|uˆℓ − uˆ|[L2(Ω)]m = |(ϕˆℓ − uˆ) + ψˆℓ|[L2(Ω)]m
≤ |ϕˆℓ − uˆ|[L2(Ω)]m + 2−ℓ → 0 as ℓ→∞, (4.3.25)
and
lim
ℓ→∞
∫
Ω
‖∇uˆℓ‖ dx ≤ lim
ℓ→∞
∫
Ω
‖∇ϕˆℓ‖ dx+ lim
ℓ→∞
∫
Ω
‖∇ψˆℓ‖ dx
≤
∫
Ω
|Duˆ|+ lim
ℓ→∞
(∫
Γ
|uˆΓ − φˆℓ|Γ |Rm dΓ + 2−ℓ
)
=
∫
Ω
|Duˆ|+
∫
Γ
|uˆ|Γ − uˆΓ|Rm dΓ. (4.3.26)
Furthermore, having in mind the proof of Proposition 2.2 and (4.3.25), one can also see
that:
lim
ℓ→∞
∫
Ω
‖∇uˆℓ‖ dx = lim
ℓ→∞
(∫
Ω
‖∇uˆℓ‖ dx+
∫
Γ
|uˆℓ|Γ − uˆΓ|Rm dΓ
)
≥
∫
Ω
|Duˆ|+
∫
Γ
|uˆ|Γ − uˆΓ|Rm dΓ. (4.3.27)
On account of (4.3.24)–(4.3.27), we conclude that the sequence {uˆℓ}∞ℓ=1 ⊂ [H1(Ω)]m,
given by (4.3.23), is the required sequence, fulfilling (4.3.1) and (4.3.2). 2
Proof of Main Theorem 4.1. We begin with the verification of the part of lower-
bound condition of Mosco-convergence.
Let us take any Wˇ = [wˇ, wˇΓ] ∈ H and any sequence {Wˇn = [wˇn, wˇΓ,n]}∞n=1 ⊂ V such
that
Wˇn = [wˇn, wˇΓ,n]→ Wˇ = [wˇ, wˇΓ] weakly in H, as n→∞.
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Then, for the verification of the inequality of lower-bound condition:
lim
n→∞
Ψn(Wˇn) ≥ Ψ∗(Wˇ ), (4.3.28)
the situation can be restricted to the case that:
lim
ℓ→∞
Ψnℓ(Vˇℓ) = lim
n→∞
Ψn(Wˇn) <∞, for some subsequences {nℓ}∞ℓ=1 ⊂ {n},
and {Vˇℓ = [vˇℓ, vˇΓ,ℓ]}∞ℓ=1 := {Wˇnℓ = [wˇnℓ , wˇΓ,nℓ ]}∞ℓ=1 ⊂ {Wˇn},
(4.3.29)
because the other ones can be said as trivial. Additionally, under (4.3.29), we can say
that: {{Vˇℓ}∞ℓ=1 ⊂ V , therefore vˇℓ|Γ = vˇΓ,ℓ on Γ,
{Vˇℓ}∞ℓ=1 is bounded in W ,
(4.3.30)
and {
vˇℓ → vˇ in [L1(Ω)]m, and weakly in [L2(Ω)]m,
vˇΓ,ℓ → vˇΓ weakly in [H1(Γ)]m,
as ℓ→∞, (4.3.31)
by taking more subsequence if necessary.
Then, from (4.3.30), (4.3.31), the assumption (a1), and proposition 2.2, we can verify
the inequality (4.3.28) of lower-bound condition, via the following calculation:
lim
n→∞
Ψn(Wˇn) = lim
ℓ→∞
Ψℓ(Vˇℓ)
≥ lim
ℓ→∞
∫
Ω
fδℓ(∇vˇℓ) dx+
1
2
lim
ℓ→∞
∫
Ω
‖∇(κℓvˇℓ)‖2 dx
+
ε2
2
lim
ℓ→∞
∫
Γ
‖∇ΓvˇΓ,ℓ‖2 dΓ
≥ lim
ℓ→∞
∫
Ω
(‖∇vˇℓ‖ − δℓC0) dx+ lim
ℓ→∞
∫
Γ
|vˇℓ|Γ − vˇΓ,ℓ|Rm dΓ
+
ε2
2
lim
ℓ→∞
∫
Γ
‖∇ΓvˇΓ,ℓ‖2 dΓ
≥ lim
ℓ→∞
E∗(Vˇℓ) +
ε2
2
lim
ℓ→∞
∫
Γ
‖∇ΓvΓ,ℓ‖ ≥ Ψ∗(Vˇ ).
Next, we show the part of optimality condition. This part can be obtained by applying
Key-Lemma 4.1 and the diagonal argument.
Let us fix any function Wˆ = [wˆ, wˆΓ] ∈ W . Then, Key-Lemma 4.1 enables us to take
a sequence {Vˆℓ = [vˆℓ, vˆΓ,ℓ]}∞ℓ=1 ⊂ V , such that:
vˆℓ|Γ = vˆΓ,ℓ = wˆΓ in [H
1
2 (Γ)]m, for ℓ = 1, 2, 3, . . . , (4.3.32)
Vˆℓ = [vˆℓ, vˆΓ,ℓ]→ Wˆ = [wˆ, wˆΓ] in H,∫
Ω
‖∇vˆℓ‖ dx→
∫
Ω
|Dwˆ|+
∫
Γ
|wˆ|Γ − wˆΓ|Rm dΓ,
as ℓ→∞. (4.3.33)
In the meantime, by the assumption (a1), we have
0 ≤ fδ(∇vˆℓ) ≤ ∇fδ(∇vˆℓ) : ∇vˆℓ ≤ C1‖∇vˆℓ‖2 + C2‖∇vˆℓ‖, for any ℓ ∈ N. (4.3.34)
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Then, with (4.3.32)–(4.3.34) and the assumption (a2) in mind, we can apply Lebesgue’s
dominated convergence theorem (cf. [60, Theorem 10]), and can configure a large number
nℓ ∈ N such that:
(
sup
n≥nℓ
κ2n
2
)(∫
Ω
‖∇vˆℓ‖2 dx
)
< 2−ℓ−2,
sup
n≥nℓ
∣∣∣∣∫
Ω
fδn(∇vˆℓ) dx−
∫
Ω
‖∇vˆℓ‖ dx
∣∣∣∣ < 2−ℓ−2, for any ℓ ∈ N. (4.3.35)
Besides, we define a sequence {Wˆn = [wˆn, wˆΓ,n]}∞n=1 ⊂ V , by letting:
Wˆn = [wˆn, wˆΓ,n] :=

Vˆℓ = [vˆℓ, vˆΓ,ℓ] in V ,
if nℓ ≤ n < nℓ+1, for ℓ ∈ N,
Vˆ1 = [vˆ1, vˆΓ,1] in V ,
if 1 ≤ n < n1,
for n = 1, 2, 3, . . . . (4.3.36)
Then, on account of the (4.3.32)–(4.3.36), it is inferred that:
|Wˆn − Wˆ |H = |vˆℓ − uˆ|[L2(Ω)]m + |vˆΓ,ℓ − uˆΓ|[L2(Γ)]m < 2−ℓ,
for any n ≥ nℓ, and some ℓ ∈ N,
(4.3.37)
and
|Ψn(Wˆn)−Ψ∗(Wˆ )|
≤
∣∣∣∣∫
Ω
(
fδn(∇wˆn) +
κ2n
2
‖∇wˆn‖2
)
dx−
(∫
Ω
|Dwˆ|+
∫
Γ
|wˆ|Γ − wˆΓ|Rm dΓ
)∣∣∣∣
+
ε2
2
∣∣∣∣∫
Γ
(‖∇ΓwˆΓ,n‖2 − ‖∇ΓwˆΓ‖2) dΓ∣∣∣∣
≤
∣∣∣∣∫
Ω
fδn(∇wˆn) dx−
∫
Ω
‖∇wˆn‖ dx
∣∣∣∣+ κ2n2
∫
Ω
‖∇wˆn‖2 dx
+
∣∣∣∣∫
Ω
‖∇wˆn‖ dx−
(∫
Ω
|Dwˆ|+
∫
Γ
|wˆ|Γ − wˆΓ|Rm dΓ
)∣∣∣∣
< 2−ℓ, for any nℓ ≤ n < nℓ+1, and any ℓ ∈ N. (4.3.38)
The above calculations (4.3.37)–(4.3.38) imply that:
wˆn → wˆ in [L2(Ω)]m, and Ψn(Wˆn)→ Ψ∗(Wˆ ), as n→∞,
required in optimality condition..
Thus, we conclude Main Theorem 4.1. 2
Remark 4.2. Let us simply denote by Ψ0 := Ψ∗|V the restriction of Ψ∗ onto V , more
precisely:
V = [v, vΓ] ∈ V 7→ Ψ0(V ) = Ψ0(v, vΓ) :=
∫
Ω
‖∇v‖ dx+ ε
2
2
∫
Γ
‖∇ΓvΓ‖2 dΓ.
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Then, as a consequence of Main Theorem 4.1, one can observe that Ψ∗ coincides with the
lower semi-continuous envelope Ψ0 of the restriction Ψ0, i.e.:
Ψ∗(W ) = Ψ0(W ) := inf
{
lim
n→∞
Ψ0(Vn)
{Vn}∞n=1 ⊂ V and
Vn → W in H as n→∞
}
,
for any W ∈ H.
(4.3.39)
In fact, from (4.3.39) of Ψ0, we see that the lower semi-continuous envelope Ψ0 is a
maximal l.s.c. function supporting Ψ0 on V . So, we immediately have:
Ψ∗ ≤ Ψ0 on H, and D(Ψ0) ⊂ D(Ψ∗) =W . (4.3.40)
Meanwhile, for any Wˆ = [wˆ, wˆΓ] ∈ D(Ψ0), taking the sequence {Vˆℓ = [vˆℓ, vˆΓ,ℓ]}∞ℓ=1 ⊂ V ,
as in (4.3.32) and (4.3.33), enables us to deduce that:
Ψ0(Wˆ ) ≤ lim
ℓ→∞
Ψ0(Vˆℓ) = Ψ∗(Wˆ ). (4.3.41)
(4.3.40) and (4.3.41) imply the coincidence Ψ∗ = Ψ0 on H.
Proof of Corollary 4.1 This corollary will be obtained as straightforward consequences
of Main Theorem 4.1 and the general theories of abstract evolution equations and their
variational convergences, e.g. [8, 10,11,49], and so on. 2
4.3.2 Proof of Main Theorem 4.2
Meanwhile, letm = 1, the key point of Main Theorem 4.2 is in the so-called T -monotonicity
of the subdifferential ∂Ψ∗, which is stated in the following Key-Lemma 4.2.
Key-Lemma 4.2. Let Ψ∗ be the convex function given in (4.1.6). Then, the subdifferen-
tial ∂Ψ∗ fulfills the following inequality of T -monotonicity:(
U∗,1 − U∗,2, [U1 − U2]+)
H
= (u∗,1 − u∗,2, [u1 − u2]+)L2(Ω)
+(u∗,1Γ − u∗,2Γ , [u1Γ − u2Γ]+)L2(Γ) ≥ 0,
for all [Uk, U∗,k] =
[
[uk, ukΓ], [u
∗,k, u∗,kΓ ]
] ∈ ∂Ψ∗ in H2, k = 1, 2.
(4.3.42)
Proof of Key-Lemma 4.2. Let us set:
K0 :=
{
W = [w,wΓ] ∈ H w ≤ 0, a.e. in Ω and wΓ ≤ 0, a.e. on Γ
}
.
Then, by using the orthogonal projection piK0 : H → K0, we can reformulate the conclu-
sion (4.3.42) to the following equivalent form:(
U∗,1 − U∗,2, (U1 − U2)− piK0(U1 − U2)
)
H
≥ 0,
for all [Uk, U∗,k] ∈ ∂Ψ∗ in H2, k = 1, 2.
(4.3.43)
Here, according to the general theory of T-monotonicity [50], the above (4.3.43) is equiv-
alent to:
Ψ∗(W 1 − piK0(W 1 −W 2)) + Ψ∗(W 2 + piK0(W 1 −W 2))
≤ Ψ∗(W 1) + Ψ∗(W 2), for all W k ∈ W , k = 1, 2.
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Additionally, from the definition of K0, one can easily check that:{
W 1 − piK0(W 1 −W 2) = W 1 ∨W 2,
W 2 + piK0(W
1 −W 2) = W 1 ∧W 2, for all W
k ∈ W , k = 1, 2.
Based on these, our goal can be reduced to the verification of:
Ψ∗(W 1 ∨W 2) + Ψ∗(W 1 ∧W 2) ≤ Ψ∗(W 1) + Ψ∗(W 2),
for all W k ∈ D(Ψ∗), k = 1, 2. (4.3.44)
Now, to verify (4.3.44), we apply Key-Lemma 4.1, and we can prepare two sequences
{V kℓ = [vkℓ , vkΓ,ℓ]}∞ℓ=1 ⊂ V , k = 1, 2, such that:
vkℓ |Γ = v
k
Γ,ℓ = w
k
Γ in H
1
2 (Γ), for every ℓ ∈ N and k = 1, 2, (4.3.45)
vkℓ → wk in L2(Ω) and
∫
Ω
|∇vkℓ | dx→
∫
Ω
|Dwk|+
∫
Γ
|wk |Γ − wkΓ| dΓ,
as ℓ→∞, for every k = 1, 2.
(4.3.46)
Subsequently, we compute that:
Ψ∗(V 1ℓ ∨ V 2ℓ ) + Ψ∗(V 1ℓ ∧ V 2ℓ )
=
∫
Ω
|∇v1ℓ | dx+
∫
Ω
|∇v2ℓ | dx+
ε2
2
∫
Γ
|∇Γw1Γ|2 dΓ +
ε2
2
∫
Γ
|∇Γw2Γ|2 dΓ,
for any ℓ ∈ N.
Now, taking into account (4.3.45), (4.3.46) and the convergences:
V 1ℓ ∨ V 2ℓ → W 1 ∨W 2 and V 1ℓ ∧ V 2ℓ → W 1 ∧W 2 in H as ℓ→∞,
the inequality (4.3.44) is deduced as follows:
Ψ∗(W 1 ∨W 2) + Ψ∗(W 1 ∧W 2)
≤ lim
ℓ→∞
(∫
Ω
|∇v1ℓ | dx+
∫
Ω
|∇v2ℓ | dx
)
+
ε2
2
∫
Γ
|∇Γw1Γ|2 dΓ +
ε2
2
∫
Γ
|∇Γw2Γ|2 dΓ
= Ψ∗(W 1) + Ψ∗(W 2).
2
Finally, we prove Main Theorem 4.2.
Proof of Main Theorem 4.2. By the assumption, we find two functions
U∗,k ∈ L2(0, T ;H), k = 1, 2, such that:
U∗,k(t) ∈ ∂Ψ∗(Uk(t)) and (Uk)′(t) + U∗,k(t) = Θk(t) in H,
for a.e. t ∈ (0, T ), k = 1, 2. (4.3.47)
Here, taking the difference between the equations in (4.3.47) and multiplying the both
sides by [U1 − U2]+(t), one can see that:
1
2
d
dt
∣∣[U1 − U2]+(t)∣∣2
H
+
(
(U∗,1 − U∗,2)(t), [U1 − U2]+(t))
H
=
(
(Θ1 −Θ2)(t), [U1 − U2]+(t))
H
, a.e. t ∈ (0, T ). (4.3.48)
63
Also, from Key-Lemma 4.2, it immediately follows that:(
(U∗,1 − U∗,2)(t), [U1 − U2]+(t))
H
≥ 0. (4.3.49)
Thus, Main Theorem 4.2 will be concluded by using the standard method, i.e. by applying
(4.3.49), Young’s inequality and Gronwall’s lemma to (4.3.48). 2
Remark 4.3. In the proofs of Main Theorems 4.1 and 4.2, the essentials will be in
the fixed-situations of boundary data for approximating functions, as in (4.3.1), (4.3.45)
and (4.3.32). Then, the auxiliary Lemmas 4.1 and 4.2 are to support the presence of
such approximations, and proofs of these can be said as some simplified version of the
regularization method developed by Gagliardo [31]. But, the original method by [31]
would be available just for the regularizations of BV-functions by W 1,1-functions, and it
would not support the regularizations by other kinds of functions, so immediately. Hence,
for theH1-regularizations required in this study, the simplified construction (4.3.3)–(4.3.5)
would be essential, and then, the H1-regularity of the boundary data would be needed to
be the assumptions, as in Key-Lemma 4.1 and Lemmas 4.1 and 4.2.
Future prospective One of the possible prospectives is to apply our theory to the
phase-field system of grain boundary motion, known as “Kobayashi–Warren–Carter model”,
cf. [54, 55]. Indeed, the Kobayashi–Warren–Carter model is derived as a gradient system
of a governing energy, including a generalized (unknown-dependent) total variation. In
this light, the objective of this issue will be in the enhancement of the mathematical
method for grain boundary phenomena, if we can combine our results and the line of
relevant works to the Kobayashi–Warren–Carter model, e.g. [45, 46,54,55,63,70,73].
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Chapter 5
Quasilinear Type
Kobayashi–Warren–Carter System
including Dynamic Boundary
Condition
In the final Chapter, we introduce the phase-field model of grain boundary motion
in a polycrystal. This model consists of a coupled system of two parabolic type initial-
boundary value problems, which is called Kobayashi–Warren–Carter system (cf. [54,55]).
The system is known as the mathematical model to reproduce the crystalline dynamic by
means of singular diffusion equation. Based on the previous results of this thesis, we can
establish the mathematical methods for the Kobayashi–Warren–Carter system including
dynamic boundary condition. In this regard, this Chapter devote to the solvability of the
system, and some continuous dependences of the solutions.
5.1 Mathematical analysis for Kobayashi–Warren–
Carter systems
Let m = 1, let N ∈ N and T > 0 be fixed constants. Let Ω ⊂ RN be a bounded spatial
domain with a smooth boundary Γ = ∂Ω, and let nΓ be the unit outer normal on Γ.
Then, we deal with the following coupled systems of the initial-boundary value prob-
lems of parabolic type PDEs:
∂tη −∆η + g(η) + α′(η)|Dθ| = 0 in Q := (0, T )× Ω,
∇η|Γ · nΓ = 0 on Σ := (0, T )× Γ,
η(0, ·) = η0 in Ω;
(5.1.1)

α0(η)∂tθ − div
(
α(η) Dθ|Dθ|
)
= 0 in Q,(
α(η) Dθ|Dθ|
)
|Γ · nΓ = 0 on Σ,
θ(0, ·) = θ0 in Ω.
(5.1.2)
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The above system is known as “Kobayashi–Warren–Carter system”, named after R.
Kobayashi, J. A. Warren, and W. C. Carter, who proposed a phase-field model of grain
boundary motion in a polycrystal (cf. [54,55]). In the original studies [54,55], the spatial
domain Ω is settled as a two-dimensional case (N = 2), and the time-spatial variation of
grain boundaries are reproduced by a vector-field:
(t, x) ∈ Q 7→ η(t, x)t[cos θ(t, x), sin θ(t, x)],
consisting of two order parameters η = η(t, x) and θ = θ(t, x). In the model, the dynamics
of η and θ are supposed to be governed by the gradient flow of the following free-energy:
[η, θ] 7→ F (η, θ) := 1
2
∫
Ω
|∇η|2 dx+
∫
Ω
gˆ(η) dx+
∫
Ω
α(η)|Dθ|.
In the context, the each initial boundary condition (5.1.1) and (5.1.2) are a formal ex-
pression of gradient flow of the free-energy F with respect to the each unknown function
η and θ. The unknown functions η = η(t, x) and θ = θ(t, x) are the order parameters
which correspond to the orientation order and the orientation angle in a crystalline phase,
respectively. η is supposed to satisfy the range constraint 0 ≤ η ≤ 1, and the thresh-
old values 1 and 0 indicate the completely oriented phase and the disoriented phase of
orientation, respectively. g = g(η) is a given Lipschitz continuous perturbation on R
which enforces η to fulfill the range constraint, having a nonnegative primitive gˆ = gˆ(η).
Also, 0 < α0 = α0(η) is a given Lipschitz function, 0 < α = α(η) is given a C
2-convex
function, and α′ = α′(η) is the derivative of α. The functions η0 = η0(x), θ0 = θ0(x),
x ∈ Ω, are given initial data, respectively. Moreover, the integral ∫
Ω
α(η)|Dθ| denotes the
total variation functional of θ with the time-spatial dependent weight α(η) which plays
an important role to reproduce the facet structure in the polycrystal. This total variation
functional leads to the singular (nonstandard) terms α′(η)|Dθ| and − div (α(η) Dθ|Dθ|) which
are the most difficulties of mathematical analysis.
The objective of this study is to develop the mathematical analysis for Kobayashi–
Warren–Cater systems, and the main issue of this Chapter is concerned with the qualita-
tive properties of Kobayashi–Warren–Carter systems. Recently, a number of papers have
been devoted to the studies of the Kobayashi–Warren–Carter model (cf. [37, 38, 45–47,
52, 53, 63, 64, 70–73, 80, 81]). From a mathematical point of view, the solvability and the
large-time behavior of the solutions to the system {(5.1.1)–(5.1.2)} were established in
papers (cf. [63,64]). However, due to the difficulties of singular terms, most of the previ-
ous studies deal with some simplified versions of the system, such as the one-dimensional
setting of Ω (cf. [37, 38, 53, 63, 64, 70, 80, 81]), and relaxed systems by using Laplacian
(cf. [45–47, 52, 54, 55]). In the meantime, for the settings of boundary conditions, most
of previous works supposed only a few simple cases, such as homogeneous Dirichlet or
Neumann cases, and the variety of the boundary conditions, such as inhomogeneous and
more dynamic cases, were not focused so much.
On this basis, we first consider the regularized system of Kobayashi–Warren–Carter
type by means of standard Laplacian, with dynamic boundary condition. Thus, let κ > 0
be a fixed constant, and we shall take a constant ε ≥ 0 to consider the following quasilinear
type, as in the previous Chapter, Kobayashi–Warren–Carter system including the dynamic
boundary conditions, denoted by (KWC)ε.
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(KWC)ε:
∂tη −∆η + g(η) + α′(η)|∇θ| = 0 in Q,
∇η|Γ · nΓ = 0 on Σ,
η(0, ·) = η0 in Ω;
(5.1.3)

α0(η)∂tθ − div
(
α(η)
∇θ
|∇θ| + κ
2∇θ
)
= 0 in Q,
θ|Γ = θΓ and ∂tθΓ −∆Γ(ε2θΓ) + (α(η) ∇θ|∇θ| + κ2∇θ)|Γ · nΓ = 0 on Σ,
θ(0, ·) = θ0 in Ω, and θΓ(0, ·) = θΓ,0 on Γ.
(5.1.4)
Our system (KWC)ε is one of modified versions of the original system and the principal
modifications are in the point that:
• the quasilinear diffusion with singularity includes the regularization term κ2∇θ with
a small constant κ > 0;
• the boundary data θΓ (with a given initial data θΓ,0) treated as an unknown variable,
which is governed by the dynamic boundary conditions on Σ.
In this case, for any ε ≥ 0, the corresponding free-energy for free-energy for (KWC)ε
is provided as follows.
[η, θ, θΓ] ∈ D(Fε) 7→ Fε(η, θ, θΓ) := 1
2
∫
Ω
|∇η|2 dx+
∫
Ω
gˆ(η) dx
+
∫
Ω
α(η)|∇θ| dx+ κ
2
2
∫
Ω
|∇θ|2 dx+ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ ∈ [0,∞],
(5.1.5)
with the effective domain:
D(Fε) := Vε =
{
[η, θ, θΓ]
η ∈ H1(Ω), θ ∈ H1(Ω), θΓ ∈ H 12 (Γ),
εθΓ ∈ H1(Γ) and θ|Γ = θΓ in H
1
2 (Γ)
}
.
In this regard, there are previous results, Chapter 3 (cf. [18]), which dealt with the
system consisting of quasilinear diffusion Allen–Cahn type equations with the dynamic
boundary conditions. Then, the qualitative results of the systems, such as the unique
solution and some continuous dependences, were obtained by means of the theory of
nonlinear evolution equation.
In view of this, we set the goal in this Chapter to show the following two Main
Theorems.
Main Theorem 5.1: the existence of solution to (KWC)ε, and the uniqueness in the
constant case of α0.
Main Theorem 5.2: upper semi-continuity of solution classes with respect to ε ≥ 0.
Here is the contents of this Chapter. In Section 5.2, we state Main Theorems, with
the assumptions for the problem (KWC)ε, and the definition of the solutions. The proofs
of Main Theorems are stated in Section 5.5, and these are discussed on the basis of the
Key-properties, demonstrated in Sections 5.3 and 5.4, respectively.
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5.2 Statements of Main Theorems
The base space of solutions to (KWC)ε is the product Hilbert spaceH = L2(Ω)2×L2(Γ),
given in Notation 8. On this basis, we prescribe the assumptions in this Chapter.
(A1) g : R→ R is a Lipschitz continuous function, such that:
g(0) ≤ 0 and g(1) ≥ 0.
Also, g is supposed to have a nonnegative potential gˆ : R→ [0,∞).
(A2) α0 : R→ (0,∞) is a Lipschitz continuous function on R.
(A3) α : R→ (0,∞) is a C2-function, satisfying that α′(0) = 0, α′ ∈ L∞(R) and α′′ ≥ 0
on R. Also, αα′ is a Lipschitz continuous function on R.
(A4) There exists a positive constant δα > 0, such that:
α0(σ) ≥ δα and α(σ) ≥ δα, for any σ ∈ R.
(A5) There are two fixed constants m0 and M0, and for any ε ≥ 0, the initial data
u0 = [η0, v0] = [η0, θ0, θΓ,0] belongs to a class D0,ε ⊂H , defined as:
D0,ε :=
{
z = [ζ, w] = [ζ, ξ, ξΓ] ∈ Vε
with w = [ξ, ξΓ] ∈ Vε
0 ≤ ζ ≤ 1, m0 ≤ ξ ≤M0, a.e. in Ω,
and m0 ≤ ξΓ ≤M0, a.e. on Γ
}
.
Remark 5.1 (Possible choices of given functions). Referring to [54,55], the settings
g(σ) = σ − 1 with gˆ(σ) := 1
2
(σ − 1)2, and α0(σ) = α(σ) = σ
2
2
+ δα, for any σ ∈ R,
provide possible functions that fulfill the assumptions (A1)–(A4).
On this basis, we define the solution to (KWC)ε, for any ε ≥ 0, as follows.
Definition 5.1 (Definition of solution). For any ε ≥ 0, a triplet of functions u = [η, v] =
[η, θ, θΓ] ∈ L2(0, T ;H ) with v = [θ, θΓ] ∈ L2(0, T ;H) is called a solution to (KWC)ε, iff.
the following items hold.
(S0) u = [η, v] = [η, θ, θΓ] ∈ W 1,2(0, T ;H ) ∩ L∞(0, T ;Vε),
0 ≤ η ≤ 1, m0 ≤ θ ≤M0, a.e. in Q, and m0 ≤ θΓ ≤M0 a.e. on Σ.
(S1) η solves the following variational equality:∫
Ω
(∂tη(t) + g(η(t)) + α
′(η(t))|∇θ(t)|)ϕdx+
∫
Ω
∇η(t) · ∇ϕdx = 0,
for any ϕ ∈ H1(Ω), a.e. t ∈ (0, T ),
subject to the initial condition η(0) = η0 in L
2(Ω).
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(S2) A pair of functions v = [θ, θΓ] solves the following variational inequality:∫
Ω
α0(η(t))∂tθ(t)(θ(t)− ψ) dx+ κ2
∫
Ω
∇θ(t) · ∇(θ(t)− ψ) dx
+
∫
Γ
∂tθΓ(t)(θΓ(t)− ψΓ) dΓ +
∫
Γ
∇Γ(εθΓ(t)) · ∇Γ(ε(θΓ(t)− ψΓ)) dΓ
+
∫
Ω
α(η(t))|∇θ(t)| dx ≤
∫
Ω
α(η(t))|∇ψ| dx,
for any [ψ, ψΓ] ∈ Vε, a.e. t ∈ (0, T ),
subject to the initial conditions v(0) = [θ(0), θΓ(0)] = v0 = [θ0, θΓ,0] in H.
In this Chapter, the key points of our mathematical analysis are to reformulate the
free-energy, given in (5.1.5), to the following form:
Fε(η, θ, θΓ) = Φε(η, θ, θΓ) +
∫
Ω
Gˆ(η) dx,
where
η ∈ R 7→ Gˆ(η) := gˆ(η)− 1
2κ2
(
α(η)
)2 ∈ R,
with the convex function Φε :H → [0,∞], defined as:
u = [η, v] = [η, θ, θΓ] ∈H 7→ Φε(u) = Φε(η, v) = Φε(η, θ, θΓ)
:=

1
2
∫
Ω
|∇η|2 dx+ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ + 1
2
∫
Ω
(
κ|∇θ|+ 1
κ
α(η)
)2
dx,
if u = [η, v] = [η, θ, θΓ] ∈ Vε, with v = [θ, θΓ] ∈ Vε,
∞, otherwise.
for ε ≥ 0.
(5.2.1)
Note that the function Gˆ is a primitive of:
η ∈ R 7→ G(η) := g(η)− κ−2α(η)α′(η) ∈ R.
Moreover, by the assumptions (A1) and (A3), G is Lipschitz continuous function on R,
and for the primitive Gˆ ∈ W 2,∞loc (R) of G, it holds that:∣∣Gˆ(η˜)− Gˆ(η)−G(η)(η˜ − η)∣∣ ≤ |G′|L∞(R)
2
|η˜ − η|2, for all η, η˜ ∈ R. (5.2.2)
On the basis of this reformulation, we associate the system (KWC)ε with the following
Cauchy problem of an evolution equation:{
A0(u(t))u
′(t) + ∂Φε(u(t)) + G(u(t)) ∋ 0 in H , a.e. t ∈ (0, T ),
u(0) = u0 in H ,
(5.2.3)
69
which is governed by the subdifferential ∂Φε of the convex function Φε on H . In the
context, the unknown u ∈ C([0, T ];H ) is associated with the solution [η, θ, θΓ] of the
system (KWC)ε, i.e.:
u(t) = [η(t), v(t)] = [η(t), θ(t), θΓ(t)] in H
with v(t) = [θ(t), θΓ(t)] ∈ H, for any t ∈ [0, T ],
u0 = [η0, v0] = [η0, θ0, θΓ,0] in H with v0 = [θ0, θΓ,0] ∈ H.
Besides, A0 is an operator, defined as:
u = [η, v] = [η, θ, θΓ] ∈ D0,ε 7→ A0(u) = A0(η) :=
 1 0 00 α0(η) 0
0 0 1
 ∈ L(H ;H ),
and G :H →H is a Lipschitz operator, defined as:
u = [η, v] = [η, θ, θΓ] ∈H 7→ G(u) = G(η) := t[G(η), 0, 0] ∈H .
Remark 5.2. We can easily show that the functional Φε, given in (5.2.1), is a proper,
l.s.c. and convex function on H . Therefore, for each ε ≥ 0, the subdifferential ∂Φε is a
maximal monotone graph in H 2. However, the presence of A0(u(t)) does not allow us to
apply the general theories for nonlinear evolution equations, e.g. [10, 11].
Remark 5.3. Notice that:
Φε(η, v˜)− Φε(η, v) =
∫
Ω
α(η)|∇θ˜| dx+ κ
2
2
∫
Ω
|∇θ˜|2 dx+ 1
2
∫
Γ
|∇Γ(εθ˜Γ)|2 dΓ
−
∫
Ω
α(η)|∇θ| dx− κ
2
2
∫
Ω
|∇θ|2 dx− 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ,
for all η ∈ L2(Ω), v = [θ, θΓ] ∈ Vε, and v˜ = [θ˜, θ˜Γ] ∈ Vε.
So, putting:
A˜0(η˜) :=
[
α0(η˜) 0
0 1
]
∈ L(H;H), for any η˜ ∈ L∞(Ω),
it is easily seen that the condition (S2) in Definition 5.1 is equivalent to the following
Cauchy problem:{
A˜0(η)∂tv(t) + ∂vΦε(η(t), v(t)) ∋ 0 in H, a.e. t ∈ (0, T ),
v(0) = v0 in H.
Based on these, our Main Theorems are stated as follows.
Main Theorem 5.1 (Existence of solutions and uniqueness). Under the all assumptions
(A0)–(A5), the following two items hold.
(A) The Cauchy problem (5.2.3) admits at least one solution u ∈ L2(0, T ;H ). In par-
ticular, if α0 is a constant, then the solution is unique.
(B) The solution u = [η, v] = [η, θ, θΓ] to the Cauchy problem (5.2.3), with v = [θ, θΓ] is
a solution to the Kobayashi–Warren–Carter system (KWC)ε.
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Remark 5.4. Note that the uniqueness in nonconstant case of α0 is still open. Hence,
the item (B) is not sufficient to show the equivalence between (5.2.3) and (KWC)ε, and
the class of solutions to (KWC)ε may not be a singleton, for any ε ≥ 0.
Main Theorem 5.2 (ε-upper semi-continuity of solution classes). Under the all assump-
tions (A0)–(A5), let us fix any ε0 ≥ 0, and take a sequence of initial data {u0,ε}ε>0 =
{[η0,ε, θ0,ε, θΓ,0,ε]}ε>0 ⊂ Vε, such that:
[η0,ε, θ0,ε, εθΓ,0,ε]→ [η0,ε0 , θ0,ε0 , ε0θΓ,0,ε0 ] weakly in H1(Ω)2 ×H1(Γ), as ε→ ε0. (5.2.4)
Also, for any ε ≥ 0, we denote by Sε(u0,ε) the class of all solutions u = [η, θ, θΓ] to
(KWC)ε subject to the initial condition u(0) = u0,ε in H . Besides, we define the νθ-
limit set limε→ε0 Sε(u0,ε) of the sequence of solution classes {Sε(u0,ε)}ε≥0, as ε→ ε0, by
letting:
lim
ε→ε0
Sε(u0,ε) :=
 u = [η, θ, θΓ] there exists {εn}
∞
n=1 ⊂ [0,∞) and
{un = [ηn, θn, θΓ,n] ∈ Sεn(u0,εn)}∞n=1
such that un → u in H , as n→∞.
 .
Then, the following two items hold.
(C) lim
ε→ε0
Sε(u0,ε) is nonempty and compact in H .
(D) lim
ε→ε0
Sε(u0,ε) ⊂ Sε0(u0,ε0).
Remark 5.5. The smoothness of Γ and the Green type formula (cf. [9, Proposition 5.6.2])
allows us to derive
θΓ,0,ε = θ0,ε|Γ → θ0,ε0 |Γ = θΓ,0,ε0 weakly in H
1
2 (Γ), as ε→ ε0,
from the assumption (5.2.4).
5.3 Key-Lemmas
In this Section, we prove several Key-Lemmas that are vital for our Main Theorems.
We begin by prescribing a class of relaxed convex functions. For every ε ≥ 0 and
0 ≤ δ ≤ 1, let us define:
u = [η, v] = [η, θ, θΓ] ∈H 7→ Φδε(u) = Φδε(η, v) = Φδε(η, θ, θΓ)
:=

1
2
∫
Ω
|∇η|2 dx+ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ + 1
2
∫
Ω
(
κfδ(∇θ) + 1
κ
α(η)
)2
dx,
if u = [η, v] = [η, θ, θΓ] ∈ Vε, with v = [θ, θΓ] ∈ Vε,
∞, otherwise,
with use of the following real convex function:
fδ : νθ ∈ RN 7→ fδ(νθ) :=
√
δ2 + |νθ|2 ∈ [0,∞). (5.3.1)
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As is easily checked, the functional Φδε, for every ε ≥ 0 and 0 ≤ δ ≤ 1, is proper, l.s.c. and
convex on H . Especially, for any ε ≥ 0, the class of convex functions {Φδε | 0 ≤ δ ≤ 1}
forms a relaxation sequence for Φ0ε, i.e. the convex function Φ
δ
ε when δ = 0, and Φ
0
ε
coincides with the convex function Φε, given in (5.2.1).
On this basis, we can prove the following Key-Lemmas.
Key-Lemma 5.1 (Representation of ∂ηΦ
δ
ε). For every ε ≥ 0 and 0 ≤ δ ≤ 1, it holds
that:
D(∂ηΦ
δ
ε) = D(∆N)× Vε,
and
∂ηΦ
δ
ε(η, v) = −∆Nη + α′(η)fδ(∇θ) + κ−2α(η)α′(η) in L2(Ω),
for any η ∈ D(∆N), and any v = [θ, θΓ] ∈ Vε.
Proof. By virtue of (A3), we can verify this Key-Lemma 5.1 as a straightforward conse-
quence of the general theories of subdifferentials, e.g. [10, Section 2 in Chapter 2], [11,
Chapter 2], and so on.
Key-Lemma 5.2 (Representation of ∂vΦ
δ
ε). For every ε ≥ 0, and 0 < δ ≤ 1, let us set:
D(Aδε) :=
 [η, θ, θΓ] ∈ Vε
α(η)∇fδ(∇θ) + κ2∇θ ∈ L2div(Ω),
−∆Γ(ε2θΓ) +
[
(α(η)∇fδ(∇θ) + κ2∇θ)|Γ · nΓ
] ∈
L2(Γ)
 ,
(5.3.2)
and let us define a single-valued operator Aδε : D(Aδε) ⊂H → H, by putting:
u =[η, θ, θΓ] ∈ D(Aδε) ⊂H 7→ Aδεu = Aδε[η, θ, θΓ]
:=
[ −div(α(η)∇fδ(∇θ) + κ2∇θ)
−∆Γ(ε2θΓ) +
[
(α(η)∇fδ(∇θ) + κ2∇θ)|Γ · nΓ
] ] ∈ H. (5.3.3)
Then, it holds that:
∂vΦ
δ
ε = Aδε in H ×H, for every ε ≥ 0, and 0 < δ ≤ 1.
Proof. First, we show that Aδε ⊂ ∂vΦδε in H ×H. Let us assume that:
u = [η, v] = [η, θ, θΓ] ∈ D(Aδε) with v = [θ, θΓ] ∈ Vε,
and v∗ = [θ∗, θ∗Γ] = Aδεu = Aδε[η, v] = Aδε[η, θ, θΓ] in H.
(5.3.4)
Then, by using Remark 2.2 (Fact 3)–(Fact 5), (5.3.2), (5.3.3), Key-Lemma 3.1 in Chapter
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3 (cf. [18, Key-Lemma 1]), and Young’s inequality, we obtain that:
(v∗, w − v)H = (θ∗, ξ − θ)L2(Ω) + (θ∗Γ, ξΓ − θΓ)L2(Γ)
=
∫
Ω
(
α(η)∇fδ(∇θ) + κ2∇θ
) · ∇(ξ − θ) dx
+
∫
Γ
∇Γ(εθΓ) · ∇Γ(ε(ξΓ − θΓ)) dΓ
≤
∫
Ω
α(η)(fδ(∇ξ)− fδ(∇θ)) dx+ κ
2
2
∫
Ω
(|∇ξ|2 − |∇θ|2) dx
+
1
2
∫
Γ
(|∇Γ(εξΓ)|2 − |∇Γ(εθΓ)|2) dΓ
= Φδε(η, w)− Φδε(η, v), for any w = [ξ, ξΓ] ∈ Vε,
which implies that:
u = [η, v] = [η, θ, θΓ] ∈ D(∂vΦδε) with v = [θ, θΓ] ∈ Vε,
and v∗ = [θ∗, θ∗Γ] ∈ ∂vΦδε(u) = ∂vΦδε(η, v) = ∂vΦδε(η, θ, θΓ) in H.
(5.3.5)
Conversely, if (5.3.5) holds, i.e.:
(v∗, w˜ − v)H = (θ∗, ξ˜ − θ)L2(Ω) + (θ∗Γ, ξ˜Γ − θΓ)L2(Γ) ≤ Φδε(η, w˜)− Φδε(η, v),
for any w˜ = [ξ˜, ξ˜Γ] ∈ Vε.
(5.3.6)
Then, taking arbitrary σ > 0, w = [ξ, ξΓ], putting w˜ = [ξ˜, ξ˜Γ] = [θ + σξ, θΓ + σξΓ] in
(5.3.6), and invoking (5.3.1), we compute that:
(v∗, w)H ≤ 1
2σ
∫
Γ
(|∇Γ(ε(θΓ + σξΓ))|2 − |∇Γ(εθΓ)|2) dΓ
+
1
2σ
∫
Ω
[(
κfδ(∇(θ + σξ)) + 1
κ
α(η)
)2
−
(
κfδ(∇θ) + 1
κ
α(η)
)2]
dx
→
∫
Γ
∇Γ(εθΓ) · ∇Γ(εξΓ) dΓ +
∫
Ω
(
κfδ(∇θ) + 1
κ
α(η)
)
κ∇fδ(∇θ) · ∇ξ dx
=
∫
Γ
∇Γ(εθΓ) · ∇Γ(εξΓ) dΓ +
∫
Ω
(α(η)∇fδ(∇θ) + κ2∇θ) · ∇ξ dx, as σ ↓ 0,
and therefore
(v∗, w)H =
∫
Ω
(α(η)∇fδ(∇θ) + κ2∇θ) · ∇ξ dx+
∫
Γ
∇Γ(εθΓ) · ∇Γ(εξΓ) dΓ,
for any w = [ξ, ξΓ] ∈ Vε.
(5.3.7)
Here, taking any ξ0 ∈ H10 (Ω) and putting w = [ξ0, 0] in (5.3.7), we deduce that:
θ∗ = −div(α(η)∇fδ(∇θ) + κ2∇θ) ∈ L2(Ω) in D′(Ω). (5.3.8)
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Additionally, from Remark 2.2 (Fact 3)–(Fact 5), (5.3.7), and (5.3.8), one can see that:
(θ∗Γ, ξΓ)L2(Γ) =
∫
Ω
(α(η)∇fδ(∇θ) + κ2∇θ) · ∇ξ dx− (θ∗, ξ)L2(Ω)
+
∫
Γ
∇Γ(εθΓ) · ∇Γ(εξΓ)dΓ
=
〈[
(α(η)∇fδ(∇θ) + κ2∇θ)|Γ · nΓ
]
, ξ|Γ
〉
H
1
2 (Γ)
+
〈
−∆Γ(εθΓ), εξΓ
〉
H1(Γ)
, for any w = [ξ, ξΓ] ∈ Vε.
This identity implies that:
θ∗Γ = −∆Γ(ε2θΓ) +
[
(α(η)∇fδ(∇θ) + κ2∇θ)|Γ · nΓ
] ∈ L2(Γ) in H−1(Γ). (5.3.9)
As a consequence of (5.3.8) and (5.3.9), we verify (5.3.4).
Thus, we conclude this Key-Lemma 5.2.
Key-Lemma 5.3 (Representation of ∂Φδε). For every ε ≥ 0, 0 < δ ≤ 1, it holds that:
∂Φδε = ∂ηΦ
δ
ε × ∂vΦδε in H 2,
more precisely:
D(∂Φδε) = D(∂ηΦ
δ
ε)×D(∂vΦδε) in L2(Ω)×H,
and
∂Φδε(u) = ∂ηΦ
δ
ε(η, v)× ∂vΦδε(η, v) in L2(Ω)×H,
for any u = [η, v] = [η, θ, θΓ] ∈ L2(Ω)×H with v = [θ, θΓ] ∈ Vε.
Proof. From Remark 2.6, it is sufficient to show ∂Φδε ⊃ ∂ηΦδε × ∂vΦδε in H 2. Let us
assume:
u = [η, v] = [η, θ, θΓ] ∈ D(∂ηΦδε)×D(∂vΦδε) with v = [θ, θΓ] ∈ Vε,
and u∗ = [η∗, v∗] = [η∗, θ∗, θ∗Γ] ∈ ∂ηΦδε(η, v)× ∂vΦδε(η, v) in L2(Ω)×H.
Then, with Key-Lemmas 5.1 and 5.2 in mind, it holds that:
η∗ = ∂ηΦδε(η, v) = −∆Nη + α′(η)fδ(∇θ) + κ−2α(η)α′(η) in L2(Ω), (5.3.10)
v∗ = ∂vΦδε(η, v) =
[ −div(α(η)∇fδ(∇θ) + κ2∇θ)
−∆Γ(ε2θΓ) +
[
(α(η)∇fδ(∇θ) + κ2∇θ)|Γ · nΓ
] ] in H. (5.3.11)
Here, since the subdifferential (gradient) of the real convex function:
[η˜, ω˜] ∈ R× RN 7→ 1
2
(
κfδ(ω˜) +
1
κ
α(η˜)
)2
,
coincides with the vectorial function:
[η˜, ω˜] ∈ R× RN 7→
[
α′(η˜)fδ(ω˜) + κ−2α(η˜)α′(η˜)
α(η˜)∇fδ(ω˜) + κ2ω˜
]
∈ R× RN , (5.3.12)
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we can observe that:
(u∗, z − u)H = (η∗, ζ − η)L2(Ω) + (v∗, w − v)H
=
∫
Ω
∇η · ∇(ξ − η) dx+
∫
Γ
∇Γ(εθΓ) · ∇Γ(ε(ξΓ − θΓ)) dΓ
+
∫
Ω
(
α′(η)fδ(∇θ) + κ−2α(η)α′(η)
)
(ζ − η) dx
+
∫
Ω
(
α(η)∇fδ(∇θ) + κ2∇θ
) · ∇(ξ − θ) dx
≤ 1
2
∫
Ω
(|∇ζ|2 − |∇η|2) dx+ 1
2
∫
Γ
(|∇Γ(εξΓ)|2 − |∇Γ(εθΓ)|2) dΓ
+
1
2
∫
Ω
[(
κfδ(∇ξ) + 1
κ
α(ζ)
)2
−
(
κfδ(∇θ) + 1
κ
α(η)
)2]
dx
= Φδε(ζ, w)− Φδε(η, v), for any z = [ζ, w] = [ζ, ξ, ξΓ] ∈ D(Φδε) = Vε,
and therefore
u = [η, v] = [η, θ, θΓ] ∈ D(∂Φδε) with v = [θ, θΓ] ∈ Vε,
and u∗ = [η∗, v∗] = [η∗, θ∗, θ∗Γ] ∈ ∂Φδε(u) = ∂Φδε(η, v) = ∂Φδε(η, θ, θΓ) in L2(Ω)×H,
by using Remark 2.2 (Fact 3)–(Fact 5), (5.3.10)–(5.3.12), and Young’s inequality.
Thus, we conclude Key-Lemma 5.3.
Key-Lemma 5.4 (Mosco-convergence for the convex energies). Let ε0 ≥ 0 be a fixed
constant, and let us assume that the sequences {εn}∞n=1 ⊂ [0,∞) and {δn}∞n=1 ⊂ [0, 1]
satisfy εn → ε0 and δn → 0. Then, for the sequence of convex functions {Φn}∞n=1 :=
{Φδnεn}∞n=1, it holds that:
Φn → Φε0 on H , in the sense of Mosco, as n→∞.
Proof. First, we show the lower-bound condition (M1) in Definition 2.1. Let uˇ = [ηˇ, θˇ, θˇΓ] ∈
H and {uˇn = [ηˇn, θˇn, θˇΓ,n]}∞n=1 ⊂H be such that:
uˇn → uˇ weakly in H , as n→∞.
Then, we may say limn→∞Φn(uˇn) <∞ since another case is trivial. So, by taking a sub-
sequence (not relabeled), we can reduce the situation to the case when limn→∞Φn(uˇn) =
limn→∞Φn(uˇn) <∞. In this case, we may suppose that:
∇θˇn → ∇θˇ weakly in L2(Ω)N as n→∞,
by taking more one subsequence if necessary. Here, if ε0 = 0, then having in mind:
• the relationship fδ ≥ | · |,
• the weakly lower semi-continuities of the norms | · |L2(Ω)N , and | · |L2(Γ)N ,
• the weakly lower semi-continuity of the convex function:
[η, νθ] ∈ L2(Ω)× L2(Ω)N 7→ 1
2
∫
Ω
(
κ|νθ|+ 1
κ
α(η)
)2
dx ∈ [0,∞),
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we can show the condition (M1) as follows:
lim
n→∞
Φn(uˇn) ≥ 1
2
lim
n→∞
∫
Ω
|∇ηˇn|2 dx+ 1
2
lim
n→∞
∫
Ω
(
κfδn(∇θˇn) +
1
κ
α(ηˇn)
)2
dx
+
1
2
lim
n→∞
∫
Γ
|∇Γ(εnθˇΓ,n)|2 dΓ ≥ Φε0(uˇ). (5.3.13)
Meanwhile, if ε0 > 0, then since the boundedness of {Φn(uˇn)}∞n=1 implies that:
{θˇΓ,n}∞n=1 ⊂ H1(Γ), and ∇Γ(εnθˇΓ,n)→ ∇Γ(ε0θˇΓ) weakly in L2(Ω)N , as n→∞,
for some subsequence (not relabeled),
we can deduce the condition (M1) just as in (5.3.13).
Next, we show the optimality condition (M2) in Definition 2.1. Let us fix any uˆ =
[ηˆ, θˆ, θˆΓ] ∈ Vε0 . Besides, let us take a sequence {ϕˆi}∞i=1 ⊂ H1(Ω), such that:
|ϕˆi − ηˆ|H1(Ω) ≤ 2−i, for any i ∈ N, (5.3.14)
and let us take a sequence {ψˆi}∞i=1 ⊂ H1(Ω) in the following way:{
• If ε0 > 0, then {ψˆi}∞i=1 = {θˆ};
• If ε0 = 0, then {ψˆi}∞i=1 ⊂ C1(Ω) satisfies |ψˆi − θˆ|H1(Ω) ≤ 2−i, for any i ∈ N.
(5.3.15)
Here, taking a subsequence if necessary, we can further impose that:
ϕˆi → ηˆ in the pointwise sense, a.e. in Ω,
ψˆi → θˆ in the pointwise sense, a.e. in Ω,
ψˆi|Γ → θˆΓ in H
1
2 (Γ), and in the pointwise sense, a.e. on Γ,
{ψˆi|Γ}∞i=1 ⊂ H1(Γ), and ε0ψˆi|Γ → ε0θˆΓ in H1(Γ),
as i→∞. (5.3.16)
By (5.3.16) and Lebesgue’s dominated convergence theorem (cf. [60, Theorem 10]), we
can configure a sequence {ni}∞i=0 ⊂ N such that 1 =: n0 < n1 < n2 < · · · < ni ↑ ∞, as
i→∞, and for any i ∈ N ∪ {0},
sup
n≥ni
∣∣fδn(∇ψˆi)− |∇ψˆi|∣∣L2(Ω) < 2−i, and sup
n≥ni
|ε2n − ε20||∇Γψˆi|Γ |2L2(Γ)N < 2−i. (5.3.17)
Based on these, let us define:
uˆn = [ηˆn, θˆn, θˆΓ,n] :=
{
[ϕˆi, ψˆi, ψˆi|Γ ], if ni ≤ n < ni+1, for i ∈ N,
[ϕˆ1, ψˆ1, ψˆ1|Γ ], if 1 ≤ n < n1.
(5.3.18)
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Taking into account (5.3.1) and (5.3.14)–(5.3.18), we compute that:∣∣Φn(uˆn)− Φε0(uˆ)∣∣
≤ 1
2
∫
Ω
∣∣|∇ηˆn|2 − |∇ηˆ|2∣∣ dx+ 1
2
∫
Γ
∣∣|∇Γ(εnθˆΓ,n)|2 − |∇Γ(ε0θˆΓ)|2∣∣ dΓ
+
1
2
∫
Ω
∣∣∣∣∣
(
κfδn(∇θˆn) +
1
κ
α(ηˆn)
)2
−
(
κ|∇θˆ|+ 1
κ
α(ηˆ)
)2∣∣∣∣∣ dx
≤ 1
2
∣∣|∇ηˆn|+ |∇ηˆ|∣∣L2(Ω)∣∣∇(ηˆn − ηˆ)∣∣L2(Ω)N + 12 |ε2n − ε20||∇ΓθˆΓ,n|2L2(Γ)N
+
1
2
∣∣|∇Γ(ε0θˆΓ,n)|+ |∇Γ(ε0θˆΓ)|∣∣L2(Γ)∣∣∇Γ(ε0(θˆΓ,n − θˆΓ))∣∣L2(Γ)N
+
1
2
∣∣∣∣κ(fδn(∇θˆn) + |∇θˆ|)+ 1κ(α(ηˆn) + α(ηˆ))
∣∣∣∣
L2(Ω)
×
[
κ
(∣∣fδn(∇θˆn)− |∇θˆn|∣∣L2(Ω) + ∣∣∇(θˆn − θˆ)∣∣L2(Ω)N)+ 1κ∣∣α(ηˆn)− α(ηˆ)∣∣L2(Ω)
]
≤ 1
2
∣∣|∇ηˆn|+ |∇ηˆ|∣∣L2(Ω)∣∣∇(ηˆn − ηˆ)∣∣L2(Ω)N + 2−i
+
1
2
∣∣|∇Γ(ε0θˆΓ,n)|+ |∇Γ(ε0θˆΓ)|∣∣L2(Γ)∣∣∇Γ(ε0(θˆΓ,n − θˆΓ))∣∣L2(Γ)N
+
1
2
(
κ
∣∣|∇θˆn|+ δn + |∇θˆ|∣∣L2(Ω) + 1κ∣∣α(ηˆn) + α(ηˆ)∣∣L2(Ω)
)
×
(
κ
∣∣∇(θˆn − θˆ)∣∣L2(Ω)N + 1κ |α′|L∞(R)|ηˆn − ηˆ|L2(Ω) + κ2−i
)
,
for any i ∈ N ∪ {0} and any n ≥ ni,
and therefore
Φn(uˆn)→ Φε0(uˆ) as n→∞.
This implies that the sequence {uˆn = [ηˆn, θˆn, θˆΓ,n]}∞n=1 ⊂ H1(Ω)2 ×H
1
2 (Γ) is the required
sequence to verify the optimality condition.
Key-Lemma 5.5 (Representation of ∂vΦε). For any ε ≥ 0, the following two items are
equivalent.
(O) u = [η, v] = [η, θ, θΓ] ∈ D(∂vΦε) and v∗ = [θ∗, θ∗Γ] ∈ ∂vΦε(η, v) = ∂vΦε(η, θ, θΓ) in H,
with v = [θ, θΓ] ∈ Vε.
(I) u = [η, v] = [η, θ, θΓ] ∈ Vε with v = [θ, θΓ] ∈ Vε, and there exists ν∗θ ∈ L∞(Ω)N , such
that: 
• ν∗θ ∈ Sgn(∇θ), a.e. in Ω,
• α(η)ν∗θ + κ2∇θ ∈ L2div(Ω),
• −∆Γ(ε2θΓ) +
[
(α(η)ν∗θ + κ
2∇θ)|Γ · nΓ
] ∈ L2(Γ), (5.3.19)
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and  • θ
∗ = −div(α(η)ν∗θ + κ2∇θ) in L2(Ω),
• θ∗Γ = −∆Γ(ε2θΓ) +
[
(α(η)ν∗θ + κ
2∇θ)|Γ · nΓ
]
in L2(Γ).
(5.3.20)
Proof. Let us fix any ε ≥ 0, and let us define a set-valued map Aε : D(Aε) ⊂ H → 2H ,
by putting:
D(Aε) :=
{
u = [η, v] = [η, θ, θΓ] ∈ Vε there exists ν
∗
θ ∈ L∞(Ω)N ,
such that (5.3.19) holds
}
, (5.3.21)
and
u = [η, v] = [η, θ, θΓ] ∈ D(Aε) ⊂H 7→ Aεu = Aε[η, v] = Aε[η, θ, θΓ]
:=
{
v∗ = [θ∗, θ∗Γ] ∈ H (5.3.20) holds, for some ν
∗
θ ∈ L∞(Ω)N ,
satisfying (5.3.19)
}
. (5.3.22)
Then, the assertion of Key-Lemma 5.5 can be rephrased as follows:
∂vΦε(η, ·) = Aε(η, ·) in H2, for any ε ≥ 0 and any η ∈ H1(Ω). (5.3.23)
The above equality (5.3.23) can be shown via the following two claims.
Claim 1.Aε(η, ·) is a monotone such that Aε(η, ·) ⊂ ∂vΦε(η, ·) inH2, for any η ∈ H1(Ω).
Let us take η ∈ H1(Ω), v = [θ, θΓ] ∈ D(Aε(η, ·)), and v∗ = [θ∗, θ∗Γ] ∈ Aε(η, v) =
Aε(η, θ, θΓ) in H. Then, from Remark 2.2 (Fact 3)–(Fact 5), (5.3.19)–(5.3.22), and Key-
Lemma 3.3 (cf. [18, Key-Lemma 3]), it is inferred that:
(v∗, w − v)H = (θ∗, ξ − θ)L2(Ω) + (θ∗Γ, ξΓ − θΓ)L2(Γ)
=
∫
Ω
(α(η)ν∗θ + κ
2∇θ) · ∇(ξ − θ) dx
+
∫
Γ
∇Γ(εθΓ) · ∇Γ(ε(ξΓ − θΓ)) dΓ
≤
∫
Ω
α(η)(|∇ξ| − |∇θ|) dx+ κ
2
2
∫
Ω
(|∇ξ|2 − |∇θ|2) dx
+
1
2
∫
Γ
(|∇Γ(εξΓ)|2 − |∇Γ(εθΓ)|2) dΓ
= Φε(η, w)− Φε(η, v), for all η ∈ H1(Ω), and w = [ξ, ξΓ] ∈ Vε.
Thus, we have
v = [θ, θΓ] ∈ D(∂vΦε(η, ·)) and v∗ = [θ∗, θ∗Γ] ∈ ∂vΦε(η, v) = ∂vΦε(η, θ, θΓ) in H,
and we can say that:
Aε(η, ·) ⊂ ∂vΦε(η, ·) in H2, and Aε(η, ·) is monotone graph on H2.
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Claim 2. Aε(η, ·) is maximal in H2.
Let us take η ∈ H1(Ω) and w = [ξ, ξΓ] ∈ H. In the light of Claim 1 and Minty’s
theorem, it is sufficient to show H ⊂ (Aε(η, ·) + IH)H. Here, with Key-Lemma 5.2 in
mind, we can apply Minty’s theorem, and we can configure a class of functions {vδ =
[θδ, θδΓ] | 0 < δ ≤ 1} ⊂ Vε, by setting:
vδ := (Aδε(η) + IH)−1w in H, for any 0 < δ ≤ 1,
i.e.:
w − vδ = ∂vΦδε(η, vδ) in H, for any 0 < δ ≤ 1. (5.3.24)
Also, we can see that:∫
Ω
(α(η)∇fδ(∇θδ) + κ2∇θδ) · ∇ψ dx+
∫
Γ
∇Γ(εθδΓ) · ∇Γ(εψΓ) dΓ
=
∫
Ω
(ξ − θδ)ψ dx+
∫
Γ
(ξΓ − θδΓ)ψΓ dΓ, for all [ψ, ψΓ] ∈ Vε and 0 < δ ≤ 1. (5.3.25)
In the variational form (5.3.25), let us put [ψ, ψΓ] = [θ
δ, θδΓ] ∈ Vε. Then, by using (A3)
and Young’s inequality, we deduce that:
1
2
|vδ|2H + κ2|∇θδ|2L2(Ω)N + |∇Γ(εθδΓ)|2L2(Γ)N ≤
1
2
|w|2H + δ
∫
Ω
α(η) dx
≤ 1
2
|w|2H + (LN(Ω)
1
2 |η|L2(Ω) + δαLN(Ω)), for any 0 < δ ≤ 1. (5.3.26)
(5.3.26) implies that {vδ | 0 < δ ≤ 1} is bounded in Vε, and is compact in H. Also, as is
easily checked,
|∇fδ(∇θδ)| =
∣∣∣∣∣ ∇θδ√δ2 + |∇θδ|2
∣∣∣∣∣ ≤ 1, a.e. in Ω, for any 0 < δ ≤ 1. (5.3.27)
Therefore, by (A3) and the estimates (5.3.26) and (5.3.27), we can find a sequence
{δn}∞n=1 ⊂ (0, 1], a pair of functions v = [θ, θΓ] ∈ Vε, and a function ν∗θ ∈ L∞(Ω)N ,
such that δn ↓ 0 as n→∞,
vn = [θn, θΓ,n] := v
δn = [θδn , θδnΓ ]→ v = [θ, θΓ] in H,
and weakly in Vε, as n→∞,
(5.3.28)
and
∇fδn(∇θn)→ ν∗θ weakly-∗ in L∞(Ω)N , as n→∞. (5.3.29)
Now, with (5.3.28) and (5.3.29) in mind, let us take any function ψ0 ∈ H10 (Ω) and take
[ψ0, 0] as the pair of test functions [ψ, ψΓ] in (5.3.25). Then, putting δ = δn with n ∈ N,
and letting n→∞ in (5.3.25) yields that:∫
Ω
(α(η)ν∗θ + κ
2∇θ) · ∇ψ0 dx = (ξ − θ, ψ0)L2(Ω).
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It implies that:
− div(α(η)ν∗θ + κ2∇θ) = ξ − θ ∈ L2(Ω) in D′(Ω). (5.3.30)
As well as, putting δ = δn, letting n → ∞ in (5.3.25), and applying Remark 2.2 (Fact
3)–(Fact 5), and (5.3.28)–(5.3.30), we infer that:
(ξΓ − θΓ, ψΓ)L2(Γ) =
∫
Ω
(α(η)ν∗θ + κ
2∇θ) · ∇ψ dx− (ξ − θ, ψ)L2(Ω)
+
∫
Γ
∇Γ(εθΓ) · ∇Γ(εψΓ) dΓ
=
〈[
(α(η)ν∗θ + κ
2∇θ)|Γ · nΓ
]
, ψ|Γ
〉
H
1
2 (Γ)
+
〈
−∆Γ(εθΓ), εψΓ
〉
H1(Γ)
, for any [ψ, ψΓ] ∈ Vε.
It is seen that:
−∆Γ(ε2θΓ) +
[
(α(η)ν∗θ + κ
2∇θ)|Γ · nΓ
]
= ξΓ − θΓ ∈ L2(Γ) in H−1(Γ). (5.3.31)
Finally, by Key-Lemma 5.4, (5.3.24) and (5.3.28), we can apply Remark 2.9 (Fact 7)
to see that:
w − v ∈ ∂vΦε(η, v) in H,
and
Φδnε (η, vn)→ Φε(η, v), as n→∞. (5.3.32)
Also, taking into account (5.3.1), (5.3.28), and lower semi-continuities of the norms | ·
|L2(Ω)N , | · |L2(Γ)N , and the convex function:
νθ ∈ L2(Ω)N 7→
∫
Ω
α(η)|νθ| dx ∈ [0,∞),
we can see that: 
lim
n→∞
∫
Ω
α(η)fδn(∇θn) dx ≥
∫
Ω
α(η)|∇θ| dx,
lim
n→∞
(
κ2
2
∫
Ω
|∇θn|2 dx
)
≥ κ
2
2
∫
Ω
|∇θ|2 dx,
lim
n→∞
(
1
2
∫
Γ
|∇Γ(εθΓ,n)|2 dΓ
)
≥ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ.
(5.3.33)
From (5.3.32) and (5.3.33), it follows that:
κ2
2
∫
Ω
|∇θ|2 dx ≤ κ
2
2
lim
n→∞
∫
Ω
|∇θn|2 dx ≤ κ
2
2
lim
n→∞
∫
Ω
|∇θn| dx
≤ lim
n→∞
Φδnε (η, vn)−
1
2
∫
Ω
|∇η|2 dx− 1
2κ2
∫
Ω
(α(η))2 dx
− lim
n→∞
∫
Ω
α(η)fδn(∇θn) dx−
1
2
lim
n→∞
∫
Γ
|∇Γ(εθΓ,n)|2 dΓ
≤ Φε(η, v)− 1
2
∫
Ω
|∇η|2 dx− 1
2κ2
∫
Ω
(α(η))2 dx
−
∫
Ω
α(η)|∇θ| dx− 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ = κ
2
2
∫
Ω
|∇θ|2 dx. (5.3.34)
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Having in mind (Fact 0), (5.3.28), (5.3.34), and the uniform convexity of L2-based topolo-
gies, we deduced that:
θn → θ in H1(Ω) (∇θn → ∇θ in L2(Ω)N), as n→∞. (5.3.35)
In view of Remark 2.5, Remark 2.9 (Fact 7), (5.3.29), (5.3.35), and [11, Proposition
2.16], it is inferred that:
ν∗θ ∈ Sgn(∇θ), a.e. in Ω. (5.3.36)
As a consequence of (5.3.30), (5.3.31), (5.3.36), we verify Claim 2.
Now, by using Claims 1, 2, and the maximality of Aε(η, ·) in H2, we can show the
coincidence (5.3.23), and we conclude this Key-Lemma 5.5.
5.4 Time-discretization
In this Chapter, the solution to (KWC)ε is to be obtained by means of the time-discretization
methods. In view of this, we fix the constants ε ≥ 0 and 0 < δ ≤ 1, and assume (A0)–
(A5). On this basis, we denote by 0 < τ ≤ 1 the constant of time-step-size, and consider
the following time-discretization scheme, denoted by (AP)δτ .
(AP)δτ : A0(u
δ
τ,i−1)
uδτ,i − uδτ,i−1
τ
+∂Φδε(u
δ
τ,i)+G(uδτ,i) = 0 in H , for i = 1, 2, 3, · · · , (5.4.1)
with the initial condition:
ηδτ,0 = η0 in L
2(Ω), and vδτ,0 = [θ
δ
τ,0, θ
δ
Γ,τ,0] = v0 = [θ0, θΓ,0] in H. (5.4.2)
Definition 5.2 (Solution to (AP)δτ ). A sequence of {uδτ,i}∞i=0 = {[ηδτ,i, θδτ,i, θδΓ,τ,i]}∞i=0 ⊂H
is called a solution to (AP)δτ , iff. {uδτ,i}∞i=0 ⊂ Vε, and {uδτ,i}∞i=0 fulfills (5.4.1) and (5.4.2).
Now, the the objective of this Section is to prove the following Theorem.
Theorem 5.1 (Solvability and energy estimate for (AP)δτ ). There exists a small positive
constant 0 < τ ∗ < 1, such that for any 0 < τ < τ ∗, the time-discretization scheme (AP)δτ
admits a unique solution {uδτ,i}∞i=0 = {[ηδτ,i, θδτ,i, θδΓ,τ,i]}∞i=0 ⊂ Vε, such that:
0 ≤ ηδτ,i ≤ 1, m0 ≤ θδτ,i ≤M0 a.e. in Ω, m0 ≤ θδΓ,τ,i ≤M0, a.e. on Γ, (5.4.3)
and
1
2τ
∣∣A0(uδτ,i−1) 12 (uδτ,i − uδτ,i−1)∣∣2H +F δε (uδτ,i) ≤ F δε (uδτ,i−1), for i = 1, 2, 3 . . . , (5.4.4)
where F δε is a relaxed free-energy defined as:
u = [η, θ, θΓ] ∈ Vε 7→ F δε (u) = F δε (η, θ, θΓ) := Φδε(u) +
∫
Ω
Gˆ(η) dx
=
1
2
∫
Ω
|∇η|2 dx+
∫
Ω
gˆ(η) dx
+
∫
Ω
α(η)fδ(∇θ) dx+ κ
2
2
∫
Ω
|∇θ|2 dx+ 1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ ∈ [0,∞). (5.4.5)
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Remark 5.6. As is shown in Key-Lemma 5.3, the subdifferential ∂Φδε coincides with
∂ηΦε × ∂vΦδε in H 2, so that the equality as in (5.4.1) is valid. Additionally, the scheme
(AP)δτ can be reformulated to the following system:
1
τ
(ηδτ,i − ηδτ,i−1)−∆Nηδτ,i + g(ηδτ,i) + α′(ηδτ,i)fδ(∇θδτ,i) = 0 in L2(Ω),
A˜0(η
δ
τ,i−1)
vδτ,i − vδτ,i−1
τ
+ ∂vΦ
δ
ε(η
δ
τ,i, v
δ
τ,i) = 0 in H,
with the initial condition (5.4.2).
For the proof of Theorem 5.1, we prepare some Lemmas.
Lemma 5.1. Let us assume that ζk ∈ D(∆N), ζ0,k ∈ H1(Ω), k = 1, 2, θ ∈ H1(Ω), and
1
τ
(ζ1 − ζ0,1)−∆Nζ1 + g(ζ1) + α′(ζ1)fδ(∇θ) ≤ 0, a.e. in Ω, (5.4.6)
1
τ
(ζ2 − ζ0,2)−∆Nζ2 + g(ζ2) + α′(ζ2)fδ(∇θ) ≥ 0, a.e in Ω. (5.4.7)
Then, there exists a small positive constant τ0 ∈ (0, 1) such that:
|[ζ1 − ζ2]+|2H1(Ω) ≤
1
τ
|[ζ0,1 − ζ0,2]+|2L2(Ω), for any τ ∈ (0, τ0). (5.4.8)
Proof. Let us take the difference between (5.4.6) and (5.4.7), and multiply the both sides
by [ζ1 − ζ2]+. Then, by (A1), (A3), Green’s formula, and Young’s inequality, we can
observe that:
1
τ
|[ζ1 − ζ2]+|2L2(Ω) + |∇[ζ1 − ζ2]+|2L2(Ω)N
=
1
τ
(ζ0,1 − ζ0,2, [ζ1 − ζ2]+)L2(Ω) − (g(ζ1)− g(ζ2), [ζ1 − ζ2]+)L2(Ω)
−
∫
Ω
(α′(ζ1)− α′(ζ2))[ζ1 − ζ2]+fδ(∇θ) dx
≤
(
1
2τ
+ |g′|L∞(R)
)
|[ζ1 − ζ2]+|2L2(Ω) +
1
2τ
|[ζ0,1 − ζ0,2]+|2L2(Ω). (5.4.9)
Here, putting
τ0 :=
1
1 + 2|g′|L∞(R) ∈ (0, 1),
the inequality (5.4.8) is obtained as a consequence of (5.4.9).
Lemma 5.2. Let us fix η ∈ H1(Ω), w0,k = [ξ0,k, ξΓ,0,k] ∈ Vε, k = 1, 2, and assume that:
z = [η, wk] = [η, ξk, ξΓ,k] ∈ D(∂wΦδε) with wk = [ξk, ξΓ,k] ∈ Vε,
and w∗k = [ξ
∗
k, ξ
∗
Γ,k] ∈ ∂wΦδε(η, wk) = ∂wΦε(η, ξk, ξΓ,k) in H, k = 1, 2,
A˜0(η)(w1 − w0,1) + w∗1 ≤ 0
(
=
[
0
0
])
in H, (5.4.10)
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and
A˜0(η)(w2 − w0,2) + w∗2 ≥ 0
(
=
[
0
0
])
in H. (5.4.11)
Then, it holds that: ∣∣A˜0(η)[w1 − w2]+∣∣2H ≤ ∣∣A˜0(η)[w0,1 − w0,2]+∣∣2H .
Proof. This lemma is concluded by taking the difference between (5.4.10) and (5.4.11), by
multiplying the both sides by [w1 − w2]+, and by applying an inequality of the so-called
T -monotonicity:
(w∗1 − w∗2, [w1 − w2]+)H ≥ 0,
which is verified as follows.
(w∗1 − w∗2, [w1 − w2]+)H = (w∗1, [w1 − w2]+)H + (w∗2,−[w1 − w2]+)H
= (w∗1, w1 − (w1 ∧ w2))H + (w∗2, w2 − (w1 ∨ w2))H
≥ Φδε(η, w1)− Φδε(η, w1 ∧ w2) + Φδε(η, w2)− Φδε(η, w1 ∨ w2)
= Φδε(η, w1) + Φ
δ
ε(η, w2)
− 1
2
∫
{ξ1≤ξ2}
(
κfδ(∇ξ1) + 1
κ
α(η)
)2
dx− 1
2
∫
{ξΓ,1≤ξΓ,2}
|∇Γ(εξΓ,1)|2 dΓ
− 1
2
∫
{ξ1>ξ2}
(
κfδ(∇ξ2) + 1
κ
α(η)
)2
dx− 1
2
∫
{ξΓ,1>ξΓ,2}
|∇Γ(εξΓ,2)|2 dΓ
− 1
2
∫
{ξ1≤ξ2}
(
κfδ(∇ξ2) + 1
κ
α(η)
)2
dx− 1
2
∫
{ξΓ,1≤ξΓ,2}
|∇Γ(εξΓ,2)|2 dΓ
− 1
2
∫
{ξ1>ξ2}
(
κfδ(∇ξ1) + 1
κ
α(η)
)2
dx− 1
2
∫
{ξΓ,1>ξΓ,2}
|∇Γ(εξΓ,1)|2 dΓ
= (Φδε(η, w1) + Φ
δ
ε(η, w2))− (Φδε(η, w1) + Φδε(η, w2)) = 0.
Lemma 5.3. Let us fix any u˜0 = [η˜0, θ˜0, θ˜Γ,0] ∈ H , and consider the following auxiliary
equation:
1
τ
A0(u˜0)(u− u˜0) + ∂Φδε(u) + G(u) = 0 in H . (5.4.12)
Then, there exists a small positive constant τ1 ∈ (0, 1] such that under τ ∈ (0, τ1], the
equation (5.4.12) admits a unique solution u = [η, θ, θΓ] ∈ Vε, and
1
2τ
∣∣A0(u˜0) 12 (u− u˜0)∣∣2H +F δε (u) ≤ F δε (u˜0). (5.4.13)
Proof. First, for the proof of existence, let us define a functional F˜ δε : H → (−∞,∞],
by letting:
u = [η, θ, θΓ] ∈H 7→ F˜ δε (u) = F˜ δε (η, θ, θΓ)
:=
1
2τ
∣∣A0(u˜0) 12 (u− u˜0)∣∣2H + Φδε(u) + ∫
Ω
Gˆ(η) dx,
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and let us set:
τ˜0 :=
δακ
2
δακ2 + 4|α′|2L∞(R)
∈ (0, 1).
Then, in the light of (A2)–(A4), it is easily checked that F˜ δε is a proper and l.s.c. functional
on H , and
F˜ δε (u) ≥
(1 ∧ δα)
2
|u− u˜0|2H +
(1 ∧ κ2 ∧ ε2)
2
|∇u|L2(Ω)N×L2(Ω)N×L2(Γ)N
− 4
κ2
(|α′|2L∞(R)|η˜0|2L2(Ω) + δ2αLN(Ω)), whenever 0 < τ < τ˜0,
via the following computations:
Φδε(u) ≥
1
2
|∇η|2L2(Ω)N +
κ2
2
|∇θ|2L2(Ω)N +
1
2
|∇Γ(εθΓ)|2L2(Γ)N ,
and∫
Ω
Gˆ(η) dx ≥ − 1
κ2
∫
Ω
(α(η))2 dx = − 1
κ2
∫
Ω
2
(|α(η)− α(η˜0)|2 + |α(η˜0)|2) dx
≥ − 2
κ2
∫
Ω
(|α′|2L∞(R)|η − η˜0|2 + |α(η˜0)|2) dx
≥ −2|α
′|2L∞(R)
δακ2
∣∣A0(u˜0) 12 (u− u˜0)∣∣2H − 2κ2
∫
Ω
(2|α′|2L∞(R)|η˜0|2L2(Ω) + 2δ2α) dx
≥ − 4
κ2
(|α′|2L∞(R)|η˜0|2L2(Ω) + δ2αLN(Ω))
In addition, the equation (5.4.12) coincides with the stationary equation for F δε , and
hence, when τ ∈ (0, τ˜0], the solution to (5.4.12) is obtained, by means of the direct
method of calculation of variations (cf. [9, Theorem 3.2.1]).
Next, for the proof of uniqueness, we suppose that there are two solutions uk ∈ Vε,
k = 1, 2, to the equation (5.4.12). Besides, let us take the difference between equations
(5.4.12) corresponding to uk, k = 1, 2. Then, multiplying the both sides of the results by
u1 − u2, and using (A1) and (A3), we arrive at:
1
τ
(δα − τ |G′|L∞(R))|u1 − u2|2H
≤ 1
τ
∣∣A0(u˜0) 12 (u1 − u2)∣∣2H + (G(u1)− G(u2), u1 − u2)H = 0.
Hence, the uniqueness for (5.4.12) holds, under the following sufficient condition:
0 < τ ≤ τ˜1 := δα
2(1 + |G′|L∞(R)) .
Finally, to verify (5.4.13), let us multiply the both sides of (5.4.12) by u− u0. Then, by
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(5.2.2), we observe that:
1
τ
∣∣A0(u˜0) 12 (u− u˜0)∣∣2H + Φδε(u)− Φδε(u˜0)
≤
∫
Ω
G(η)(η˜0 − η) dx
≤
∫
Ω
(
Gˆ(η˜0)− Gˆ(η) + |G
′|L∞(R)
2
|η˜0 − η|2
)
dx
≤
∫
Ω
Gˆ(η˜0) dx−
∫
Ω
Gˆ(η) dx+
|G′|L∞(R)
2δα
∣∣A0(u˜0) 12 (u− u˜0)∣∣2H . (5.4.14)
So, putting
τ˜2 :=
2δα
1 + |G′|L∞(R) ∈ (0, 1),
the inequality (5.4.13) is inferred from (5.4.14), under the sufficient condition 0 < τ < τ˜2.
Now, we conclude that τ1 := τ˜0 ∧ τ˜1 ∧ τ˜2 is the required constant to realize (5.4.12)
and (5.4.13).
Proof of Theorem 5.1. Let us set τ1, given in Lemma 5.3 as the required constant in this
theorem, and let us fix any time-step-size τ ∈ (0, τ∗). Then, since the value of constant τ∗ is
independent of the time-index i ∈ N∪ {0}, the solution {uδτ,i}∞i=0 = {[ηδτ,i, θδτ,i, θδΓ,τ,i]}δi=1 ⊂
Vε to the time-discretization scheme (AP)δτ is obtained by applying Lemma 5.3 to the
equation (5.4.1), inductively, and moreover, the energy inequality (5.4.4) is obtained as a
straightforward sequence of (5.4.13), for every i ∈ N.
Next, we verify (5.4.3). To this end, we fix any i ∈ N, and suppose that:
0 ≤ ηδτ,i−1 ≤ 1, m0 ≤ θδτ,i−1 ≤M0 a.e. in Ω, and
m0 ≤ θδΓ,τ,i−1 ≤M0, a.e. on Γ, for i = 1, 2, 3, · · · .
(5.4.15)
Also, let us invoke Remark 5.6, and confirm that:
1
τ
(ηδτ,i − ηδτ,i−1)−∆Nηδτ,i + g(ηδτ,i) + α′(ηδτ,i)fδ(∇θδτ,i) = 0 in L2(Ω),
and
1
τ
A˜0(η
δ
τ,i−1)
[
θδτ,i − θδτ,i−1
θδΓ,τ,i − θδΓ,τ,i−1
]
+ ∂vΦ
δ
ε(η
δ
τ,i, θ
δ
τ,i, θ
δ
Γ,τ,i) ∋ 0 in H.
Additionally, owing to (A1), (5.4.15), the constant functions 0(∈ D(∆N)) and 1(∈ D(∆N))
satisfy that:
1
τ
(0− ηδτ,i)−∆N0 + g(0) + α′(0)|∇θδτ,i| ≤ 0, a.e. in Ω,
and
1
τ
(1− ηδτ,i−1)−∆N1 + g(1) + α′(1)|∇θδτ,i| ≥ 0, a.e. in Ω,
and the pairs of constants [m0,m0](∈ H), [M0,M0](∈ H), and [0, 0](∈ H) satisfy that:{
[m0,m0] ∈ D(∂vΦδε),
[0, 0] ∈ ∂vΦδε(ηδτ,i,m0,m0) in H,
{
[M0,M0] ∈ D(∂vΦδε),
[0, 0] ∈ ∂vΦδε(ηδτ,i,M0,M0) in H,
85
1τ
A˜0(η
δ
τ,i−1)
[
m0 − θδτ,i−1
m0 − θδΓ,τ,i−1
](
+
[
0
0
])
≤
[
0
0
]
in H, (5.4.16)
and
1
τ
A˜0(η
δ
τ,i−1)
[
M0 − θδτ,i−1
M0 − θδΓ,τ,i−1
](
+
[
0
0
])
≥
[
0
0
]
in H. (5.4.17)
Now, applying Lemma 5.1 to the case when:{
ζ1 = 0, ζ0,1 = η
δ
τ,i−1,
ζ2 = η
δ
τ,i, ζ0,2 = η
δ
τ,i−1,
(
resp.
{
ζ1 = η
δ
τ,i, ζ0,1 = η
δ
τ,i−1,
ζ2 = 1, ζ0,2 = η
δ
τ,i−1,
)
,
it is deduced that:
|[−ηδτ,i]+|L2(Ω) ≤ 0 ( resp. |[ηδτ,i − 1]+|L2(Ω) ≤ 0),
i.e. 0 ≤ ηδτ,i ≤ 1, a.e. in Ω, for i = 1, 2, 3, . . . .
(5.4.18)
As well as, having in mind (A4), (5.4.16) and (5.4.17), we can apply Lemma 5.2 to the
case when: 
w1 =
[
m0
m0
]
, w0,1 =
[
θδτ,i−1
θδΓ,τ,i−1
]
,
w2 =
[
θδτ,i
θδΓ,τ,i
]
, w0,2 =
[
θδτ,i−1
θδΓ,τ,i−1
]
,
 resp.

w1 =
[
θδτ,i
θδΓ,τ,i
]
, w0,1 =
[
θδτ,i−1
θδΓ,τ,i−1
]
,
w2 =
[
M0
M0
]
, w0,2 =
[
θδτ,i−1
θδΓ,τ,i−1
]
,
 ,
one can see that:∣∣∣∣[ δα[m0 − θδτ,i]+[m0 − θδΓ,τ,i]+
]∣∣∣∣2
H
≤
∣∣∣∣A˜0(ηδτ,i) [ [m0 − θδτ,i]+[m0 − θδΓ,τ,i]+
]∣∣∣∣2
H
≤ 0,
(
resp.
∣∣∣∣[ δα[θδτ,i −M0]+[θδΓ,τ,i −M0]+
]∣∣∣∣2
H
≤
∣∣∣∣A˜0(ηδτ,i) [ [θδτ,i −M0]+[θδΓ,τ,i −M0]+
]∣∣∣∣2
H
≤ 0
)
,
i.e.:
m0 ≤ θδτ,i ≤M0, a.e. in Ω and m0 ≤ θδΓ,τ,i ≤M0, a.e on Γ, for i = 1, 2, 3, . . . . (5.4.19)
By (5.4.18) and (5.4.19), we verify (5.4.3), and conclude this theorem. 2
5.5 Proofs of Main Theorems
This section is devoted to the proof of Main Theorems.
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5.5.1 Proof of Main Theorem 5.1
Proof of Main Theorem 5.1. First, we prove the item (A). Let us fix any u0 = [η0, θ0, θΓ,0] ∈
D0,ε. Let 0 < τ∗ < 1 be the constant given in Theorem 5.1, and for every 0 < δ ≤ 1
and 0 < τ < τ∗, let uδτ,i = [η
δ
τ,i, θ
δ
τ,i, θ
δ
Γ,τ,i] be the solution to (AP)
δ
τ , subject to the initial
condition (5.4.2).
Besides, we let:
ti := iτ, for i = 0, 1, 2, . . . ,
and we define the following time-interpolations:
uδτ (t) = [η
δ
τ (t), θ
δ
τ (t), θ
δ
Γ,τ (t)] := u
δ
τ,i = [η
δ
τ,i, θ
δ
τ,i, θ
δ
Γ,τ,i], if ti−1 < t ≤ ti,
uδτ (t) = [η
δ
τ
(t), θδτ (t), θ
δ
Γ,τ (t)] := u
δ
τ,i−1 = [η
δ
τ,i−1, θ
δ
τ,i−1, θ
δ
Γ,τ,i−1], if ti−1 ≤ t < ti,
ûδτ (t) = [η̂
δ
τ (t), θ̂
δ
τ (t), θ̂
δ
Γ,τ (t)] :=
t− ti−1
τ
uδτ (t) +
ti − t
τ
uδτ (t), if ti−1 ≤ t < ti,
with some i ∈ N, for all t ≥ 0.
Then, from (5.4.3) in Theorem 5.1, we can see that:
0 ≤ ηδτ ≤ 1, 0 ≤ ηδτ ≤ 1, and 0 ≤ η̂δτ ≤ 1, a.e. in Q,
m0 ≤ θδτ ≤M0, m0 ≤ θδτ ≤M0, and m0 ≤ θ̂δτ ≤M0, a.e. in Q,
m0 ≤ θδΓ,τ ≤M0, m0 ≤ θδΓ,τ ≤M0, and m0 ≤ θ̂δΓ,τ ≤M0, a.e. on Σ.
(5.5.1)
Also, putting nt := min{n˜ ∈ N | n˜τ ≥ t}, for t ∈ [0, T ], we infer from (5.4.4) that:
1
2
∫ t
0
|∂tη̂δτ (σ)|2L2(Ω) dσ +
1
2
∫ t
0
∣∣√α0(ηδτ (σ))∂tθ̂δτ (σ)∣∣2L2(Ω) dσ
+
1
2
∫ t
0
|∂tθ̂δΓ,τ (σ)|2L2(Γ) dσ +F δε (ηδτ (t), θ
δ
τ (t), θ
δ
Γ,τ (t))
≤ 1
2τ
nt∑
i=1
∣∣A0(uδτ,i−1) 12 (uδτ,i − uδτ,i−1)∣∣2H +F δε (uδτ,nt)
≤ F δε (u0), for all t ∈ [0, T ], (5.5.2)
and therefore
1
2
∫ T
0
∣∣A0(uδτ ) 12∂tû(t)∣∣2H dt+ sup
t∈[0,T ]
F δε (u
δ
τ (t))
≤ 2 sup
0≤δ≤1
F δε (u0) ≤ 2Fε(u0) + 2δ|α|C([0,1])LN(Ω). (5.5.3)
As is checked from (5.5.2) and (5.5.3):
• {uδτ | 0 < δ ≤ 1, 0 < τ < τ∗} is bounded in L∞(0, T ;Vε),
• {uδτ | 0 < δ ≤ 1, 0 < τ < τ∗} is bounded in L∞(0, T ;Vε),
• {ûδτ | 0 < δ ≤ 1, 0 < τ < τ∗} is bounded inW 1,2(0, T ;H ) and in L∞(0, T ;Vε).
(5.5.4)
By virtue of (5.5.1)–(5.5.4), we can apply the theories of compactness of Aubin’s type
[74, Corollary 4], Arzera´–Ascoli [79, Theorem 1.3.1], and Alaoglu–Bourbaki–Kakutani [79,
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Theorem 1.2.5], and can find sequences {δn}∞n=1 ⊂ (0, 1), {τn}∞n=1 ⊂ (0, τ∗), and a triplet
u = [η, θ, θΓ] ∈ L2(0, T ;H ) of functions, such that δn → 0, τn → 0, as n→∞,
u = [η, θ, θΓ] ∈ W 1,2(0, T ;H ) ∩ L∞(0, T ;Vε),
0 ≤ η ≤ 1, m0 ≤ θ ≤M0, a.e. in Q, and m0 ≤ θΓ ≤M0, a.e. on Σ,
ûn = [η̂n, θ̂n, θ̂Γ,n] := û
δn
τn = [η̂
δn
τn , θ̂
δn
τn , θ̂
δn
Γ,τn
]→ u = [η, θ, θΓ] in C([0, T ];H ),
weakly in W 1,2(0, T ;H ), and weakly-∗ in L∞(0, T ;Vε), as n→∞,
(5.5.5)
u(0) = un(0) = u0 in H , for n = 1, 2, 3, . . . , (5.5.6)
and therefore
un = [ηn, θn, θΓ,n] := u
δn
τn = [η
δn
τn , θ
δn
τn , θ
δn
Γ,τn ]→ u = [η, θ, θΓ]
in L∞(0, T ;H ), and weakly-∗ in L∞(0, T ;Vε), as n→∞, (5.5.7)
un = [ηn, θn, θΓ,n] := u
δn
τn = [η
δn
τn
, θδnτn , θ
δn
Γ,τn
]→ u = [η, θ, θΓ]
in L∞(0, T ;H ), and weakly-∗ in L∞(0, T ;Vε), as n→∞.
Here, from (5.5.1) and (5.5.7), it follows that:
ηn → η weakly-∗ in L∞(Q), and in the pointwise sense, a.e. in Q,
θn → θ weakly-∗ in L∞(Q), and in the pointwise sense, a.e. in Q,
θΓ,n → θΓ weakly-∗ in L∞(Σ), and in the pointwise sense, a.e. on Σ,
(5.5.8)
by taking a subsequence if necessary. Invoking (A2), (5.5.5), (5.5.7), and (5.5.8), we can
apply the dominated convergence theorem (cf. [60, Theorem 10]), and can obtain the
following convergences:
A0(un)∂tûn = [∂tη̂n, α0(ηn)∂tθ̂n, ∂tθ̂Γ,n]→ A0(u)∂tu = [∂tη, α0(η)∂tθ, ∂tθΓ]
weakly in L2(0, T ;H ),
G(un)→ G(u) in L2(0, T ;H ), as n→∞.
(5.5.9)
Furthermore, having in mind (5.4.1), (5.5.7), (5.5.9), Key-Lemma 5.4, and proposition
??, we can see that:
− A0(u)∂tû− G(u) ∈ ∂ΦˆTε (u) in L2(0, T ;H ), for any ε ≥ 0, (5.5.10)
and
ΦˆT,nε → ΦˆTε on L2(0, T ;H ), in the sense of Mosco, as n→∞. (5.5.11)
By (5.5.6), (5.5.10), and [11, Proposition 2.16], we can observe that u = [η, θ, θΓ] is a
solution to the Cauchy problem (5.2.3).
Next, we consider the constant case of α0 to verify the uniqueness. In this case, the
operator A0 = A0(u) becomes just a positive diagonal matrix A0, i.e.:
A0 :=
 1 0 00 α0 0
0 0 1
 ∈ R3×3,
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and referring to [25, Proposition 5.9 in Chapter 1], the Cauchy problem (5.2.3) can be
reduced to:{
u′(t)+∂(Φε◦(A0)−1)(u(t))+(A0)−1G(u(t)) ∋ 0 inH , a.e. t ∈ (0, T ),
u(0) = u0 in H .
Since (A0)
−1G : H → H is a Lipschitz operator, we can apply the general theory of
nonlinear evolution equation [11, Proposition 3.12], and can obtain the uniqueness of the
solution.
Finally, the item (B) is verified as a straightforward consequence of Remarks 2.6 and
5.3, Key-Lemmas 5.1 and 5.5.
Thus, we can conclude Main Theorem 5.1. 2
5.5.2 Proof of Main Theorem 5.2
Proof of Main Theorem 5.2. First, we show the item (C). Then, under (5.1.5), (5.3.1),
(5.4.5), and (A4), we can observe from (5.5.2) and (5.5.3) that:
1
2
|∂tηε|2L2(0,T ;L2(Ω)) +
δα
2
|∂tθε|2L2(0,T ;L2(Ω)) +
1
2
|∂tθΓ,ε|2L2(0,T ;L2(Γ))
+
1
2
|∇ηε|2L2(0,T ;L2(Ω)N ) +
κ2
2
|∇θε|2L2(0,T ;L2(Ω)N ) +
1
2
|∇Γ(εθΓ,ε)|2L2(0,T ;L2(Γ)N )
≤ lim
δ↓0
(
1
2
∣∣A0(uδε) 12∂tuδε∣∣2L2(0,T ;H ))+ lim
δ↓0
F δε (u
δ
ε)
≤ lim
δ↓0
(
1
2
∣∣A0(uδε) 12∂tuδε∣∣2L2(0,T ;H ) +F δε (uδε))
≤ lim
δ↓0
F δε (u0,ε) = Fε(u0,ε), for any ε ≥ 0. (5.5.12)
Besides, let us set Jn := [
ε0
n+1
, 1
n
+ ε0], for n = 1, 2, 3, . . . . Then, by (5.1.5), (5.2.4), (A3),
and (S0) in Definition 5.1, we have:
0 ≤ Fε(u0,ε) = 1
2
∫
Ω
|∇η0,ε|2 dx+
∫
Ω
gˆ(η0,ε) dx
+
∫
Ω
(
α(η0,ε)|∇θ0,ε|+ κ
2
2
|∇θ0,ε|2
)
dx+
1
2
∫
Γ
|∇Γ(εθΓ)|2 dΓ
≤ 1
2
|η0,ε|2H1(Ω) +
κ2
2
|θ0,ε|2H1(Ω) +
1
2
|εθΓ,0,ε|2H1(Γ)
+ |gˆ(η0,ε)|L1(Ω) + |α(η0,ε)|L∞(Ω)|∇θ0,ε|L1(Ω)N
≤ (1 + κ2)(|η0,ε|2H1(Ω) + |θ0,ε|2H1(Ω) + |εθΓ,0,ε|2H1(Γ))
+ |gˆ|L∞(0,1)LN(Ω) + 1
2
|θ0,ε|2H1(Ω) +
1
2
|α|2C([0,1])LN(Ω)
≤ 2(1 + κ2) sup
ε∈J1
∣∣[η0,ε, θ0,ε, εθΓ,0,ε]∣∣2H1(Ω)2×H1(Γ) + (1 + |α|C([0,1]) + |gˆ|L∞(0,1))2LN(Ω)
=: R0 <∞, for all ε ∈ J1 = [ ε02 , 1 + ε0]. (5.5.13)
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On account of (5.5.12), (5.5.13), and Remark 5.5, we can see that:
{uε}ε∈J1 = {[ηε, θε, θΓ,ε]}ε∈J1 is bounded in W 1,2(0, T ;H ) ∩ L∞(0, T ;Vε0).
Therefore, applying general theories of compactness, e.g. Aubin’s type [74, Corollary 4],
Arzera´–Ascoli [79, Theorem 1.3.1], and Alaoglu–Bourbaki–Kakutani [79, Theorem 1.2.5],
we find a sequence {εn}∞n=1 ⊂ J1, and a limiting triplet u = [η, θ, θΓ] ∈ W 1,2(0, T ;H ) ∩
L∞(0, T ;Vε0), such that:
εn → ε0, as n→∞, (5.5.14)
and the sequence {un}∞n=1 = {[ηn, θn, θΓ,n]}∞n=1 := {uεn}∞n=1 = {[ηεn , θεn , θΓ,εn ]}∞n=1 satisfies:
un = [ηn, θn, θΓ,n]→ u = [η, θ, θΓ] in C([0, T ];H ),
weakly in W 1,2(0, T ;H ), and weakly-∗ in L∞(0, T ;Vε0), as n→∞,
(5.5.15)
and in particular,
un(0) = [ηn(0), θn(0), θΓ,n(0)] = [η0,εn , θ0,εn , θΓ,0,εn ]→ [η0,ε0 , θ0,ε0 , θΓ,0,ε0 ]
= [η(0), θ(0), θΓ(0)] = u(0) in H , and weakly in Vε0 , as n→∞.
(5.5.16)
Thus, lim
ε→ε0
Sε(u0,ε) ⊃ {u} ̸= ∅.
Additionally, by (5.5.12) and (5.5.13), it is inferred that:
|uε|2W 1,2(0,T ;H ) + |[∇η,∇θ]|2L2(0,T ;(L2(Ω)N )2)
≤ |uε|2L2(0,T ;H ) + |∂tuε|2L2(0,T ;H ) + |[∇η,∇θ]|2L2(0,T ;(L2(Ω)N )2) + |∇Γ(εθΓ,ε)|2L2(0,T ;L2(Γ)N )
≤ 2T |u0,ε|2H + (1 + 2T )|∂tuε|2L2(0,T ;H )
+ |∇ηε|2L2(0,T ;L2(Ω)N ) + |∇θε|2L2(0,T ;L2(Ω)N ) + |∇(εθΓ,ε)|2L2(0,T ;L2(Γ)N )
≤ 2T |u0,ε|2Vε0 +
4(1 + T )
1 ∧ δα ∧ κ2Fε(u0,ε)
≤ 2T sup
ε∈J1
|u0,ε|2Vε0 +
4(1 + T 2)
1 ∧ δα ∧ κ2R0 =: R1 <∞,
|θΓ,ε|2
L2(0,T ;H
1
2 (Γ))
= |θε|Γ |2L2(0,T ;H 12 (Γ)) ≤ C
2
Γ|θε|2L2(0,T ;H1(Ω)) ≤ C2ΓR1 =: R2,
and
|uε|2W 1,2(0,T ;H ) + |uε|2L2(0,T ;H1(Ω)2×H 12 (Γ)) ≤ 2(R1 +R2) =: R3, for all ε ∈ J1,
where CΓ is the operator norm of the trace operator trΓ ∈ L(H1(Ω);H 12 (Γ)). Therefore,
it will be estimated that:
lim
ε→ε0
Sε(u0,ε) =
⋂
n∈N
⋃
ε∈Jn
Sε(u0,ε)
H
⊂
⋃
ε∈J
Sε(u0,ε)
H
⊂
 u˜ ∈ L2(0, T ;H ) u˜ ∈ W
1,2(0, T ;H )∩L2(0, T ;H1(Ω)2×H 12 (Γ)),
and |u˜|2W 1,2(0,T ;H ) + |u˜|2L2(0,T ;H1(Ω)2×H 12 (Γ)) ≤ R3
 . (5.5.17)
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The compactness of lim
ε→ε0
Sε(u0,ε) is verified as a consequence of (5.5.17) and the compact-
ness theory of Aubin’s type [74, Corollary 4].
Next, we show the item (D). Let us take any u = [η, θ, θΓ] ∈ lim
ε→ε0
Sε(u0,ε) to show
u ∈ Sε0(u0,ε). Then, in the light of (5.5.12) and (5.5.13), we may suppose the existence
of sequences {εn} ⊂ J1, and {un = [ηn, θn, θΓ,n] ∈ Sε0(u0,εn)}∞n=1, satisfying (5.5.14)–
(5.5.16). Meanwhile, by Definition 5.1 (S0), we have:
0 ≤ ηn ≤ 1, m0 ≤ θn ≤M0, a.e. in Q, and m0 ≤ θΓ,n(t, y) ≤M0, a.e. on Σ,
for n = 1, 2, 3, . . . ,
(5.5.18)
and by (5.5.15) and (5.5.18), we can derive:
0 ≤ η ≤ 1, m0 ≤ θ ≤M0, a.e. in Q, and m0 ≤ θΓ ≤M0, a.e. on Σ, (5.5.19)
and 
ηn → η weakly-∗ in L∞(Q), and in the pointwise sense, a.e. in Q,
θn → θ weakly-∗ in L∞(Q), and in the pointwise sense, a.e. in Q,
θΓ,n → θΓ weakly-∗ in L∞(Σ), and in the pointwise sense, a.e. on Σ,
(5.5.20)
for some subsequence (not relabeled). (5.5.15), (5.5.20), and the dominated convergence
theorem (cf. [60, Theorem 10]) allow us to infer that:
A0(un)∂tun = [∂tηn, α0(ηn)∂tθn, ∂tθΓ,n]→ A0(u)∂tu = [∂tη, α0(η)∂tθ, ∂tθΓ]
weakly in L2(0, T ;H ),
G(un)→ G(u) in L2(0, T ;H ), as n→∞.
(5.5.21)
Furthermore, from Key-Lemma 5.4 and proposition ??, it follows that:
ΦˆTεn → ΦˆTε0 on L2(0, T ;H ), in the sense of Mosco, as n→∞. (5.5.22)
Taking into account (5.5.15), (5.5.21), (5.5.22), and Remark 2.9 (Fact 7), it is inferred
that:
[−A0(u)∂tu− G(u), u] ∈ ∂ΦˆTε0 in L2(0, T ;H )2, (5.5.23)
and moreover, applying [11, Proposition 2.16] to (5.5.23), and invoking (5.5.16) and
(5.5.19), it is deduced that u = [η, θ, θΓ] ∈ Sε0(u0,ε0).
Thus, the item (D) is verified, and the proof of Main Theorem 5.2 is complete. 2
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