Convergence rate of spherical harmonic expansions of smooth functions  by Dai, Feng & Wang, Kunyang
J. Math. Anal. Appl. 348 (2008) 28–33Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Convergence rate of spherical harmonic expansions of smooth functions✩
Feng Dai a, Kunyang Wang b,∗
a Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta T6G 2G1, Canada
b School of Mathematical Sciences, Beijing Normal University, Beijing 100875, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 30 November 2007
Available online 5 July 2008
Submitted by Goong Chen
Keywords:
Almost everywhere convergence
Spherical harmonics
Cesàro means
ϕ-Derivatives
We extend a well-known result of Bonami and Clerc on the almost everywhere (a.e.)
convergence of Cesàro means of spherical harmonic expansions. For smooth functions
measured in terms of ϕ-derivatives on the unit sphere, we obtained the sharp a.e.
convergence rate of Cesàro means of their spherical harmonic expansions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Sd−1 = {x ∈ Rd: |x| = 1} be the unit sphere in d-dimensional Euclidean space Rd equipped with the usual Lebesgue
measure dσ(x), and let Lp(Sd−1), 0 < p < ∞, denote the Lebesgue space on Sd−1 endowed with the quasi-norm ‖ f ‖p =
(
∫
Sd−1 | f (x)|p dσ(x))
1
p . For an integrable f on Sd−1, we associate its expansion in spherical harmonics:
f ∼
∞∑
k=0
Yk( f ), (1.1)
where and throughout, Yk( f ) denotes the orthogonal projection of f onto the space of spherical harmonics of degree k.
Given a nonnegative function ϕ on [0,∞), we deﬁne the ϕ-derivative f (ϕ) of f ∈ L(Sd−1) in a distributional sense by
Yk
(
f (ϕ)
)= ϕ(k)Yk( f ), k = 0,1,2, . . . ,
and we denote by Lpϕ(Sd−1) (1 p < ∞) the space of all functions in Lp(Sd−1) whose ϕ-derivatives also belong to Lp(Sd−1).
For background information on ϕ-derivatives, we refer to [8] and [1].
Given δ > −1, the Cesàro (C, δ)-operators of the spherical harmonic expansion (1.1) are deﬁned by
σ δN( f ) =
1
AδN
N∑
k=0
AδN−kYk( f ), N = 0,1,2, . . . ,
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(k+δ
k
)
, k = 0,1,2, . . ., while the maximal (C, δ)-operator is deﬁned as
σ δ∗ ( f )(x) := sup
N
∣∣σ δN ( f )(x)∣∣, x ∈ Sd−1.
A well-known result of Bonami and Clerc [2] states that the maximal Cesàro (C, δ)-operator σ δ∗ is bounded on Lp(Sd−1)
whenever 1 < p  2 and δ > δp := (d − 2)( 1p − 12 ); while it is of weak type (1,1) if δ > δ1 := d−22 . As a matter of fact, we
have
lim
N→∞σ
δ
N ( f )(x) := f (x), for a.e. x ∈ Sd−1, (1.2)
whenever f ∈ Lp(Sd−1), 1 p  2 and δ > δp . In the case when δ = δ1 := d−22 , G. Brown and K.Y. Wang [3] proved that (1.2)
remains true if f ∈ L log2+ L(Sd−1). For more information on spherical harmonic analysis, we refer to [4,6,9,11].
Our main aim in this paper is to study the a.e. convergence rate of the Cesàro means of smooth functions on Sd−1.
Throughout the paper, the letter c denotes an inessential positive constant which may vary at each occurrence, and [·]
denotes the usual integer part function. We write A  B to mean that c−1A  B  cA for some constant c. Given two
sequences {an}∞n=1 and {bn}∞n=1 of real numbers, we write an = O (bn) for the statement |an| c|bn| and write an = o(bn) for
limn→∞ anbn = 0.
Our main result can be stated as follows.
Theorem 1. Assume that δ > 0,  is a positive integer, and ϕ ∈ C+1[0,∞) satisﬁes ϕ(0) = 0, limt→∞ ϕ(t) = ∞ and ϕ(t) > 0 for
t ∈ (0,∞). Then for f ∈ L1ϕ(Sd−1) and a.e. x ∈ Sd−1 , we have
∣∣ f (x) − σ δN ( f )(x)∣∣ c
[ ∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt
]
σα∗
(
f (ϕ)
)
(x),
where α = min{δ, }, μ(t) = 1ϕ(t) , and the constant c is independent of N, x and f .
Using the usual density argument, one can deduce the following:
Corollary 2. Assume that 1  p  2, δ > δp := (d − 2)( 1p − 12 ), and  is a positive integer greater than δp . Assume further that
ϕ ∈ C+1[0,∞) satisﬁes ϕ(0) = 0, limt→∞ ϕ(t) = ∞ and ϕ(t) > 0 for t ∈ (0,∞). Then for f ∈ Lpϕ(Sd−1), we have
∣∣ f (x) − σ δN ( f )(x)∣∣= o
( ∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt
)
+ O
(
1
N
)
, a.e. x ∈ Sd−1,
as N → ∞.
Our work here was motivated by [5,7,8,10]. The main diﬃculty in our proof comes from the case when δ is not an
integer and δ < , where the usual argument of summation by parts fails.
Here are a few interesting examples of ϕ for which Corollary 2 is applicable:
Example 1. Let ϕ(t) = t(t +d− 2). As is well known, the ϕ-derivative in this case coincides with the usual Laplace–Beltrami
operator 
Sd−1 on the sphere S
d−1, that is, for f ∈ C2(Sd−1), 
Sd−1 f = f (ϕ) . Note that in this case, μ(t) = 1t(t+d−2) and for
any positive integer ,
∫∞
1 |μ(+1)(t)| t
+1
t+N dt  N−1.
Example 2. Let ϕ(t) = tr with r > 0. In this case, μ(t) = t−r and for any positive integer ,
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt 
⎧⎨
⎩
N−r, if r ∈ (0,1),
N−1 logN, if r = 1,
N−1, if r > 1.
Example 3. Let ϕ(t) = logr(t + 1) with r > 0. Then μ(t) = log−r(1+ t) and for any positive integer ,
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt  log
−r N.
We remark that in the special case p = 2, Corollary 2 with ϕ(t) = logr(t + 1) with r > 0 was previously obtained in [5].
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∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt 
1
N
.
2. Proof of Theorem 1
For a sequence {ak} of complex numbers, we deﬁne 0ak = ak , ak = ak − ak+1 and  j+1 = ( j). We start with the
following simple lemma.
Lemma 2.1. Suppose j is a nonnegative integer, g ∈ L1(Sd−1), x ∈ Sd−1 and {ak}∞k=0 is a sequence of complex numbers satisfying
limk→∞ ak = 0. Then for any 0 β  j,∣∣∣∣∣
∞∑
k=0
akYk(g)(x)
∣∣∣∣∣
( ∞∑
k=0
∣∣ j+1ak∣∣A jk
)
σ
β∗ (g)(x),
where and throughout, it is agreed that the absolute value of a divergent series is ∞.
This lemma is probably well known, but for completeness, we sketch its proof as follows.
Proof. Without loss of generality, we may assume that
∑∞
k=0 | j+1ak|A jk < ∞. Since limk→∞ ak = 0, it follows that |iak|∑∞
u=k |i+1au |, which implies that for 0 i  j,
∑∞
k=0 |i+1ak|Aik  c
∑∞
k=0 | j+1ak|A jk < ∞. Thus, limk→∞ |i+1ak|Aik = 0
for 0  i  j, and the desired inequality follows by applying the Abel transformation j + 1 times and using the fact that
σ
α1∗ (g) σα2∗ (g) if α1  α2  0. 
Recall that μ(t) = 1ϕ(t) . We shall use the following simple lemma repeatedly.
Lemma 2.2.
(i) For k = 0,1, . . . ,
∣∣+1μ(k)∣∣
k++1∫
k
∣∣μ(+1)(t)∣∣dt. (2.1)
(ii) For 0 i   and k ∈ Z+ ,
∣∣iμ(k)∣∣ c ∞∑
j=k
∣∣+1μ( j)∣∣ j−i . (2.2)
Proof. Inequality (2.1) follows by applying a change of variable to the following well-known formula:
+1μ(k) =
∫
[0,1]+1
μ(+1)(k + t1 + · · · + t+1)dt1 · · ·dt+1,
while inequality (2.2) follows from the fact that
vμ(k) =
∞∑
j=k
v+1μ( j), v = 0,1,2 . . . .  (2.3)
Let η be a C∞-function on [0,∞) with the property that η(t) = 1 for 0 t  14 and η(t) = 0 for t  12 . Deﬁne
VN f =
∞∑
k=0
η
(
k
N
)
Yk( f ).
Without loss of generality, we may assume, for the rest of the proof, that f ∈ L1ϕ(Sd−1) with Y0( f ) = 0. Since
f − σ δN( f ) = [ f − VN f ] +
[
VN f − σ δN(VN f )
]+ [σ δN (VN f ) − σ δN ( f )],
Theorem 1 is a direct consequence of Lemmas 2.3–2.5 below and the fact that σα1∗ ( f (ϕ))(x)  σα2∗ ( f (ϕ))(x) whenever
0 α2  α1.
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∣∣ f (x) − VN f (x)∣∣ c
( ∞∫
N/8
∣∣μ(+1)(t)∣∣t dt
)
σ ∗
(
f (ϕ)
)
(x).
Proof. By deﬁnition, we may write
f − VN f =
∑
kN/4
(
1− η
(
k
N
))
μ(k)Yk
(
f (ϕ)
)
.
Thus, an application of Lemma 2.1 gives∣∣ f (x) − VN f (x)∣∣ M1(N)σ ∗ ( f (ϕ))(x),
where
M1(N) =
∑
k N4 −−1
∣∣∣∣+1
((
1− η
(
k
N
))
μ(k)
)∣∣∣∣Ak.
Since the derivative of η is supported in ( 14 ,
1
2 ), it is easily seen that
M1(N) c max
0 j
∑
k N4 −−1
k j
∣∣ j+1μ(k)∣∣+ c 1
N
N∑
k=[ N4 −−1]
∣∣μ(k)∣∣ c max
0 j
∑
kN/8
k j
∣∣ j+1μ(k)∣∣
 c
∑
kN/8
k
∣∣+1μ(k)∣∣ c
∞∫
N/8
∣∣μ(+1)(t)∣∣t dt,
where we have used the inequality |μ(k)|∑∞u=k |μ(u)| in the second step, (2.3) in the third step, and (2.1) in the last
step. This proves Lemma 2.3. 
Lemma 2.4. For a.e. x ∈ Sd−1 ,
∣∣VN f (x) − σ δN(VN f )(x)∣∣ cσ ∗ ( f (ϕ))(x)
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt.
Proof. Noticing that
VN f − σ δN (VN f ) =
∑
kN/2
(
1− A
δ
N−k
AδN
)
η
(
k
N
)
μ(k)Yk
(
f (ϕ)
)
,
we obtain from Lemma 2.1 that∣∣VN f (x) − σ δN(VN f )(x)∣∣ cM2(N)σ ∗ ( f (ϕ))(x),
where
M2(N) =
∑
1kN/2
∣∣∣∣+1
((
1− A
δ
N−k
AδN
)
η
(
k
N
)
μ(k)
)∣∣∣∣k.
To estimate M2(N), we observe that |1− A
δ
N−k
AδN
| c kN and that
1
AδN
∣∣ j(AδN−k)∣∣ cN− j, j = 0,1,2, . . . , 0 k 3N/4. (2.4)
Since η′ is supported in ( 14 ,
1
2 ), it is easily seen that
M2(N)
1
N
max
0i+1
N∑
k=1
∣∣iμ(k)∣∣ki  c 1
N
∞∑
j=1
∣∣+1μ( j)∣∣ j min{N, j} c
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt,
where we have used (2.2) in the second step, and (2.1) in the last step. 
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∣∣σ δN( f )(x) − σ δN (VN f )(x)∣∣ cσα∗ ( f (ϕ))(x)
∞∫
0
∣∣μ(+1)(t)∣∣ t+1
t + N dt,
where α = min{δ, }.
Proof. We write
σ δN( f ) − σ δN (VN f ) = μ(N)σ δN
(
f (ϕ)
)− μ(N)σ δN(VN( f (ϕ)))+ DN ( f ),
where
DN ( f ) =
∞∑
k=0
akYk
(
f (ϕ)
)
and
ak =
{
AδN−k
AδN
(1− η( kN ))[μ(k) − μ(N)], if 0 k N,
0, if k N + 1.
(2.5)
Since, by (2.2) and (2.1),
∣∣μ(N)∣∣ c ∞∑
j=N
∣∣+1μ( j)∣∣ j  c
∞∫
N
∣∣μ(+1)(t)∣∣t dt, (2.6)
it follows that
∣∣μ(N)σ δN( f (ϕ))∣∣ ∣∣μ(N)∣∣σ δ∗ ( f (ϕ)) cσα∗ ( f (ϕ))
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt.
Moreover, since η is supported in [0, 12 ], using (2.4), we have∣∣∣∣v
(
AδN−k
AδN
η
(
k
N
))∣∣∣∣ cN−v , v = 0,1, . . . , k = 0,1, . . . ,N,
therefore, an application of (2.6) and Lemma 2.1 gives
∣∣μ(N)σ δN(VN( f (ϕ)))∣∣= ∣∣μ(N)∣∣
∣∣∣∣∣
N∑
k=0
AδN−k
AδN
η
(
k
N
)
Yk
(
f (ϕ)
)∣∣∣∣∣ cσα∗ ( f (ϕ))
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt.
Thus, it remains to prove
∣∣DN ( f )∣∣ cσα∗ ( f (ϕ))
∞∫
1
∣∣μ(+1)(t)∣∣ t+1
t + N dt. (2.7)
Let 1 denote the smallest positive integer  α := min{δ, }. Then applying Lemma 2.1, and taking into account the fact
that ak = 0 for k N4 , we obtain∣∣DN ( f )∣∣ cM3(N)σ 1∗ ( f (ϕ)) cM3(N)σα∗ ( f (ϕ)),
where
M3(N) =
∑
N/4−1−1kN
∣∣1+1ak∣∣k1 . (2.8)
Since i(AδN−k) = Aδ−iN−k , it is easily seen that for N8  k N ,∣∣1+1ak∣∣ cN−δ max
0i1
(N − k + 1)δ−i∣∣1+1−iμ(k)∣∣+ cN−δ(N − k + 1)δ−1−1∣∣μ(k) − μ(N)∣∣. (2.9)
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∣∣μ(k) − μ(N)∣∣ N∑
j=k
∣∣μ( j)∣∣ c N∑
j=k
∞∑
v= j
∣∣+1μ(v)∣∣v−1
 c(N − k + 1)
∞∑
v=k
∣∣+1μ(v)∣∣v−1, (2.10)
where we have used (2.2) in the second step. Since 1 < δ + 1, it follows from (2.8)–(2.10) that
M3(N) cN1−δ max
0i1
∑
N
8kN
(N − k + 1)δ−i∣∣1+1−iμ(k)∣∣
+ cN1−δ
∑
N
8kN
(N − k + 1)δ−1
∞∑
v=k
∣∣+1μ(v)∣∣v−1
 c
∑
kN/8
∣∣+1μ(k)∣∣k  c
∞∫
N
8
∣∣μ(+1)(t)∣∣t dt,
where we have used (2.2) in the second step, and (2.1) in the last step. This implies the desired inequality (2.7). 
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