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iAbstract
The Fisher-KPP equation is a model for invasion processes and the Brusselator
is an autocatalytic model used in chemistry. Both of them belong to the reaction-
diffusion models family. The purpose of this project is to study the behaviour
and dynamics of their solutions. Having made a brief introduction into the weak
solutions class to understand the existence and uniqueness of solutions, we focus
on the phenomenon of traveling waves and its link with heteroclinic connections in
a vector field. The Lyapunov theory provides us with the necessary tools to reach
the existence of traveling waves in Fisher-KPP model. To complete the study we
analyze the presence of a Hopf bifurcation in the Brusselator model.
Resum
L’equacio´ de Fisher-KPP e´s un model per a processos d’invasio´ i el Brusselator
e´s un model autocatal´ıtic molt usat en la branca de la qu´ımica. Amdo´s pertanyen
a la famı´lia de models de reaccio´-difusio´. L’objectiu d’aquest treball e´s estudiar el
comportament i la dina`mica de les seves solucions. Havent fet una breu introduccio´
en la classe de les solucions febles per entendre l’existe`ncia i unicitat de solucions,
ens centrem en el feno`men de les ones viatgeres i la seva relacio´ amb les connexions
heterocl´ıniques en un camp vectorial. La teoria de Lyapunov ens proporciona les
eines necessa`ries per assolir l’existe`ncia d’ones viatgeres en el model de Fisher-KPP.
Per completar l’estudi analitzem la prese`ncia d’una bifurcacio´ de Hopf en el model
Brusselator.
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Objectius i motivacio´
L’objectiu principal d’aquest treball e´s fer un estudi de diverses dina`miques que
es poden observar en diferents models de reaccio´-difusio´ aplicats als a`mbits de la
biologia i la qu´ımica.
Personalment crec que una de les branques me´s atractives de les matema`tiques e´s
aquella que ens do´na la possibilitat de tractar els feno`mens que ens envolten, veure
com evolucionen i analitzar-los objectivament. Aquests estudis es fan a partir de
models matema`tics que il·lustren, en forma d’equacions, para`metres i variables, el
comportament d’un entorn o d’un proce´s concret. La modelitzacio´ e´s l’eina que ens
permet dissenyar aquests models mitjanc¸ant els quals es fan prediccions, s’alteren
processos per obtenir-ne un millor rendiment, es prenen decisions en el present en
funcio´ del que poden suposar en un futur, etc. En definitiva els models matema`tics
poden arribar a suposar una evolucio´ en el funcionament de la societat donat que
ens permeten entendre millor i fer me´s fa`cil allo` que ens envolta.
D’altra banda, des de petita, sempre he tingut un gran intere`s per la naturalesa
i les cie`ncies de la vida. Aix´ı doncs, vaig decidir enfocar el meu treball final de grau
cap al sector de les matema`tiques que me´s m’engresca aplicat a un a`mbit que em
motiva molt, el de la biologia.
En particular, la meva idea principal era fer un estudi d’algun model relacionat
amb les cie`ncies de la salut a partir de les eines adquirides en l’assignatura Equaci-
ons Diferencials. Aleshores vaig parlar amb el Dr. Alex Haro perque` em tutoritze´s
l’estudi.
Despre´s d’una recerca d’informacio´ i de diverses pluges d’idees, vaig decidir
centrar-me en un tipus concret de model: el model de reaccio´-difusio´. I, a continua-
cio´, en vaig triar dos me´s que so´n casos particulars d’aquest. Aix´ı doncs, em disposo
a estudiar la dina`mica d’aquests sistemes i les eines matema`tiques necessa`ries per
dur a terme aquesta tasca.
v

Introduccio´
Aquest treball constitueix un estudi del comportament de diferents sistemes de
reaccio´-difusio´ utilitzant eines d’ana`lisi matema`tica. Els models en que ens centra-
rem so´n el model d’invasio´ de Fisher-KPP i el model autocatal´ıtic Brusselator.
Una equacio´ de reaccio´-difusio´ e´s, en definitiva, una equacio´ diferencial, per tant,
per realitzar l’ana`lisi del comportament dels sistemes citats, farem servir eines que
es van veure en els cursos d’Equacions Diferencials i Models Matema`tics i Sistemes
Dina`mics. A me´s, introdu¨ırem nous conceptes i resultats me´s espec´ıfics i complexes.
En alguns models de reaccio´-difusio´ s’observa la prese`ncia d’un tipus concret de
solucions, les anomenades ones viatgeres. A partir de la teoria de Lyapunov demos-
trarem l’existe`ncia d’aquestes solucions en l’equacio´ de Fisher-KPP i veurem algunes
propietats d’aquest model.
Un comportament molt interessant i que cal tenir en compte en l’ana`lisi de molts
sistemes dina`mics e´s la prese`ncia de bifurcacions, alteracions en l’estabilitat del sis-
tema degut a canvis en el valor dels para`metres. En aquest cas s’estudiara` un tipus
de bifurcacio´ en particular: la bifurcacio´ de Hopf.
El treball s’estructura en sis parts diferents. En la primera es fa la presentacio´
general del model de reaccio´-difusio´ aix´ı com un seguiment del proce´s de derivacio´
d’aquest i de dos casos particulars del mateix: l’equacio´ de Fisher-KPP i el model
Brusselator. A continuacio´, es fa refere`ncia a les solucions febles que ens serviran
per enunciar el teorema d’existe`ncia i unicitat de solucions en models de reaccio´-
difusio´. Seguidament, en el cap´ıtol tercer, s’introdueixen els conceptes d’ona viatgera
i connexio´ heterocl´ınica amb la relacio´ entre ambdues. Per demostrar l’existe`ncia
d’aquests feno`mens en un model de reaccio´-difusio´ fem servir eines que s’expliquen
a partir de la teoria de Lyapunov. En el cap´ıtol quart es presenta un altre feno`men
que apareix en el comportament de molts sistemes dina`mics, la bifurcacio´ de Hopf.
Finalment, en els cap´ıtols cinque` i sise`, es fa un estudi de la dina`mica dels sistemes
de Fisher-KPP i Brusselator.
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Cap´ıtol 1
Models de reaccio´-difusio´
1.1 Sistemes de reaccio´-difusio´.
Els sistemes de reaccio´-difusio´ so´n models matema`tics que expliquen com la
concentracio´ d’una o me´s substa`ncies distribu¨ıdes en l’espai varien sota la influe`ncia
de dos processos:
1. Les reaccions qu´ımiques locals en les quals les substa`ncies es transformen.
2. La difusio´ que representa l’expansio´ d’una substa`ncia en l’espai.
Aquests sistemes modelen el moviment d’un conjunt d’individus en un medi. Es
tracta d’individus de l’ordre de part´ıcules ba`siques en la f´ısica, de bacteris, mole`cules
o ce`l·lules fins a animals, plantes, o esdeveniments com la propagacio´ d’epide`mies o
la difusio´ d’un rumor.
A nivell matema`tic, els sistemes de reaccio´-difusio´ prenen la forma d’una equacio´
en derivades parcials parabo`lica semi-lineal representada per l’expressio´:
∂u
∂t
= D∆u+ f(u), (1.1.1)
on u = u(t, x) e´s una variable que descriu la concentracio´ o densitat d’una
substa`ncia o poblacio´ en la posicio´ x ∈ Ω ⊂ Rn i el temps t, D e´s el coeficient de
difusio´ i f e´s una funcio´ real que fa refere`ncia a les reaccions locals.
A continuacio´ anem a desenvolupar el proce´s mitjanc¸ant el qual es deriva aquesta
equacio´ de reaccio´-difusio´. [1]
1.2 Derivacio´ del model.
Sigui Ω l’entorn en que te´ lloc el moviment de la poblacio´ (les part´ıcules o els
individus en qu¨estio´), suposem que Ω e´s un entorn obert de Rn, n ≥ 1. Sigui u(t, x)
la funcio´ de densitat de la poblacio´, on t e´s el temps i x ∈ Ω e´s la localitzacio´.
1
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En aquest context, Ω e´s l’ha`bitat de la poblacio´ i |.| e´s la mesura de Lebesgue. Po-
dem considerar u una funcio´ cont´ınua i diferenciable, ja que partim del supo`sit que
es tracta d’una poblacio´ amb un gran nombre d’individus i, en poblacions de grans
dimensions, te´ sentit suposar que es compleixen aquestes propietats.
Cal tenir en compte que, com me´s petita sigui l’escala de recol·leccio´ de les dades,
me´s ben definida estara` la funcio´ de densitat de la poblacio´.
Definicio´ 1.2.1. La poblacio´ total en qualsevol subregio´ Θ de Ω en el temps t e´s∫
Θ
u(t, x)dx.
Ens proposem descriure com varia la funcio´ u(t, x) a mesura que el temps evolu-
ciona i canvia la localitzacio´. Aquesta variacio´ te´ lloc quan les part´ıcules individuals
es mouen, quan apareixen nous individus o quan se’n moren degut a raons f´ısiques,
qu´ımiques o biolo`giques.
Normalment les part´ıcules es mouen seguint una mateixa tende`ncia que es ma-
nifesta en a`mbits molt diferents:
1. Les poblacions es mouen des d’a`rees amb alta densitat de poblacio´ a zones on
aquesta densitat e´s menor.
2. La transfere`ncia de la calor es realitza de zones me´s calentes a zones me´s fredes.
3. La dissolucio´ d’un producte qu´ımic a l’aigua te´ lloc des de zones amb me´s
concentracio´ a zones amb menys concentracio´ de producte.
Aix´ı doncs, e´s un feno`men natural el fet que una substa`ncia es mogui d’una regio´
on la densitat poblacional e´s elevada a una regio´ on aquesta densitat sigui inferior.
El moviment de u(t, x) e´s el flux de la densitat de poblacio´ i e´s un vector.
Per tant, el comportament de difusio´ de l’equacio´ es deriva del principi ”high to
low”que significa que el flux sempre apunta en la direccio´ en que la densitat de pobla-
cio´, u(t, x), disminueix me´s ra`pid, i.e., en la direccio´ del gradient negatiu de u(t, x),
−Oxu(t, x). Aquest fet es coneix com a llei de Fick. Siguin J(t, x) el flux de u,
D(x) el coeficient de difusio´ en x i Ox l’operador gradient
Ä
Oxu(x) =
Ä
∂u
∂x1
, ..., ∂u
∂xn
ää
.
Aleshores, la llei de Fick es representa com J(t, x) = −D(x)Oxu(t, x).
D’altra banda, el comportament de reaccio´ de l’equacio´ te´ lloc quan el nombre
de part´ıcules en qualsevol punt del medi canvia com a consequ¨e`ncia de factors com
els naixements, les morts, la cac¸a o reaccions qu´ımiques. Sigui f(t, x, u) la taxa de
reaccio´ de la poblacio´, e´s a dir, la taxa de canvis deguts als factors esmentats que
experimenta la poblacio´.
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Sigui Θ una regio´ qualsevol de Ω, la poblacio´ total de Θ e´s
∫
Θ u(t, x)dx i la taxa
de canvi del total de la poblacio´ e´s
d
dt
∫
Θ u(t, x)dx. Amb les consideracions fetes
fins ara podem dir que el creixement net de la poblacio´ en Θ e´s
∫
Θ f(t, x, u)dx, i el
flux d’eliminacio´ total e´s
∫
∂Θ J(t, x) · η(x)dS, on ∂Θ e´s la frontera de Θ i η(x) e´s la
direccio´ normal exterior a x.
Aleshores, podem expressar la variacio´ total de la poblacio´ de la forma segu¨ent
d
dt
∫
Θ
u(t, x)dx = −
∫
∂Θ
J(t, x) · η(x)dS +
∫
Θ
f(t, x, u)dx. (1.2.1)
Per fer el segu¨ent pas ens cal recordar el teorema de la diverge`ncia.
Teorema de la Diverge`ncia 1.2.2. Sigui U un subconjunt obert de Rn compacte i
S = ∂U la frontera de U . Aleshores, si F e´s un camp vectorial definit en un entorn
de U es compleix ∫∫∫
U
(O · F )dU =
∫∫
S
(F · η)dS.
Pel Teorema de la diverge`ncia es te´ la igualtat∫
∂Θ
J(t, x) · η(x)dS =
∫
Θ
div(J(t, x))dx. (1.2.2)
A continuacio´ prenem l’expressio´ 1.2.1, substitu¨ım el primer sumand de la dreta
per l’expressio´ de J(t, x) de la llei de Fick i li apliquem la igualtat 1.2.2. Despre´s
intercanviem l’ordre de diferenciacio´ i integracio´, i obtenim:∫
Θ
∂u
∂t
(t, x)dx =
∫
Θ
[div(d(x)Oxu(t, x)) + f(t, x, u)] dx.
I, com que l’eleccio´ de Θ e´s arbitra`ria,
∂u
∂t
(t, x) = div(d(x)Oxu(t, x)) + f(t, x, u), ∀(t, x). (1.2.3)
Aquesta equacio´ s’anomena equacio´ de reaccio´-difusio´, on div(d(x)Oxu(t, x)) e´s el
terme de difusio´ que descriu el moviment dels individus, i f(t, x, u), la taxa de reac-
cio´, e´s el terme de reaccio´. Sovint, en models de poblacions, aquest terme de reaccio´
es troba multiplicat per una constant r, la taxa de creixement de l’espe`cie en qu¨estio´.
Quan la regio´ de difusio´ e´s aproximadament homoge`nia, podem suposar D(x) ≡
D constant i f(t, x, u) ≡ f(u). Llavors es te´
∂u
∂t
= D∆u+ rf(u), (1.2.4)
on M u = div(Ou). I aquesta e´s l’expressio´ d’un model de reaccio´-difusio´ qualsevol,
com ens proposa`vem trobar.
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Observacio´ 1.2.3. Quan no hi ha reaccio´, aleshores es te´ una equacio´ de difusio´
∂u
∂t
= D∆u. En f´ısica matema`tica aquesta s’anomena equacio´ de la calor, on u
esdeve´ la funcio´ temperatura.
Per poder estudiar les solucions de models d’aquest tipus e´s convenient reduir
al ma`xim el nombre de para`metres. Per fer-ho utilitzarem el procediment que es
descriu a continuacio´.
En primer lloc es redefineixen les variables temps t i espai x:
t := α · s, on α e´s una constant i s e´s una variable.
x := β · y, on β e´s una constant i y e´s una variable.
Seguidament s’expressen els termes del model segons la definicio´ de t i x actual:
∂u
∂t
=
∂u
∂s
· ∂s
∂t
=
∂u
∂s
· 1
α
∂u
∂x
=
∂u
∂y
· ∂y
∂x
=
∂u
∂y
· 1
β
=⇒ ∂
2u
∂x2
=
∂2u
∂x2
· 1
β2
Substituint aquests termes en el model obtenim l’expressio´ segu¨ent:
1
α
· ∂u
∂s
= D · ∂
2u
∂x2
· 1
β2
+ r · f(u)
Multipliquem per α a banda i banda de la igualtat:
∂u
∂s
= D · ∂
2u
∂x2
· α
β2
+ αr · f(u)
Finalment, prenem α = 1
r
i β =
√
αD =
»
D
r
:
∂u
∂t
=
∂2u
∂x2
+ f(u) (1.2.5)
Aquesta e´s l’expressio´ de model de reaccio´-difusio´ que analitzarem.
Fins ara hem vist la forma general dels models de reaccio´-difusio´ i com es deriva
aquesta expressio´. En les dues seccions que trobem a continuacio´ es presenten dos
casos particulars de models de reaccio´-difusio´: l’equacio´ de Fisher-KPP i el sistema
Brusselator. En ambdo´s casos s’explica la derivacio´ del model fins a obtenir les
equacions que estudiarem en els cap´ıtols segu¨ents.
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1.3 L’equacio´ de Fisher-KPP.
Trobem exemples de models de reaccio´-difusio´ en a`mbits molt diferents de la
biologia, la qu´ımica, la geologia o l’ecologia. A continuacio´ presentem una aplicacio´
d’aquest model en un proce´s d’invasio´ biolo`gica, e´s l’anomenat model de Fisher-
KPP. El model rep aquest nom perque` fou proposat per Fisher l’any 1937 en el
context de la dina`mica de les poblacions amb l’objectiu de descriure la propagacio´
espaial dels individus amb gens mutats (mutacio´ que suposava un avantatge per a
la supervive`ncia de l’espe`cie que la presentava). El terme KPP esta` format per les
inicials de Kolmogorov, Petrovsky i Piscounov que van fer un estudi previ d’aquest
model en dues dimensions i amb un terme de reaccio´ general.
L’equacio´ de Fisher-KPP,
∂u
∂t
= D∆u+ru(1− u
K
), e´s un cas particular d’equacio´
de reaccio´-difusio´ en que f(u) = ru(1 − u
K
), on u e´s la mida de la poblacio´, r re-
presenta la taxa de creixement i K e´s la capacitat de persiste`ncia de la poblacio´ [2]
[3]. Aquesta funcio´ f e´s, doncs, una funcio´ log´ıstica. El creixement log´ıstic e´s molt
semblant al creixement exponencial fins que arriba a un punt en que s’estabilitza.
Segons aquest creixement poblacional, la taxa de reproduccio´ e´s proporcional a la
poblacio´ existent i a la quantitat de recursos disponibles.
En l’equacio´, la taxa de creixement inicial e´s modelada pel primer terme ru, la
taxa r representa l’augment proporcional de la poblacio´ u en una unitat de temps.
Me´s tard, quan la poblacio´ creix, el segon terme, − ru2
K
esdeve´ me´s gran que el pri-
mer a mesura que alguns membres de la poblacio´ u competeixen entre ells per algun
recurs cr´ıtic (alimentacio´, espai vital...). Aquests efecte s’anomena coll d’ampolla
i es modela pel valor del para`metre K. La compete`ncia fa disminuir la taxa de
creixement combinat fins que el valor de u deixa de cre´ixer i s’assoleix la maduresa
de la poblacio´.
L’equacio´ de Fisher-KPP es pot simplificar dividint ambdo´s costats de la igualtat
per K,
∂
∂t
u
K
= D∆
u
K
+ r
u
K
Å
1− u
K
ã
,
i fent el canvi de variable x = u
K
,
∂x
∂t
= D∆x+ rx (1− x) . (1.3.1)
Ara tenim una equacio´ de reaccio´-difusio´ de la forma 1.2, de manera que, amb el
procediment descrit en la seccio´ anterior, podem considerar el model de Fisher-KPP
com
∂x
∂t
= ∆x+ x (1− x) . (1.3.2)
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1.4 El model Brusselator
En la part que segueix passem a presentar un altre model de reaccio´-difusio´:
el model autocatal´ıtic Brusselator. Es tracta d’un model per a la reaccio´ qu´ımica
Belousov-Zhabotinsky. [4] [5]
El Brusselator e´s un model teo`ric que descriu un tipus de reaccio´ qu´ımica os-
cil·lant i autocatal´ıtica. En una reaccio´ d’aquest tipus un dels productes actua com
a catalitzador, e´s a dir, com a element que roman inalterat pero` provoca alteracions
en la velocitat de la reaccio´ qu´ımica. L’objectiu d’aquest tipus de reaccions e´s aug-
mentar la velocitat de la seva reaccio´ de produccio´.
Es tracta d’un model que prediu matema`ticament com els processos qu´ımics
juguen un paper fonamental en la biologia. El metabolisme d’una ce`l·lula viva,
per exemple, e´s una activitat extraordina`riament complexa: milers de reaccions
qu´ımiques es produeixen simulta`niament transformant els nutrients, sintetitzant els
seus constituents, i eliminant els excedents que no so´n utilitzats.
Me´s te`cnicament, aquest model representa un cas particular de sistema de re-
accio´-difusio´ caracteritzat per un mecanisme d’activacio´-inhibicio´ capac¸ de donar
lloc a comportaments complexos en forma d’oscil·lacions perio`diques (cicles l´ımit) i
ruptures de simetria a trave´s de bifurcacions de Hopf.
Al llarg de l’estudi d’aquest model veurem com la variacio´ de para`metres dels
termes de reaccio´ i la relacio´ entre els dos tipus d’elements (activador i inhibidor)
representen mecanismes que causen la formacio´ de patrons i feno`mens que provo-
quen canvis qualitatius en l’estabilitat del sistema.
El model Brusselator fou proposat per Prigogine i Lefever el 1968. A mitjans del
segle passat Belousov i Zhabotinsky van descobrir sistemes qu´ımics que presentaven
oscil·lacions. En particular, van observar que el Ceri (III) (Ce(III)) i el Ceri (IV)
(Ceri(IV)) eren espe`cies oscil·lants: en una mescla de potassi bromat, sulfat de ceri
(IV) i a`cid c´ıtric dilu¨ıt en a`cid sulfu´ric, la taxa de concentracio´ io`nica de Ce (IV)
i Ce (III) oscil·lava. Es tracta d’una reaccio´ que mante´ un prolongat estat de no
equilibri que porta a oscil·lacions temporals macrosco`piques.
La reaccio´ de Belousov-Zhabotinsky es descriu aix´ı:
Ce(III) −→ Ce(IV ) (1.4.1)
Ce(IV ) + CHBr(COOH)2 −→ Ce(IV ) +Br− + altres productes (1.4.2)
L’equacio´ 1.4.1 e´s autocatalitzada i fortament inhibida pels ions Br−. Per tant,
com que el Ce(IV ) es produeix en 1.4.1, la taxa de l’equacio´ 1.4.2 augmenta de
manera que do´na lloc a una alta concentracio´ de Br−, el qual inhibeix i ralentitza
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l’equacio´ 1.4.1. Quan la concentracio´ de Ce(IV ) disminueix, llavors tambe´ ho fa la
de Br− i el cicle torna a comenc¸ar.
Derivacio´ de les equacions cine`tiques.
Les reaccions qu´ımiques es solen escriure com
A+B −→ C +D, (1.4.3)
on les espe`cies A i B reaccionen juntes per formar el producte, les espe`cies C i D.
Tot i que les concentracions de les espe`cies es solen representar entre clauda`tors,
en les equacions que trobem a partir d’ara els treurem per simplificar la notacio´.
Cal tenir en compte que s’assumeix que la majoria de sistemes qu´ımics segueixen
la cine`tica d’accio´ de masses, e´s a dir, la velocitat de la reaccio´ e´s proporcional a la
concentracio´ dels reactius:
∂A
∂t
= −k1AB
on el signe de A e´s negatiu perque` aquesta espe`cie es consumeix durant la reaccio´
1.6.3, k e´s la constant de reaccio´ i els clauda`tors indiquen la concentracio´ de l’espe`cie
que contenen. Aix´ı doncs, es tenen les equacions diferencials segu¨ents a partir la
concentracio´ de cada espe`cie:
−∂B
∂t
=
∂C
∂t
=
∂D
∂t
= k1AB
Afegim una segona equacio´ qu´ımica:
2A −→ 3E (1.4.4)
A partir de les equacions 1.4.3 i 1.4.4, com que els coeficients estequiome`trics
(coeficients que indiquen la quantitat de mols de cada espe`cie) so´n majors que 1, les
equacions diferencials per a les espe`cies A i E so´n les segu¨ents:
∂A
∂t
= −k1AB − 2k2A2
∂E
∂t
= 3k2A
2
Seguint aquests passos obtenim les equacions diferencials corresponents a les
reaccions qu´ımiques segu¨ents, que descriuen el proce´s expressat en les equacions
1.4.1 i 1.4.2:

A −→ U
2U + V −→ 3U
B + U −→ V + C
U −→ D
(1.4.5)
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D’aquestes reaccions obtenim les equacions diferencials segu¨ents, cada grup d’e-
quacions representa una reaccio´ del sistema 1.4.5. Les funcions u i v representen
les concentracions de les espe`cies U i V , respectivament, i depenen de la posicio´ x i
del temps t. I els termes ki, i = 1, ..., 4, so´n les constants de reaccio´:®
∂A
∂t
= −k1A
∂u
∂t
= k1A
®
∂v
∂t
= −k3u2v
∂u
∂t
= k3u
2v

∂B
∂t
= −k2Bu
∂u
∂t
= −k2Bu
∂v
∂t
= k2Bu
∂C
∂t
= k2Bu
®
∂u
∂t
= −k4u
∂D
∂t
= k4u
A partir d’aquestes equacions es determina el sistema de reaccio´-difusio´. Per fer-
ho suposem que les concentracions d’A i B so´n constants durant la reaccio´ qu´ımica:
∂u
∂t
= k1A− k2Bu+ k3u2v − k4u+ k1∂
2u
∂x2
(1.4.6)
∂v
∂t
= k2Bu− k3u2v + k1 ∂
2v
∂x2
(1.4.7)
En particular tractarem el cas en que les constantsde reaccio´ so´n k1 = k2 = k3 =
k4 = 1, de manera que el sistema a considerar e´s:
∂u
∂t
= A− (1 +B)u− u2v + ∂
2u
∂x2
(1.4.8)
∂v
∂t
= Bu− u2v + ∂
2v
∂x2
(1.4.9)
Aquest sistema representa un model de reaccio´-difusio´ de dues equacions. En
la primera el terme de reaccio´ e´s f1(u, v) = A − (1 + B)u − u2v i en la segona e´s
f2(u, v) = Bu− u2v. En ambdues equacions el terme de difusio´ e´s constant igual a
D = 1.
En els cap´ıtols que trobem a continuacio´ ens proposem adquirir les eines que ens
permetin, al final, estudiar les solucions particulars d’aquests models que tenen un
comportament viatger o que experimenten algun feno`men de bifurcacio´.
Cap´ıtol 2
Solucions febles. Existe`ncia i
unicitat de solucions
Un cop hem vist com es deriven els models, ens interessa veure si tenen solucions.
La qu¨estio´ e´s comprovar si un model esta` ben plantejat, e´s a dir, si, donada una
condicio´ inicial u0(x), llavors existeix una u´nica solucio´ del Problema de Valors
Inicials o Problema de Cauchy amb u(0, x) = u0(x). Per fer-ho farem servir el
Teorema d’existe`ncia i unicitat de solucions. Abans, pero`, cal que ens familiaritzem
amb un tipus de funcions anomenades solucions febles.
2.1 Solucions febles.
En aquesta seccio´ es presenta el concepte de solucio´ feble [6] [7] que, a continu-
acio´, utilitzarem en el Teorema d’existe`ncia i unicitat de solucions.
Una solucio´ feble d’una equacio´ diferencial ordina`ria o parcial e´s una funcio´ que
compleix l’equacio´ pero` per a la qual pot ser que no existeixin totes les derivades, es
considera que satisfa` l’equacio´ en algun sentit definit amb precisio´. Tot i que hi ha
moltes definicions de solucio´ de`bil per a diferents classes d’equacions, ens centrarem
en la que es basa en les distribucions.
2.1.1 Distribucions
Les distribucions so´n objectes que generalitzen la nocio´ cla`ssica de funcions en
l’ana`lisi matema`tic. Les distribucions ens permeten diferenciar funcions les deriva-
des de les quals no existeixen en el sentit cla`ssic. En particular, qualsevol funcio´
localment integrable te´ una derivada de la distribucio´. S’utilitzen molt en la teoria
d’equacions diferencials perque` a vegades resulta me´s fa`cil establir l’existe`ncia de
solucions de distribucions que de solucions cla`ssiques.
Les distribucions es defineixen sobre un tipus de funcions de suport compacte,
les funcions test, que es defineixen tot seguit.
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Definicio´ 2.1.1. S’anomena funcio´ test una funcio´ ϕ : Rn −→ R tal que:
a) ϕ e´s infinitament derivable.
b) ϕ te´ suport compacte, i.e., e´s ide`nticament zero fora d’un compacte.
Denotarem D(Rn) el conjunt de les funcions test.
Definicio´ 2.1.2. Una distribucio´ T e´s una aplicacio´ lineal cont´ınua T : D(Rn) −→
R i s’expressa 〈T, ϕ〉 el valor de T sobre la funcio´ test ϕ.
Suposem que f : Rn −→ R e´s una funcio´ integrable localment. Aleshores, la
distribucio´ associada a f e´s Tf i es defineix el segu¨ent operador
〈Tf , ϕ〉 =
∫
Rn
f(x)ϕ(x)dx, on ϕ ∈ D(Rn).
Aquesta integral e´s un nombre real que depe`n linealment i cont´ınuament de ϕ.
Per contra, els valors de la distribucio´ Tf en funcions test de D(R) determinen els
punts de gairebe´ tots els valors de f en R.
2.1.2 Derivada d’una distribucio´.
La derivada d’una distribucio´ ha de complir que si f ∈ C1, llavors ∂Tf
∂xi
= T ∂f
∂xi
.
Sigui ϕ una funcio´ test, desenvolupem la integral segu¨ent per parts:
〈T ∂f
∂xi
, ϕ〉 =
∫
Rn
∂f
∂xi
(x)ϕ(x)dx1...dxn =
∫
Rn−1
Ç∫
R
∂f
∂xi
(x)ϕ(x)dxi
å
dx1
dxi︷︸︸︷... dxn
=
∫
Rn−1
Ç
[f(x)ϕ(x)]xi=+∞xi=−∞ −
∫
R
f(x)
∂ϕ
∂xi
(x)dxi
å
dx1
dxi︷︸︸︷... dxn
= −
∫
Rn
f(x)
∂ϕ
∂xi
(x)dx1...dxn = −〈Tf , ∂ϕ
∂xi
〉,
on la penu´ltima igualtat es compleix degut a la propietat b) de la definicio´ de funcio´
test, i.e., ϕ ≡ 0, ∀x /∈ K, amb K un compacte. Aix´ı doncs, en general podem
calcular la derivada d’una distribucio´ d’una funcio´ f sobre ϕ fent servir la segu¨ent
igualtat 〈T ∂f
∂xi
, ϕ〉 = −〈T, ∂ϕ
∂xi
〉.
Espais Lp.
Definicio´ 2.1.3. Sigui Ω un obert de Rn dotat de la mesura de Lebesgue dx, es
designa per L1(Ω) l’espai de les funcions integrables sobre Ω amb valors de R. S’es-
criu
‖f‖L1 =
∫
Ω
|f(x)|dx.
Definicio´ 2.1.4. Siqui p ∈ R, amb 1 ≤ p <∞, es defineix l’espai Lp com
Lp(Ω) :=
¶
f : Ω→ R; f mesurable i |f |p ∈ L1(Ω)© ,
i es nota
‖f‖Lp =
ï∫
Ω
|f(x)|pdx
ò1/p
.
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2.1.3 Solucions febles en el sentit de les distribucions.
Considerarem les solucions febles u ∈ C (R+;L2(Rn)) de les equacions parabo`liques
del tipus 
∂u
∂t
−4u = f, en Rn,
u(t = 0, x) = u0(x).
(2.1.1)
D’acord amb la teoria general de les distribucions (Laurent Schwarz), aquestes
solucions es poden definir a partir de la integracio´ per parts d’una funcio´ test.
Definicio´ 2.1.5. Sigui f ∈ L1loc (R+ × Rn), u0 ∈ L1loc (Rn). Una funcio´ u ∈ L1loc (R+ × Rn)
e´s una solucio´ feble (o solucio´ distribucional) de 2.1.1 si es compleix
∫ ∞
0
∫
Rn
u(t, x)
ñ
−∂Φ
∂t
−4Φ
ô
dxdt =
∫ ∞
0
∫
Rd
f(t, x)Φ(t, x) +
∫
Rn
u0(x)Φ(0, x)dx,
(2.1.2)
per totes les funcions test Φ ∈ D ([0,+∞)× Rn).
A continuacio´ es justifica la definicio´ de solucio´ feble en el cas que els objectes
involucrats siguin suficientment diferenciables. Aix´ı doncs, diferenciem, per parts,
la segu¨ent integral:
∫ ∞
0
∫
Rn
f(t, x)Φ(t, x)dxdt =
∫ ∞
0
∫
Rn
Ç
∂u
∂t
(t, x)−4u(t, x)
å
Φ(t, x)dxdt =
=
∫
Rn
∫ ∞
0
∂u
∂t
(t, x)Φ(t, x)dt︸ ︷︷ ︸
a)
dx−
∫ ∞
0
∫
Rn
4u(t, x)Φ(t, x)dx︸ ︷︷ ︸
b)
dt =
=
∫
Rn
ñ
−Φ(0, x)u0(x)−
∫ ∞
0
u(t, x)
∂Φ
∂t
(t, x)dt
ô
dx−
∫ ∞
0
ï∫
Rn
u(t, x)4 Φ(t, x)dx
ò
dt =
=
∫
Rn
ñ
−Φ(0, x)u0(x)−
∫ ∞
0
u(t, x)
Ç
∂Φ
∂t
(t, x) +4Φ(t, x)
å
dt
ô
dx
(2.1.3)
La integral a) es desenvolupa, per parts, a continuacio´:
a)
∫ ∞
0
∂u
∂t
(t, x)Φ(t, x)dt = [Φ(t, x)u(t, x)]∞0 −
∫ ∞
0
u(t, x)
∂Φ
∂t
(t, x)dt =
= −Φ(0, x)u0(x)dx−
∫ ∞
0
u(t, x)
∂Φ
∂t
(t, x)dt,
on en l’u´ltima igualtat hem fet servir la propietat del suport compacte de les funci-
ons test, i.e., Φ ≡ 0 fora de compactes.
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La integral b) es realitza integrant, per parts, dues vegades:
b)
∫
Rn
4u(t, x)Φ(t, x)dx =
∫ ∞
−∞
...
∫ ∞
−∞
(∫ ∞
−∞
n∑
i=1
∂2u
∂x2i
(t, x)Φ(t, x)dxi
)
dx1...dxn =
=
n∑
i=1
[∫ ∞
−∞
...
∫ ∞
−∞
Ç∫ ∞
−∞
∂2u
∂x2i
(t, x)Φ(t, x)dxi
å
dx1
ˆdxi︷︸︸︷... dxn
]
=
=
n∑
i=1
[∫ ∞
−∞
...
∫ ∞
−∞
Ç∫ ∞
−∞
u(t, x)
∂2Φ
∂x2i
(t, x)(t, x)dxi
å
dx1
ˆdxi︷︸︸︷... dxn
]
=
=
∫
Rn
u(t, x)4 Φ(t, x)dx
En l’u´ltima igualtat hem utilitzat la propietat de suport compacte de la funcio´
test Φ, e´s a dir, Φ ≡ 0 fora d’un suport compacte, per exemple si xi → ±∞. Aix´ı
doncs, es fa servir la igualtat
∫ +∞
−∞
∂2u
∂x2i
Φdxi =
∫
Rn−1
Ç∫
R
∂2u
∂x2i
Φdxi
å
dx1
ˆdxi︷︸︸︷... dxn
=
∫
Rn−1
(ñ
∂u
∂xi
(x)Φ(x)
ô+∞
−∞
−
∫ +∞
−∞
∂u
∂xi
(x)
∂Φ
∂xi
(x)dxi
)
dx1
ˆdxi︷︸︸︷... dxn
=
∫
Rn−1
(
0−
ñ
∂Φ
∂xi
(x)u(x)
ô+∞
−∞
+
∫ +∞
−∞
u(x)
∂2Φ
∂x2i
(x)dxi
)
dx1
ˆdxi︷︸︸︷... dxn
=
∫ +∞
−∞
u
∂2Φ
∂x2i
dxi
Finalment, reordenant els termes de la igualtat 2.1.3 obtenim la igualtat de la
definicio´ 2.1.2.
2.2 Teorema d’existe`ncia i unicitat de solucions.
Amb els conceptes presentats en la seccio´ anterior, estem en condicions d’enun-
ciar el teorema segu¨ent [8]:
Teorema d’existe`ncia i unicitat de solucions 2.2.1. Suposem que la condicio´
inicial satisfa`
u0 ∈ L1(Rd), 0 ≤ u0 ≤ 1.
Aleshores, existeix una u´nica solucio´ u ∈ C Ä[0,∞);L1(Rd)ä i
0 < u(t, x) < 1, ∀t > 0, x ∈ Rd.
Per explicar aquest teorema farem servir els segu¨ents resultats:
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Proposicio´ 2.2.2. Principi de positivitat. Suposem que v0 ≥ 0, a(t, x) ≥ −A,
A > 0 constant, llavors les solucions de
∂v
∂t
−D4 v = a(t, x)v (2.2.1)
no so´n negatives.
Proposicio´ 2.2.3. Principi de comparacio´.
Siquin u01, u
0
2 ∈ L1(Rd), 0 ≤ u01, u02 ≤ 1. dues condicions incials associades a dues
funcions no-lineals, f1(·) i f2(·), respectivament. Aleshores,
u01(·) ≤ u02(·)
f1(·) ≤ f2(·)
´
=⇒ u1(t, x) ≤ u2(t, x), ∀t ≥ 0, x ∈ Rd.
Demostracio´. En aquesta demostracio´ farem servir la notacio´ v− =
® −v, v ≤ 0
0, v > 0
A me´s, observem que v2− =
®
v2, v ≤ 0
0, v > 0
i v− · v =
® −v2−, v ≤ 0
0, v > 0
.
Sigui v := u2 − u1, tal que ∂
∂t
v −4v = f2(u2(t, x))− f1(u1(t, x)), hem de veure
que v ≥ 0.
En primer lloc prenem aquesta igualtat
∂
∂t
v −4v = f2(u2(t, x)) − f1(u1(t, x)),
multipliquem a banda i banda pel terme v− i integrem a banda i banda respecte x:∫
Rn
∂v
∂t
· v−dx =
∫
Rn
4v · v−dx+
∫
Rn
[f2(u2(t, x))− f1(u1(t, x))] · v−dx (2.2.2)
Sabem que
∂v
∂t
·v− =
 −
∂v
∂t
· v, v ≤ 0
0, v > 0
=
 −
1
2
∂
∂t
(v2), v ≤ 0
0, v > 0
= −1
2
∂
∂t
(v2)
Aix´ı doncs, el terme de l’esquerra de la igualtat 2.2 es pot expressar com∫
Rn
∂v
∂t
· v−dx = −1
2
d
dt
∫
Rn
(v2)dx
D’altra banda, si desenvolupem el primer terme de la banda dreta de 2.2 obtenim
el segu¨ent: ∫
R
4v · v−dxi =
ñ
∂v
∂xi · v−
ô+∞
−∞
−
∫
R
∂v
∂xi
∂v−
∂xi
dxi
=
ñ −∂v−
∂xi · v−
ô+∞
−∞
+
∫
R
Ç
∂v−
∂xi
å2
dxi
(2.2.3)
En la segona igualtat hem tingut en compte que
∂v−
∂xi
· ∂v
∂xi
=
 −
Ç
∂v
∂t
å2
, v ≤ 0
0, v > 0
= −
Ç
∂v−
∂t
å2
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Substituint aquests resultats en l’equacio´ 2.2 obtenim la igualtat:
1
2
d
dt
∫
Rn
(v2)dx = −
ñ−∂v−
∂xiv−
ô+∞
−∞
−
∫
Rn
Ç
∂v−
∂x
å2
dx−
∫
Rn
[f2(u2(t, x))− f1(u1(t, x))] v−dx
De manera que es compleixen les desigualtats segu¨ents:
1
2
d
dt
∫
Rn
v2−dx ≤ −
∫
Rn
| 5 v−|2dx−
∫
Rn
[f2(u2(t, x))− f1(u1(t, x))] v−dx
≤ −
∫
Rn
[f2(u2(t, x))− f1(u1(t, x))] v−dx
≤ −
∫
Rn
[f1(u2(t, x))− f1(u1(t, x))] v−dx
= −
∫
Rn
f1(u2(t, x)− u1(t, x))v−dx
= −
∫
Rn
f1(v(t, x))v−dx ≤ Lf1
∫
Rn
v2−dx
L’u´ltima igualtat es do´na per la hipo`tesi de les condicions inicials de ser Lipschitz.
Sigui γ(t) =
∫
Rn v
2
−dx, aleshores
1
2
d
dt
γ(t) ≤ Lf1γ(t). En particular, observem
que γ(t) ≥ 0.
Tot seguit integrem en l’interval (0, t) a banda i banda de la desigualtat, resolem
les integrals, i multipliquem per dos a ambdues bandes:
∫ t
0
1
2
d
ds
γ(s)ds ≤
∫ t
0
Lf1γ(s)ds
1
2
γ(t)− 1
2
γ(0) ≤ Lf1
∫ t
0
γ(s)ds
γ(t)− γ(0) ≤ 2Lf1
∫ t
0
γ(s)ds
γ(t) ≤ γ(0) + 2Lf1
∫ t
0
γ(s)ds
Prenent C = γ(0) i A = 2Lf1 es te´:
γ(t) ≤ C + A
∫ t
0
γ(s)ds
Recordem el segu¨ent lema:
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Lema de Gronwall: Sigui u : I → R+ una funcio´ cont´ınua i no-negativa de-
finida en I i t0 ∈ I. Suposem que, ∀t ∈ I, u satisfa` u(t) ≤ C +A|
∫ t
t0
u(s)ds|, on C,
A so´n constants no-negatives. Aleshores, ∀t ∈ I, u(t) ≤ eA|t−t0|C.
Aplicant el Lema de Gronwall es te´ γ(t) ≤ e2Lf1 t · γ(0) ⇒ γ(t) ≤ 0, ja que
γ(0) = 0.
Aix´ı doncs, d’una banda tenim γ(t) ≥ 0 i, d’altra banda, γ(t) ≤ 0. Per tant,
γ(t) ≡ 0 =⇒ v−(t, x) = 0 =⇒ v(t, x) ≥ 0. Aquesta u´ltima implicacio´ es do´na per
tal com s’ha definit el terme v−.
2.2.1 Propietat d’invasio´.
En particular, l’equacio´ de Fisher-KPP descriu un proce´s d’invasio´. Amb la
propietat segu¨ent veurem que si, inicialment, la poblacio´ creix, aquesta continuara`
creixent per qualsevol temps.
Teorema 2.2.4. Propietat d’invasio´. Suposem que 0 ≤ u0 ≤ 1, u0 ∈ L1(Rn)
e´s una solucio´ de l’equacio´ 1.2, i.e., −D4 u0 ≤ f(u0), aleshores
∂
∂t
u(t, x) ≥ 0, ∀t ≥ 0, x ∈ Rd.

Cap´ıtol 3
Ones viatgeres. Teoria de
Lyapunov
En aquest cap´ıtol veurem una se`rie de conceptes i eines que posarem en pra`ctica
en el cap´ıtol quart per dur a terme un ana`lisi qualitatiu de les solucions de l’equacio´
de Fisher-KPP.
En primer lloc ens disposem a presentar un tipus concret de solucions anomena-
des ones viatgeres o traveling waves i els relacionarem amb el comportament viatger
de les connexions heterocl´ıniques entre punts fixos. A continuacio´, veurem alguns
conceptes i resultats relacionats amb l’estabilitat en el sentit de Lyapunov que ens
serviran per completar l’estudi de la dina`mica del sistema.
3.1 Ones viatgeres i connexions heterocl´ıniques.
En els casos de models de reaccio´-difusio´ en que la funcio´ taxa de reaccio´ f no e´s
lineal, les solucions expl´ıcites no es poden trobar. Les equacions de reaccio´-difusio´
es poden singularitzar en forma d’un tipus de solucio´ coneguda com a ona viatge-
ra i nome´s es poden propagar sense distorsionar-se d’aquesta manera. Per tant,
cal fer l’estudi de l’existe`ncia, comportament i estabilitat d’aquest tipus de soluci-
ons en aquesta equacio´. Abans pero`, en aquesta seccio´, introduirem aquest concepte.
Definicio´ 3.1.1. Una solucio´ ona viatgera e´s una solucio´ de la forma u(t, x) =
U(x − ct), on U(−∞) = u−, U(+∞) = u+, i c ∈ R e´s una constant anomenada
velocitat de desplac¸ament. Es caracteritzen per ser un tipus d’ona que es propaga
en una u´nica direccio´ i perque` el seu canvi de forma e´s negligible.
Aix´ı doncs, les solucions que busquem so´n del tipus u(t, x) = U(x−ct), on U e´s l’
ona viatgera i c e´s la constant de desplac¸ament. D’aquesta manera podem expressar
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els termes del model
∂u
∂t
= 4u− f(u) aix´ı:
∂u
∂t
= −cU ′(x− ct), ∂u
∂x
= U ′(x− ct) i ∂
2u
∂x2
= U ′′(x− ct).
Per tant, es te´ l’equacio´ −cU ′(x− ct) = U ′′(x− ct) + f(U(x− ct)),∀t, x tal que
prenent τ = x− ct i reordenant els termes podem expressar com:
U ′′(τ) = −cU ′(τ) + f(U(τ)) (3.1.1)
Aleshores, fixant V = U ′ s’obte´ el sistema d’equacions diferencials segu¨ent:
{
U˙ = V
V˙ = −cV − f(U) (3.1.2)
Per tant, prenent les solucions del model com a ones viatgeres, hem passat de te-
nir una u´nica equacio´ a tenir un sistema d’equacions diferencials. Aix´ı doncs, podem
analitzar les solucions del model des de la vessant de la dina`mica d’aquest sistema.
En aquest cas, el concepte que equivaldria al comportament d’ona viatgera e´s el de
connexio´ heterocl´ınica entre punts fixos del sistema. Anem a definir aquest concepte.
Definicio´ 3.1.2. Sigui x˙ = X(x) un sistema dina`mic continu i x0, x1 dos punts d’e-
quilibri d’aquest sistema. Aleshores, una solucio´ ϕ(t) e´s una o`rbita heterocl´ınica
(o connexio´ heterocl´ınica) entre x0 i x1 si
®
ϕ(t) −→ x0, t −→ +∞
ϕ(t) −→ x1, t −→ −∞.
Aixo` implica que l’o`rbita esta` continguda en la varietat estable de x1 i en la varietat
inestable de x0.
A continuacio´ s’introdueixen dos conceptes que ens serviran per tenir una altra
visio´ d’aquesta definicio´. [10]
Definicio´ 3.1.3. Un punt x ∈ Rn pertany al conjunt ω−l´ımit ω(x0) de la corba
solucio´ ϕ(t, x0) si existeix una sequ¨e`ncia creixent i no acotada de nombres reals {tn}
amb l´ımit limn→∞ F (tn, x0) = x.
Un punt x ∈ Rn pertany al conjunt α−l´ımit α(x0) si existeix una sequ¨e`ncia de-
creixent i no acotada de nombres reals {tn} amb l´ımit limn→−∞ ϕ(tn, x0) = x.
Observacio´ 3.1.4. Si x0 e´s un equilibri, llavors ω(x0) = α(x0) = {x0}. A me´s,
per qualsevol x0, el conjunt α−l´ımit de l’equacio´ x˙ = f(x) e´s el conjunt ω−l´ımit de
x˙ = −f(x).
Propietats 3.1.5. Les propietats segu¨ents es compleixen per als conjunts α−l´ımit
i ω−l´ımit.
1. Existe`ncia: El conjunt ω−l´ımit d’una o`rbita acotada e´s no buit.
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2. Tancament: Un conjunt ω−l´ımit e´s tancat.
3. Invaria`ncia: Si y ∈ ω(x0), llavors tota l’o`rbita F (t, y) ∈ ω(x0).
4. Connectivitat: El conjunt ω−l´ımit d’una o`rbita acotada esta` connectat.
Aquestes propietats es van demostrar al curs d’Equacions Diferencials.
Tornant, ara, a la idea d’ona viatgera, cal tenir en compte el cas particular de les
ones viatgeres perio`diques o wave trains. A grans trets so´n funcions perio`diques que
es mouen a velocitat constant, per tant, la velocitat de desplac¸ament c e´s constant.
En consequ¨e`ncia es tracta d’un tipus d’oscil·lacio´ espai-temps que e´s una funcio´ pe-
rio`dica. Aquest tipus d’ones juguen un paper fonamental en equacions matema`tiques
que modelen sistemes auto-oscil·lants, excitables i de reaccio´-difusio´.
Aquest fet aplicat a la part de connexions heterocl´ıniques significaria que l’ele-
ment x0 e´s un punt fix pero` l’element x1 e´s una o`rbita perio`dica, o a l’inreve´s. Dit
d’una altra manera, sigui x ∈ Rn un punt qualsevol d’aquest sistema, el conjunt
α−l´ımit α(x) e´s un punt fix i el conjunt ω−l´ımit ω(x) e´s una o`rbita perio`dica.
En general el que ens proposem e´s trobar connexions heterocl´ıniques del sistema
3.1.2 per demostrar l’existe`ncia d’ones viatgeres en un model de reaccio´-difusio´. Es
tracta, doncs, de buscar punts fixos tals que el repulsor o la varietat inestable d’un
punt de sella siguin el conjunt α−l´ımit i l’atractor sigui el conjunt ω−l´ımit de les
trajecto`ries del sistema. Per provar l’existe`ncia d’atractors que compleixin aquest
fet, a vegades, e´s molt u´til fer servir les funcions de Lyapunov, de les quals parlem
en la segu¨ent seccio´ [9].
3.2 Funcions i estabilitat de Lyapunov
Definicio´ 3.2.1. Sigui x˙ = X(x) un camp vectorial definit en U ⊂ Rn. Un punt d’e-
quilibri x¯ e´s estable en el sentit de Lyapunov si, per qualsevol entorn N de x¯, exis-
teix un entorn N1 de x¯ tal que N1 ⊂ N , i tal que ∀x0 ∈ N1, la solucio´ ϕ(t, x0) ∈ N ,
∀t ≥ 0. Si un punt d’equilibri e´s estable i atractor - ∀x0 ∈ N1, limt→+∞ ϕ(t, x0) =
x¯- alhora, aleshores diem que e´s assimpto`ticament estable. Si un punt d’equi-
libri no e´s estable, aleshores e´s inestable. Finalment, si un punt d’equilibri e´s
assimpto`ticament estable i, per a totes les condicions inicials, les solucions conver-
geixen a aquest punt, aleshores e´s globalment assimpto`ticament estable.
Definicio´ 3.2.2. Sigui x˙ = X(x) un camp vectorial i x¯ un equilibri d’aquest sistema.
Una funcio´ E : U ⊂ Rn → R, amb E˙(x) = DE(x) · X(x), e´s una funcio´ de
Lyapunov per a x¯ si es satisfan les segu¨ents condicions:
1. E(x¯) = 0, i E(x) > 0, ∀x ∈ U tal que x 6= x¯.
2. E˙(x) 6 0, ∀x ∈ U .
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3. Si, a me´s, E˙(x) < 0, ∀x ∈ U , llavors E s’anomena funcio´ de Lyapunov
estricta.
Teorema de Lyapunov 3.2.3. Sigui x¯ un equilibri de x˙ = X(x).
a) Si existeix una funcio´ de Lyapunov per a x¯, llavors x¯ e´s estable.
b) Si existeix una funcio´ de Lyapunov estricta per a x¯, llavors x¯ e´s assimpto`ticament
estable.
Demostracio´. a) Suposem que existeix una funcio´ de Lyapunov per a x¯, e´s a dir, es
satisfan les condicions 1. i 2. de la definicio´.
Considerem la bola tancada de centre x¯ i radi δ, B¯δ(x¯) = {x ∈ Rn; | x− x¯ |≤ δ},
on δ e´s qualsevol tal que B¯δ(x¯) ⊂ U .
Siqui m el mı´nim valor de E sobre la frontera de B¯δ(x¯) , i.e., ∃x∗ ∈ Sδ
Ä
B¯δ(x¯)
ä
(representa la frontera de la bola i existeix per compacitat) tal que m := E(x∗) i
E(x) ≥ m, ∀x ∈ Sδ (Bδ(x¯)).
Per 1. de 3.2 tenim que m > 0, ja que E(x) > 0, ∀x 6= x¯, en particular per
x = x∗.
Sigui U1 ≡ {x ∈ Bδ(x¯)|E(x) < m} i considerem una solucio´ qualsevol x(t). Si
x0 ∈ U1, llavors, ∀t ∈ [0, t+[, E(x(t)) < m, doncs E(x(t)) e´s decreixent.Per tant,
x(t) ∈ B¯δ(x¯) ⊂ U i t+ = +∞. Com que l’o`rbita esta` acotada, llavors esta` definida
∀t ≥ 0.
b) Suposem que existeix una funcio´ de Lyapunov estricta per a x¯, e´s a dir, es
satisfan les condicions 1. i 3 de 3.2.
Per 3. tenim que E˙(x) < 0, x ∈ U − x¯, i.e., E(x(t)) e´s estrictament decreixent.
Com que B¯δ(x¯) e´s compacte, podem trobar una sequ¨e`ncia de temps {tn}, amb
tn −−−→
n→∞ ∞, tal que x(tn) −−−→n→∞ x0. Hem de veure que x0 = x¯.
Suposem que x0 6= x¯, llavors ∃ε suficientment petit tal que x0 /∈ Bε(x¯). Fem
servir el mateix argument que en l’apartat anterior prenent, ara, l’obert U˜1 =
{x ∈ Bε(x¯);E(x) < m}. Aix´ı doncs, qualsevol trajecto`ria x(t) que comenci a U˜1
no pot sortir de B¯ε(x¯), veure Figura 3.1.
D’aquest fet en resulta que la trajecto`ria x(t) no pot entrar a U˜1. Llavors,
en U1 − U˜1, E˙ esta` estrictament delimitada lluny de zero, i.e., es te´ l’estimacio´
E˙ ≤ −K < 0, per algun K > 0.
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Figura 3.1: Trajecto`ries i entorns escollits en la Demostracio´ del Teorema 3.2.3
Com que x(t) no pot entrar a U˜1, podem fer aquesta estimacio´ al llarg de la
trajecto`ria x(t) i obtenim∫ tn
0
V¯ (x(s))ds = V (x(tn))− V (x(0)) ≤ −Ktn, (3.2.1)
i.e., V (x(tn)) ≤ V (x(0)) − Ktn i V (x(tn)) ≤ V (x(0)) − Ktn < 0, si n −→ ∞. I
arribem a una contradiccio´ amb el punt 1. de la definicio´ i que sorgeix de suposar
que x0 6= x¯. Per tant, x0 = x¯.
Per a me´s detall sobre aquesta demostracio´, consulteu [11].
Un altre resultat molt u´til per a l’ana`lisi que farem en el segu¨ent apartat e´s el
Teorema de Barbashin - La Salle. Abans d’estudiar-lo, pero`, cal definir alguns con-
ceptes [10] [12].
Definicio´ 3.2.4. Sigui x¯ un equilibri assimpto`ticament estable de l’equacio´ diferen-
cial x˙ = f(x). Llavors, la conca d’atraccio´ de x¯ e´s el conjunt de condicions
inicials x0 tals que limt→∞ ϕ(t, x0) = x¯ i es denota per B(x¯).
Definicio´ 3.2.5. Un conjunt U ⊂ Rn s’anomena conjunt positivament invariant
per a x˙ = f(x) si, per a cada x0 ∈ U , l’o`rbita {F (t, x0); t > 0} esta` continguda en
U .
Un conjunt positivament invariant que esta` acotat s’anomena regio´ de captura,
cal que aquesta regio´ sigui n-dimensional.
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Proposicio´ 3.2.6. Sigui E una funcio´ de Lyapunov sobre W , c un nombre real
positiu i Wc = {x ∈ W ;E(x) 6 c}. Aleshores:
1. Per a cada c, Wc e´s un conjunt positivament invariant.
2. Si, a me´s, E(x)→∞ quan |x| → ∞, llavors Wc e´s una regio´ de captura.
Ja estem en condicions d’enunciar i demostrar el segu¨ent teorema.
Teorema de Barbashin - La Salle 3.2.7. Sigui E : U ⊂ Rn −→ R una funcio´
de Lyapunov per a x¯ en l’entorn U i Q =
¶
x ∈ U ; E˙(x) = 0©. Suposem que U e´s
positivament invariant. Si l’u´nic conjunt positivament invariant contingut comple-
tament en Q e´s x¯, llavors x¯ e´s assimpto`ticament estable. A me´s, U esta` contingut
en la conca d’atraccio´ de x¯, i.e., ∀x0 ∈ U , limt→∞ F (t, x0) = x¯.
Lema 3.2.8. Sigui x0 ∈ Wc, c > 0, on Wc = {x ∈ Rn;V (x) 6 c} e´s un conjunt
positivament invariant. Llavors, ∃d, 0 6 d 6 c, tal que V (x) = d, ∀x ∈ ω(x0).
Com que V e´s constant en ω(x0) i ω(x0) e´s un conjunt invariant es te´ aquest
corol·lari.
Corol·lari 3.2.9. V˙ = 0, ∀x ∈ ω(x0).
Demostracio´. (Del Teorema 3.2.7)
Pel Lema 3.2.8 sabem que el valor de V e´s constant en els conjunts l´ımit, en
particular pels conjunts positivament invariants Wc, per qualsevol nombre positiu
c ∈ R+. Com que V e´s constant en ω(x0), el conjunt ω−l´ımit ω(x0) esta` contingut
en Q. Aleshores, ω(x0) tambe´ e´s positivament invariant. Per tant, ω(x0) = x¯. Aix´ı
doncs, el Lema 3.2.8 i el Corol·lari 3.2.9 so´n els passos de la demostracio´.
Cap´ıtol 4
La bifurcacio´ d’Andronov-Hopf
Tal com hem fet en el model anterior, en aquest tambe´ ens proposem fer un estudi
de la dina`mica global del sistema. Abans, pero`, ens cal parlar d’un feno`men present
en aquest model: les bifurcacions. En primer lloc descriurem aquest comportament
i, a continuacio´, ens centrarem en un tipus de bifurcacio´ en concret: la bifurcacio´ de
Hopf.
4.1 Bifurcacions
De tots els possibles moviments que experimenta un sistema dina`mic, els equili-
bris o punts fixos so´n els me´s simples. Si un punt fix e´s estable, el sistema romandra`
a prop d’aquest estat tot i que hi hagin petites pertorbacions. Pero` els sistemes
canvien degut a la variacio´ del valor dels para`metres. Per exemple, si variem el
para`metre a en l’equacio´ fa(x) = ax(1 − x), de la famı´lia log´ıstica, els resultats
en el comportament d’aquest sistema tambe´ canvien, el sistema passa de tenir una
poblacio´ fixa a oscil·lar entre poblacions altes i baixes. Aquest canvi s’anomena
bifurcacio´. Es poden donar canvis me´s extrems en el comportament d’un sistema,
per exemple l’aparicio´ de periodicitats i, fins i tot, el caos.
A me´s de classificar els diferents tipus de moviment d’un sistema, tambe´ e´s u´til
categoritzar les formes en que el moviment pot canviar a mesura que el sistema
es modifica. El conjunt de bifurcacions e´s universal, e´s a dir, e´s el mateix per a
una gran varietat de sistemes. Per aquest motiu la teoria de les bifurcacions e´s un
subcamp dels sistemes dina`mics a`mpliament estudiat. En aquest cas ens centrarem
en una bifurcacio´ en particular: la bifurcacio´ de Hopf, que s’explica en aquest cap´ıtol
[13].
4.2 La bifurcacio´ d’Andronov-Hopf.
Definicio´ 4.2.1. Suposem que x¯ e´s un equilibri en a = a¯ per a la famı´lia de
para`metres x˙ = fa(x). Es diu que un camı´ d’o`rbites perio`diques es bifur-
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ca des de (a¯, x¯) si existeix un camı´ continu d’o`rbites perio`diques que convergeix a
l’equilibri quan a = a¯.
El segu¨ent teorema fou provat per primera vegada per E. Hopf l’any 1942.
Teorema 4.2.2. La bifurcacio´ d’Andronov-Hopf. Sigui x˙ = fa(x) una famı´lia
de sistemes d’equacions diferencials en Rn amb l’equilibri x = 0 per a tot a. Sigui
c(a)± ib(a) una parella complexa conjugada de valor propis de la matriu Dfa(0) que
creua l’eix imaginari a un nivell diferent de zero en a = 0, e´s a dir, c(0) = 0, b =
b(0) 6= 0, i c′(0) 6= 0. A me´s, suposem que cap altre valor propi de Dfa(0) e´s un
enter mu´ltiple de bi. Llavors, existeix un camı´ d’o`rbites perio`diques de x˙ = fa(x) es
bifurca des de (a, x) = (0, 0) i l’equilibri canvia d’estabilitat. Els per´ıodes d’aquestes
o`rbites s’apropen a 2pi/b a mesures que les o`rbites d’apropen al punt (0, 0).
En la Figura 4.1 s’observa una o`rbita perio`dica que es bifurca des d’un punt
d’equilibri en el pla.
Figura 4.1: En el moment en que l’equilibri passa d’atractor (a) a repulsor (b),
apareix una o`rbita perio`dica.
Tambe´ podem visualitzar l’aparicio´ d’una bifurcacio´ de Hopf fent un ana`lisi dels
equilibris del sistema a partir dels valors propis. Per fer-ho utilitzarem el segu¨ent
criteri.
Proposicio´ 4.2.3. Criteri trac¸a-determinant per a sistemes lineals de 2D.
Sigui x˙ = Ax un sistema d’equacions amb A matriu real 2× 2, T = trA, D = detA
i 4 = T 2 − 4D. Suposem que es tracta d’un sistema no degenerat, e´s a dir, D 6= 0.
Aleshores el sistema x˙ = Ax e´s:
• Punt de sella ⇐⇒ D < 0.
• Centre ⇐⇒ T = 0 i 4 < 0.
• Focus atractor ⇐⇒ T < 0 i 4 < 0.
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• Focus repulsor ⇐⇒ T > 0 i 4 < 0.
• Node atractor ⇐⇒ D > 0, 4 ≥ 0 i T < 0.
• Node repulsor ⇐⇒ D > 0, 4 ≥ 0 i T > 0.
• Node estrellat ⇐⇒4 = 0 i A no diagonal.
Demostracio´. Siguin λ+ i λ− les arrels del polinomi caracter´ıstic P (λ) = λ2−Tλ+D.
Aleshores,
λ± =
T ±√T 2 − 4D
2
=
T ±√4
2
, T = λ+ + λ− i D = λ+λ−.
SuposemD 6= 0. Aleshores, distingim tres casos que a la vegada es subdivideixen:
1. Si 4 < 0⇒ λ± ∈ C i Re(λ±) = T
2
a) T < 0⇒ Focus atractor
b) T = 0⇒ Centre
c) T > 0⇒ Focus repulsor
2. Si 4 ≥ 0⇒ λ± ∈ R
a) D < 0⇒ Signes de λ+ i λ− contraris ⇒ Punt de sella
b) D > 0⇒ Mateix signes de λ+ i λ− ⇒ Node
b.1) T > 0⇒ Repulsor
b.2) T < 0⇒ Atractor
3. Si 4 = 0⇒ Casos impropis o estrellats
El gra`fic 4.2 mostra com es divideixen els diferents tipus d’equilibris. L’eix
d’abscisses representa T = trA i l’eix d’ordenades D = detA. Anomenarem C la
funcio´ que descriu el discriminant 4 = T
2
4
. Aix´ı doncs, la bifurcacio´ de Hopf te´ lloc
en el moment en que T,D travessen la corba C.
4.2.1 Classificacio´ de les bifurcacions de Hopf
Segons el comportament que experimenten les o`rbites prop de l’equilibri en el
punt de bifurcacio´, es diferencien dos tipus de bifurcacio´:
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Figura 4.2: Criteri de la trac¸a i el determinant.
• Bifurcacio´ supercr´ıtica: L’equilibri inicialment e´s estable. A mesura que
el para`metre canvia l’equilibri estable comenc¸a a desestabilitzar-se en forma
d’oscil·lacions que van creixent. Per al valor del para`metre en que succeeix
aquest fet diem que hi ha una bifurcacio´ de Hopf. A continuacio´ el para`metre
continua variant i el punt fix, que abans era atractor, passa a ser repulsor i les
o`rbites del seu entorn so´n atretes per l’o`rbita perio`dica estable que s’ha format
al seu voltant.
Per entendre millor aquest concepte veurem un exemple de sistema dina`mic,
en coordenades polars, en el quan te´ lloc una bifurcacio´ d’aquest tipus. En
aquest cas el para`metre que varia e´s ε:
{
r˙ = r(ε− r2)
θ˙ = 1
En aquest cas tenim un punt fix constant r = 0 i un punt fix r =
√
ε que
depe`n del valor del para`metre ε i podem distingir els casos segu¨ents, cadascun
dels quals do´na lloc a un retrat de fases diferent:
Observem que per ε < 0, r = 0 e´s l’u´nic punt fix i e´s atractor. Quan ε = 0,
llavors r˙ = −r3, de manera que l’origen continua sent un equilibri estable pero`
les o`rbites oscil·len me´s abans de ser atretes per ell. I, per ε > 0, tenim un
segon equilibri en r =
√
ε que resulta ser una o`rbita perio`dica estable. A la
Figura 4.3 es representa en color vermell i atreu tant les o`rbites del seu interior
com les del seu exterior, de manera que l’origen passa a ser un punt fix repulsor.
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Figura 4.3: Retrats de fases del sistema per als diferents valors del para`metre ε.
La Figura 4.4 tambe´ ens do´na una caracteritzacio´ d’aquest tipus de bifurca-
cions.
• Bifurcacio´ subcr´ıtica: Inicialment es te´ una o`rbita perio`dica inestable al
voltant d’un punt fix atractor. El para`metre es va incrementant fins que ar-
riba al valor en que te´ lloc la bifurcacio´ de Hopf. Quan es passa aquest punt
no existeixen equilibris estables, l’origen comenc¸a a repel·lir les o`rbites del seu
voltant poc a poc. A mesura que el para`metre continua creixent, l’origen es
converteix en un focus repulsor.
Per entendre millor aquest concepte veurem un exemple de sistema dina`mic,
en coordenades polars, en el quan te´ lloc una bifurcacio´ d’aquest tipus:
{
r˙ = −r(ε− r2)
θ˙ = 1
En aquest cas tambe´ tenim un punt fix constant r = 0 i un punt fix r =
√
ε que
depe`n del valor del para`metre ε i podem distingir els casos segu¨ents, cadascun
dels quals do´na lloc a un retrat de fases diferent:
ε < 0 =⇒ Focus atractor en r = 0 i o`rbita perio`dica de radi r = √ε.
ε = 0 =⇒ Focus repulsor oscil·lant en r = 0.
ε > 0 =⇒ Focus repulsor en r = 0.
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Figura 4.4: Bifurcacio´ de Hopf supercr´ıtica. (a) El camı´ d’equilibris {(a, 0, 0)} canvia
d’estabilitat quan a = 0. L’equilibri estable per a < 0 e´s reemplac¸at per una o`rbita
perio`dica estable quan a > 0. (b) Diagrama esquema`tic de la bifurcacio´ de v en
funcio´ del para`metre a.
A continuacio´ veurem un altre comportament interessant que te´ lloc en les
aquest tipus de bifurcacions:
- La histe`resi e´s un efecte no lineal que a vegades apareix en prese`ncia
d’una bicurcacio´ subcr´ıtica de Hopf. El para`metre canvia, a continuacio´, tor-
na al seu valor original, i, aleshores, el sistema experimenta un comportament
completament diferent de l’original. Aquest canvi en el comportament del sis-
tema, el qual depe`n de la coexiste`ncia de dos atractors per al mateix valor del
para`metre, s’anomena histe`resi.
Per entendre millor aquest concepte veurem un exemple de sistema dina`mic,
en coordenades polars, en el quan te´ lloc una bifurcacio´ d’aquest tipus:
{
r˙ = −r(ε− r2)(1− r2)
θ˙ = 1
En aquest cas, inicialment es te´ un punt fix atractor en r = 0, una o`rbita
perio`dica repulsora en r =
√
ε i una o`rbita atractora en r = 1. De manera
que en la regio´ limitada per l’o`rbita perio`dica petita, les o`rbites so´n atretes
pel focus atractor. Entre les dues o`rbites perio`diques, les o`rbites so´n atretes
per la me´s gran. I fora d’aquesta el camp exterior apunta en direccio´ a l’o`rbita
perio`dica gran. Hem fet una representacio´ d’aquest comportament amb el
software GNUPLOT i hem obtingut el gra`fic segu¨ent, on s’indica l’o`rbita re-
pulsora en blau, l’atractora en vermell i la resta d’o`rbites en negre:
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Figura 4.5: Retrat de fases previ a la histe`resi.
Partint d’aquest estat inicial, a mesura que s’incrementa el valor del para`metre
ε, a l’interior de l’o`rbita gran hi te´ lloc el mateix proce´s que s’observa en una
bifurcacio´ subcr´ıtica. En el moment de la bifurcacio´, pero`, l’o`rbita interior
desapareix, l’origen passa a ser repulsor i repel·leix les o`rbites que passen a ser
atretes per l’o`rbita perio`dica exterior. Finalment, quan tornem a canviar el
valor del para`metre cap a ε < 0 (cap al valor inicial), l’equilibri del sistema ja
no e´s el punt fix inicial sino´ que e´s l’o`rbita atractora.
En el cas de la histe`resi e´s interessant tenir en compte que, una vegada ha
tingut lloc la bifurcacio´, les o`rbites que repel·la l’origen i so´n atretes per
l’o`rbita perio`dica exterior representen connexions heterocl´ıniques entre l’origen
i aquesta o`rbita perio`dica. Per tant, es podrien prendre com a ones viatgeres
perio`diques. Tot i aix´ı, caldria fer un estudi me´s intensiu per afirmar que re-
alment es presenta aquest feno`men.
La Figura 4.6 ens do´na una caracteritzacio´ d’aquest tipus de bifurcacions amb
histe`resi:
Figura 4.6: Bifurcacio´ de Hopf subcr´ıtica amb histe`resi. (a) Hi ha una bifurcacio´
en a = 0 des del camı´ γ = 0 d’equilibris. En aquest punt l’equilibri passa de
ser estable a ser inestable, i es bifurca en un camı´ d’o`rbites perio`diques inestables.
Les o`rbites perio`diques so´n inestables i s’extenen al llarg dels valors negatius del
para`metre, acabant en un punt de sella quan a = −1. Addicionalment, un camı´
d’o`rbites perio`diques actractores surt del punt de sella. (b) Diagrama esquema`tic
de la bifurcacio´ de v en funcio´ del para`metre a. El rectangle mostra el camı´ histere`tic.
Els segments verticals corresponen als salts.
Cap´ıtol 5
Dina`mica del sistema Fisher-KPP
Ens disposem a aplicar les eines adquirides en els cap´ıtols anteriors per estudiar
les solucions del model de Fisher-KPP.
5.1 Preparacio´ del sistema
Recordem que l’equacio´ de Fisher-KPP e´s un model de reaccio´-difusio´ amb taxa
de reaccio´ f(u) = u(1− u). Per tant, l’equacio´ que ens disposem a estudiar e´s
∂u
∂t
= 4u+ u(1− u) (5.1.1)
Tractarem les solucions d’aquest model com a ones viatgeres, per tant, seguint el
procediment descrit en el cap´ıtol 3, analitzarem les solucions de l’equacio´ de Fisher-
KPP a partir de les solucions del sistema d’EDO’s
X
®
x˙ = y
y˙ = cy − x(1− x) (5.1.2)
Per comoditat de notacio´ alhora de treballar en camps vectorials fem servir les
variables x, y enlloc de u, v.
5.2 Estudi qualitatiu en funcio´ de c
Cal estudiar aquest sistema en funcio´ del para`mtre c, la velocitat de desplac¸ament
de l’ona viatgera.
5.2.1 Cas c = 0
En primer lloc anem a estudiar el cas c = 0.
Suposant dt 6= 0, es te´ l’equacio´ de les o`rbites dy
dx
= −U
′(x)
y
, d’on obtenim l’EDO
de variables separades y dy = −U ′(x)dx. En aquest cas el camp te´ una integral
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primera. Integrant a les dues bandes obtenim la igualtat 1
2
y2 = x
3
3
− x2
2
+C, d’on es
dedueix l’expressio´ de l’energia del sistema:
E(x, y)︸ ︷︷ ︸
energia total
=
1
2
y2︸︷︷︸
energia cinetica
−x
3
3
+
x2
2︸ ︷︷ ︸
U(x)
(5.2.1)
Sent U(x) l’energia potencial del sistema, ja que sabem de f´ısica que l’energia
total d’un sistema es divideix en energia cine`tica i energia potencial.
A continuacio´ veiem que l’energia del sistema es conserva ja que la seva derivada
respecte el temps s’anul·la:
d
dt
E(x(t), y(t)) =
∂E
∂x
(x(t), y(t))x˙(t)+
∂E
∂y
(x(t), y(t))y˙(t) = (−x2+x)y+y(x2−x) = 0
(5.2.2)
Els punts fixos del sistema so´n x¯1 = (0, 0), un centre (la part real dels valors
propis que resulten del sistema DX(0, 0) s’anul·la), i x¯2 = (1, 0), un punt de sella
amb varietat estable Es = (1, 1) i varietat inestable Eu = (1,−1).
Calculem diferents nivells de l’energia potencial i en fem la projeccio´ sobre el
camp vectorial que do´na lloc a diferents corbes de nivell. En particular, el nivell
d’energia que en que es troba la corba de nivell que passa pel punt fix x¯1 e´s el nivell
E1 = E(x¯1) = 0, i el nivell d’energia que do´na lloc a la corba que passa pel punt fix
x¯2 e´s E2 = E(x¯2) =
1
6
. Tant la varietat estable com la varietat inestable del punt
de sella es troben sobre aquesta corba de nivell. Prenent diferents nivells d’energia
i projectant-los sobre el pla x, y obtenim el retrat de fases del sistema. El ca`lcul
de les isoclines verticals (y = 0) i horitzontals (x = 0, x = 1) ens proporciona la
informacio´ per determinar el sentit de gir de les o`rbites.
Tal i com s’observa en la Figura 5.1 l’origen coincideix amb el centre (e´s un
mı´nim del potencial) al voltant del qual trobem o`rbites perio`diques amb nivells d’e-
nergia 0 < E(x, y) < 1
6
. El nivell d’energia E(x, y) = 1
6
do´na lloc a una corba que
delimita la regio´ A =
¶
(x, y); 0 < E(x, y) < 1
6
©
i passa pel punt de sella. Tenint
en compte que el punt fix e´s un centre, qualsevol punt de A pertany a una o`rbita
perio`dica al voltant d’aquest centre.
5.2.2 Cas 0 < c < 2
En aquest cas la derivada de E e´s:
d
dt
E(x(t), y(t)) =
∂E
∂x
(x(t), y(t))x˙(t) +
∂E
∂y
(x(t), y(t))y˙(t)
= (−x2 + x)y + y(x2 − x) = −cy2 < 0,
(5.2.3)
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Figura 5.1: Retrat de fases per al cas c=0.
ja que 0 < c < 2, i es compleix la igualtat per als punts (x, 0). Per tant, l’energia
total no es conserva sino´ que decreix al llarg de les o`rbites.
Els punts fixos no varien pero` en aquest cas x¯1 = (0, 0) e´s focus atractor i
x¯2 = (1, 0) e´s un punt de sella.
En aquest cas el para`metre c pren diferents valors dins de l’interval (0, 2). Per
fer-nos una idea del comportament de les o`rbites dibuixarem el cas particular c = 1.
Figura 5.2: Retrat de fases per al cas c=1.
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Com que no podem representar el retrat de fases corresponent a tots els casos de
c en un sol gra`fic, farem servir la teoria de Lyapunov per fer l’estudi de l’estabilitat
de les solucions.
Prenem el conjunt A =
¶
(x, y) ∈ R2; 0 < E(x, y) < 1
6
©
com a entorn del punt x¯1.
Es compleix el segu¨ent:
1. E(x¯1) = E(0, 0) = 0, i E(x, y) > 0, ∀(x, y) ∈ A tals que (x, y) 6= x¯1, ja que
E(x, y) ∈
Ç
0,
1
6
å
∀(x, y) ∈ A.
2. E˙(x, y) = −cy2 ≤ 0, ∀(x, y) ∈ A tals que (x, y) 6= x¯1.
Com que E compleix les propietats d’una funcio´ de Lyapunov per a x¯1, pel Te-
orema de Lyapunov (Teorema 3.2.3) podem afirmar que el punt fix x¯1 e´s estable i
tambe´ que ∃(x, y) ∈ A, (x, y) 6= x¯1, tals que E˙(x, y) = 0, en particular es tracta
del conjunt de punts M = {(x, y) ∈ A;x 6= 0 i y = 0}. Com que la desigualtat 2. no
e´s estricta, la funcio´ E no e´s una funcio´ de Lyapunov estricta i, per tant, no podem
afirmar encara que aquest punt fix sigui assimpto`ticament estable.
Per veure si el punt fix x¯1 e´s assimpto`ticament estable farem servir el Teorema
de Barbashin-La Salle(Teorema 3.2.7).
Sigui E : A ⊂ Rn −→ R la funcio´ de Lyapunov per a x¯1 en l’entorn A i
Q =
¶
x ∈ A; E˙ = 0©, e´s a dir, Q = M ∪ x¯1. En aquest cas A e´s positivament
invariant. Com que l’u´nic conjunt positivament invariant de Q e´s x¯1, llavors x¯1 e´s
assimpto`ticament estable, es tracta d’un focus atractor la conca d’atraccio´ del qual
e´s A.
Finalment, anem a veure si existeix alguna connexio´ entre els punts fixos a partir
d’un estudi de la varietat inestable del punt de sella i veient com varia per 0 < c < 2.
Considerem el sistema X 5.1.2, en calculem la matriu jacobiana i l’avaluem en
el punt fix x¯2 = (1, 0):
DX(x, y) =
Ç
0 1
2x− 1 −c
å
=⇒ DX(1, 0) =
Ç
0 1
1 −c
å
A continuacio´, a partir del polinomi caracter´ıstic, en calculem els valors propis:
Pc(λ) = det (DX(1, 0)− λId) =
∣∣∣∣∣−λ 11 −c− λ
∣∣∣∣∣ = λ2 + cλ− 1 (5.2.4)
Igualant el polinomi a 0 i resolent l’equacio´ de segon grau obtenim els valors
propis segu¨ents:
λ+ =
−c+√c2 + 4
2
> 0 i λ− =
−c−√c2 + 4
2
< 0
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Com que ens interessa veure el comportament de la varietat inestable del punt
de sella, ens centrarem en calcular el vector propi del valor propi λ+ u´nicament, que
e´s el que do´na lloc a aquest subespai.Ç
0 1
1 −c
åÇ
x
y
å
= λ+
Ç
x
y
å
=⇒
y = λ+xx− cy = λ+y =⇒ y =
1− λ2+
c
x (5.2.5)
Aix´ı doncs, el subespai inestable del punt de sella x¯2 sera` de la forma E
u =Ä
c, 1− λ2+
ä
, pels diferents valors de c.
En la Figura 5.3 es pren el punt de sella com a l’origen de coordenades i es pot
veure el subespai inestable, per c = 0, de color vermell. Quan la c pren valors entre
0 i 2, aquest vector es mou dins de la zona pintada, passant sempre pel punt de
sella. Aix´ı doncs, per qualsevol valor c ∈ (0, 2), aquest subespai inestable de x¯2 cau
dins de A i, com que A e´s la conca d’atraccio´ de x¯1, la varietat inestable del punt
de sella e´s atreta pel focus atractor.
Figura 5.3: Regio´ dins de la qual es mou la varietat inestable del punt de sella per
a diferents valors de c entre 0 i 2.
Com que l’o`rbita que defineix el subespai Eu esta` continguda en la varietat es-
table de x¯1 i en la varietat inestable de x¯2, aleshores aquesta o`rbita constitueix una
connexio´ heterocl´ınica entre el el punt de sella x¯2 i el focus atractor x¯1.
Sigui (U(t), V (t)) la connexio´ heterocl´ınica, llavors u(t, x) = U(x − ct) e´s l’ona
viatgera. Traslladant aquest resultat a les solucions del model original, podem afir-
mar que existeix una ona viatgera u tal que u− = 1 i u+ = 0, per c ∈ (0, 2). Aix´ı
doncs, l’ona viatgera experimentaria un comportament oscil·latori en el quan les
oscil·lacions serien cada vegada me´s petites, correspondria a les o`rbites del sistema
que cada vegada s’acosten me´s a l’atractor.
5.2. Estudi qualitatiu en funcio´ de c 36
Per al cas particular c = 1 hem reprodu¨ıt el comportament de la connexio´ he-
terocl´ınica que uneix la varietat inestable del punt de sella de coordenada x = 1
amb el focus atractor de coordenada x = 0. En la figura e´s veu com el focus atrau
ra`pidament la varietat inestable del punt de sella perque` gairebe´ no oscil·la al seu
voltant.
Figura 5.4: Connexio´ heterocl´ınica per al cas c = 1.
I, a continuacio´, s’observa la corresponent ona viatgera per al mateix cas c = 1.
Es veu com parteix del nivell 1, oscil·la lleugerament - en el retrat de fases equival a
les voltes que donen les o`rbites al voltant del focus atractor abans de ser absorbides
per ell - i, de seguida, assoleix el nivell 0 - correspon al moment en que la varietat
inestable del punt de sella e´s totalment absorbida pel focus atractor.
Figura 5.5: Ona viatgera per al cas c = 1.
5.2.3 Cas c ≥ 2
Pel mateix raonament que en el cas anterior la derivada de l’energia e´s negativa,
per tant, l’energia total no es conserva sino´ que decreix al llarg de les o`rbites.
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Ara el punt fix x¯1 = (0, 0) e´s un node atractor i el punt fix x¯2 = (1, 0) e´s un punt
de sella.
A partir de c = 2 i en endavant la regio´ A deixa de ser positivament invariant
tot i que continua existint una connexio´ heterocl´ınica entre la varietat invariant del
punt de sella i el node atractor. Ara les o`rbites ja no oscil·len al voltant del punt
fix fins a ser atretes per ell sino´ que hi fan cap directament. Es pot observar en la
figura segu¨ent per al cas particular c = 3.
Figura 5.6: Retrat de fases per al cas c=3.
Per al cas particular c = 3 hem reprodu¨ıt el comportament de la connexio´ he-
terocl´ınica que uneix la varietat inestable del punt de sella de coordenada x = 1
amb el node atractor de coordenada x = 0. En la figura e´s veu com el node atrau
directament la varietat inestable del punt de sella.
I, a continuacio´, s’observa la corresponent ona viatgera per al mateix cas c = 3.
Es veu com parteix del nivell 1 i, sense oscil·lar gens, assoleix el nivell 0 que correspon
al moment en que la varietat inestable del punt de sella e´s totalment absorbida pel
node atractor.
Figura 5.7: Connexio´ heterocl´ınica per al cas c = 3.
Figura 5.8: Ona viatgera per al cas c = 3.
Cap´ıtol 6
Dina`mica del sistema Brusselator
Ens disposem, ara, a fer un estudi de l’estabilitat del sistema Brusselator i de
la dina`mica global del model [14]. Farem servir els resultats obtinguts en el cap´ıtol
anterior.
6.1 Equilibris en funcio´ dels para`metres
En el primer cap´ıtol hem obtingut el sistema d’equacions de reaccio´-difusio´ del
model Brusselator, que so´n de la forma ∂u
∂t
= f(u) + ∂
2u
∂x2
. A continuacio´ farem un
estudi de la dina`mica de la part de reaccio´ del sistema, e´s a dir, sense considerar el
terme de difusio´ ∂
2u
∂x2
.
Per fer un estudi qualitatiu de les equacions 1.4.8 i 1.4.9 en funcio´ dels para`metres
a i b, expressem el sistema de la forma segu¨ent:
X
®
x˙ = a− (b+ 1)x+ x2y =: f(x, y)
y˙ = bx− x2y =: g(x, y), (6.1.1)
on x, y ∈ R, a, b,∈ R i a, b > 0.
Per trobar els equilibris del sistema busquem els punts que satisfan f(x, y) =
g(x, y) = 0. En aquest cas nome´s existeix un punt fix x¯ =
Ä
a, b
a
ä
, que varia en funcio´
dels para`metres a i b. Per determinar de quin tipus e´s aquest punt farem un ana`lisi
dels valors propis de la matriu DX(x, y) avaluada en el punt fix i donarem diferents
valors als para`metres:
DX(x, y) =
Ç−b− 1 + 2xy x2
b− 2xy −x2
å
=⇒ DX
Ç
a,
b
a
å
=
Ç
b− 1 a2
−b −a2
å
Sabem que el polinomi caracter´ıstic d’aquesta matriu es pot expressar com
P (λ) = λ2− tr
Ç
DX
Ç
a,
b
a
åå
λ+det
Ç
DX
Ç
a,
b
a
åå
= λ2− (b−1−a)+a2. (6.1.2)
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Com que hem de fer un ana`lisi tenint en compte tots els possibles valors dels
para`metres, enlloc de calcular expl´ıcitament els valors propis de DX
Ä
a, b
a
ä
a partir
de les arrels del polinomi caracter´ıstic i distingir tots els possibles casos segons els
valors d’a i b, farem servir un criteri que es basa en els valors de la trac¸a i el deter-
minant de la matriu DX
Ä
a, b
a
ä
i que hem vist en el cap´ıtol 4.
Per al model que ens ocupa tenim que T = b− 1− a2, D = a2 i 4 = T 2 − 4D.
Per tant, com que D = a2 > 0 ∀a > 0, b > 0, en cap cas el punt fix e´s un punt de
sella. A continuacio´ fixem el para`metre a i anem a distingir tres casos diferents per
al para`metre b.
Cas b > a2 + 1
Els valors de la trac¸a i el discriminant so´n T = b − 1 − a2 > 0 i 4 = (b + 1 −
a2)2 − 4a2 = a4 + b2 − 2a2(1− b)− 2b + 1, respectivament, on el signe de 4 depe`n
dels valors dels para`metres. Aleshores, per la Proposicio´ 4.2.3, si 4 < 0, aleshores
el punt fix e´s un focus repulsor i, si 4 > 0, llavors e´s un node repulsor. En qualsevol
cas, si b > a2 + 1, l’equilibri e´s inestable.
Cas b < a2 + 1
Els valors de la trac¸a i el discriminant so´n T = b − 1 − a2 < 0 i 4 com abans,
respectivament, on el signe de 4 depe`n dels valors dels para`metres. Aleshores, per
la Proposicio´ 4.2.3, si 4 < 0, aleshores el punt fix e´s un focus atractor i, si 4 > 0,
llavors e´s un node atractor. En qualsevol cas, si b > a2 + 1, l’equilibri e´s estable.
Cas b = a2 + 1
El valor de la trac¸a e´s T = b− 1− a2 = 0, per tant, l’equilibri e´s un centre.
El per´ıode T d’una solucio´ perio`dica al voltant d’aquest centre ve donat per l’ex-
pressio´ T =
2pi
ω
, on ω e´s la frequ¨e`ncia aproximada. El valor d’aquesta frequ¨e`ncia es
troba a partir del valor absolut de la part imagina`ria del valor propi λ± per al cas
b = a2 + 1:
λ± =
b− 1− a2 ±
»
(b− 1− a2)2 − 4a2
2
=︸︷︷︸
b=a2+1
√
−a2 = ±ia =⇒ Im(λ±) = a
El per´ıode depe`n del para`metre a i e´s aproximadament T =
2pi
a
.
Aix´ı doncs, amb a fixat, a mesura que el valor de b varia es do´nen comportaments
diferents en l’entorn del punt fix. Hi ha un canvi en l’estabilitat del sistema quan
s’incrementa la concentracio´ de l’espe`cie B i es mante´ constant la concentracio´ d’A.
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L’estat del sistema en funcio´ dels para`metres a i b es pot veure en el gra`fic
segu¨ent:
Figura 6.1: Estabilitat del sistema en funcio´ dels para`metres a i b.
6.2 Ana`lisi de la bifurcacio´.
En l’apartat anterior acabem de veure que, quan els para`metres varien, l’estabi-
litat dels punts fixos tambe´ ho fa. En aquest cas, fixada la concentracio´ de l’espe`cie
a es te´ que, a mesura que augmenta la concentracio´ de l’espe`cieb, el punt fix passa
de ser estable a ser inestable i hi ha un moment en que apareix una o`rbita perio`dica.
Aquests fets ens porten a suposar que, per algun valor dels para`metres, hi haura`
una bifurcacio´ de Hopf. Anem a veure-ho.
En primer lloc fixem el para`metre a, a mesura que b varia, el punt fix x¯ canvia
d’estabilitat, per b < a2 + 1 e´s estable i per b > a2 + 1 e´s inestable. Com que no hi
ha cap altre equilibri en el sistema, e´s raonable suposar que hi haura` una bifurcacio´
de Hopf quan b = a2 + 1. Per corroborar aquesta dina`mica cal que es compleixin els
supo`sits del Teorema de Hopf (Teorema 4.2.2) per al cas b = a2 + 1:
Observacio´ 6.2.1. Siguin λ± =
T ±√T 2 − 4D
2
=
T ±√4
2
els valors propis de la
matriu DX
Ä
a, b
a
ä
.
1. La part real dels valors propis s’anul·la per a aquest valor del para`metre b:
b = a2 + 1 =⇒ T = b− 1− a2 = 0 =⇒ Re(λ±) = 1
2
= 0.
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2. La part imagina`ria dels valors propis no s’anul·len per a aquest valor del
para`metre b:
b = a2+1 =⇒ T = b−1−a2 = 0 =⇒ Im(λ±) =
√
4D
2
=
√
D =
√
a2 = ±a 6= 0.
3. La derivada de la part real dels valors propis respecte el para`metre b no s’a-
nul·la per a aquest valor de b:
∂Re(λ±)
∂b
=
1
2
∂T
∂b
=
∂(b− 1− a2)
∂b
=
1
2
6= 0.
Efectivament es compleixen els supo`sits, per tant, pel Teorema de Hopf, quan a
e´s constant i b = a2 + 1, existeix una bifurcacio´ de Hopf en el punt fix x¯ =
Ä
a, b
a
ä
.
Aix´ı doncs, b e´s el para`metre de bifurcacio´ que, en moure’s, fa que la recta a = 1
talli transversalment la corba b = a2 + 1, tal i com s’observa en el dibuix.
6.3 Existe`ncia d’una o`rbita perio`dica al voltant
del punt fix.
Fins ara hem vist que el sistema presenta una bifurcacio´ de Hopf pel valor del
para`metre b = a2+1 i, per tant, hi ha una o`rbita perio`dica. Fixat a > 0, volem veure
si l’o`rbita perio`dica condiciona el comportament del sistema en funcio´ del para`metre
b i si ens permetra` decidir de quin tipus de bifurcacio´ de Hopf es tracta.
6.3.1 Construccio´ d’una regio´ positivament invariant
Per demostrar la prese`ncia d’una o`rbita perio`dica al voltant del punt fix cal
construir una regio´ positivament invariant que envolti aquest punt i que presenti
unes condicions concretes. Suposem que b > a2 + 1, llavors l’equilibri e´s repulsor.
En definir una zona de captura al seu voltant en la qual totes les o`rbites apuntin
cap a l’interior, veurem que entre el punt fix i les fronteres de la zona de captura
existeix una o`rbita perio`dica. Per arribar a aquest resultat utilitzarem el teorema
de Poincare´-Be´ndixon.
En primer lloc, calculem les isoclines del sistema:
• Isoclines verticals:
x˙ = a− (b+ 1)x+ x2y = 0⇐⇒ y = (b+ 1)x− a
x2
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• Isoclines horitzontals:
y˙ = bx− x2y = 0⇐⇒ x = 0 i y = b
x
Aquestes funcions divideixen el camp vectorial en regions amb diferents direc-
cions i ens serviran per delimitar la regio´ atractora desitjada que anomenarem Ω.
Procedim com segueix:
En primer lloc observem que, com que estem en el cas b > a2 + 1, el punt fix
x¯ =
Ä
a, b
a
ä
e´s repulsor. Per tant, ∃δ > 0 tal que tots els vectors de la frontera de
Bδ(x¯) apunten cap a l’exterior de la bola, e´s a dir, x¯ repel·la les o`rbites d’un entorn
Bδ(x¯) com a mı´nim.
A continuacio´ considerem les isoclines calculades en el supo`sit de b > a2 + 1 i
les regions que limiten en el primer quadrant, que e´s on es troba l’equilibri x¯. Tot
seguit passem a definir les fronteres de Ω:
1. Frontera inferior: Podem prendre l’eix d’abscisses (y = 0) com a l´ımit inferior,
donat que e´s la recta que limita el primer quadrant.
2. Frontera esquerra: Busquem el punt en que la isoclina vertical talla el l´ımit
inferior, comprovem que aquest punt estigui dins del primer quadrant.
y =
(b+ 1)x− a
x2
= 0⇐⇒ (b+ 1)x− a = 0⇐⇒ x = a
b+ 1
Com que b > a2 + 1 =⇒ b + 1 > a =⇒ a
b+1
> a. A me´s, numerador i
denominador so´n majors que zero, de manera que 0 < a
b+1
< a. Efectivament,
x = a
b+1
pertany al primer quadrant i es troba a l’esquerra de l’equilibri,
per tant, prenem com a frontera esquerra el segment vertical que te´ l’extrem
inferior en aquest punt x = a
b+1
.
3. Frontera superior: Cal imposar que la recta que limiti Ω per la part superior
passi pel punt d’interseccio´ entre el segment frontera esquerra i la isoclina
horitzontal. Busquem aquest punt d’interseccio´:
x =
a
b+ 1
, y =
b
x
=⇒ y = b(b+ 1)
a
. Com que b > a2 + 1 =⇒ b(b+ 1) > a =⇒ y > 1, per tant, podem prendre la
recta y = b(b+1)
a
com a l´ımit superior perque` conte´ el punt fix.
4. Frontera dreta: Aquesta darrera frontera esta` formada per un segment verti-
cal i per un altre segment que talla el primer i que intersecciona la frontera
superior. Anem a determinar aquests segments. El segment vertical e´s xs = k,
k > a, tal que te´ un extrem en l’eix d’abscisses i l’altre sobre la isoclina vertical
y = (b+1)x−a
x2
.
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El segon segment te´ un extrem en el punt d’interseccio´ amb la frontera supe-
rior i l’altre en el punt d’interseccio´ amb el segment vertical dret que acabem
de definir. Per determinar la inclinacio´ d’aquest segment i establir el punt de
tall amb la frontera superior, imposarem una condicio´ me´s: Qualsevol vector
sobre aquest segment ha d’apuntar en direccio´ a l’interior de Ω. Anem a definir
aquest segment:
Sigui n = (n1, n2) un vector normal al segment que volem trobar, cal que
n · (x˙, y˙) < 0, on · e´s el producte escalar. Prenem, ara, el vector n = (1, 1) i
imposem la condicio´ plantejada
(1, 1) · (a− (b+ 1)x+ x2y, bx− x2y) = a− x < 0 =⇒ x > a
Aix´ı doncs, mentre x > a, el segment amb vector normal (1, 1) compleix
la condicio´. Per tant, aquest u´ltim segment tallara` la frontera superior en
qualsevol punt amb coordenada x > a i tindra` pendent −1.
Representarem aquesta regio´ positivament invariant per al cas particular a = 1,
b = 2.5, e´s a dir, el punt fix e´s x¯ = (1, 2.5).
Figura 6.2: Regio´ positivament invariant per al cas a = 1, b = 2.5.
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En la Figura 6.2 podem veure aquesta regio´ positivament invariant i les isoclines
verticals (vermell) i horitzontals (verd) amb les respectives direccions del camp que
determinen.
D’una banda es te´ que la direccio´ del camp que queda per sota de la isoclina
vertical e´s negativa (apunta cap a l’esquerra) i la direccio´ del camp que queda per
sobre e´s positiva (apunta cap a la dreta). D’altra banda, la direccio´ del camp que
queda a la dreta de la isoclina horitzontal e´s negativa (apunta cap a baix) i la
direccio´ del camp que queda a l’esquerra e´s positiva (apunta cap a baix). Amb
aquestes consideracions podem representar les direccions globals del camp sobre
cada frontera de la regio´ com s’indica a la figura en color blau. Efectivament, les
direccions sobre les fronteres d’aquesta regio´ apunten cap a l’interior, en canvi, en
un petit entorn del punt fix, tot apunta cap a l’exterior, donat que el punt fix en
aquest cas e´s un repulsor. Aix´ı doncs, nome´s podem explicar aquesta dina`mica amb
la prese`ncia d’una o`rbita perio`dica estable envoltant el punt fix i a l’interior de la
regio´ de captura.
6.3.2 Applicacio´ del teorema de Poincare´-Be´ndixon
Un cop constru¨ıda aquesta regio´ atrapant farem servir el segu¨ent teorema per
demostrar l’existe`ncia d’una o`rbita perio`dica:
Teorema 6.3.1. Teorema de Poincare´-Be´ndixon. Sigui X : U ⊂ R2 −→ R2
un camp vectorial Cr (r ≥ 1). Sigui x ∈ U tal que t+(x) = +∞. Suposem que
∃K ⊂ U compacte tal que γ+(x) = {ϕ(t, x)|t ≥ 0}. Sabem que ω(x) e´s compacte,
connex i no buit. Si w(x) no conte´ punts fixos llavors e´s una o`rbita perio`dica.
Apliquem aquest teorema al cas que ens ocupa, sigui K la regio´ de captura que
acabem de determinar. Sabem que ω(x) ha de ser compacte, connex i no buit. A
me´s, ω(x) nome´s pot tenir un nombre finit de punts fixos. Llavors s’ha de donar
una de les opcions a), b) o c) del teorema:
El conjunt ω−l´ımit no pot ser un punt fix perque` en aquest cas hauria de ser el
punt x¯ que e´s repulsor i, per tant, no e´s un conjunt ω−l´ımit. Tampoc pot ser una
connexio´ finita de punts fixos perque` en la regio´ K nome´s hi ha el punt fix x¯. Per
tant, el conjunt ω−l´ımit ha de ser una o`rbita perio`dica estable que envolta el punt
fix x¯ i esta` continguda dins del conjunt compacte K.
Aix´ı doncs, inicialment, fixat a i amb b < a2+1, el punt fix e´s atractor. A mesura
que augmenta el para`metre b el punt fix atrau de manera me´s oscil·lant. Quan b
assoleix el valor a2 + 1 el punt fix esdeve´ un centre i apareix una o`rbita perio`dica
al seu voltant, de manera que te´ lloc una bifurcacio´ de Hopf local. Finalment, quan
b > a2 + 1, aquesta o`rbita perio`dica e´s estable i el punt fix passa a ser repulsor. Un
cop demostrada aquesta dina`mica podem concloure que aquest sistema experimenta
una bifurcacio´ de Hopf supercr´ıtica.
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6.4 Simulacio´ del comportament global del siste-
ma.
Per tenir una visio´ de la dina`mica global del sistema representarem amb el softwa-
re pplane el comportament del conjunt per a diferents valors dels para`metres.
En primer lloc fixem el valor del para`metre a = 1. A continuacio´ manipulem el
valor de b fent que vari¨ı entre 0.5 i 3 i analitzem els retrats de fases obtinguts en
cada cas.
Figura 6.3: Cas a = 1, b = 0.5
Figura 6.4: Cas a = 1, b = 1.5
Cas a = 1, b = 0.5
El punt fix (1, 0.5) e´s un focus
atractor poc oscil·lant, e´s a dir, les
o`rbites convergeixen ra`pidament a l’e-
quilibri.
Cas a = 1, b = 1.5
El punt fix (1, 1.5) e´s un focus
atractor me´s oscil·lant, e´s a dir, les
o`rbites convergeixen a l’equilibri pero`
ho fan cada vegada me´s a poc a
poc.
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Cas a = 1, b = 2
El punt fix (1, 2) e´s un centre les
o`rbites del qual tenen un per´ıode T =
2pi. Tal com es pot observar el punt
fix queda envoltant per un conjunt
d’o`rbites que giren al seu voltant. El
comportament global del sistema desen-
voca oscil·lant al voltant del centre.
Cas a = 1, b = 2.5
Figura 6.5: Cas a = 1, b = 2
Figura 6.6: Cas a = 1, b = 2.5
Figura 6.7: Cas a = 1, b = 3
El punt fix (1, 2.5) passa a ser un fo-
cus repulsor que oscil·la lentament fins
que e´s absorbit per l’o`rbita perio`dica,
que es distingeix en el retrat de fases
per ser una o`rbita me´s gruixuda que les
altres donat que totes les o`rbites que es-
tan a prop seu, tan dins com fora, so´n
absorbides per ella.
Cas a = 1, b = 3
El punt fix (1, 3) continua sent un
focus repulsor pero` ara me´s ra`pidament
cap a l’o`rbita perio`dica, que ha augmen-
tat de dimensions. Les o`rbites exteriors
a l’o`rbita perio`dica tambe´ so´n atretes
per ella.

Cap´ıtol 7
Conclusions
En primer lloc he fet un seguiment del proce´s de construccio´ d’un model ma-
tema`tic de reaccio´-difusio´, aprofundint en dos casos particulars. Tot i que existeix
una gran quantitat d’informacio´ en l´ınia sobre els models de reaccio´-difusio´, princi-
palment m’he basat en el document [1] pel nivell i claredat del seu contingut.
L’equacio´ de Fisher-KPP la vaig triar perque` e´s un model d’invasio´ que es podia
aplicar en el cas particular del creixement d’un tumor dins d’un organisme i la meva
intencio´ era investigar una mica me´s en aquesta direccio´. Vaig acabar abandonant
aquesta idea, d’una banda, per la seva dificultat i, d’altra banda, perque` vaig deci-
dir centrar-me en les solucions d’aquesta equacio´, les ones viatgeres. Aix´ı doncs, he
tingut l’oportunitat de cone`ixer aquest feno`men i d’estudiar la dina`mica del model
de Fisher-KPP fent un canvi de variables i construint un sistema d’equacions on
les solucions fossin ones viatgeres. Aquest procediment m’ha perme`s analitzar tal
sistema en funcio´ del para`metre velocitat de desplac¸ament de l’ona, c. Hem vist que
per al cas c = 0 es te´ un punt fix centre i un punt de sella. Per al cas 0 < c < 2 es
descriu una conca d’atraccio´ al voltant del punt fix central que passa a ser un focus
atractor i, a mesura que c augmenta i passem a tenir el cas c > 2, la varietat ines-
table del punt de sella entra en aquesta regio´ positivament invariant i e´s atreta pel
focus. D’aquesta manera he pogut observar i demostrar l’existe`ncia d’un compor-
tament molt interessant que experimenten les o`rbites d’aquest model: la connexio´
heterocl´ınica entre dos punts fixos que serveix per demostrar l’existe`ncia d’una ona
viatgera com a solucio´ del sistema. La majoria dels raonaments que m’han perme`s
treure aquestes conclusions es basen en la teoria de Lyapunov, que no havia vist i a
la qual he dedicat una seccio´ del treball. Cal tenir en compte que el procediment de
classificacio´ de punts fixos em resultava familiar i no he aprofundit en la definicio´
d’alguns conceptes perque` ja els hav´ıem treballat en l’assignatura del grau Equaci-
ons Diferencials.
Amb l’estudi de l’existe`ncia i unicitat de solucions dels models de reaccio´-difusio´
tambe´ he tingut l’oportunitat de veure una pinzellada del que so´n les solucions febles
i he treballat amb algunes demostracions que s’hi basen.
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La tria del model Brusselator no va ser tan fa`cil donat que tambe´ em cridava
molt l’atencio´ el model de Selkov basat en el proce´s metabo`lic de la glico`lisi. Com
que la longitud del treball s’hague´s allargat en exce´s amb l’estudi dels dos models
em vaig acabar decantant pel Brusselator perque` en vaig trobar me´s informacio´.
Aix´ı doncs, vaig decidir aprofundir bastant en la derivacio´ del model perque` em va
semblar interessant com, a partir de dues reaccions qu´ımiques, s’arriba a un sistema
d’equacions diferencials. Donat que per fer un estudi del sistema complert havia de
passar d’un sistema de dues equacions a un de quatre, em va semblar me´s adient
analitzar nome´s la part de reaccio´ del model. A me´s, el meu objectiu no era resoldre
un sistema d’equacions complex sino´ observar certs comportaments en la dina`mica
del model i prenent la part de reaccio´ n’hi havia prou.
En aquest cas nome´s hi ha un punt fix. L’ana`lisi del sistema l’he fet en funcio´ dels
dos para`metres que hi apareixen, a partir dels valors que prenen aquests para`metres
la dina`mica general del sistema varia. Quan b < a2 + 1 l’equilibri e´s estable i quan
b > a2 + 1 passa a ser inestable, aleshores, quan b = a2 + 1 te´ lloc una bifurcacio´ de
Hopf. Per corroborar-ho he aplicat la teoria de les bifurcacions de Hopf, a la qual he
dedicat un cap´ıtol d’aquest treball. A me´s, per demostrar que, efectivament, quan
el punt fix passa de ser estable a ser inestable apareix una o`rbita perio`dica al voltant
d’aquest equilibri, he constru¨ıt una regio´ positivament invariant entorn del punt fix
utilitzant les propietats de les isoclines del camp. Finalment, es pot veure aquesta
regio´ constru¨ıda per a un cas particular en que donem valors als para`metres i la
simulacio´ de diferents retrats de fases que reprodueixen els comportaments descrits.
Tot i que no apareix en el projecte crec que, per complementar el contingut del
treball i acabar-ho de lligar tot, tambe´ hague´s estat interessant fer un estudi del
model Brusselator prenent les solucions com a ones viatgeres tal com s’ha fet en
l’equacio´ de Fisher. I, d’altra banda, analitzar l’equacio´ de Fisher-KPP sense el
terme de difusio´, tal com s’ha fet amb el model Brusselator.
A nivell personal estic satisfeta amb el resultat obtingut ja que he assolit els
objectius fixats. D’una banda, he reprodu¨ıt el desenvolupament de construccio´ de
dos models de reaccio´-difusio´ aplicats a la qu´ımica i la biologia, fet que despertava
el meu intere`s. D’altra banda, he tingut l’oportunitat d’aprendre nous conceptes
d’ana`lisi matema`tica i d’ampliar els coneixements que he adquirit sobre equacions
diferencials, models matema`tics i sistemes dina`mics durant el grau. Com a part
pra`ctica he aplicat aquesta teoria als models escollits i he observat i demostrat els
comportaments espec´ıfics que es donaven. Pel que fa a la informacio´ requerida per al
desenvolupament del treball, la major part de documents que he consultat referents
als models de Fisher-KPP i Brusselator els he trobat en l´ınia. Tot i aix´ı, he consultat
llibres i publicacions de renom per dur a terme els cap´ıtols me´s teo`rics.
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M’agradaria fer constar la dificultat que he tingut a l’hora d’encaminar el tre-
ball en la direccio´ que ha pres finalment. Aquest fet e´s degut a que, inicialment,
tenia una idea de treball - un estudi matema`tic aplicat a la medicina del ca`ncer
- per a la qual em feien falta unes eines massa complexes tant a nivell matema`tic
com biolo`gic. Per aquest motiu el primer model que vaig tractar fou l’equacio´ de
Fisher-KPP, relacionada amb aquest context. Despre´s em vaig adonar que gaudiria
me´s del treball fent un estudi me´s assequible i en el qual pogue´s introduir eines que
suposen la continuacio´ d’algunes assignatures del grau.
Nome´s em resta dir que al llarg de la realitzacio´ d’aquest treball m’he hagut
d’organitzar a nivell personal, he estat constant en la meva feina i he apre`s molt,
tal com m’havia plantejat. Penso que e´s un exercici de maduresa personal que, al
mateix temps, implica un aprenentatge per part part de l’autor del projecte.
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