BACKGROUND: Fish and other aquatic species occasionally become entrained in dredges during operation. To better predict the likelihood of this entrainment occurring, the U.S. Army Corps of Engineers, San Francisco District, contacted the U.S. Army Engineer Research and Development Center (ERDC) to conduct a numerical model study to determine the flow behavior surrounding a draghead during operation. The validation data were taken from a previously completed 1:7-scale physical model study of a California draghead. 1 The numerical model study was completed by validating the numerical modeling process and then performing simulations at prototype scale to provide appropriate velocity measurements in the field. This report focuses on the numerical modeling process and validation portion of the numerical model.
NUMERICAL CODE:
The three-dimension (3D) Reynolds-Averaged, Navier-Stokes (RANS) module of Adaptive Hydraulics (AdH) was selected for the numerical model effort. The RANS equations for incompressible flows are the conservation of mass as ∇ • = 0
(1) and the conservation of momentum as
where: ρ = fluid density t = time U = total velocity vector at a location in the flow field U = Ū + u 2 σ = -pI + τ 3 p = thermodynamic pressure I = identity matrix Τ = 2µΓ Γ = 0.5 • (∇u + ∇u T ) 4 µ = fluid viscosity.
RANS-AdH is referred to as a non-hydrostatic numerical flow model because it makes no assumptions regarding pressure distribution. Accurately calculating the turbulent flow parameters is critical to the accuracy of the flow solution for high Reynolds number flows. While Equation 2 uses shear velocity to model turbulent flow, turbulent flow can also be modeled using a constant eddy viscosity. Currently, RANS-AdH captures the turbulent flow dissipation via a constant eddy viscosity subgrid closure scheme included in the molecular viscosity portion of the momentum equations. RANS-AdH has an automatic mesh adaption capability that is used to ensure a mesh independent flow solution (Tate, Berger, and Stockstill 2006; Savant et al. 2018) . Mesh adaption in RANS-AdH is controlled using the same method as in two-dimensional shallow water AdH by two user-specified parameters: a mesh refinement tolerance and a maximum number of adaption levels (ERDC 2019). The "error" from different flow information is collected, and a single residual value is formed. This residual is used to determine an appropriate refinement tolerance for the simulation. RANS-AdH refines the mesh when the calculated residual is above the set refinement tolerance. The amount of refinement allowed depends on the levels of adaption specified. Further information regarding general mesh adaption can be found in Oden et al. (1990) and Thompson, Warsi, and Mastin (1985) .
GEOMETRY DESCRIPTION:
The facility used in the physical model experiments utilized a 45.7-meter (m) long, 3.7 m wide, and 1.7 m deep tank. Figure 1 shows schematics of the physical testing facility. These dimensions were used to generate the flow domain for the numerical model. The 3D computer aided drafting (CAD) drawing of the 1:7-scale California draghead (shown in Figure 2 ) was used to create the draghead for the numerical model. The original CAD drawing is appropriate for the creation of the physical model, but manipulation is necessary for sufficiently high-quality 3D meshes to be generated. Such modifications are common for a numerical model study because details of the drawing that are either necessary or inconsequential for a physical model (such as small details like nuts and bolts for connections or small lips for flanges) commonly cause difficulties in generating computational meshes and increase computational burden. A geometry modification is justifiable if it causes a negligible change to the flow solution in the area of interest but either reduces the number of nodes and elements in the mesh or significantly improves the mesh quality. For the draghead geometry, extraneous edges were eliminated, and non-vital geometry components were simplified. Previous modeling experience has indicated that both types of these modifications could eliminate extra refinement for little or no flow solution change. Examples of these changes are shown in the circled areas in Figure 3 . The top image shows the original geometry, and the bottom image shows the modified geometry. The areas in the red circles show surfaces that were made flush with the surrounding geometry to eliminate unnecessary resolution in those areas. The green circle highlights an area where extraneous curves were removed to simplify the geometry. Areas in the blue circles show holes that were filled in the geometry to reduce mesh resolution and to eliminate areas that are known to cause difficult flow conditions, yet are insignificant to the flow solution area of interest.
Modifying the geometry to maintain a good quality and reasonably sized mesh usually comprises most of the 3D modeling effort. Many necessary modifications can be determined from previous 3D numerical modeling experience, but often problems do not become apparent until some simulations have been completed and the solutions have been analyzed. When additional modifications are discovered, the geometry must be revised and re-meshed. Boundary conditions must be reapplied and initial simulations must be re-submitted. Then, simulation solutions can be analyzed to determine if the modification produced the desired effect. 
MESHING:
Flow solution accuracy and reasonable simulation times require a high-quality mesh (mesh quality ≥ 0.3). While RANS-AdH has an automatic mesh adaption option available, it does not transform a low-quality mesh into a high-quality mesh. A higher-resolution mesh may generate a higher-quality mesh, but it will also require larger processing demands and might require longer processing time. Therefore, the element count must be limited when possible. However, if high resolution is required to appropriately represent important geometry, then element count cannot be reduced in those areas.
Areas with bad quality elements should also be considered during geometry modification. The user must decide whether a reasonable amount of extra resolution would increase the quality enough to remove the area of concern or if a geometry modification might be more appropriate. For the draghead, extra resolution was added to fillets to obtain a more accurate representation of the geometry as the overall increase to node count was small.
Mesh information for the final model scale mesh is shown in Table 1 . Due to the overall complexity and small size of the model scale draghead, small elements were required to adequately capture the intricate details of the draghead. The tank was much larger and less complex than the draghead, so it could be represented by much larger elements. Figure 4 shows varying levels of mesh resolution in the model scale mesh prior to adaption. 
BOUNDARY CONDITIONS:
The flow condition selected to validate the numerical model was a stationary draghead located 2.5 centimeters above the concrete floor with a 15.7 liters per second (250 gallons per minute) discharge into the draghead. Surfaces were created along the bottom of the draghead so the directed flow could be specified into the draghead. The specified velocity was directed normal to these surfaces. Figure 5 shows the inflow surfaces in red. A uniform velocity was assumed across all inflow surfaces because there were no data to support an implementation of a different flow distribution. Therefore, the average velocity (total discharge divided by inflow area) was applied to each node on every inflow surface. A hydrostatic pressure boundary condition was assigned to the nodes located at the tank wall upstream of the draghead. This hydrostatic pressure designates zero pressure at a previously established water surface elevation (in this case, the depth of the tank). Since the draghead is positioned very close to the tank floor and the flow velocities away from the draghead are small, a frictionless fixed-lid boundary condition was used for the top of the tank. This boundary condition prevents movement of the water surface throughout the simulation. All other surfaces were set as no flux boundaries to prevent flow to pass through them. A Darcy friction factor of 0.0309 was applied to the draghead to represent plastic, and a Darcy friction factor 0.0644 was applied to the tank floor to represent concrete (Sturm 2001) . 
VALIDATION:
The physical model provided mean velocity values for 16 reference points near the draghead. These reference points are shown in Figure 6 . There are eight planwise locations (A-H) with two different elevation values at each location. The lower elevation point is labeled with a "1" while the higher elevation point is labeled with a "2." Each reference point corresponds to the coordinate of a node in the computational mesh, so the flow solution at each reference point was calculated directly by RANS-AdH. In the initial simulation for each flow condition, a high eddy viscosity was set for the entire flow domain. A short simulation, typically 1 minute of simulated time, was then completed with this high initial eddy viscosity. Using the solution from the final time of the previous simulation, a new simulation with a reduced eddy viscosity was run. Once the new simulation was completed, the results were compared with the previous solution. If the solution was still changing, then a new simulation had to be submitted, which further reduced the eddy viscosity. This process continued until no flow solution change occurred. For the draghead, seven eddy viscosity iterations were required for the flow solution to converge.
The velocity values at each reference point in the numerical model maintained reasonable agreement with the physical model except for the two reference points located between the draghead toes (H1 and H2). Since, RANS-AdH uses a constant eddy viscosity to represent turbulence effects, a separate material between the draghead toes had to be created so the eddy viscosity in the area of those points could be modified independent of the rest of the flow domain. The geometry had to be modified and then re-meshed to add this necessary material.
Once the eddy viscosity was reduced for the entire flow domain, the eddy viscosity for the area between the draghead toes was slowly increased. The velocity values of the physical model were compared with the velocity values of the numerical model for the reference points H1 and H2 until an appropriate eddy viscosity for that area was determined. The fifth eddy viscosity simulated for the area between the toes was determined to be appropriate for the draghead simulation. Table 2 shows the change in velocity magnitude caused by adding the extra material for eddy viscosity manipulation. While the velocity magnitude of some of the reference points shifted slightly away from the velocity magnitude of the paired physical model reference point, the largest change can be seen in H1 and H2. Both of these reference points experienced better agreement with the physical model from the addition of the extra material. Once the eddy viscosity values were determined, levels of adaption and refinement tolerance were selected. For the draghead model, a velocity contour range encompassing a small diameter away from the draghead was used to select a refinement tolerance of 0.0005. Simulations were run with varying levels of adaption to reach a mesh independent solution. The 16 reference points were monitored at each level of adaption until the flow solution converged; this procedure is referred to as "mesh convergence" and provides confidence that numerical results are not biased due to spatial resolution of the mesh. Thus, the solution is ensured to be mesh independent. Figure 7 shows the incremental changes of velocity between the different levels of adaption for eight different reference points. Five levels of adaption were selected as the appropriate amount of adaption for these simulations. Figure 8 shows the number of nodes at each level of adaption. The increase of nodes for each adaption level increase is nonlinear. At the fourth level of adaption, the node increase becomes very large. Table 3 shows the node count and percent change for each level of adaption. Percent change overall was determined by subtracting the initial node count (prior to adaption) from the final node count of that level of adaption and then dividing by the initial node count. RESULTS: Figure 9 shows the velocity magnitude comparison between the physical and numerical model at the 16 reference points. The engineers who conducted the physical model study determined that 15% is a reasonable estimate of the uncertainty of the physical model results. Therefore, uncertainty bars of 15% have been added to the physical model velocity results in Figure 9 . The velocity magnitude results for 10 of the 16 reference points are within or very close to within 15% of the physical model measurements. Since such extensive efforts (discussed in the Validation section) were made to improve solution agreement, the authors expect that the agreement between numerical model and physical model results cannot be significantly improved without some capabilities added to RANS-AdH. The model validation results were reviewed by engineers in the Coastal and Hydraulics Laboratory (CHL), and the consensus is that the RANS-AdH results sufficiently reproduce the physical model results. 
CONCLUSION and FUTURE RESEARCH:
The velocity magnitudes from the numerical model compare well with over half of the 16 reference points. For these simulations, it was deemed unnecessary to directly model the boundary layer in the mesh as the overall effects from the boundary layer would make a small impact on the general flow behavior while adding a large computational burden. Friction values were chosen based off the physical experiment parameters, but sensitivity on these selected friction values were not completed. The assumption of uniform flow across the inflow surfaces, not directly modeling the boundary layer, and not completing a sensitivity test on the friction values could account for some of the discrepancies between the numerical and physical model.
The flow situation is dominated by converging flow throughout the domain, with the one exception being the bifurcating flow present between the draghead toes. Converging flow has relatively low dissipation, with fewer eddies forming than with diverging flow, and a steady-state condition can be reached as long as the geometry is stationary, the boundary conditions are steady, and the flow velocities are relatively small. Regardless, accurate near-field flow remains difficult, so extreme care must be made when considering near-field flow results from a numerical model when physical model measurements are not available for validation.
The numerical modeling process and results may be improved if a k-epsilon (k-Ɛ) turbulence closure model is incorporated into RANS-AdH (Mellor and Yamada 1982; Bardina, Huang, and Coakley 1997) . The current process for adjusting the turbulence parameters requires manually adjusting the eddy viscosity for different regions of the flow domain. These regions are created in the mesh, so if extra regions are determined necessary after the initial mesh is generated, then a new mesh and new boundary condition file must be created. This process is extremely laborintensive. The incorporation of a k-Ɛ turbulence model would greatly reduce the total time necessary to complete a RANS-AdH simulation by removing the need of slowly dropping the eddy viscosity until the flow solution has converged and by eliminating the need to divide the flow domain into multiple regions solely to adjust the eddy viscosity when different eddy viscosity values are necessary in the same flow domain. The k-Ɛ turbulence model would calculate the turbulent kinetic energy and turbulent dissipation rate at every node in the flow domain for every time step, so the turbulent flow behavior would be updated for each time step.
While the adaption option in RANS-AdH is an incredibly robust tool, an automatic mesh smoothing capability would be very beneficial. Currently, nodes are added to eliminate residuals higher than the refinement tolerance set; however, there is no element quality control while the simulation is running. The added resolution can and likely does reduce the quality of the mesh when many levels of adaption are employed during a simulation. An automatic mesh smoother would eliminate this concern, so a smoother should be applied once additional nodes are added to the mesh from adaption. This capability would reduce error while maintaining mesh quality.
By incorporating a two-equation turbulence closure model and a mesh smoother into RANS-AdH, the overall 3D simulation process could become streamlined. RANS-AdH simulations could reach more accurate results quicker by eliminating labor-intensive components of the current process and by improving the mesh adaption capability.
