With the development of Web 2.0, sentiment analysis has been widely used in many domains, such as information retrieval (IR), artificial intelligence and social networks. This paper focuses on the task of classifying a textual review as expressing a positive or negative sentiment, a core task of sentiment analysis called sentiment classification. To address this problem, we present a novel sentiment classification model based on topic sequence which refers to topics in descending order of their distribution probabilities. Topics' distribution probabilities are obtained after training the latent dirichlet allocation (LDA) model. To the best of our knowledge, previous work didn't consider the importance of the order relationships among topics. We work on exploiting the order relationships among topics and using this information for sentiment classification. Based on it, three steps are followed to tackle this task. First, we train the LDA model to get the topic distribution. Then, we sort these topics in descending order to get the topic sequence, which are used to construct topic co-occurrence matrices (positive and negative). Finally we use these two matrices to classify the test examples as positive or negative. The experiments show that our classification model obtains better results than many existing classifiers and the topic sequence plays an important role for sentiment classification.
Introduction
Sentiment analysis deals with the computational treatment of opinion, sentiment and subjectivity in text [1] . Generally, sentiment analysis can be divided into three subtasks: subjective text detection, subjective information extraction and sentiment classification. We focus on the third subtask: sentiment classification, which aims to automatically predict sentiment polarity (eg, positive or negative) of users' publishing sentiment data (eg, reviews, blogs) [2] . With the increasing popularity of Internet, people can easily participate in the E-Commerce and social networks, share their feelings, ideas and opinions through forums, blogs, product reviews and so on. Thus, there exists a lot of valuable text reviews containing people's opinions and emotions towards to people, product, things, etc. in the Internet. For individual users, network comments often affect their perceptions and attitudes about certain things, and then lead to influence their behaviours. For commercial organizations, analysing users' opinions can make them understand their customers better and maintain good competitive advantages. For national governments, public opinion monitoring can keep abreast of the people's demands, and help to provide better services for people.
Therefore, sentiment analysis not only has important social significance, but also becomes a popular topic in many research fields, such as information retrieval (IR) [3] , artificial intelligence [4] , [5] and social networks [6] , [7] .
Previous works use topic distributions as features to classify sentiments. They assume that similar documents have similar topic distributions. Unlike to them, we try to exploit the order relationships among topics for sentiment classification. We propose a novel sentiment classifier model called topic co-occurrence matrix (TCOM) and conduct experiments to show that TCOM is an effective model for sentiment classification.
The rest of the paper is organized as follows. In the next Section, we introduce the related work. The classification algorithm is described in Section 3. In Section 4, we describe the experimental results to show the effectiveness of our model. Finally, Section 5 concludes our work and discusses future work.
Related Work
Sentiment classification is a complicated problem but significant research effort has been done, especially in the field of product reviews, movie reviews and microblogs. Pang et al. [2] tried to use machine leaning model to solve this problem. They used n-gram model and compared the effect of three classifiers: Naï ve Bayes (NB), Maximum Entroy (ME) and Support Vector Machine (SVM), the experimental results found that with unigram, SVM will obtain the best classification accuracy. Go et al. [8] introduced a novel approach using distant supervision for automatically classifying the sentiment of Twitter messages. Jiang et al. [9] addressed target-dependent Twitter sentiment classification. Given a query, they classified the sentiments of tweets as positive, negative or neutral. Riloff et al. [10] constructed emotional templates for sentiment classification. [11] used words as features to classify the sentiments based on Naï ve Bayes classifier. Glorot et al. [12] proposed a deep learning approach to tackle this task by extracting a meaningful representation for each review in an unsupervised fashion.
Because of the high feature dimension of traditional feature representation methods, they usually contain a lot of useless features and can't capture the main meanings of the document. Therefore, it is necessary to remove the useless features in order to increase the accuracy of classification results. As a feature extraction method, it is worth mentioning that LDA has been successfully used to sentiment classification in recent years. LDA is one of the most popular topic models, it assumes that documents are mixture of topics where a topic is a probability distribution over words. LDA can reduce the number of features significantly. Lin and He [13] proposed a novel probabilistic modelling framework based on LDA, called joint sentiment/topic model (JST), which was fully unsupervised. Li et al. [14] presented a sentiment-LDA model for sentiment classification with global topics and local dependency. Jo and Oh [15] proposed two models, Sentence-LDA (SLDA) and Aspect and Sentiment Unification Model (ASUM) to tackle the problem of automatically discovering what aspects are evaluated in reviews and how sentiments for different aspects are expressed. Although LDA has been applied to sentiment classification for many years, there is little effort done to explore the order relationships among topics.
Method
As proposed in Section 1, we focus on the task of sentiment classification. In this Section, we will present a new classification model based on topic sequence for sentiment classification: Topic Co-occurrence Matrix (TCOM). [16] In order to classify the sentiment of a subjective document as negative or positive, what we first do is to change the presentation of documents into the format which computer can recognize. It is obvious to apply n-gram language model to tackle this problem, however, the number of dimension will be enormous and the computation will be intensive which is known as curse of dimensionality. There are many methods to reduce the feature dimension such as Information Gain, Chi-square test, LDA and so on. LDA is a generative model for collections of discrete data such as text corpora. It is a three-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics, each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities. The graphical model representation of LDA is shown in Fig. 1 and the meanings of the notations are explained in Table 1 . Table 1 As can be seen from Fig. 1 , LDA contains three layers: document layer, topic layer and word layer, the generative process for each document w in a corpus D is assumed as follows: 1) Choose N~) ( Poisson .
Latent Dirichlet Allocation
2) Choose ~) ( Dir .
3) For each of the N words ), and has the following probability density on this simplex:
The parameters and  are corpus-level parameters, assumed to be sampled once in the process of
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generating a corpus. Given the parameters  and  , the joint distribution of a topic mixture  , a set of N topics z , and a set of N words w is given by:
where
. Integrating over and summing over z , we obtain the marginal distribution of a document:
Finally, taking the product of the marginal probabilities of single documents, we obtain the probability of a corpus:
The variables 
Topic Sequence and Topic Co-occurrence Matrix
As what we present in Section 1, we explore the order relationships among topics for sentiment classification. We can get the topic distribution after training the LDA model. Instead of putting the topics' probability into the classifier directly, we sort these topics in descending order to get the topic sequence. Topic sequence means a set of topics in descending order according to their probability. Two adjacent topics in the topic sequence are considered as co-occurrence topics. Then, topic co-occurrence matrix is constructed according to the topic sequence. The pseudo code for constructing the topic co-occurrence matrix is shown in Fig. 2 . As an example, we choose k=3 to be the number of topic. The topic co-occurrence matrix is obtained as 2) We consider two adjacent topics as co-occurrence topics in the topic sequence. For each training document, we can get a topic sequence. The TCOM is updated by scanning all of the topic sequences. Take a topic sentence "t2, t1, t0" as an example, when scanning t2 and t1, 
TCOM
. Assume that we get another topic sequence "t2, t0, t1", the progress of updating theTCOM is shown in Fig. 4 . 
Classification Algorithm Based on TCOM
In Section 3.2, we illustrate the process of how to get the TCOM. In this Section, in order to take advantage of the topics' order relationships, we design a novel classification algorithm based on TCOM. The steps of the classification algorithm are as follows: 1) For positive training data, we get its POS TCOM using the method which Section 3.2 describes.
2) We get the negative NEG TCOM according to the negative training data.
3) In the classification step, given a test case, we get its 
Finally, we obtain the test case's classification result by comparing the 
Experiments
In this Section, we report our datasets, performance measurement, baseline and experimental results. All of the experiments are performed based on 10-fold cross validation.
Data Set
We use Chinese sentiment corpora ChnSentiCorp [17] as our corpus. More specifically, we use ChnSentiCorp-Htl-ba-4000 and ChnSentiCorp-NB-ba-4000 corresponding to the domains hotel and computer to test our method. The statistical information of the corpora we used is shown in Table 2 . As Table 2 shows, the total number of both corpora is 4000. And the positive number is the same as negative number in both corpora, meaning that the corpora are balanced.
Performance Measurement
We evaluate the classification performance in terms of three commonly used metrics: precision, recall and F-measure ( 1 F score) as defined referring to (6)- (8) . The confusion matrix is shown in Table 3 whose entries are given as a function of two classes in document-level sentiment classification, positive and negative documents. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. 
2 * precision * recall = 1 precision + recall F 
Conclusion and Future Work
In this work, we explore the advantage of order relationships among topics for sentiment classification. For this purpose, we propose the concept of topic sentence and topic co-occurrence matrix. We classify subjective documents to positive or negative by comparing the matrix distance of the testing sample with the training sets. If the testing matrix is more close to the positive co-occurrence matrix, it could be classify to positive; otherwise it is classified as negative. Experimental results show that the order relationships among topics are useful to improve the performance of sentiment classification. Moreover, some limitations in the concept of co-occurrence topic are observed. Instead of taking merely two adjacent topics as co-occurrence, we can expand the concept of co-occurrence topic such as taking 3 or 4 adjacent topics as co-occurrence. This forms our future work. We also aim to test whether the ideas used in this paper can be applied to the more general domain of text classification.
