In this note we delve into the bias term and prove that it is insignificant, provided i is chosen large enough and the vertical and horizontal states are uncorrelated. That is, the cross covariance of the state estimates x h r,s and x v r,s is zero, or P hv = 0 nx×nx and P vh = 0 nx×nx . Our simulations use i = 30. We also present a second iteration to improve the state estimates by including the vertical states computed from a vertical data processing step, i.e., by doing an orthogonal projection Y v f /Y v p . In this revised algorithm we include a step to compute the initial states. This new portion, in addition to the algorithm presented in Ramos and Mercère (2017a) , forms a complete 2-D stochastic subspace system identification algorithm.
The general 2-D stochastic Roesser model has the state-space form 
where x h r,s ∈ R n h , x v r,s ∈ R nv , and y r,s ∈ R ny denote, respectively, the local horizontal state, local vertical state, and output vectors at the (r, s) th location of a finite domain D = {(r, s) | 0 ≤ r ≤ N and 0 ≤ s ≤ M}. The system matrices {A, C}, given by
have partitioned dimensions A 1 ∈ R n h ×n h , A 2 ∈ R n h ×nv , A 3 ∈ R nv×n h , A 4 ∈ R nv×nv , C 1 ∈ R ny×n h , and C 2 ∈ R ny×nv . The noise vectors w h r,s ∈ R n h , w v r,s ∈ R nv , and v r,s ∈ R ny are assumed to be white Gaussian noise processes with mean and joint covariance matrix given, respectively, by 
where Q hh ∈ R n h ×n h , Q hv ∈ R n h ×nv , Q vh ∈ R nv×n h , Q vv ∈ R nv×nv , S h ∈ R n h ×ny , S v ∈ R nv×ny , and R ∈ R ny×ny , n x = n h + n v is the dimension of the combined system, IE is the expectation operator, M ⊤ denotes the transpose of M, δ k−k ′ is the Kronecker delta function, 0 m×n denotes an (m × n) matrix with all its elements equal to zero, and {Q, R, S} are the covariance and cross-covariance matrices of the noise terms.
The noise and state vectors are uncorrelated with each other, i.e.,
Furthermore, the states x 
1 and positive definite state covariance matrix
Let us now define the covariance of the state update as
where
, and the dimensions are Π h ∈ R n h ×n h , Π hv ∈ R n h ×nv , Π vh ∈ R nv×n h , and Π v ∈ R nv×nv . The state covariance update equation becomes
where (8) is not a matrix Lyapunov state covariance equation since Π ′ = Π. However, by partitioning (8), one can decompose it into a pair of coupled horizontal and vertical matrix Lyapunov type equations (Ramos & Mercère, 2016b) . Nevertheless, one can enforce the constraint Π hv = 0 n h ×nv , which results in the joint matrix Lyapunov equation
or, more compactly,
Throughout the rest of this note we will use the symbol > 0 (≥ 0) to indicate that a matrix is positive definite (positive semi-definite). Model (1a) -(1c) then satisfies the following constraints, also known as the positive real conditions:
The 2-D output autocovariance sequence Λ k,m ∈ R ny×ny is given in terms of the Markov parameters of the system as
where G 1 and G 2 are defined, respectively, as the horizontal and vertical partitions of the matrix G ∈ R nx×ny , obtained from
2 with G 1 ∈ R n h ×ny and G 2 ∈ R nv×ny given as
and
The problem can now be stated as follows:
corresponding to the output sequence y r,s ∈ R ny , for r = 0, 1, . . . , N and s = 0, 1, . . . , M, find: (i) the system orders n h and n v such that n x = n h + n v , (ii) parameter matrices {A, C, G} up to a similarity transformation, (iii) covariance matrices {Π, Q, R, S}, and (iv) the initial conditions {x In order to simplify the analysis, we also formulate the problem in the innovations form as 
is a positive definite matrix. We further define the innovations covariance matrix R e = IE e r,s e ⊤ r,s as
and state estimate errors and state estimate error covariance matrices, respectively, as
Then Σ h and Σ v satisfy the joint Riccati equation
Finally, the Kalman gain matrix is given by either of the following two expressions
with dimensions K 1 ∈ R n h ×ny and K 2 ∈ R nv×ny .
Horizontal Data Processing
Let the horizontal and vertical past and future state matrices for k = 0, 1, . . . , M and N = 2i + j − 2 be defined as
where throughout the sequel, subscripts p and f denote past and future, respectively, superscripts h and v denote horizontal and vertical, respectively, vh denotes vertical from horizontal data processing, and i and j are fixed integer constants such that j ≫ i and
Likewise, we define the horizontal past and future innovations and output data matrices for k = 0, 1, . . . , M and N = 2i + j − 2 as follows:
One can easily show that the following equations are satisfied for
} and other related matrices are defined as follows:
and I k denotes a (k×k) identity matrix. Finally, we define the lower triangular block Toeplitz matrices {G
For the purpose of horizontal data processing we will work with the equivalent horizontal subsystem
for r = 0, 1, . . . , N and s = 0, 1, . . . , M. However, at this point we need to make the following notational simplificationn h n h (M + 1),n y n y (M + 1), and
we get the horizontal subspace equations
Propagating the Vertical Hankel State Matrices
We will now propagate the state equation (1b) backward until we reach the initial vertical states. By assuming zero initial vertical states, then the remaining vertical states are a function of the innovations and horizontal states only. Since (21) and (22) are Hankel matrices, we need to convert (1b) into a pair of past and future Hankel type matrix equations. This is rather straightforward since (21) and (22) 
, we obtain, respectively, the past and future vertical state equations given by
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Let us now solve (51) and (52) recursively for k = 0, 1, . . . , M as follows:
. (57) Now we use {E
. . , M to construct upper triangular block Toeplitz matrices such as
Notice that (58) -(59) contain block Hankel entries, thus are block Toeplitz with Hankel blocks (BTHB). Finally, we define the controllability-like matrices
It can now be easily shown that the vertical states satisfy a pair of Hankel matrix equations such as
We now compute the orthogonal projection
Let us now look at each term individually. We start with
We continue with
Thus we get,
Let us continue with the next term
We then continue with the term
Finally, the last term
⊤ is zero since the future innovations are uncorrelated with the past data. Now collecting all terms, we obtain
One can show that
Therefore, we have
We define the bias term as
We now need to find a closed form expression for
. For this, we will use equations (29) and (51) - (52), along the following state estimate covariance equations
One can easily prove the following results.
Let us consider each product term for k = 0, 1, . . . , M. Starting with k = 0, we have that
Continuing with k = 1, we have
13
Likewise, for k = 2, we have
Now computing the covariance
Continuing further, for k ≥ 3, we obtain the general expression for
Analyzing (80) one can see that each term in the first sum is a function of P 0 and each term in the second sum is a function of Q 0 , both of which are functions of P hv and/or P vh , which by (15) are zero matrices. Thus, we conclude that the bias term is zero. Thus,
Improving The State Estimates
Since the orthogonal projection is not exact, there is a small bias introduced that may affect the identification of the system parameters. Despite the fact that the bias is rather small, one can iterate the procedure in order to improve the state estimates and eliminate the bias. We now propose an oblique projection approach to improve the state estimates. Along the way we also propose a procedure for computing the initial states. We start by assuming that the vertical states 1 are available from an orthogonal projection in the vertical direction, i.e., Ramos and Mercère (2017a) 
We then compute the RQ decomposition of the past/future data as follows:
nv+ny)i , and Q 3 ∈ R j×nyi . From (86) one can find an expression for Y h f using the R and Q parameters, along with using
It is now clearly evident that
Without computing the system parameters, our aim here is to compute Γ We now define E f and E f 1 as
and × denotes a matrix that is not relevant to the discussion. Furthermore, since the main diagonal blocks of K h i are all equal to I ny and all elements above the main diagonal blocks are 0 ny×ny , we observe that the first n y rows of E f contains a sequence of innovations, from which K h i can be computed. That is,
Let us now form the array of Hankel matrices using e 0 (k), for k = 0, 1, . . . , M, i.e.,
where Notice that if we knew E h f , then E f 2 (k) would be the first j − i + 1 columns of E h f (k), for k = 0, 1, . . . , M. That is,
e i+1,k e i+2,k · · · e j,k e j+1,k · · · e i+j−1,k e i+1,k e i+2,k e i+3,k · · · e j+1,k e j+2,k · · · e i+j,k e i+2,k e i+3,k e i+4,k · · · e j+2,k e j+3,k · · · e i+j+1,k . 
Let us now define the covariance matrices V 1 ∈ R nyi×nyi and V 2 ∈ R nyi×nyi as
We can now find a relationship between V 1 and V 2 as follows:
and upon applying the vec operator on both sides, we obtain 
where R We can now isolate R 
