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Abstract
Dynamic Wannier-Stark ladder (DWSL) is one of the fundamental topics in the research
area of laser-control of electronic states, which is realized in biased semiconductor super-
lattices driven by a terahertz cw laser. DWSL shows many kinds of features, such as
photon assisted tunneling, dynamic localization, ac-Zener tunneling (ac-ZT), and so on.
In a high laser-intensity region, the eect of ac-ZT on electronic states becomes signicant,
which contributes to couplings between dierent DWSL states.
In this dissertation, the resonance structure of electronic states in DWSL aected by the
ac-ZT is examined in terms of excess density of state (DOS), (ex)(E), closely related to the
lifetime of a concerned state. The excess DOS (ex)(E) is calculated by virtue of R-matrix
Floquet theory, where the DWSL is solved as a multichannel scattering problem. Further,
the analytical expression of (ex)(E) given by the sum of three dierent terms is derived
in a mathematical manner to analyze underlying physics of the obtained (ex)(E). This
expression shows that shape resonance mechanism and Feshbach-like resonance mechanism
have dominant contribution to resonance peak spectrum of (ex)(E).
The peak structure of (ex)(E) has strong dependence on the value of the matching
ratio , where  is the ratio of a Bloch frequency to a laser frequency. First, (ex)(E)
for integer  is analyzed. The excess DOS (ex)(E) for  = 1 has complicated structure
showing the branching of a spectral peak and the development of novel peaks in a high
laser-intensity region, which are explained by the Feshbach-like resonance mechanism. In
contrast, the spectral peaks in (ex)(E) for  = 3 show monotonic energy shift originated
from the shape resonance peaks modied by multichannel interactions.
Next, (ex)(E) for fractional  is analyzed. In the results of (ex)(E) for  = 3=2, the
manifestation of anomalous intense peak with sharp width caused by the laser irradiation
is observed. To the best one's knowledge, such behavior is really limited, because it does
not follow the general power-broadening mechanism due to the non-linear optical eect.
Further, this anomalous peak is explained by the Feshbach-like resonance mechanism. On
the other hand, (ex)(E) for  = 5=2 has monotonic structure as with the case for  = 3,
and thus the contribution from Feshbach-like resonance mechanism is less dominant.
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Chapter 1
Introduction
1.1 Laser-Control of Electronic State in Condensed
Matter
Laser-control of electronic states has attracted considerable attention in condensed mat-
ter physics [1, 2, 3, 4, 5]. By irradiating a laser eld, electronic states in equilibrium
can undergo changes into non-equilibrium states, some of which are realized in thermal
equilibrium by changing external parameters such as temperature, pressure, atomic com-
position, and so on. Laser-control of electronic states has been intensively studied as a
typical example of non-equilibrium phenomena as well as a fundamental mechanism for
optical devices.
Roughly speaking, there are two types of laser-control of electronic states. One is
the laser-control by short pulse laser, represented by photoinduced phase transitions with
abrupt changes of electronic states and with associating ultrafast dynamics [2, 3], The
other one is the laser-control by long cw laser characterized by ne control of electronic
states. In particular, the laser-control of electronic states in semiconductor nanostructures
by terahertz (THz) cw laser has provided various kinds of phenomena, such as dynamic
localization (DL) [1], photon assisted tunneling (PAT) [6], intraexciton Autler-Townes
eect [7], inverse Bloch oscillator eect [8], and so on. Furthermore, recent progress in the
generation of intense THz light sources [9, 10] enables us to explore innovative research
relevant to laser-control in the areas of high-power THz excitation of semiconductors [11].
For instance, the modulation of the excitonic absorption by the nonperturbative eect
of a THz pulse with a peak electric eld of  70 kV/cm is observed in ZnSe/ZnMgSSe
multiple quantum wells [12].
1.2 DynamicWannier-Stark Ladder (DWSL) in Semi-
conductor Superlattices
One of the typical examples of laser-control in semiconductor nanostructures by THz cw
laser is dynamic Wannier-Stark ladder (DWSL) in semiconductor superlattices (SLs) [13,
14], which shows a variety of phenomena, including PAT and DL. Experimentally, these
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related phenomena are actually observed in semiconductor SLs from the aspect of photon
induced current [1, 6, 8]. In addition to semiconductor SLs, DWSL and DL are studied
in optical SLs [15, 16, 17, 18], mesoscopic metallic rings [19], nite quantum-dot SLs [20],
periodically curved waveguide arrays [21], superradiance lattice [22], and so on. Further,
DL also has been shown to have subdominant contribution for systems of interacting parti-
cles, such as excitonic system [23] and many-body system [24, 25]. DL is the laser-induced
suppression of bandwidths of single-electron states in a periodic potential. However, this
phenomenon aects physics of many body systems because band suppression eectively
enlarge interactions between particles. Therefore, the laser-control of a single-electron (or
a single-particle) state is considered to be an extremely signicant subject in condensed
matter physics.
Semiconductor SLs are articial lattices having periodic structure of wells and barriers
composed of two dierent types of semiconductor layers [26]. When a static electric eld
F0 is applied to the semiconductor SLs, there appears discretized energy levels with a
constant energy interval of a Bloch frequency 
B = eF0d=~, where e is the charge of
an electron, d is the period of the SL, and ~ is Planck's constant divided by 2. This
ladder structure of energy levels is called Wannier-Stark ladder (WSL) [27, 28]. Figure
1.1 shows a schematic picture of potentials and electronic states of semiconductor SLs
without and with electric elds in the conduction band. As is shown in the left panel,
the semiconductor SLs has a periodic potential, and thus forms a band structure called
miniband, as explained later. When the cw laser eld Fac cos!t are applied along the
crystal growth direction in addition to the static eld F0, the SL potential is tilted and
shaken by Fac cos!t. Then the dynamic Wannier-Stark ladder, i.e. the WSL driven by a
cw THz laser, is realized.
Figure 1.1: A schematic picture of energy states and potentials of semiconductor SLs
with/without electric elds in the conduction band.
It is known that the physical properties of DWSL are characterized by the matching
ratio  that is the ratio of a Bloch frequency 
B to a laser frequency !, namely,  = 
B=!.
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When  is equal to a positive integer (this type of DWSL is termed integer type DWSL
in this dissertation), PAT and DL are realized. PAT is a tunneling assisted by photon
absorptions and emissions between discrete WSL levels in dierent SL wells, leading to
miniband formation accompanied by delocalized states, and DL is the collapse of the
miniband realizing at a certain strength of the laser intensity. For fractional  = p=q with
p and q as relatively prime numbers (this type of DWSL is termed fractional type DWSL
in this dissertation), the so-called dynamic fractional Stark ladder (DFSL) is realized,
which shows a ladder structure of quasienergy levels with energy spacing n~
B + m~!
with n and m as integers and ~ as Planck's constant [14, 29]. Furthermore, it is reported
that the fractal structure of quasienergy levels exists in a E versus  1 diagram with E
as quasienergy [14]. Here, it should be noted that the Hamiltonian describing DWSL has
the temporal periodicity. Thus the Floquet theorem is applicable, and the quasienergy E,
not energy, becomes a good quantum number, as explained laser.
Because these phenomena in DWSL can be understood in the light of single-electron
state in a periodic potential, the tight-binding approximation with nite minibands is
often employed [13, 30, 31, 32, 33], and the result shows a certain level of consistency
with experimental results in a low laser-intensity region. Here, it should be noted that
this approximation only takes a couple of lowest minibands composed of bound states
in quantum wells. However, in a real situation, there are no bound states because of
non-negligible quantum tunneling in the tilted SL potentials, and electronic states with
minibands in the SLs change into resonance states with nite lifetimes. Therefore, for
stronger laser eld, there exist non-negligible couplings between bound states associated
with these minibands and much higher states including continuum states, termed ac-Zener
tunneling (ac-ZT) [32]. For this reason, the tight-binding approximation never contains
all eects originating from the ac-ZT. To incorporate all parts of the ac-ZT eects, the
Schrodinger equation in the periodic potential subjected to static and oscillating electric
elds is required to be solved by means of the scattering theory with open boundary
condition.
Actually, some studies treating DWSL as a scattering problem have been reported so
far [34, 35, 36]. In 2002, Gluck et. al. reported the rst study treating the DWSL as a
scattering problem on the basis of the Floquet-Bloch method [34]. Here, the quasienergy
structure of DWSL is examined by solving the corresponding non-Hermitian eigenvalue
problem with Siegert boundary conditions. In 2010, Kukuu et al. have dealt with DWSL
as a multichannel scattering problem incorporating all parts of the ac-ZT including the
continuum eect, and carried out the prototypical calculations of excess density of state
(DOS), (ex)(E), in the integer type DWSL for  = 2 based on the R-matrix Floquet the-
ory [35]. Here, (ex)(E) is closely related to lifetime of the Floquet state with a quasienergy
E [37, 38, 39, 40]. They have demonstrated that the instability of DL is caused by dynamic
Fano resonance mechanism due to the eect of ac-ZT, and have shown the importance of
the continuum eect in a high laser-intensity region. As regards the fractional type DWSL,
Karasawa et al. have reported the theoretical study of the fractional DWSL for  = 1=3
and 2=3, which calculate (ex)(E) based on a single-channel scattering problem [36]. In the
result, it is shown that resonance peaks are shifted and broadened due to the ac-ZT, and
that the above mentioned fractal structure of DFSL does not necessarily hold. However,
this study is based on a single-channel scattering problem without interchannel couplings,
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and thus a part of the ac-ZT playing is neglected; this is considered to be correct just
under the high-frequency approximation with ! !1.
1.3 Aim of the Present Dissertation
The aim of the present dissertation is to examine a resonance structure of Floquet state
in DWSL on the basis of the scattering theory. To be concrete, we examine detailed
physical mechanisms determining the resonance structure of DWSL for integer  [41, 42]
and fractional  [43], because the preceding study [35] did not delve deeply into this
subject. The resonance structure of DWSL is examined in terms of excess DOS, (ex)(E),
closely related to lifetime of Floquet state with quasienergy E. To achieve this, we employ
two approaches. First, we numerically calculate (ex)(E) based on the R-matrix Floquet
theory. The R-matrix Floquet theory [44, 45] has been developed for studying physics in
intense laser eld, and can reduce DWSL to a multichannel scattering problem including
the ac-ZT eect as multichannel interaction, where the term "channel" is associated with
a photon-sideband state formed in DWSL. According to this theory, the eects of PAT
and ac-ZT are reected on interchannel interactions and deformation of SL potential. In
addition, it is noted that this theory has been applied to the study of a more complicated
excitonic Floquet system of semiconductor SLs driven by a THz cw laser [23, 46]. To
elucidate underlying physics of the spectral prole of calculated (ex)(E), it is preferred
to analyze the result qualitatively in a mathematical manner. Therefore, secondly, we
obtain the analytical expression of (ex)(E) given by the sum of three physically dierent
terms; the single-channel resonance term 
(ex)
0 (E), the multichannel nonresonance term

(ex)
nr (E), and the multichannel resonance term 
(ex)
res (E). It is shown that 
(ex)
0 (E) results
from the shape resonance mechanism, and that both of 
(ex)
nr (E) and 
(ex)
res (E) result from
the Feshbach-like mechanism.
Then, we discuss mechanisms of the spectral changes of (ex)(E) for  = 1 and 3
by use of this analytical expression. The calculated (ex)(E) for  = 1 shows the van
Hove singularities corresponding to miniband formation for relatively low laser intensity.
Further, it shows a complicated spectral change such as development of novel peaks in a
high laser-intensity region. The former behavior is explained by the eect of PAT included
in 
(ex)
nr (E) and the latter is considered to be governed by the Feshbach-like resonance peaks
attributed to 
(ex)
res (E) with a background of 
(ex)
nr (E). On the other hand, (ex)(E) for  = 3
shows monotonic energy shift of spectral peaks in the laser intensity region concerned here,
which is governed by 
(ex)
nr (E) and 
(ex)
0 (E). The intriguing points are that 
(ex)
res (E) explains
the origin of the novel peaks in (ex)(E), and its mechanism becomes considerable for  = 1,
where the coupling between DWSL levels is expected to be strongest. In addition, the
calculated (ex)(E) also shows the consistency with the result of the tight-binding model
in a relatively low laser-intensity region.
In the integer type DWSL, we successfully demonstrate the eect of ac-ZT on a Floquet
state in terms of excess DOS, (ex)(E). Thus, next, we examine (ex)(E) of the fractional
type DWSL, and aim at the comprehensive understanding of the DWSL. In particular, we
focus on the role of the interchannel coupling leading to the Feshbach-like resonance de-
scribed by 
(ex)
nr (E) and 
(ex)
res (E). Because the preceding study is based on a single-channel
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scattering problem [36], the interchannel coupling is neglected, and thus the spectral peaks
seen in the study are attributed to the shape resonance described by 
(ex)
0 (E). It is found
that an anomalous sharp-peak with longevity manifests itself in (ex)(E) for  = 3=2. The
development of this peak does not follow the general understanding of power-broadening
mechanism due to a non-linear optical eect, and the origin of the manifestation is ex-
plained by the property of 
(ex)
res (E). Actually, such an anomalous peak is not observed in
(ex)(E) for other 's to the best of one's knowledge. In contrast to (ex)(E) for  = 3=2,
that for  = 5=2 has simple structure showing monotonic energy shift of spectral peaks
attributed to 
(ex)
nr (E) and 
(ex)
0 (E).
This dissertation is organized as follows. In chapter 2, we present preliminary survey
of electronic states in semiconductor SLs with/without electric elds. First, we derive the
envelope function expression of Schrodinger equation for semiconductor SLs, and then we
introduce the miniband structure of SLs. Next, we explain Bloch oscillation and WSL
realized in biased semiconductor SLs. Finally, we explain the quasienergy structure of
the integer and fractional type DWSL and the ac-ZT eect based on the tight-binding
model. In chapter 3, we explain the present theory. First, we explain details of the R-
matrix Floquet theory, which is the numerical approach to calculate (ex)(E) in DWSL.
Next, we analytically divide (ex)(E) into three terms: 
(ex)
0 (E), 
(ex)
nr (E), and 
(ex)
res (E). In
chapter 4, we discuss the underlying physics in the calculated results of (ex)(E) by use
of its analytical expression. First, (ex)(E) for the integer type DWSL is discussed, and
next, (ex)(E) for the fractional type DWSL is discussed. In chapter 5, we conclude this
dissertation.
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Chapter 2
Preliminary Survey of Electronic
States in Semiconductor
Superlattices
In this chapter, we present preliminary survey of electronic states in semiconductor super-
lattices (SLs) with/without electric elds. In particular, we deal with the semiconductor
SLs composed of GaAs and GaAlxAs1 x, where both of GaAs and GaAlxAs1 x are III-V
compound semiconductors. In Sec. 2.1, semiconductor SLs without electric elds are con-
sidered. First, we explain the k p perturbation theory in bulk semiconductor crystals and
the envelope function approximation for semiconductor SLs. Next, miniband structure of
semiconductor SLs is introduced based on the tight-binding model. In Sec. 2.2 Bloch os-
cillation and Wannier-Stark ladder (WSL) of biased semiconductor SLs are explained. In
Sec. 2.3, we explain the quasienergy of dynamic Wannier-Stark ladder (DWSL) realized in
biased semiconductor SLs driven by THz cw laser on the basis of the tight-binding model
with the single miniband picture. In Sec. 2.4, we explain the ac-ZT and its eect on the
quasienergy structure. Atomic units (a.u.) are used throughout unless otherwise stated.
2.1 Semiconductor Superlattices without Electric Fields
2.1.1 k  p perturbation theory
It is well known that substantive contribution to quantum optics and transport in semi-
conductor SLs composed of GaAs and GaAlxAs1 x comes from electrons in the vicinity of
the   point [47]. Here, we introduce the k p perturbation theory applicable for describing
electronic states in the vicinity of the   point. This theory allows us to approximately
treat an electron in a periodic potential as a free electron with the eective mass [47]. In
what follows, the eective mass is derived.
First, we begin with the following Scrodinger equation for bulk semiconductor crystals:
p2
2m0
+ V (r)

 k(r) = E(k) k(r); (2.1)
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where p, m0, and V (r) represent a momentum operator, a mass of free electron, and a
periodic potential satisfying V (r + d) = V (r) with a unit lattice vector d, respectively,
and  is a bulk band index. Here, this system has the spatial periodicity due to V (r), and
thus the Bloch theorem allows the wavefunction to be expressed as  k(r) = e
ikruk(r)
with a spatially periodic function uk(r) satisfying the relation uk(r+d) = uk(r). Then
Eq.(2.1) is rewritten as
p2
2m0
+ V (r) +
k  p
m0

uk(r) =

E(k)  k
2
2m0

uk(r): (2.2)
Now, we express Eq.(2.2) as follows:
[H0 +H
0(k)]uk(r) = E(k)uk(r); (2.3)
where H0, H
0(k) and E(k) are dened as
H0  p
2
2m0
+ V (r); (2.4)
H 0(k)  k  p
m0
; (2.5)
and
E(k)  E(k)  k2=2m0; (2.6)
respectively. In this representation, we can treat Eq.(2.3) as a perturbation problem. Here,
H0 corresponds to an unperturbed Hamiltonian and H
0 corresponds to a perturbation
Hamiltonian. It is shown that u0(r) ( uk=0(r)) is the eigenfunction of H0 because
of H 0(k = 0) = 0. Thus, we obtain the following perturbation expansion of uk(r) and
E(k):
uk(r) ' u0(r) +
X
i6=
1
m0
k  hjpjii
E(k = 0)  Ei(k = 0)ui0(r) (2.7)
and
E(k) = E(k) +
k2
2m0
' E(k = 0) + k
2
2m0
+
X
i 6=
1
m20
jk  hjpjii j2
E(k = 0)  Ei(k = 0) ; (2.8)
where
hjpjii =
Z
dr u0(r) p ui0(r): (2.9)
According to band calculation of bulk semiconductor crystals [48], an electron at the
bottom of conduction band with k = 0 in III-V compound semiconductor has a s-orbital
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property. In addition, since GaAs and GaAlxAs1 x have zinc blende structures, both of
these semiconductors are isotropic with respect to x, y, z axes. Therefore, the energy
dispersion of a conduction electron in the vicinity of k = 0 can be represented as
Ee(k) = Eg +
k2
2me
; (2.10)
where Eg and me represent a energy gap and an eective mass of conduction band, re-
spectively. Here, the third term of RHS in Eq.(2.8) is renormalized in the second term of
RHS in Eq.(2.10).
2.1.2 Envelope Function Approximation for Semiconductor Su-
perlattices
The envelope function approximation is usually applied to the SLs system [47, 49]. Here,
we derive the simplied expression of the Schodinger equation for SLs by use of the eective
mass.
We begin with the following equation:n p2
2m
+ V (r) +W (r)
o
	(r) = E	(r) (2.11)
where W (r) represents an additional periodic potential describing the semiconductor SLs.
We expand the wavefunction 	(r) in terms of the Bloch function as
	(r) =
X
k
ck k(r) =
X
k
cke
ikruk(r): (2.12)
Here, we assume that 	(r) can be expanded by use of only Bloch functions of a single
band. The band index  is omitted. Taking the eective mass approximation into account,
the wavefunction 	(r) can be approximately expressed as
	(r)  u0(r)F(r); (2.13)
where F(r) given by
F(r) =
X
k
cke
ikr (2.14)
is an envelope function varying slowly in space. Substituting Eq.(2.13) and Eq.(2.14) into
Eq.(2.11), we obtainn p2
2m
+ V (r) +W (r)
oX
k
cke
ikru0(r) = E
X
k
cke
ikru0(r): (2.15)
By multiplying e ik
0ru0(r) on both sides of Eq. (2.15) and taking the integral of it over
r, Eq. (2.15) becomesX
k
ck
Z
full
e ik
0ru0(r)
n p2
2m
+ V (r) +W (r)
o
eikru0(r)dr
=
X
k
ckE
Z
full
ei(k k
0)ru0(r)u0(r)dr: (2.16)
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Here, we separate the full integration in Eq.(2.16) into an integration within each unit cell
and a sum of it as follows: Z
full
dr =)
X
l
Z
unit
drl; (2.17)
where l is the unit cell index. Then, we obtainX
l
X
k
ck
Z
unit
e ik
0ru0(r)
n p2
2m
d2
dr2
+ V (r) +W (r)
o
eikru0(r)drl
=
X
l
X
k
ckE
Z
unit
ei(k k
0)ru0(r)u0(r)drl: (2.18)
Because W (r) is constant in a unit cell and ei(k k
0)r is the slowly moving function, we can
pull out W (r) = W (rl) and e
i(k k0)r = ei(k k
0)rl from the integration. Thus, Eq.(2.18)
can be rewritten asX
l
X
k
cke
i(k k0)rl
n
Ee(k) +W (rl)
oZ
unit
u0(rl)u0(rl)drl
=
X
l
X
k
ckEe
i(k k0)rl
Z
unit
u0(rl)u0(rl)drl; (2.19)
and thus
1
N
X
l
X
k
cke
i(k k0)rl
n
Ee(k) +W (rl)
o
=
1
N
E
X
l
X
k
cke
i(k k0)rl (2.20)
is obtained with N as the number of unit cells. Next, we return the sum of l to the full
integration in space, that is,
1
N
X
l
) 1
V
Z
full
::: dr; (2.21)
where V is the volume of bulk crystal. Then, Eq. (2.20) becomes
1
V
X
k
ck
Z
full
n
Eg +
k2
2me
+W (r)
o
ei(k k
0)rdr = E
X
k
ck
1
V
Z
full
ei(k k
0)rdr: (2.22)
Furthermore, by applying
1
V
Z
full
ei(k k
0)rdr = k;k0 (2.23)
and
k2eikr =   d
2
dr2
eikr; (2.24)
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Eq. (2.22) is recast into
1
V
X
k
ck
Z
full
n
Eg +
p2
2me
+W (r)
o
ei(k k
0)rdr = Eck0 : (2.25)
By multiplying eik
0r0 on both sides of Eq. (2.25) and taking the sum with respect to k0,
we obtainX
k
ck
Z
full
n
Eg +
p2
2me
+W (r)
o
eikr
1
V
X
k0
eik
0(r0 r)dr = E
X
k0
ck0e
ik0r0 ; (2.26)
where ~E = E   Eg. Furthermore, by use of the relation
1
V
X
k0
eik
0(r r0) = (r  r0); (2.27)
Eq. (2.26) is reduced into n p2
2me
+W (r0)
o
F(r0) = ~EF(r0): (2.28)
When it comes to semiconductor SLs, the additional periodic potential is W (r) =
W (z), where z is the crystal growth direction, and thus the envelope function F(r) is
expressed as
F(r) = F(z)ei(kxx+kyy): (2.29)
Substituting Eq. (2.29) into Eq.(2.28), we obtainn pz2
2me
+
(k2x + k
2
y)
2me
+W (z)
o
F(z) = ~EF(z); (2.30)
where pz represents a momentum operator along the crystal growth direction. Finally, by
replacing Ez = E Eg (k2x+k2y)=2me, the envelope function expression of one-dimensional
Schrodinger equation is obtained as follows:n pz2
2me
+W (z)
o
F(z) = EzF(z): (2.31)
To be precise, the eective mass has z dependence, though it is neglected here for simplicity
because its contribution is smaller than that of W (z).
2.1.3 Miniband Structure in Semiconductor Superlattices
By exactly solving Eq. (2.31) we can obtain the electronic states of the semiconductor SLs
associated with the well-known miniband structure. Here, we introduce the tight-binding
approximation that provides qualitatively the same results as those obtained by solving
Eq. (2.31).
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According to Eq. (2.31), the semiconductor SL Hamiltonian is expressed within the
envelope function approximation as
Hsl(z) =
pz
2
2me
+ V (z); (2.32)
where V (z) represents a periodic potential originated from SLs. Hereafter, we use the
notation of V (z) as the SL periodic potential in place of W (z). Now, we assume that
the barrier height of V (z) is innitely large, namely, V (z)!1 in barrier regions. Then,
the envelope function is completely conned in each SL well, and can be expressed as the
following Wannier function [33]:
 b;l(z) = hzjb; li =
8<:
q
2
dw
cos

b
dw
(z   ld)

   b : odd numberq
2
dw
sin

b
dw
(z   ld)

   b : even number;
(2.33)
where dw, b and l represent a width of quantum well, a miniband index, and a SL site index,
respectively. Here, quantum wells are regarded as sites constituting the semiconductor SLs.
Then the SL Hamiltonian becomes
H^sl =
X
b;l
E0bjb; lihb; lj; (2.34)
where E0b represents a center of miniband energy. Here, the bra-ket notation is em-
ployed for simplication of the discussion. The Hamiltonian H^sl in Eq. (2.34) describes
semiconductor SLs with completely isolated quantum wells then all the electronic states
are completely isolated, and thus there is no miniband structure. Therefore, we add the
nearest-neighbor hopping term and the following tight-binding Hamiltonian is obtained:
H^sl =
X
b;l
n
E0bjb; lihb; lj+ ( 1)bb
4
(jb; lihb; l + 1j+ jb; l + 1ihb; lj)
o
; (2.35)
where b represents a miniband width. The Bloch state, jb; ki, is expanded in terms of
jb; li as
jb; ki = 1p
N
X
l
eikldjb; li; (2.36)
where d is the lattice constant. Therefore, the energy dispersion is
Eb(k) = hb; kjH^sljb; ki = 1
N
X
l;l0
e ik(l l
0)dhb; ljH^sljb; l0i
= Eb0 + ( 1)bb
4
(eikd + e ikd)
= Eb0 + ( 1)bb
2
cos(kd); (2.37)
where the orthogonality
hb; ljb; l0i = ll0 (2.38)
is used. Figure 2.1 is a schematic picture of the minibands in semiconductor SLs, E1(k)
and E2(k).
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Figure 2.1: A schematic picture of minibands in semiconductor superlattices. The right
side panel represents a periodic potential of the semiconductor superlattices and corre-
sponding minibands labeled by b, where d is a lattice constant. The left panel represents
energy dispersions of these minibands.
2.2 Biased Semiconductor Superlattices
2.2.1 Bloch Oscillation
Elucidation of electron dynamics in a periodic potential under the presence of static electric
eld was one of the most fundamental topics in condensed matter physics [50, 51, 52, 53]. In
particular, F. Bloch triggered the longstanding controversy due to the prediction of Bloch
oscillation reported in 1928 [54]. Besides, in 1960, G. H. Wannier predicted that the Bloch
electron has a discrete structure of energy state called Wannier-Stark ladder (WSL) [27].
Conrmations of these phenomena were hard to achieve in bulk crystals because the
electron scattering time is shorter than the period of Bloch oscillation. Therefore, in this
research area, the proposal of a semiconductor superlattice by L. Esaki and R. Tsu [26] in
1970 is an important breakthrough [55, 56, 57], of which electron scattering time is much
longer than that of a bulk semiconductor crystal. We review the Bloch oscillation in Sec.
2.2.1, and the WSL in Sec. 2.2.2 .
First, it is noted that the scattering process of an electron is neglected for the sake of
simplicity. Here, we derive the velocity and the coordinate of an electron under a static
electric eld on the basis of the semi-classical treatment of [58].
We begin with the relationZ
dz k(z)

p2z
2me
+ V (z)

 k(z) = E(k): (2.39)
Here,  k(z) is the Bloch function satisfying the envelope function expression of the Schodinger
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equation for SLs, namely,
p2z
2me
+ V (z)

 k(z) =  k(z)E(k); (2.40)
and thus expressed as  k(z) = e
ikzuk(z), then Eq. (2.39) is also written asZ
dzuk(z)

1
2me
(pz + k)
2 + V (z)

uk(z) = E(k): (2.41)
Further, dierentiating both sides of Eq. (2.41) with respect to k, we obtainZ
dzuk(z)
1
me
(pz + k)uk(z) =
dE(k)
dk
)
Z
dz k(z)
pz
me
 k(z) =
dE(k)
dk
: (2.42)
where
d
dk
Z
dzuk(z)uk(z) = 0 (2.43)
is used. Here, Eq. (2.43) is also written asZ
dzuk(z)
1
me
(pz + k)uk(z) =
dE(k)
dk
)
Z
dz k(z)
pz
me
 k(z) =
dE(k)
dk
: (2.44)
Thus, by introducing the velocity of an electron dened as v(k)  R dz k(z) pzme k(z), we
obtain
v(k) =
dE(k)
dk
; (2.45)
where v(k) corresponds to the group velocity of a wave packet.
Next, we explain the eect of a static electric eld, F0, on an electron in a periodic
potential. When F0 is applied into the system of concern, the Hamiltonian is given by
H =
p2z
2me
+ V (z) + F0z; (2.46)
and thus the wavefunction at an arbitrary time t is written as
 (z; t;F0) = exp

 i

p2z
2me
+ V (z) + F0z

t

 (k0; z); (2.47)
where  (k0; z) is the Bloch state at t = 0 with the corresponding momentum k0. By
replacing z with z + d, Eq. (2.47) is recast into
 (z + d; t;F0) = exp

 i

p2z
2me
+ V (z + d) + F0(z + d)

t

 (k0; z + d)
= exp

 i

p2z
2me
+ V (z) + F0z

t

e iF0dteik0d (k0; z): (2.48)
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Therefore, by substituting Eq. (2.47) into Eq. (2.48), we obtain
 (z + d; t;F0) = e
ik(t)d (z; t;F0); (2.49)
where
k(t) = k0   F0t: (2.50)
According to Eq. (2.49) and Eq. (2.50), it is understood that  (z; t;F0) has the form of
the Bloch function and the corresponding momentum k(t) varies in proportion to t.
Now, we employ the tight-binding energy E(k) = E0   2 cos(kd). Then, Eq.(2.45)
becomes
v(t) =
d
2
sin(kd): (2.51)
Further, the displacement of the electron is derived as
z = z0 +

2F0
cos(dF0t): (2.52)
From Eq.(2.52), it is found that an electron under the static electric eld F0 shows the
periodic motion; this is called Bloch oscillation. The frequency of the periodic motion,

B  dF0 is the Bloch frequency.
2.2.2 Wannier-Stark Ladder
We begin with the following Schrodinger equation:
[Hsl(z) + F0z] 	(z) = E	(z); (2.53)
where Hsl(z) represents the semiconductor SL Hamiltonian shown in Eq. (2.32). We
expand the wavefunction 	(z) in terms of the Bloch function  b;k(z) as
	(z) =
X
b;k
cb;k b;k(z) (2.54)
Substituting Eq.(2.54) into Eq.(2.53), we obtainX
b;k
cb;k

Eb(k) + F0z

 b;k(z) = E
X
b;k
cb;k b;k(z): (2.55)
Here, Eb(k) is an eigenvalue of Hsl(z), namely,
Hsl(z) b;k(z) = Eb(k) b;k(z): (2.56)
By multiplying  b0;k0(z) on both sides of Eq. (2.55) and taking the integral over z, we
obtainX
b;k
cb;k
Z
dz b0;k0(z)

Eb(k) + F0z

 b;k(z) = E
X
b;k
cb;k
Z
dz b0;k0(z) b;k(z): (2.57)
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Furthermore, by use of the orthogonalityZ
dz b0;k0(z) b;k(z) = b;b0k;k0 ; (2.58)
Eq. (2.57) becomes
Eb0(k
0)cb0;k0 +
X
b;k
F0
Z
dz b0;k0(z)z b;k(z)cb;k = Ecb0;k0 : (2.59)
Here, we express the second term of LHS in Eq. (2.59) asZ
 b0;k0(z)z b;k(z)dz = ib;b0k;k0
@
@k
+ k;k0Xb;b0 ; (2.60)
where
Xb0;b  i
Z
ub0;k(z)
@
@k
ub;k(z)dz: (2.61)
Then,
Eb0(k
0)cb0;k0 +
X
b
iF0

b;b0
@
@k0
+Xb;b0

cb;k0 = Ecb0;k0
(2.62)
is obtained from Eq. (2.59). Finally, by dening
E 0b(k)  Eb(k)  F0Xb;b; (2.63)
we obtain 
E 0b0(k
0)  E + iF0 @
@k0

cb0;k0 + F0
X
b0 6=b
cb0;k0Xb0;b = 0: (2.64)
Here, Xb0;b(6=b0) represents an inter-miniband interaction between dierent minibands b and
b0.
Now, we assume that the inter-miniband interaction is negligibly small, that is, the
o-diagonal part of Xb;b0 is regarded as 0 [50, 52]. This approximation leads Eq. (2.64) to
the following equation:
@
@k
cb;k =
i
F0
fE 0b(k)  Egcb;k: (2.65)
Thus cb;k is obtained by solving this dierential equation as
cb;k = C exp

i
F0
Z k
0
dk0(E 0b(k
0)  E)

; (2.66)
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where C is an integral constant. Because of the spatial periodicity of Bloch function,
namely,  b;k =  b;k+2=d, cb;k also has the periodicity cb;k = cb;k+2=d. According to this
periodicity of cb;k and Eq.(2.66), the relation
exp

i
F0
Z 2=d
0
dk0(E 0b(k
0)  E)

= 1 (2.67)
is obtained. Therefore, the phase factor in Eq.(2.67) satises
1
F0
Z 2=d
0
dk0(E 0b(k
0)  E) = 2n; (2.68)
where n is an integer. Finally, we obtain from Eq.(2.68) the energy levels of WSL without
the inter-miniband interaction as follows:
E =
d
2
Z 2=d
0
dk0E 0b(k
0) + nF0d = EWSLb;0 + n
B: (2.69)
This result shows that WSL forms a ladder structure of energy levels with a constant
energy interval of the Bloch frequency 
B, and thus this energy level can be labeled by a
miniband index b (b=0, 1,    ) and the SL site index l (l=0, 1,    ), namely,
EWSLb;l = E
WSL
b;0 + l
B: (2.70)
2.3 Biased Semiconductor Superlattices Driven by THz
cw Laser
2.3.1 Dynamic Wannier-Stark Ladder
DWSL is realized when a temporally periodic laser is applied to WSL, and ensures the
Floquet theorem [59] because of the temporal periodicity of Hamiltonian due to the laser.
Thus, quasienergy is obtained as a good quantum number, which forms Brillouin zones
modulus !, where ! represents laser frequency. The quasienergy structure of DWSL
depends on the value of the matching ratio  being the ratio of the Bloch frequency 
B to
the laser frequency !, that is,  = 
B=!. First, we introduce the quasienergy for integer 
in Sec. 2.3.2, and that for fractional  is introduced in Sec. 2.3.3. These are derived based
on the tight-binding model with the single miniband picture, and thus the SL miniband
index is omitted.
We apply a time-dependent electric eld F (t) to semiconductor SLs along the crystal
growth direction z. Here, F (t) has the temporal periodicity F (t+T ) = F (t) with a period
T , and is expressed as
F (t) = F0 + Fac cos!t; (2.71)
where Fac represents an amplitude of the cw laser and ! = 2=T . Thus, the DWSL
Hamiltonian, Hdwsl(z), is expressed as
Hdwsl(z; t) = Hsl(z) + F (t)z; (2.72)
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and it is shown that Hdwsl(z; t) also has the temporal periodicity Hdwsl(z; t + T ) =
Hdwsl(z; t). It is known that a solution in such a system is approximately written in
the form of the Houston function [60] (see Appendix A) as
 k(z; t) = exp

  i
Z t
0
E(k(t
0
)dt
0
)

 k(t)(z); (2.73)
where  k(t)(z) is the corresponding Bloch function and k(t) is given by
k(t) = k   F0t  Fac
!
sin (!t): (2.74)
Here,  k(z; t) is chosen to satisfy the following relation:
 k(z; t+ T ) = e
 iET k(z; t): (2.75)
Furthermore, the Floquet theorem [59] allows  k(z; t) to be expressed as
 k(z; t) = e
 iEtk(z; t) (2.76)
because of the temporal periodicity of the DWSL Hamiltonian (see Appendix B). Here,
k(z; t) represents a time periodic function satisfying k(z; t + T ) = k(z; t) and E is
called quasienergy. The quasienergy E is a good quantum number forming Brillouin zones
modulus !, that is,
E = E + j!; (2.77)
where j is a photon sideband index (j = 0. 1, 2,    ). Thus, substituting Eq. (2.73)
into Eq. (2.75), we obtain
exp

  i
Z t+T
0
E(k(t
0
))dt
0

 k(t+T )(z) = e
 iET exp

  i
Z t
0
E(k(t
0
))dt
0

 k(t)(z); (2.78)
and furthermore Eq. (2.78) becomes
exp

  i
Z T
0
E(k(t
0
))dt
0

 k(T )(z) = e
 iET k(0)(z) (2.79)
when t is set to 0.
2.3.2 Quasienergy of Integer Type DWSL
First, we derive the quasienergy structure of DWSL for integer , termed integer type
DWSL in this dissertation, from Eq. (2.79).
According to Eq. (2.74), k(t+ T ) is written by use of k(t) as
k(t+ T ) = k   F0(t+ T )  Fac
!
sin (!(t+ T ))
= k(t)  F0T; (2.80)
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and then we obtain
k(t)  k(t+ T ) = F0T = 2
d
; (2.81)
where T = 2=! and  = F0d=! are used. Thus, it is found that k is still a good quantum
number if  is equal to an integer n, and furthermore Eq. (2.79) is recast into
exp

  i
Z T
0
E(k(t
0
))dt
0

 k+ 2
d
n(z) = e
 iET k(z): (2.82)
Further, owing to k + 2n=d = k and Eq. (2.77), the quasienergy E is derived from Eq.
(2.82) as
Ej(k) =
1
T
Z T
0
E(k(t
0
))dt
0
+ j!
= E0 +

2
cos (kd)( 1)nJn

Facd
!

+ j!; (2.83)
where the tight-binding energy E(k) = E0   2 cos(kd) is used, and Jn(Facd=!) represents
the n-th order Bessel function of the rst kind. In this case, the velocity of an electron
v(k) is obtained as
v(k(t)) =
@E(k(t))
@k
=
d
2
sin

kd  
Bt  Facd
!
sin(!t)

: (2.84)
Therefore the time averaged velocity over the laser period T is
v(k) =
1
T
Z T
0
dt v(k(t))
=  
2
sin (kd)( 1)nJn

Facd
!

: (2.85)
In the integer type DWSL for  = 
B=! = n, tunneling assisted by n-photon ab-
sorption or emission occurs between DWSL levels in adjacent sites. This tunneling is
called photon assisted tunneling (PAT), which leads to delocalization of an electron in
Wannier-Stark states resulting in miniband formation described by the second term of
RHS in Eq.(2.83). Furthermore, when an applied laser eld satises Jn(Facd=!) = 0,
the quasienergy of each k degenerates at E0 + j! and v(k) becomes zero. This means
collapse of the miniband and localization of electrons; this localization is called dynamic
localization (DL).
2.3.3 Quasienergy of Fractional Type DWSL
Next, we focus on a quasienergy structure of DWSL for fractional , termed fractional
type DWSL in this dissertation. We rewrite k(t) as k   (t), where
(t) = F0t+
Fac
!
sin (!t): (2.86)
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Then Eq. (2.79) is rewritten as
exp

  i
Z T
0
E(k   (t0))dt0

 k (T )(z) = e iET k(z): (2.87)
In the case of the fractional matching ratio  = p=q with p and q as relatively prime
numbers, k is no longer a good quantum number. Therefore, the momentum k is preferred
to be rewritten in the form
k =
1
d

s+
2l
q

(2.88)
to label the quasienergy states, where  =q < s < =q and l is an integer [14]. Further,
we make a product on each side over l = 0; :::; q   1, yielding
q 1Y
l=0
exp

  i
Z T
0
q 1X
l=0
E

1
d
(s+ 2l=q)  (t0)

dt
0

 1
d
(s+2l=q 2p=q)(z)
= e iqET
q 1Y
l=0
 1
d
(s+2l=q)(z); (2.89)
where the relation
(T ) = F0T =
2
d
p
q
(2.90)
is used. Because the products of  (z) on both sides of Eq.(2.89) are equal, we obtain the
equality
exp

  i
Z T
0
q 1X
l=0
E

1
d
(s+ 2l=q)  (t0)

dt
0

= e iqET ; (2.91)
and thus the quasienergy is derived as
En;m(s) =
1
qT
Z T
0
q 1X
l=0
E

1
d
(s+ 2l=q)  (t0)

dt
0
+ j! +
m
q
!; (2.92)
where m is a split subband index (m = 0; :::; q   1) characteristic of the fractional type
DWSL. When  = p=q, PAT occurs between DWSL levels in q-th nearest-neighbor sites
with p-photon absorption or emission. Hence, the miniband formation is also realized,
which is obtained from the rst term of RHS in Eq. (2.92). However, the contribution
from PAT is much smaller than that in the integer type DWSL, since DWSL levels in
adjacent sites do not couple to each other. For this reason, we replace the rst term by
the WSL energy EWSL0 . This expression reduces Eq. (2.92) to
En;m(s) = E
WSL
0 + j! +
m
q
!; (2.93)
and this ladder structure of energy levels composed of q 1 split subbands is called dynamic
fractional Stark ladder (DFSL). In view of this quasienergy structure, it is understood
that self-similarity representing a fractal structure is shown in  1-E diagram, where  is
changed with F0 kept constant [14].
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2.4 ac-Zener Tunneling in DWSL
In Sec. 2.3, we explained the quasienergy structures of the integer and fractional type
DWSL on the basis of the tight-binding model with the single miniband picture. However,
in this model, the Zener tunnelings (ZTs) arising from the static electric eld F0 [61] and
the laser eld Faccos!t [32] are neglected, which cause interactions between DWSL levels
attributed to dierent SL minibands. Figure 2.2 represents a schematic diagram of ZTs
in the DWSL, where the ZTs induced by F0 and Faccos!t are termed dc-ZT and ac-ZT,
respectively. Here, the DWSL level is represented by l(b) with l and b as the SL site index
and the SL miniband index. We mention the dierence between ac-ZT and PAT. The
PAT occurs between the DWSL levels attributed to the same b, whereas the dc-ZT and
ac-ZT occur between the levels attributed to dierent b's.
Figure 2.2: A schematic diagram of ZTs in the DWSL. The static electric eld F0 and the
temporally periodic laser eld Faccos!t are applied along the crystal growth direction.
In the present dissertation, we focus on the behavior of a Floquet state in DWSL in a
wide range of laser-intensity region, particularly, in a high laser-intensity region. Thus, the
ac-ZT eect has a signicant contribution in the system of concern. Actually, a number
of preceding studies have been reported, which are based on the tight-binding model
incorporating the eect of ac-ZT with the multi-miniband picture [32, 62, 63, 64], and it
is understood that the ac-ZT causes deformation of quasienergy minibands. The inter-site
couplings due to ac-ZT is successfully incorporated into the theoretical framework of the
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tight-binding model. We consider the following tight-binding DWSL Hamiltonian:
i
@
@t
j(t)i =

H^sl + F (t)Z^

j(t)i; (2.94)
where H^sl is the SL Hamiltonian shown in Eq. (2.35). Here, Z^ represents a dipole
interaction, and its matrix elements are derived as
hb; ljZ^jb0; l0i =
Z
dz
Z
dz0hb; ljzihzjZ^jz0ihz0jb0; l0i
=
Z
dzhb; ljzizhzjb0; l0i
=

ldl;l0 (b = b
0)
Xb;b0l;l0 (b 6= b0): (2.95)
The intra-site ac-ZT included in Xb;b0 causes the deformation of quasienergy minibands.
The detailed mechanism is explained in Appendix C.
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Chapter 3
The present theory and method
In this dissertation, we examine the resonance structure of DWSL in terms of the excess
DOS, (ex)(E), by two approaches: numerical calculation by the R-matrix Floquet theory
and qualitative discussion by the analytical expression of (ex)(E). Section 3.1 describes
the details of the R-matrix Floquet theory. Section 3.2 describes the derivation of the
analytical expression of (ex)(E).
3.1 R-matrix Floquet Theory
The R-matrix Floquet theory is introduced to the DWSL of concern. In Sec. 3.1.1, the
Kramers-Henneberger transformation is applied to the DWSL Hamiltonian. In Sec. 3.1.2,
the Fourier-Floquet expansion is presented, and the multichannel scattering equations to
be solved are derived. In Sec. 3.1.3, the R-matrix propagation technique is introduced,
which is a numerical technique to solve these equations.
3.1.1 Kramers-Henneberger Transformation
We begin with the following DWSL Hamiltonian:
H(z; t) =
h
pz +
1
c
A(t)
i 1
2m(z)
h
pz +
1
c
A(t)
i
+ V (z); (3.1)
where pz, A(t), m(z), and V (z) represent the momentum operator along the crystal growth
direction z, a vector potential at time t, the eective mass of electron, and the conning
potential of a semiconductor SLs having the periodicity V (z + d) = V (z) with the lattice
constant d, respectively. Here, the eective mass m(z) has z dependence, and thus the
rst term of RHS in Eq. (3.1) is chosen so that H(z; t) ensures the Hermiticity. Further,
the applied electronic eld, F (t), is expressed as F (t) =   _A(t)=c with c as the speed of
light, where F (t) is composed of the static electric eld F0 and the cw laser eld Faccos!t,
namely, F (t) = F0 + Faccos!t.
Here, we apply a gauge transformation u = eif(z;t) and the Kramers-Henneberger
transformation [65, 66] U = ei(t)pz to the DWSL wavefunction 	(z; t), that is,
	(z; t) = e if(z;t)e ia(t)pz(z; t); (3.2)
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where 	(z; t) satises 
H(z; t)  i @
@t

	(z; t) = 0: (3.3)
Then, Eq. (3.3) is rewritten as
H(z; t)  i @
@t

(z; t) = 0: (3.4)
The transformed Hamiltonian H(z; t) is given by
H(z; t) = pz 1
2m(z + a(t))
pz + V (z + a(t)) + F0z + v(z; t): (3.5)
The last term of RHS in Eq. (3.5), v(z; t), is a residual part caused by the z-dependence
of the eective mass m(z), which is given by
v(z; t)  A1(t)
c
h 1
m(z + a(t))
  1
m1
i
pz +
A1(t)
2c

pz
h 1
m(z + a(t))
i
+
1
2
h 1
m(z + a(t))
  1
m1
i1
c
A1(t)
2
; (3.6)
where m1 represents the eective mass in the asymptotic region of jz + a(t)j  1. In
addition, f(z; t) for the gauge transformation and a(t) for the Kramers-Henneberger trans-
formation are expressed as
f(z; t) =
A0(t)
c
[z   a(t)] + 1
2m1
Z t A1(t)
c
2
dt (3.7)
and
a(t) =
1
m1
Z t A1(t)
c
dt; (3.8)
respectively. Here, F0 and Fac cos!t are connected with A0(t) and A1(t), respectively, as
follows:
F0 =  
_A0(t)
c
and Faccos!t =  
_A1(t)
c
: (3.9)
From Eq. (3.8) and Eq. (3.9), a(t) is shown to be expressed as
a(t) = cos!t; (3.10)
where  is the ponderomotive radius dened as
 =
Fac
m1!2
: (3.11)
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It is noted that  corresponds to the excursion amplitude of a classical electron. Thus,
H(z; t) has the following periodicity:
H(z; t+ T ) = H(z; t): (3.12)
In the region of jz + a(t)j  1, v(z; t) vanishes and H(z; t) becomes
H(as)(z) = p
2
z
2m1
+ F0z + V1; (3.13)
where V1 and m1 represent the asymptotic forms of V (z+ a(t)) and m(z+ a(t)), respec-
tively.
3.1.2 Fourier-Floquet Expansion
Because of the temporal periodicity of H(z; t) shown in Eq. (3.12), the Floquet theo-
rem [59] allows (z; t) to be expressed as
(z; t) = exp( iEt)
NphX
= Nph
exp(i!t) (z); (3.14)
where  is a photon index and Nph is a cut-o of the index with Nph  1 (see Appendix
B). Then, substituting Eq. (3.14) into Eq. (3.4), we obtainX

[H(z; t) + !   E] ei!t (z) = 0: (3.15)
Here, we dene the matrix element O(z) for an arbitrary function O(z; t) as
O(z) =
1
T
Z T
0
exp[ i(  )!t]O(z; t)dt; (3.16)
and then Eq. (3.15) is recast into the coupled dierential equations for a set of wavefunc-
tion f (z)g:
NphX
= Nph
[L(z)  E ] (z) = 0; (3.17)
where L(z) is given by L(z) = H(z) + ! . The SL potential term V(z) and
the eective mass term [1=m](z) also depend on the value of  as well as z, though
the notation of  is omitted for simplicity. In the asymptotic region of jzj  1, v(z)
vanishes as mentioned above, and furthermore, V(z) and [1=m](z) become V1 and
[1=m1] , respectively. Therefore, L(z) is expressed as the diagonal form of
L(as) (z) =
 p2z
2m1
+ F0z + V1 + !

 : (3.18)
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Now, we impose open boundary conditions on f (z)g at z = zas < 0 with jzasj  1,
because E > F0zas+V1+ ! for any E. Thus, the existence of asymptotic states as open
channels is ensured, and Eq. (3.17) is regarded as the coupled equation for a multichannel
scattering problem. Here, an asymptotic scattering channel is given by eld-free solutions
of the following equation: 
L(as) (z)  E


()
 (z) = 0; (3.19)
where 
()
 (z) = '
()
 (z) with '
()
 (z) as an energy-normalized progressive wave in the
direction of z, and a scattering channel is distinguished by the photon index . Now,
there exist Nch independent solutions composed of a set of f (z)g, where Nch is the
number of channels dened as Nch = 2Nph + 1. Therefore,  (z) is hereafter written as
 (z) to specify the -th solution with ,  = 1  Nch.
3.1.3 R-matrix Propagation Technique
In what follows, we solve Eq. (3.17) on the basis of the R-matrix propagation tech-
nique [67]. First, we divide the coordinate z into N sectors, where the n-th sector is
expressed as [zn; zn+1] with n = 1  N , z1 = zas, and zN+1 = jzasj. Here, L(z) becomes
non-Hermitian in these sectors. Hence, it is preferred to rewrite L(z) in the form
L(z) = L(z) B(z); (3.20)
where B(z) given by
B(z) = [(z   zn+1)  (z   zn)] b(z) (3.21)
is the Bloch operator introduced to ensure the Hermiticity of L(z) with
b(z) =
(
1
2m(z)


@
@z
+ i
A1
2c

1
m(z)
  1
m1


)
: (3.22)
Substituting Eq. (3.20) into Eq. (3.17), we obtainX

(L(z)  E) (z) =
X

B(z) (z): (3.23)
Next,  (z) is expanded in terms of k(z) as
 (z) =
X
k
k(z)ck; (3.24)
where k(z) is the eigenfunction satisfyingX

(L(z)  "k)k(z) = 0 (3.25)
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and X

(kjk0) = k;k0 : (3.26)
Here, "k represents the associated eigenvalue and
(kjk0) =
Z zn+1
zn
dzk(z)k0(z): (3.27)
Substituting Eq. (3.24) into the LHS of Eq. (3.23), we obtainX

X
k
(L(z)  E)k(z)ck =
X

B(z) (z): (3.28)
Furthermore, by use of Eq. (3.25) and Eq. (3.26), a set of the expansion coecients fckg
is obtained as
ck =
X

(kjB j )
"k   E ; (3.29)
and thus  (z) is expressed as
 (z) =
X
k
X

k(z)
(kjB j )
"k   E : (3.30)
By introducing the R-matrix Green's function, G(zn; zn+1), dened as
G(zn+1; zn) =
X
k
k(zn+1)

k(zn)
E   "k ; (3.31)
Eq. (3.30) is recast into the form
 (z) =
X
0
[G(z; zn+1)b0(zn+1) 0(zn+1)
 G(z; zn)b0(zn) 0(zn)] : (3.32)
Further, by dening the R-matrix R(zn) as
R(zn) =
X

 (zn)[b(zn) (zn)]
 1
 ; (3.33)
the wavefunction  (z) can be rewritten as
 (z) = G(z; zn+1)R(zn+1)
 1 (zn+1) G(z; zn)R(zn) 1 (zn); (3.34)
where matrix forms are used for the sake of simplicity. According to Eq. (3.34) for z = zn
and zn+1, the relation between R(zn) and R(zn+1) is derived as follows:
R(zn) = G(zn; zn) G(zn; zn+1) 1
G(zn+1; zn+1) +R(zn+1)
G(zn+1; zn): (3.35)
33
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
-15 -10 -5 0 5
Ai( )
Bi( )
Figure 3.1: A-Airy function Ai() (red line) and B-Airy function Bi() (green line).
All of the R-matrices are obtained from this relation if the initial value of R(zN+1) is
known.
In the asymptotic region, Eq. (3.17) becomes
d2
dz2
  2mbF0z + 2mb

 (z) = 0; (3.36)
where  = E   (Vb + !). Further, by applying the linear transformation
 = (2mbF0)
1
3

z   
F0

; (3.37)
Eq. (3.36) can be expressed as 
d2
d2
  

f() = 0; (3.38)
where the solution f() is known as A-Airy function Ai() or B-Airy function Bi()
shown in Fig. 3.1. As is shown in Fig. 3.1, Ai() approaches zero for  ! 1, whereas
Bi() diverges. Therefore, from a physical point of view, the initial value of R(zN+1) is
given by
R(zN+1) = 2mb
 (zN+1)
 0(zN+1)
 =
2mb
(2mbF0)
1
3
Ai(init )
Ai0(init )
 ; (3.39)
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where init = (2mbF0)
1
3 (zN+1   =F0) and Ai0() = dAi()=d.
Now, we introduce S(z) and C(z) given by
S(z) = 1
2i
(
(+)
 (z)  ( ) (z)) = NAi() (3.40)
C(z) = 1
2
(
(+)
 (z) + 
( )
 (z)) = NBi(); (3.41)
where N is an energy-normalization constant given by
N =
 
4m2b
F0
! 1
6
: (3.42)
Further, the wavefunction in the asymptotic region can be expressed by use of the K-matrix
as
 (zas) = S(zas) +
X
0
C0(zas)K0(E): (3.43)
Substituting this expression into Eq. (3.33), we rewrite the K-matrix in the matrix forms
as
K(E) =   [C(zas) R(zas)b(zas)C(zas)] 1 [S(zas) R(zas)b(zas)S(zas)] : (3.44)
Next, we derive the S-matrix, S(E), fromK(E), where S(E) is dened by the following
incoming scattering-wave boundary condition:
 (zas) = 
(+)
 (zas) 
NchX
0=1

( )
0 (zas)S0(E) (3.45)
or
 (zas) = 
(+)(zas)  ( )(zas)S(E) (3.46)
in the matrix forms. In addition,  (zas) is also expressed as
 (zas) =  (+)(zas)1
2
[iI  K(zas)] + ( )(zas)1
2
[iI +K(zas)] ; (3.47)
where I is an identity matrix. Therefore, according to Eq. (3.46) and Eq. (3.47), S(E) is
derived as follows:
S(E) = [iI +K(E)] [iI  K(E)] 1 : (3.48)
Finally, an excess DOS, (ex)(E), is dened by
(ex)(E) =
1
2i
Tr

[S(E)] 1
dS(E)
dE

(3.49)
in terms of S(E). Further, the lifetime of the concerned Floquet state with E is expressed
as
(E) =
(ex)(E)
No
(3.50)
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where No represents the number of open channel. Here, it is noted that 
(ex)(E) is also
expressed as
(ex)(E) = (E)  as(E); (3.51)
where (E) represents the DOS of the DWSL of concern, and as(E) is that of the eld-free
asymptotic state ()(z).
3.2 Analytical Expression of Excess DOS
In this section, we derive analytical form of Eq. (3.49) given by the sum of three physically
dierent mechanisms in a mathematical manner; (ex)(E) is approximately divide into the
single-channel resonance term 
(ex)
0 (E), the multichannel nonresonance term 
(ex)
nr (E), and
the multichannel resonance term 
(ex)
res (E) [41].
First, to clarify physical meanings incorporated in (ex)(E), we introduce the pondero-
motive interaction [35] dened as
U(z)  [F0z + !] 0 + V(z) + v(z): (3.52)
Further, we classify U(E) into the diagonal part
U(z)  U(z) = F0z + ! + V(z) + v(z) (3.53)
termed the ponderomotive potential and the o-diagonal one
V(E)  (1  )U(E) (3.54)
termed the ponderomotive coupling. It should be noted that U(z) and V(z) correspond
to the single-channel contribution and the interchannel coupling, respectively.
For a small , the ponderomotive potential U(z) is dominant, and the ponderomotive
coupling V(z) has negligibly small contribution. As  increases, U(z) is more deformed.
To be concrete, the SL potential term V(z) included in U(z) becomes weaker and its
shape is made atter. Figure 3.2 shows U0(z) with  = 0 for  = 1, 50, and 100. It is seen
that U0(z) for  = 1 is almost same as the original SL potential V (z), however, the change
of its shape is more pronounced with the increase in . In particular, the height of U0(z)
in the well region for  = 100 is greater than that of V (z) in the associated barrier region,
unlike the case for  = 1 and 50. As regards V(z), its eect becomes important with
increasing . Figure 3.3 shows V(z) with j   j = 1;    ; 5 for  = 50 and 100 within
the range of lattice constant d. For large , V(z) contributes signicantly to couplings
between dierent channels even if j  j is large.
Now, we rewrite S(E) dened in Eq. (3.45) as
S0(E) = e
 i0 (E) S0(E)e i(E) (3.55)
in terms of the alternative scattering matrix S(E) with (E) as the phase shift attributed
to elastic scattering due to the ponderomotive potential U(E). Here, S0(E) is dened
by the following boundary condition:
 (zas) = 
(+)
 (zas) 
NoX
0=1

( )
0 (zas)
S0(E); (3.56)
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Figure 3.2: Ponderomotive potential U0(z) for  = 1, 50, and 100 indicated by red, green,
and blue solid lines, respectively.
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Figure 3.3: Ponderomotive potential V(z) (j   j = 1  5) within the range of lattice
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where 
()
 (z) is a solution of the -th single-channel equation
L(z)  E


()
 (z) = 0: (3.57)
The asymptotic form of 
()
 (z) is related to 
()
 (z) as follows:

()
 (zas) = 
()
 (zas)e
i(E): (3.58)
Here, L(z) is the diagonal part of L(z), that is,
L(z) =  L(z) + H(z) (3.59)
with H(z)  (1   )L(z) as the o-diagonal one. Actually, H(z)  V(z) for
 6= , because the o-diagonal contribution from the mass-coupling term [1=m](z)
is considered to be much smaller than that from V(z). According to this expression,
(ex)(E) is divided into
(ex)(E) = 
(ex)
0 (E) + 
(ex)(E); (3.60)
where

(ex)
0 (E) =
X

d(E)
dE
(3.61)
and
(ex)(E) =
1
2i
Tr

[ S(E)] 1
d S(E)
dE

: (3.62)
Here, it is understood that the spectral peak described by 
(ex)
0 (E) is attributed to shape-
resonance levels supported by U(E), and thus its spectral prole is expected to be rep-
resented by the Breit-Wigner formula [68] showing the Lorentzian prole with respect to
E.
Furthermore, the alternative scattering matrix S(E) is rewritten as
S(E) = 1  2i T (E) (3.63)
in terms of the associated transition matrix T (E) satisfying the following Dyson equation:
T~1 ~2(E) =
V~1 ~2 +
X
~i ~j
T~1 ~iG~i ~j(E)V~j ~2 : (3.64)
Here, V given by
V~i ~j =
X
ij
h( )iij Hij j
( )
jj
i (3.65)
represents an interaction stemming from the interchannel coupling H, and G represents a
free Green's function given by
G~i ~j(E) =
X
ij
h( )iijGij(E)j
( )
jj
i: (3.66)
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Here, the Green's function G(E) is given by
G(E) =

1
E   L(z) + i

ii
ij ; (3.67)
where  is an innitesimal positive number. The notation of ~i representa a set of the
indices (i; Ei), where Ei represents the quasienergy level associated with the i-th
single channel equation shown in Eq. (3.57). In Eq. (3.65) and Eq. (3.66), the Ei(j)
dependence of 
( )
i(j)i(j)
is omitted for the sake of simplicity.
By introducing
T~1 ~2 = Z~1 ~2 +
X
~j
T~1 ~jG~j ~j(E)Z~j ~2 ; (3.68)
Z~1 ~2 =
X
~j
V~1 ~jG~j ~j(E)V~j ~2 ; (3.69)
G 0~1 ~2(E) =

1
[G(E)] 1   Z

~1 ~2
; (3.70)
and
Z 0~1 ~2 =
V~1 ~2 + Z~1 ~2 ; (3.71)
the modied transition matrix T~1 ~2 can be recast into
T~1 ~2 =
V~1 ~2 + T~1 ~2 +
X
~j
T~1 ~jG~j ~j(E)V~j ~2
= Z 0~1 ~2 +
X
~j ~j0
Z~1 ~jG 0~j ~j0 (E)Z
0
~j0 ~2
: (3.72)
Here, G 0~j ~j0 represents a multichannel Green's function incorporating the interchannel
coupling eect as the form of self-energy Z~1 ~2 . Further, we mention that eigenvalues
of the non-Hermitian matrix of G(E)] 1   Z correspond to poles of G 0~j ~j0 , and that the
associated eigenvectors represent resonance states if k expressed as E = k2=2mas is a
complex value having a negative imaginary part. In such a case, E is located in the
second Riemann sheet [69]. Thus, for the later discussion, it is preferred to show the
existence of resonance poles of the Green's function. We rewrite G 0 as
G 0~j ~j0 (E) = G
0(0)
~j ~j
(E)~j ~j0 + G~j ~j(E)Z~j ~j0G~j0 ~j0 (E)

1  ~j ~j0

+    ; (3.73)
where G 0(0)~j ~j given by
G 0(0)~j ~j(E) =
 
1
[G(E)] 1   Z~j ~j
!
~j ~j
=
1
E   Ej   Z~j ~j
(3.74)
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is obtained from the diagonal component of G 0(E) by employing the ladder approximation
with respect to Z~j ~j . Therefore, we nd that there exist poles of G
0(0)
~j ~j
(E) at E =
E~j   i ~j=2 in the complex E plane with
E~j = Ej +E~j (3.75)
and
E~j   i ~j=2 = Z~j ~j : (3.76)
Here, E~j and  ~j=2 correspond to the quasienergy peak position modied by the quasienergy
shift E~j and the associated full width at half maximum, respectively.
By substituting Eq. (3.73) and Eq. (3.74) into Eq. (3.72), T~1 ~2 becomes
T~1 ~2 = W~1 ~2 +
X
~j
Z~1 ~jZ
0
~j ~2
E   E~j + i j=2
; (3.77)
where
W~1 ~2 = Z
0
~1 ~2
+
X
~j ~j0 (6=~j)
Z~1 ~jG~j ~j(E)Z~j ~j0G~j0 ~j0 (E)Z
0
~j0 ~2
+    : (3.78)
Further, by using Eq. (3.63) and Eq. (3.77) in view of T12(E) = T~1 ~2 and V~1 ~1 = 0,
Eq. (3.62) is recast into
(ex)(E)  (ex)nr (E) + (ex)res (E)
=
X
1
Re
24D11   iC11 +X
jj
B1j   iA1j
E   E~j + i j=2
+ 1(E)
35 ; (3.79)
where
(ex)nr (E) =
X
1
D11 (3.80)
and
(ex)res (E) 
X
1jj
B1j(E   E~j)  A1j( j=2)
(E   E~j)2 + ( j=2)2
: (3.81)
It should be noted that the replacement T12(E) = T~1 ~2 is satised under the quasienergy
conservation condition, i.e., E = E1 = E2. Here, j is composed of terms including
G 0(0)~j ~j(E) more than twice, and this contribution is omitted in Eq. (3.81) for simplicity.
Furthermore, A1j , B1j , C11 and D1! are real and dened as follows:
B1j   iA1j =
d

Z~1 ~jZ
0
~j ~1

dE
  2i
X
~i
"
dW y~1 ~i
dE
Z~i ~jZ
0
~j ~1
+W y~1 ~i
d

Z~i ~jZ
0
~j ~1

dE
+ Z 0y~1 ~jZ
y
~j ~i
dW~i ~1
dE
e
i~j
35 (3.82)
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D11   iC11 =
dW~1 ~1
dE
  2i
X
~i
W y~1 ~i
dW~i ~1
dE
(3.83)
~j = 2 tan
 1
 
 ~j=2
E   E~j
!
: (3.84)
Here, all of these values are assumed to be regarded as constant in the vicinity of E  E~j ,
and have weak dependence on E o this resonance.
It is shown that (ex)(E) is divided into the nonresonance contribution 
(ex)
nr (E) and
the resonance contribution 
(ex)
res (E), and that 
(ex)
res (E) forms asymmetric spectral peaks
determined by the parameters A1j and B1j playing the roles of intensity and asym-
metricity of spectral peaks, respectively. Hence, the sum of 
(ex)
nr (E) and 
(ex)
res (E) shows
the spectral shape being akin to the Shore prole [70] with 
(ex)
nr (E) as a background; this
lineshape is of Feshbach resonance [71] characteristic of a multichannel scattering, where
the physical mechanism of Feshbach resonance is essentially identical to that of well-known
Fano resonance [72].
To sum up, (ex)(E) is approximately divided into the single-channel resonance contri-
bution 
(ex)
0 (E), the multichannel nonresonance contribution 
(ex)
nr (E), and the multichan-
nel resonance contribution 
(ex)
res (E):
(ex)(E) = 
(ex)
0 (E) + 
(ex)
nr (E) + 
(ex)
res (E): (3.85)
Here, these respective terms are at least of zeroth, rst, and third orders with respect to
the interchannel interaction V ; see Eq. (3.82) and Eq. (3.83). Thus, it is understood that

(ex)
nr (E) and 
(ex)
res (E) begin to contribute to (ex)(E) with increasing . For very small ,
because V(z) is adequately small, 
(ex)(E) is governed by 
(ex)
0 (E) forming peak spectra
of shape-resonance. As  increases, V becomes more important, and consequently, (ex)(E)
is governed by 
(ex)
nr (E) as well as 
(ex)
0 (E). To be concrete, for integer , PAT leading to
the quasienergy miniband formation becomes signicant, the eect of which is expected to
be caused by W~1 ~1 mediated by the interchannel coupling
V~1 ~j with j1   jj = . Fur-
thermore, the eect of ac-ZT between DWSL levels attributed to dierent SL minibands
is also caused by W~1 ~1 , which leads to the quasienergy miniband deformation. For larger
, (ex)(E) would be governed by 
(ex)
res (E) with background contributions from 
(ex)
nr (E).
According to the obtained expression of 
(ex)
res (E) in Eq. (3.81), it is shown that a large
number of novel spectral peaks manifest themselves around E  E~j , which are dominantly
attributed to the ponderomotive couplings V(z). The origin of such generation of many
resonance states is brought to light based on the denominator of the diagonal Green's
function G 0(0)~j ~j , namely, E = Ej + Z~j ~j(E), closely associated with the spectral prole
of 
(ex)
res (E). In the  region where the interaction V due to the ponderomotive coupling
V(z) is not strong yet, Z~j ~j(Ej) can be treated perturbatively, and thus just a single
solution of E = Ej + Z~j ~j(Ej) is obtained. Consequently, an asymmetric single peak
attributed to 
(ex)
res (E) is generated. However, in the  region where V is strong enough,
such perturbative treatment of Z~j ~j(Ej) becomes irrelevant, and G
0(0)
~j ~j
likely has multi
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poles corresponding to solutions of the transcendental equation of E = Ej + Z~j ~j(E).
This property of G 0(0)~j ~j suggests that a Feshbach resonance peak by 
(ex)
res (E) would split
into a great number of peaks as  increases.
For the region where 
(ex)
res (E) has dominant contribution in (ex)(E), the lifetime of
the j-th state with the quasienergy E in the vicinity of E~j can be phenomenologically
expressed as
(Ej) 
 
1
No
X
1
A1j
!
2
 j
: (3.86)
In general, the resonance width of 
(ex)
res (E), namely,  j , tends to be more broadened with
the increase in . However, the peak height of the associated resonance state does not
always tend to decrease. This is because that (Ej) is determined by the product of A1j
and 2= j , and thus the peak height would be more enhanced when A1j becomes greater
against  j=2 as  increases.
Strictly speaking, the resonance mechanism described by 
(ex)
nr (E) and 
(ex)
res (E) diers
from that of the original Feshbach resonance. In the latter, a pure discrete state in a close
channel transitions into an unstructured continuum state in an open channel. On the
other hand, in the former, one structured continuum state with relatively narrow width
transitions into another structured continuum state with relatively broadened width, where
respective states are in individual open channels. Actually, even the lowest level of WSL
is not completely discretized because of the tilted SL potential. Therefore, the resonance
mechanism described by 
(ex)
nr (E) and 
(ex)
res (E) is termed "Feshbach-like" resonance for the
sake of dierentiation.
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Chapter 4
Results and Discussion
4.1 Excess DOS for Integer Type DWSL
In this section, we present numerical results of (ex)(E) calculated by the R-matrix Floquet
theory, and discuss its spectral change pattern depending on laser intensity by use of the
analytical expression of (ex)(E). These numerical calculations are implemented for a
35/11ML-GaAs/Gaf0:75Al0:25As SLs (1ML = 2.83 A) with a lattice constant d = 246,
where GaAs and Ga0:75Al0:25As play the roles of wells and barriers, respectively. The
eective masses of electron in the wells and the barriers are mw = 0:0665 and mb =
0:0772, respectively, and the barrier height of the conning quantum-well potential is
Vb = 7:8  10 3. The strength of the applied static electric eld is set to F0 = 104:5
kV/cm corresponding to the Bloch frequency of 
B = 5  10 3. The concerned SLs are
surrounded by Ga0:75Al0:25As, and thusm1 and V1 are identical tomb and Vb, respectively.
Furthermore, the number of channel is set to Nch = 41, and we have conrmed that all
the calculated results suciently converge with respect to Nch. The SLs of concern are
designed to be composed of 10 quantum-wells in the range of  5:5d  z  4:5d. In
addition, (ex)(E) for the integer type DWSL has the periodicity
(ex)(E) = (ex)(E + j!) (4.1)
because of
S0(E) = S0+j;+j(E + j!); (4.2)
where j is the photon sideband index (j = 0, 1,    ).
For a better understanding of physics in the results of (ex)(E), the quasienergy E() of
DWSL is presented rst, which is calculated by the nearest-neighbor tight-binding model
incorporating the intra-site ac-ZT with the energetically lowest three SL minibands (see
Appendix C). In the present condition, these three minibands are attributed to discrete
quantum-well levels, the energy levels of which are less than Vb. Figure 4.1 shows the
result of quasienergy E() as a function of the ponderomotive radius  for  = 1. Each
quasienergy level is labeled as (b; j), where b is the SL miniband index and j is the
photon sideband index. Energy positions of E( = 0) with (1; 0), (2; 0), (3; 0) are set
to 2:45  10 2, 1:10  10 1, and 1:36  10 1, respectively. Ii should be noted that we
have conrmed that the contribution from the higher minibands with b > 4 is suciently
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small [41]. It can be seen that the quasienergy E() begins to have bandwidth with energy
shift as  increases. This appearance of the bandwidth represents the miniband formation.
However, the bandwidth disappears again at  = 40:35; this corresponds to the collapse
of the miniband, namely, DL. The eect of the intra-site ac-ZT is reected in the energy
shift corresponding to the miniband deformation. In the following discussion, the result
of E() is used as comparison with the calculated (ex)(E).
In Fig. 4.2 the results of (ex)(E) for  = 1 are plotted from  = 1 to 60 with red lines.
In addition, the results of E() are also included with green lines. At  = 1, the peak
structure of (ex)(E) is almost same as that of WSL because the contribution from the
laser is suciently small. The intense sharp-peaks labeled as b = 1 represent the lowest
levels in SL sites; which correspond to localized states with long lifetimes. On the other
hand, as regards the higher levels (b = 2 and 3), the corresponding peaks are broadened
because of the eect of dc-ZT. Thus, the applicability of the comparison with E() seems
limited in the states with b  2. In this case, because of the periodicity in Eq.(4.1), the
same proles of (ex)(E)'s appear with the interval of ! = 5:0  10 3, though there are
tiny dierences caused by numerical inaccuracy attributed to the nite size of SLs.
It is found that the b = 1 peaks show energy-splitting into the doublet peak as 
increases. This doublet peak represents van Hove singularities corresponding to the mini-
band formation. Simultaneously, the doublet peak is blue-shifted with the increase in
. It can be seen that the miniband formation and the blue-shift are reproduced by the
tight-binding model for   25. Hence, it is understood that the continuum eect due to
ac-ZT is small in these  region. However, for   30, the tendency of the b = 1 peaks
begins to deviate from the result of E(). In particular, the tight-binding model predicts
that an intense sharp-peak corresponding to DL [73] is observed at  = 40:35. However, at
this , there are no intense peaks in (ex)(E), and furthermore, the b = 1 peak is divided
into several weak peaks. These results show that the DL becomes unstable, and is not
realized, being consistent with that in Ref. [35]. Moreover, in the region of   30, it is
seen that many new peaks are manifested.
These phenomena of (ex)(E) can be explained by use of 
(ex)
0 (E), 
(ex)
nr (E), and 
(ex)
res (E).
First, the structure of (ex)(E) at  = 1 is governed by 
(ex)
0 (E) forming shape-resonance
peaks supported by the ponderomotive potential U(z) because the laser intensity is suf-
ciently low. In Fig. 4.3, the results of (ex)(E) for  = 1, 10, and 20 are shown in the
E region where the quasienergy band (1; 1) is dominant. For comparison, E() is also
included. Furthermore, two reference results of (ex)(E), plotted by the black dashed and
blue solid lines, are also included. The former is calculated without the ponderomotive
coupling V(z), and thus the spectral peaks correspond to the shape-resonance peaks at-
tributed to 
(ex)
0 (E). It is seen that the b = 1 peak of 
(ex)
0 (E) is also blue-shifted as with
that of (ex)(E) obtained by full calculation incorporating all of V(z), however, van Hove
singularities are not observed. The latter is obtained incorporating V(z) with j j = 1
(= ), and a doublet peak forming van Hove singularities is observed. This spectral prole
is almost in accord with that of (ex)(E) with full V(z). The comparison of these spectra
well demonstrates the importance of V(z) with j   j = 1 (= ) contributing to for-
mation and deformation of minibands. Therefore, in this laser-intensity region, 
(ex)
nr (E)
including the eects of PAT and ac-ZT has signicant contribution in the spectral prole
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Figure 4.1: The quasienergy E() for  = 1. Each quasienergy level is labeled as (b,j),
where b and j represent the SL miniband index and the photon sideband index, respec-
tively. The dierent lines in each gourd-shaped lobe represent E() of dierent jkj's
with k as the Bloch momentum of the original SLs. Dynamic localization realizes at
 = 40:35 [41]. c2013 American Physical Society
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Figure 4.2: The excess DOS, (ex)(E) for  = 1 from  = 1 to 60, which are plotted by red
lines. For comparison, E() of Fig. 4.1 is also included [41]. c2013 American Physical
Society
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of (ex)(E).
The tendency of the peak structure of (ex)(E) in the region of   30 is dierent from
that in the region of   25. Figure 4.4 shows the results of (ex)(E) for   25 in the
region of  4:8  10 3    0:3  10 3, where E() is also included. For   30, it is
found that a number of new peaks manifest themselves; the sequences of these peaks are
connected by blue lines. As mentioned above, 
(ex)
res (E) forms novel peaks caused by the
ponderomotive coupling V(z). Therefore, it is thought that the development of these
newly growing peaks are attributed to 
(ex)
res (E) with the background of 
(ex)
nr (E), that is,
Feshbach-like resonance mechanism. In particular, it is seen that the peak labeled "A"
branches out into "a" at  = 40:35. The origin of such branching is brought to light based
on the property of G 0(0)~j ~j(E). As mentioned in Sec. 3.2, the number of pole of G
0(0)
~j ~j
(E)
depends on the value of . Hence, it is thought that a single pole giving the peak "A"
bifurcates into two poles giving "A" and "a" around   40. In addition, Fig. 4.5 shows
the height of the Feshbach-like resonance peaks of "a", "b", "c", and "f" as a function of .
The lifetimes of concerned Floquet states are obtained from Eq. (3.50), where N0 = 41 in
the present calculations, and note that 1 a.u. = 2:419 10 17 s; for instance, the lifetime
of "f" at  = 35 reaches about 0:025 ps.
For comparison, we also calculated (ex)(E) for  = 3. Figure 4.6 shows the obtained
results from  = 1 to 201:54, and the corresponding E() is also included as with Fig.
4.2. The results of (ex)(E) show that the discernible peaks monotonically shift and decay
in the whole  region. In particular, the red-shift of the single peak attributed to (1; j) is
pronounced in (ex)(E). Further, in contrast to (ex)(E) for  = 1, it is found that there
is no newly growing peaks. Thus, it is considered that the contribution from 
(ex)
res (E) is
negligibly small, and the spectral prole of (ex)(E) is governed by 
(ex)
0 (E) and 
(ex)
nr (E).
To be concrete, the red-shift of (1; j) is attributed to 
(ex)
nr (E). In Fig. 4.7, the results
of (ex)(E) in the region of 1    30 are plotted, where those of (ex)0 (E) are also
included with black dotted lines. It is shown that the peak labeled (1; 1) of (ex)0 (E)
shows blue-shift, and thus the red-shift seen in (ex)(E) is attributed to the multichannel
nonresonance term 
(ex)
nr (E).
Next, we put stress on the dierence of the spectral changes between (ex)(E) for  = 1
and 3. As explained above, (ex)(E) for  = 1 is dominated by the multichannel resonance
term 
(ex)
res (E) in a high laser-intensity region. On the other hand, in (ex)(E) for  = 3,
there is no sign characteristic of 
(ex)
res (E) in whole  region of concern. This dierence
represents that the contribution from V~i ~j with i 6= j for  = 3 is small compared
with the case of  = 1. This is because, diering from the case of  = 1, both of the
single-channel wavefunctions in Eq. (3.65), namely, 
( )
 ~i
(z) and 
( )
 ~j
(z), are not likely
to have locally dominant contributions at the same time when  = 3. It is noted that
the ponderomotive coupling V(z) for  = 3 at  = 200 is stronger than that for  = 1
at  = 60 because V(z) depends just on the value of  aside from z. Therefore, this
comparison well demonstrates that the spectral prole of (ex)(E) in high-laser intensity
region is determined by not only V(z) but also 
( )
 ~i
(z) and 
( )
 ~j
(z).
We mention the validity of the theory employed here which follows the multiphoton
process. There is an alternative mechanism for describing a problem of an electron trapped
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Figure 4.3: The excess DOS, (ex)(E) for  = 1 at  = 1, 10, and 20 (red solid lines) near
(1; 1), where E() of Fig. 4.1 is also included. For comparison, two reference results are
also included at  = 10 and 20, which are plotted by the blue solid and the black dashed
lines. For more detail, consult the text.
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) of Fig. 4.1 is also included. The sequences of
peaks attributed to the peak (1; 1) and the newly growing peaks are connected by blue
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2013
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Figure 4.7: The excess DOS, (ex)(E) for  = 3 from  = 1 to 30 (red solid lines) near
(1; 1) and (2; 3). For comparison, calculated results of (ex)0 (E) for  = 3 are also
plotted (black dashed lines).
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in a conning potential subjected to a strong laser eld; this is based on tunneling ioniza-
tion [74]. In this mechanism, an electron tunnels into continuum states from the conning
potential suppressed drastically by the laser eld. It is known that the Keldysh parameter
distinguishes these two mechanisms [75], which is dened as
 =
s
Vp
2Up
; (4.3)
where Up represents the ponderomotive energy equal to F
2
ac=4mb!
2. For  > 1, the
multiphoton process is considered to be dominant, whereas the tunneling ionization is
possibly dominant for  < 1. As regards the present case, we obtain  = 1:50 at  = 60
for  = 1, and  = 1:35 at  = 200 for  = 3. Therefore, it is shown that the whole 
regions concerned here belong to  > 1. This ensures that the results of (ex)(E) shown
in Fig. 4.2 and Fig. 4.6 are safely understood in terms of Eq. (3.85) following the
multiphoton process.
4.2 Excess DOS for Fractional Type DWSL
For the fractional type DWSL, the SLs of concern are designed to be composed of 20
quantum-wells in the range of  10:5d  z  9:5d. The other parameters are the same
as those used in Sec. 4.1. In the fractional type DESL with the matching ratio  = p=q,
(ex)(E) has the following periodicity:
(ex)(E) = (ex)

E + j! +
m
q
!

; (4.4)
where j is the photon sideband index andm is the split subband index shown in Eq. (2.92)
with m = 0;    ; q.
Figure 4.8 is the results of (ex)(E) for  = p=q = 3=2 from  = 1 to 40. Here, we plot
(ex)(E) in the range of one Brillouin zone ! = 
B= = 3:33     10 3. In the present
condition, the periodicity of Eq. (4.4) becomes (ex)(E) = (ex)(E + !=2), and thus the
same prole of (ex)(E) is obtained with the interval of !=2 = 1:66     10 3. Here,
each discernible peak is labeled as (b; j;m) with b as the SL miniband index. In addition,
E() of the lowest three levels (b = 1, 2, and 3) obtained by the tight-binding model
incorporating the intra-site ac-ZT are also included with green lines. Here, it should be
noted that E() excludes the eect of PAT because its contribution is small when  is
fractional. This is why the calculated E() does not form minibands. It is shown that
the change of peak positions of (ex)(E) is reproduced by E() to some extent for small .
However, with increasing , the structure of (ex)(E) becomes more complicated because
of the branching of obtained peaks and the development of novel peaks. In particular, as
discussed below, the peaks originated from the b=2 level show interesting behavior in the
region of 1    25. Finally, discernible peaks at  = 40 are no longer correspond to
those at  = 1.
Here, we focus on the discussion of the detailed behavior of b = 2 and b = 1 peaks.
Figure 4.9 shows (ex)(E) from  = 1 to 25 in the E region where (2; 2; 1) labeled "A"
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Figure 4.8: The excess DOS, (ex)(E) for  = 3=2 from  = 1 to 40, which are plotted
by red lines. For comparison, the quasienergy E() is also plotted with green lines. Each
peak is labeled as (b; j;m), where b, j, and m represent the SL-miniband index, the photon
sideband index, and the split subband index.
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and (1; 1; 1) labeled "B" are dominant, which are depicted by red lines. It is shown that
the peak height of (2; 2; 1) at  = 5 is lower than that at  = 1. However, the height
is more enhanced despite of the increase of  in the region of 10    15, where the
enhanced peak is labeled "A0". In particular, the peak "A0" becomes an intense sharp-
peak with the shoulder at  = 20. It is considered that this peak is the overlap of an
intense sharp-peak labeled "a" and a broad peak of "A0". Actually, it is separated into two
peaks at  = 25, and both of these peaks diminish as  increases. As regards the peak of
"B", its peak height decreases with blue-shift as  increases in the region of 1    10.
Furthermore, "B" is enhanced a little for  = 10  15, and then, the peak branches out
into the peak "b" with broadening for   20.
Now, the detailed physics of these properties is revealed in terms of 
(ex)
0 (E), 
(ex)
nr (E),
and 
(ex)
res (E). In Fig. 4.9, the corresponding results of 
(ex)
0 (E) are also included with black
dashed lines from  = 5 to 25 for comparison,. It is seen that the broadening of the peak
"A" from  = 1 to 5 and the blue-shift of the peak "B" accompanied by decay accord with
the tendency of 
(ex)
0 (E) qualitatively. However, the development of the peak "A
0" seen
in the region of 10    20 and its red-shift are not consistent with (ex)0 (E); the peak
originated from (2; 2; 1) of (ex)0 (E) is just more blurred with the increase in . Hence,
it is thought that the peak "A0" is attributed to (ex)nr (E) and 
(ex)
res (E), namely, Feshbach-
like resonance mechanism. For this reason, the peak is preferred to be labeled "A0" to
distinguish from "A" mostly attributed to 
(ex)
0 (E). The appearance of the novel peaks
"a" and "b" at  = 20 is certainly due to 
(ex)
res (E). As mentioned in Sec. 3.2, a resonance
peak attributed to 
(ex)
res (E) would branch out owing to bifurcation of the associated pole
of G 0(0)~j ~j(E). As regards the peak splitting of "A
0" and "a", it is understood that a single
pole of G 0(0)~j ~j(E) giving "A
0" bifurcates in the region of 15    20.
Generally speaking, spectral peaks are more broadened as the applied laser strength
increases because of a power-broadening mechanism caused by a strong non-linear optical
eect [76]. Therefore, the physics of spectral change pattern of "A0" and "a" observed
in the region of 10    20 should be distinct from such a general understanding, and
thus it is regarded as irregularity. In particular, the enhancement of the sharp-peak "a" at
 = 20 is considered an anomalous stable state which realize under the following specic
condition. According to the expression of 
(ex)
res (E) in Eq. (3.81), it is shown that the peak
has extremely small  ~j . Such behavior seems to manifest itself under the condition that
one of the bifurcated poles exists in the vicinity of a real axis in the lower-half complex
E-plane.
For the quantitative discussion of the irregularity, we plot the height of the peaks "A",
"A0", "B", "a", and "b" from  = 5 to 25 in Fig. 4.10. It is shown that the peak "A0"
develops for   10 and that its maximum value of 1:7  105 at  = 15 is higher than
that of "B". Further, the prominent sharp peak "a" develops at  = 20 with the height
of 2:2  105, which is the highest peak in (ex)res (E) at this . The maxima of "A0" and
"a", that is, 1:7  105 and 2:2  105, correspond to the lifetime of 0:10 ps and 0:13 ps,
respectively. It should be noted that the lifetime of 0:13 ps is much longer than that
of typical resonance peaks for  = 1 resulting from Feshbach-like resonance mechanism,
though the interchannel interaction V for  = 1 is expected to be stronger than that for
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Figure 4.9: The excess DOS, (ex)(E) for  = 3=2 near the peaks (2; 2; 1) and (1; 1; 1)
from  = 1 to 25 (red lines). The discernible peaks are connected by blue lines. In
addition, calculated results of 
(ex)
0 (E) for  = 3=2 are also plotted (black dashed lines).
The peaks of "A", "A0", "B", "a", and "b" are represented by a lled circle, a lled
triangle, a lled square, an open circle, and an open square, respectively.
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Figure 4.10: The height of the peaks labeled in Fig. 4.9.
 = 3=2.
For the purpose of comparison with the results for  = 3=2, we also calculated (ex)(E)
for  = 5=2. Fig. 4.11 shows the results of (ex)(E) for  = 5=2 from  = 1 to 40, where
the associated E() is also included. The obtained resonance peaks show just energy shift
with broadening in contrast to those for  = 3=2. Therefore, it is found that the spectral
prole of (ex)(E) is governed by 
(ex)
0 (E) and 
(ex)
nr (E), and the contribution from 
(ex)
res (E)
is considered to be suciently small in the whole  region concerned here. It is speculated
that the dierence of properties between (ex)(E)'s for  = 3=2 and 5=2 is due to the
signicance of V as with the case for integer .
As for the fractal structure of quasienergy in the fractional type DWSL, it is found
that the self-similarity characterizing fractal nature is broken because of the energy shift
and the decay of Floquet state due to the ac-ZT. This result indicating the collapse of the
fractal structure shows correspondence with that of the preceding study calculating excess
DOS within the high frequency approximation [36].
Finally, we mention a possibility of experimental observation of the nding obtained
in this study. The anomalous stable state is observed at  = 20 for  = 3=2, and the
corresponding laser intensity is Fac = 88 kV/cm. Recent intense THz light sources have
opened up the research eld of the strong THz excitation of semiconductors and the rele-
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Figure 4.11: The same as Fig. 4.8 but  = 5=2. For comparison, the corresponding E()
is also included.
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vant coherent control of electronic states [11, 12, 77]. Thus, Fac = 88 kV/cm is adequately
feasible strength of THz laser, and thus one might consider that the anomalous state
would be observed in semiconductor SLs. However, in a real situation, there exist various
kinds of broadening mechanisms, such as impurities, many-body interactions, lattice im-
perfection, lattice vibration, and so on. Therefore, spectral peaks tend to be smeared in
semiconductor SLs, and thus a more ideal system is required. In this sense, an optical SLs
composed of cold atomic gas is considered one possible candidate [15, 16, 17, 18, 78], where
the above mentioned perturbations would be much smaller, and thus the irregularity is
expected to be observed.
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Chapter 5
Conclusion
We present a theoretical study of DWSL realized in biased semiconductor SLs driven by
a THz cw laser. To incorporate all parts of the ac-ZT, we deal with the DWSL based on
the scattering theory, and examine the resonance structure of Floquet state in DWSL in
terms of the excess DOS, (ex)(E), proportional to the lifetime of a resonance state. In
particular, we focused on the spectral prole of (ex)(E) in a high laser-intensity region
where the ac-ZT shows signicant eect on the Floquet state. The excess DOS (ex)(E)
is calculated by solving the multichannel scattering problem obtained on the basis of the
R-matrix Floquet theory, where the eect of THz cw laser is included as the deformation
of SL potential and the interchannel coupling. Further, the detailed physical mechanisms
determining the spectral prole of (ex)(E) are discussed by its analytical expression given
by the sum of the single-channel resonance term 
(ex)
0 (E), the multichannel nonresonance
term 
(ex)
nr (E), and the multichannel resonance term 
(ex)
res (E).
First, we examine (ex)(E) in the integer type DWSL for  = 1 and 3. It is found
that 
(ex)
res (E) has important contribution to the structure of (ex)(E) for  = 1, where the
coupling between DWSL levels is expected to be strongest. For   30, the development of
new peaks is observed, which is explained by the Feshbach resonance mechanism governed
by 
(ex)
res (E) with the background contributions from 
(ex)
nr (E). Further, the splitting of
peak arising from 
(ex)
res (E) observed at  = 40:35 is discussed in the light of V-dependence
of the Green's function G 0(0)~j ~j(E) closely associated with the spectral prole of 
(ex)
res (E).
As regards the comparison with the quasienergy obtained from the tight-binding model,
we demonstrate that (ex)(E) well reproduce the quasienergy miniband formation and its
deformation described by 
(ex)
nr (E), which are consistent with the results based on the
tight-binding model in relatively small . . Hence, it is considered that the excess DOS
is a comprehensive tool for exploring electronic properties of DWSL in the wide range of
laser-intensity region.
Second, we examine (ex)(E) in the fractional type DWSL for  = 3=2 and 5=2. In
particular, we focus on the contributions from the ponderomotive couplings, V(z), that
is, the Feshbach-like resonance contribution described by both 
(ex)
res (E) and 
(ex)
nr (E). It is
found that 
(ex)
res (E) plays an important role in the spectral prole of (ex)(E) for  = 3=2,
and that the anomalous Floquet state with longevity manifest itself due to its eect.
The origin of this manifestation is discussed in the light of poles of the Green's function
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G 0(0)~j ~j(E); such a Floquet state is realized when one of poles of G
0(0)
~j ~j
(E) exists in the
vicinity of a real axis in the lower-half complex E-plane. Such manifestation of long-lived
state is extremely rare in a relatively high laser-intensity region since spectral peaks are
generally more broadened as  increases due to the nonlinear optical eect of power-
broadening. Actually, such anomalous stable states are not observed for other 's to the
best of one's knowledge, whereas newly growing peaks attributed to the Feshbach-like
resonance mechanism are also observed in the integer type DWSL for  = 1.
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Appendix A
Houston Function
The Houston function is known as an approximate solution of Schodinger equation for an
electron in a periodic potential subjected to static and oscillating electric elds [60]. Now,
we derive the Houston function [79], starting from the following Schrodinger equation
H (z) =
n
  1
2m

pz +
e
c
A(t)
2
+ V (z)
o
 (z)
= i
@ (z)
@t
; (A.1)
where
A(t) =  c
Z t
0
F (t0)dt0: (A.2)
Here, the velocity gauge is employed to incorporate the eect of electric elds, and thus
the Hamiltonian has the spatial periodicity of H(z + d) = H(z) with d as the lattice
constant. Eq. (A.2) is given by
A(t) =  c
Z t
0
fF0 + Fac cos(!t0)g dt0
=  c

F0t+
Fac
!
sin(!t)

; (A.3)
where F0 and Fac cos(!t) represents a static electric eld and a temporally periodic laser,
respectively. Further, we assume that the system of concern varies slowly with respect to
the time t. This assumption allows us to expand the solution  (z; t) in terms of 0i(z; t) as
 (z; t) =
X
i
ci(t)
0
i(z; t); (A.4)
where ci(t) is an expansion coecient and 
0
i(z; t) is the instantaneous solution of the same
Hamiltonian, i.e.,n 1
2m

pz +
1
c
A(t)
2
+ V (z)
o
0i(z; t) = Ei(t)
0
i(r; t): (A.5)
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Next, we apply the following gauge transformation:
0i(z; t) = exp

 i1
c
A(t)z

i(z; t): (A.6)
Furthermore, because A(t) is independent on the coordinate z, Eq. (A.5) is recast intonpz2
2m
+ V (z)
o
i(z; t) = Ei(t)i(z; t); (A.7)
where the relation
pz +
1
c
A(t)

0i(z; t) =

 i @
@z
+
1
c
A(t)

exp

 i1
c
A(t)z

i(z; t)
= exp

 i1
c
A(t)z

pzi(z; t) (A.8)
is used. In this expression, the time-dependent factor is incorporated in the wavefunction
i(z; t), and thus Eq. (A.7) is regarded as a Schrodinger equation without electric elds.
For this reason, i(z; t) can be expressed by use of the spatially periodic function ub;k(t)(z)
as
i(z; t) = b;k(t)(z) = e
ik(t)zub;k(t)(z); (A.9)
where ub;k(t)(z + d) = ub;k(t)(z) with d as a lattice constant, b and k(t) are the miniband
index and the crystal momentum, respectively. In addition, the associated expansion
coecient ci(t) and eigenvalue Ei(t) are also rewritten as
ci(t) = cb;k(t) (A.10)
and
Ei(t) = Eb(k(t)); (A.11)
respectively. Thus, 0i(z; t) becomes
0i(z; t) = 
0
b;k(t)(z) = exp

 i1
c
A(t)z

eik(t)zub;k(t)(z)
= exp

 i

1
c
A(t)  k(t)

z

ub;k(t)(z): (A.12)
Here, we impose the periodic boundary condition
0i(z +Nd; t) = 
0
i(z; t) (A.13)
on 0i(z; t) with N as the number of unit cells. According to Eq. (A.12) and Eq. (A.13),
we obtain
exp

 i

1
c
A(t)  k(t)

Nd

= 1: (A.14)
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Here, we express  1
c
A(t) + k(t) by use of the reciprocal lattice vector g as
 1
c
A(t) + k(t) = gg (A.15)
with g as an expansion coecient, and then Eq. (A.14) is reduced to
exp fi2 (gN)g = 1; (A.16)
where gd = 2 is used. Therefore, gN is required to be an integer n, and Eq. (A.15)
becomes
 1
c
A(t) + k(t) =
n
N
g: (A.17)
Because g is independent on t, the derivative of Eq. (A.17) with respect to t gives the
relation between k(t) and the electric elds F (t) as follows:
_k(t) =
1
c
_A(t)
=  F (t): (A.18)
Next, we aim to obtain the solution  (z; t). According to Eq. (A.4) and Eq. (A.6),
 (z; t) is expressed as
 (z; t) = exp

 i1
c
A(t)z
X
b;k
cb;k(t)b;k(z): (A.19)
Substituting Eq. (A.19) into Eq. (A.20), we obtainn
  1
2m

pz +
e
c
A(t)
2
+ V (z)
o
exp

 i1
c
A(t)z
X
b;k
cb;k(t)b;k(t)(z)
= i
@
@t
exp

 i1
c
A(t)z
X
b;k
cb;k(t)b;k(t)(z): (A.20)
Further, we multiply exp
 
i1
c
A(t)z

b0;k0(z) on both sides of Eq. (A.20), and integrate
with respect to z. Then the dierential equation
Eb(k(t))cb;k(t) = i
@cb;k(t)
@t
+ F (t)
X
b0
Zb;b0(k(t))cb0;k(t); (A.21)
is derived, where Zb;b0(k) dened as
Zb;b0(k)  i
Z
dzub0;k(z)
@
@kz
ub;k(z) (A.22)
is a dipole interaction term between minibands b and b0. Here, we applied the following
relation:
i
Z
dze i(k
0 k)zub0;k0(z)
@
@kz
ub;k(z) = k0;kZb;b0(k); (A.23)
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where terms with k0 6= k vanish because of the spatial periodicity of ub;k(z) [80]. When
Zb;b0(k) is negligibly small, Eq. (A.21) is approximately expressed as
@cb;k(t)
@t
=
1
i
Eb(k(t))cb;k(t); (A.24)
and the analytical solution is derived as follows:
cb;k(t) = Cexp

1
i
Z t
0
dt0Eb(k(t0))

; (A.25)
where C is an integral constant. Therefore, Eq. (A.19) is recast into
 (z; t) = exp

  i
c
A(t)z
X
b;k
Cexp

1
i
Z t
0
dt0Eb(k(t0))

b;k(z): (A.26)
To remove the phase factor, exp
   i
c
A(t)z

, we further apply the gauge transformation
 (z; t) = exp

  i
c
A(t)z

 0(z; t); (A.27)
and obtain npz2
2m
+ V (z) + F (t)z
o
 0(z; t);= i
@ 0(z; t)
@t
(A.28)
where
 0(z; t) =
X
b;k
Cexp

1
i
Z t
0
dt0Eb(k(t0))

b;k(z): (A.29)
Consequently, it is found that the solution of the Schrodinger equation concerned here is
written as
 0b;k(z; t) = exp

1
i
Z t
0
dt0Eb(k(t0))

b;k(t)(z); (A.30)
this is the Houston function.
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Appendix B
Floquet Theorem
Here, we present a brief introduction of the Floquet theorem [59]. We consider a Hamil-
tonian having the temporal periodicity
H(t+ T ) = H(t): (B.1)
According to the Floquet theorem, a solution of the Schrodinger equation
H(t)  i @
@t

	(z; t) = 0 (B.2)
is expressed as
	(z; t) = e Et(z; t); (B.3)
where (z; t) has the temporal periodicity (z; t+T ) = (z; t). Because of this periodicity,
Fourier expansion of the time periodic function gives
(z; t) =
1X
= 1
exp(i!t)(z): (B.4)
This expression is used in Eq. (3.14).
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Appendix C
Quasienergy with Intra-site ac-Zener
Tunneling
We obtain the quasienergy of DWSL incorporating intra-site miniband interactions due
to the ZTs, termed intra-site ac-ZT [32], by solving the following DWSL Schrodinger
equation:
i
@
@t
j(t)i = H^dwsl(t)j(t)i
=

H^sl + F (t)Z^

j(t)i; (C.1)
where F (t) = F0 + Fac cos(!t). Furthermore, Z^ represents the dipole interaction and H^sl
given by
H^sl =
X
b;l
n
E0bjb; lihb; lj+ ( 1)bb
4
(jb; lihb; l + 1j+ jb; l + 1ihb; lj)
o
(C.2)
represents the SL Hamiltonian with b and l as the miniband index and the SL site index.
Because of the temporal periodicity Hdwsl(t + T ) = Hdwsl(t), the Floquet theorem allows
j(t)i to be expressed as
j(t)i = e iEtj(t)i; (C.3)
where j(t+ T )i = j(t)i, and then Eq. (C.1) becomes
i
@
@t
+ E

j(t)i =

H^sl + F (t)Z^

j(t)i: (C.4)
Now, we introduce the following Wannier functions [33]:
hzjb; li =
8<:
q
2
dw
cos

b
dw
(z   ld)

   b : odd numberq
2
dw
sin

b
dw
(z   ld)

   b : even number;
(C.5)
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where ld   dw=2 < z < ld + dw=2 with dw as a width of quantum well. Then, matrix
elements of Z^ are derived as
hb; ljZ^jb0; l0i =
Z
dz
Z
dz0hb; ljzihzjZ^jz0ihz0jb0; l0i
=
Z
dzhb; ljzizhzjb0; l0i
=

ldl;l0 (b = b
0)
Xb;b0l;l0 (b 6= b0) (C.6)
where
Xb;b0 
8>>>>>>><>>>>>>>:
0 (b : even; b0 : even)
2dw
2

1
(b+b0)2 sin((b+ b
0)
2
)
+ 1
(b b0)2 sin((b  b0)2 )
	
(b : even; b0 : odd)
2dw
2

1
(b+b0)2 sin((b+ b
0)
2
)
  1
(b b0)2 sin((b  b0)2 )
	
(b : odd; b0 : even)
0 (b : odd; b0 : odd):
(C.7)
In Eq. (C.6), the following relations
Z^jzi = zjzi (C.8)Z
dzjzihzj = I^ (C.9)
hzjz0i = (z   z0) (C.10)
are used. The dipole interaction Z^ can be divided into the intra-miniband part Z^0 (b = b
0)
and the inter-miniband part X^ (b 6= b0) as
Z^ = Z^0 + X^; (C.11)
where
Z^0 =
X
b;l
jb; lildhb; lj (C.12)
and
X^ =
1
2
X
b;l
X
b0
jb; liXb;b0hb0; lj+ (H:c:)	: (C.13)
It is known that the Schrodinger equation for DWSL excluding X^, namely,
i
@
@t
j0(t)i =

H^sl + F (t)Z^0

j0(t)i; (C.14)
has the eigenstate of the Houston function [33, 62] in the form
j0(t)i = exp

 iA(t)
c
Z^0

exp

 i
Z t
t0
dt0"b(k   (1=c)A(t0))

jb; ki
=
1p
N
X
l
ei(k (1=c)A(t))ldexp

 i
Z t
t0
dt0"b(k   (1=c)A(t0))

jb; li: (C.15)
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Here, "b(k) is given by
H^sljb; ki = "b(k)jb; ki (C.16)
and jb; ki represents the Bloch state
jb; ki = 1p
N
X
l
eikldjb; li: (C.17)
Because of the periodicity F (t+T ) = F (t), the Floquet theorem allows the Houston state
to be expressed as
j0b;j;k(t)i = e iEb;j(k)tj0b;j;k(t)i; (C.18)
where j0b;j;k(t+ T )i = j0b;j;k(t)i and Eb;j(k) represents the associated quasienergy labeled
by the miniband index b and the photon sideband index j. Substituting Eq. (C.15) into
Eq. (C.18), we obtain
j0b;j;k(t)i = eiEb;j(k)tj0b;j;k(t)i
=
1p
N
X
l
ei(k A(t)=c)ldexp

iEb;j(k)t  i
Z t
t0
dt0"b(k   A(t0)=c)

jb; li; (C.19)
where j0b;j;k(t)i satises
H^sl + F (t)Z^0   i @
@t

j0b;j;k(t)i = Eb;j(k)j0b;j;k(t)i: (C.20)
and the orthogonality
1
T
Z T
0
dth0b;j;k(t)j0b0;j0;k0(t)i = b;b0j;j0k;k0 : (C.21)
Thus, we employ
j0b;j;k(t)i	 as expansion basis sets of j(t)i shown in Eq. (C.4), i.e.,
jb;j;k(t)i =
X
b;j;k
cb;j;kj0b;j;k(t)i: (C.22)
Substituting Eq. (C.22) into Eq. (C.4), we obtain
i
@
@t
+ E
X
b;j;k
cb;j;kj0b;j;k(t)i =

H^sl + F (t)Z^
X
b;j;k
cb;j;kj0b;j;k(t)i: (C.23)
According to Eq. (C.20) and Eq. (C.21), Eq. (C.23) nally becomes the following coupled
equations: X
b;j;k
n
Eb;j(k)  E

b;b0j;j0k;k0 + Fj;j0Xb;b0k;k0
o
cb;j;k = 0: (C.24)
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Here, Fj;j0 is given by
Fj;j0  1
T
Z T
0
dtF (t)exp

iEb;j(k)t  i
Z t
t0
dt0"b(k   A(t0)=c)

 exp

 iEb0;j0(k)t+ i
Z t
t0
dt0"b0(k   A(t0)=c)

 1
T
Z T
0
dtF (t)e i(j j
0)!t: (C.25)
In Eq. (C.25), the high frequency approximation is employed in the temporal integra-
tion [62], and thus just the exponential term in the form of e i(j j
0)!t remains. By solving
this eigenvalue problem by numerical calculation, we obtain the quasienergy E aected
by the intra-site ac-ZT.
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