In either case, the limit distribution F(x, r) is continuous and pure. 1 A proof of this result in the case that Φ(ω) takes only the two values ±1 with equal probabilities can be found in [4] . We can and shall restrict our study to the case E(Φ) = 0. Our main result here concerns the distributions F(x, r) generated by sequence {r n } such that, for some 0</3<l, (1.4) r n = 0[/3*] .
Under this hypothesis it is easy to see that for a given A(x), when β is sufficiently small, F(x, r) is necessarily singular. This result follows from the simple fact that the set of points of increase of F(x, r), for all sufficiently small β, has zero measure. On the other hand, as β increases towards one F(x, r) in general will become absolutely continuous. We are interested in finding a lower bound for the β's for which this may happen. Considerations involving the set of points of increase of F(x, r) stop short of being helpful for, as we shall see, in general we can be sure that F(x, r) will remain singular beyond the first β for which this set acquires positive measure. Our discovery consists in the fact that, without further information on the relations between the values x 19 x 2 , * ,x p and the sequence {r n }, the best possible dividing line between singularity and absolute continuity of F(x, r) is given by the entropy [8] Our methods bring also to light some peculiarities of the PisotVijayaraghavan numbers. The latter are algebraic integers whose conjugates are all in absolute value less than one [6] . Let a be in the interval (1, 2) and set β = I/a. Let H v {a) denote the entropy of the distribution of the random variable (1.5) y P = ε,β + e 2 β 2 +
• + e p β* ,
where the e { are independent random variables taking the values ± 1 with equal probabilities. We can show the following result:
For every a in (1, 2) the ratio H p {a)jp is convergent, and if a is a P. V. number (1.6) lim H p (a)/p < log a .
p-too
We note that Theorems I.I and 1.2 combined provide an explanation for the singularity [2] of the distribution function of the random variable when β is the reciprocal of a P. V. number 2 . This is obtained by letting A(x) be the distribution of the variable y p and setting τ n = β np , then taking p sufficiently large. The inequality in (1.6) contains the fact that the numbers
for sufficiently large p, cannot be all distinct. This implies that ach P. V. number in (1, 2) satisfies a polynomial equation with coefficients ±1 or 0. Two different proofs of this results can be found in [7] and [3] . Here we shall show that even more is true, namely F(x) = Axφ)* Λία?)* • *A n (x)* where for each n, A n (x) is the distribution of a random variable which takes only a finite number of values. Such a function when it is defined, is either totally discontinuous, continuous but purely singular or absolutely continuous. We shall be concerned with the eases in which F(x) is continuous. We can visualize (1.7) as being the distribution of a sum of independent random variables y = Xl + χ 2 + ... + χ n + ... where x n has distribution A n {x). The continuity of F(x) is assured as soon as y is not probabilistically equivalent to a series of constants [5] .
In the case that It can be shown that, although the condition (1.9) is best possible, no estimates on the entropy of the partial sums y n = x λ + x 2 + x n are necessary for the singularity of F(x). However, it is worthwhile to note that the situation is quite different if we look for necessary and sufficient conditions for F to be absolutely continuous, with a derivative in the L logL class. To this effect we have thef ollowing theorem. Let y = y n + z n with y n and z n independent and bounded and
Let F(x) be the distribution of y and F n (x) be that of y n . Suppose t hat F(x) is continuous. 
1Φ Auxiliary lemmas and definitions* 1.1 It will be useful to consider sequences {?β n } of ordered probability distributions
To be specific, for each n we shall suppose that
For a given probability distribution ^β
Oi for (ŵ ill be called the " associated " distribution function.
Given a sequence { S $J such that (1.11) and (1.12) hold we shall liave the sequence {F n } of associated distribution functions and the family {F n } of the distributions that can be obtained as limits of the F n 'a. Proof. Because of (a) we have that for each i - 1, 2, ,
Thus the associated distribution functions are uniformly absolutely continuous on the right of one, hence the same will hold for their limits. Proof. First of all it is clear that the functions F n are uniformly absolutely continuous if and only if they are equicontinuous. But if the F n 's are equicontinuous, their limits are continuous. Vice versa if their limits are continuous at the origin, a standard argument shows that the F n '$ must be equicontinuous. DEFINITION. If in the family {F n } there are discontinuous functions, we shall say that {^βj is a " singular " sequence. In this case the maximum of the jumps of the functions of {F n } will be called the " deficiency " of the family {*β n }.
Clearly {^3J has deficiency ^ 7 > 0 if and only if there exists a .subsequence {n k } such that for any ε > 0 we have
1.3. We shall now give a sufficient condition for a {$ n } to be a singular sequence. LEMMA 1.3. The sequence {φj fails to be singular only if
As a matter of fact, if (1.31) does woί hold, the deficiency 7 o/ {ψ n } satisfies the inequality
Proof. Since a sequence {^3 n } is singular with deficience ^7 if a. a subsequence {$β»J is such, we can assume that (1.33) lim -(Σ Pi(n) log p<(rc))/log ΛΓ(n) = 1 -7 0 < 1 .
ft,-»oo
We define the quantities a k ( -a k (n)) for k -1, 2, , JV(w) by setting-
Note that from our assumption 1.12 (a) it follows that a k ^ 0. We also have that Summing with respect to i we obtain -ΣiPi log ^ ^ -Σ Σ α*/fc log 1/fc = Σ ^ log A? .
Making the substitution
Now let v(n) be a sequence of integers taken with the sole restriction that v(n) ~ εN(n) for some ε > 0. Then from (1.34) we deduce that log N + Σ Pi log Pi S θv(n) log N + Dividing by log N and passing to the limit we get
To ^ lim inf 0 V(W) .
n-*oo
In view of the fact that p x + p 2 + + p v ^ ^i + α 2 + + α v and' the definition of v(n) we deduce that the functions of {F\} must all have a jump at the origin at least as big as τ 0 . This establishes theî nequality in (1.32).
Suppose we are given a sequence of probability distributions
In case the q^n) are not ordered we shall say that the sequence {Q n } is singular if and only if the ordered sequence {$ n } that we obtain, by rearranging the probabilities of the Q n 's is a singular sequence.. Similarly the deficiency of Q n will be the deficiency of P n . Lemma 1.3. remains valid for unordered sequences of probability distributions.
2* Proofs of the results* 2.1. Theorem I.I can be readily obtained from Theorem 1.4-We shall thus concentrate in proving the latter. To this end we need the following result. Let y and y n denote random variables* with distributions F(x) and F n (x) respectively with F(x) continuous.. Assume in addition that the random variable z n = y -y n is independent of y n and that E(z%) -> 0. LEMMA Let us set y n = x x + x 2 + + x n .
If R n is a sequence tending to zero in such a way? that lim inf R\\E(z\) > 0 , then a necessary and sufficient condition for the distribution F(x)> to have a singular part is that for an M so large that the quantity
We shall visualize the probability space Ω where y n and y are defined as the product of the probability spaces Ω lf Ω 2 , , Ω n where the variables x l9 x 2 , , x n are defined. Then the equivalence relation ω' -α>" if and only if x n (a)') = Xi(co") for i = 1, 2, , n generates a partition of Ω which is finer than the partition generated by the relation 
Suppose now that y n takes the values

Vl n> Vϊ ni * * ' t VN{Π) n
with respective probabilities Qi(n),q 2 (n), *--,q N{n) (n) .
We shall consider, for a given ikf, a partition of the indices 1, 2, , N{n) into two sets S' and S" defined as follows. S' is the set of all i such that \y iH \ ^ M and S" is the complement. Let By choosing M sufficiently large, by the hypothesis 1.8, we can guarantee that Ql after a while remains as close to one as we wish.
In particular, since D'l ^ 0, by 2.23, 2.24 and the hypothesis 2.21 we can make sure that we have also (2.25) lim inf D'Jlog 1/R n < 1 .
•n, -> oo
In the subset of Ω where | y n | ^ M we introduce a partition by means of the equivalence ω' ^ ω" if and only if y n (co') and y n (co") belong to the same interval [kR n + R ni kR n ). Since this partition is even coarser than the one induced by the equivalence in 2.22, for the entropy E r n associated with this partition we must have
On the other hand if we let λ w be as in 2.11 and set By an argument similar to that used in §2.2 we deduce that the entropy of the variable y m {ω) is less than or equal to the sum of the entropies of the summands. In other words, with the notation of the introduction, we must have
Dividing by m and passing to the limit as m -• oo we obtain
Since p was arbitrarily chosen we deduce that
Clearly the limit in (2.31) may differ from log 2 only when a satisfies polynomial equations with coefficients ±1 or 0.
If a is a P. V. number it can be shown (for instance by means of Lemma 2.5 of [3] ) that H p (a)/p eventually takes values below log a. This accounts for the estimate in 1.6. It would be of some interest to know whether or not 1.6 holds for other than P. V. numbers. (with β -Ha) were all distinct, the minimum distance between any two of them, in view of (2.41) would be greater than a fixed constant divided by 2\ Theorem 1.2 of [3] would then apply, and we would deduce that the distribution of the random variable
is absolutely continuous with a bounded derivative. This is of course absurd since it is known [2] that the distribution of is singular. 2.5. We shall omit the proof of Theorem 1.5, for it can be carried out step by step as it was done for Theorem 1.10 of [3] , The difference here is that Orlicz spaces methods would have to replace the L p spaces methods used there. There is one point of the proof that is worth noting. Namely, it is known [1] that a bounded functional on an Orlicz space does not necessarily have an integral representation. However, at a point of our proof of Theorem 1.10 in [3] we use the Riesz representation theorem. Nevertheless, in carrying out the proof of Theorem 1.5 even this point need notbe modified. In fact, for functionals of the type Mathematical papers intended for publication in the Pacific Journal of Mathematics should be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, L. J. Paige at the University of California, Los Angeles 24, California. 50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.
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