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Abstract—Recognition errors made by automatic speech recog-
nition (ASR) systems may not prevent the development of useful
dialogue applications if the interpretation strategy has an intro-
spection capability for evaluating the reliability of the results. This
paper proposes an interpretation strategy which is particularly
effective when applications are developed with a training corpus
of moderate size. From the lattice of word hypotheses generated
by an ASR system, a short list of conceptual structures is obtained
with a set of ﬁnite state machines (FSM). Interpretation or a
rejection decision is then performed by a tree-based strategy.
The nodes of the tree correspond to elaboration-decision units
containing a redundant set of classiﬁers. A decision tree based and
two large margin classiﬁers are trained with a development set to
become interpretation knowledge sources. Discriminative training
of the classiﬁers selects linguistic and conﬁdence-based features
for contributing to a cooperative assessment of the reliability of
an interpretation. Such an assessment leads to the deﬁnition of a
limited number of reliability states. The probability that a pro-
posed interpretation is correct is provided by its reliability state
and transmitted to the dialogue manager. Experimental results
are presented for a telephone service application.
Index Terms—Conﬁdence measures, decision strategy, speech
recognition, spoken dialogue systems, spoken language under-
standing.
I. INTRODUCTION
I
N SPOKEN dialogues for telephone applications, interpre-
tation consists in ﬁnding instances of conceptual structures
representing knowledge in the domain semantics. Spoken lan-
guage understanding (SLU) is the process of obtaining interpre-
tationswhicharestructuresofsemanticconstituents.Interpreta-
tionisconceptrecognitionandcanbeseenasaproblem-solving
activitybasedonfeatures extractedfromsentences.Thistypeof
problem solving is not necessarily limited to parsing under the
control of a context-free grammar. There are many motivations
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supporting this consideration. Semantic knowledge can be con-
text-sensitive. Given a sentence made of a sequence of words,
it is possible that not all the words in the sequence are relevant
for the expression of concepts in the domain. The same word
can be essential for hypothesizing more than one conceptual
constituent. As opposed to parsing, generation of concept hy-
potheses can be successful even if a sentence is not completely
generated by a grammar.
In a problem solving perspective, redundant semantic knowl-
edge sources (KS) can be used for improving interpretation ac-
curacy. Each KS represents a different view point for interpre-
tation, considering different words and contexts as essential or
useful for representing a concept. For example, a set of dif-
ferent classiﬁers, with totally or partially different features, can
be used in conjunction with grammars relating words with con-
ceptual constituents and their structures. Furthermore, succes-
sive reﬁnements can be performed in a sequential interpretation
strategy in order to improve accuracy.
Various formalisms have been proposed for describing se-
mantic structures. Essentially they are all based on entities and
relations. Let us call semantic constituent an instance of an en-
titywhose presencecan be directlyhypothesized bytransducers
or classiﬁers which take only words and parts of speech (POS)
tags as input. These constituents can be combined for obtaining
more complex conceptual structures. A formal theory of com-
position can be found, for example, in [1]. The theory shows
howcompositionsofobjectsintostructuresareperformedusing
context-sensitive rules. Some rules represent actions by func-
tions and arguments. Arguments are semantic objects. Descrip-
tion languages like OWL of w3c (www.w3c.org) have been re-
cently introduced to describe such semantic structures.
The focus of this paper is on the detection of semantic con-
stituents and on the evaluation of their reliability. In the attempt
to reduce the effect of recognition errors and knowledge impre-
cision, a sequential decision strategy is proposed. The strategy
starts with the generation of hypotheses about elementary se-
mantic constituents, also called concept tags, from a lattice of
word hypotheses produced by an automatic speech recognition
(ASR) system. Along the line of solutions proposed in [2], [3]
a ﬁnite state machine (FSM) transducer is introduced for trans-
lating patterns of words and POS into a concept tag. Details of
this approach are given in [4] and will be brieﬂy summarized in
Section II.
Once an interpretation has been hypothesized, the next step
in the strategy consists of estimating its conﬁdence. Two basic
approaches have been proposed for estimating the conﬁdence
of an interpretation. One computes the posterior probability of
an interpretation from the posterior probabilities, obtained with
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acoustic and language models, of words supporting the inter-
pretation [5]. The other computes a posterior probability from
scores obtained by a set of features related to various levels
in the decoding process, including acoustic, linguistic, and se-
mantic information as well as dialogue context [6]–[9].
The conﬁdence estimation process proposed in this paper for
the validation of semantic hypotheses is based on a sequential
strategy. It is represented by a decision tree whose nodes are de-
cision units. At the root of the tree, decision is made based on
a semantic conﬁdence established by the agreement of a redun-
dant set of classiﬁerstrained for conﬁrming the hypotheses gen-
erated by FSMs. Classiﬁers and FSMs evaluate interpretations
from different view points. In general, classiﬁers are trained
from labeled examples and make decisions based on features
whichareautomaticallyselected,whiledevicesusingFSMs,es-
sentially evaluate word sequences using prior linguistic knowl-
edge.
Incontrasttotheuseofclassiﬁersforsemanticchunking[10],
in the approach proposed here, automatically trained classiﬁers
are used to validate concept tag hypotheses generated with con-
ceptual language models (LMs). In contrast with [11], the se-
mantic conﬁdence for a concept tag is not obtained by com-
posing conﬁdences of words, but by a direct, multiple-view,
global evaluation of the presence of a concept in a sentence.
For many SLU applications, it is not essential to compute the
probability of an interpretation, but to ﬁnd conditions for which
whatisfoundishighlylikelytobecorrect.Thedialoguestrategy
may decide to ask the user for a conﬁrmation or a clariﬁcation,
depending on whether or not the correctness probability is high.
A reliability state depending on conditions on conﬁdence indi-
catorsisassignedtoeachconcepthypothesis.Thenumberofre-
liability states is deliberately small in order to guarantee that ac-
curate correctness probabilities can be estimated for each state.
After presenting some related work on conﬁdence measures
in Section III, Section IV describes this general strategy. The
classiﬁers used in this study as well as the conﬁdence features
arepresentedinSectionV.Thedecisionstrategyisevaluatedon
a telephone service corpus provided by France Telecom R&D.
These experiments are detailed in Section VI. Finally, an error
correction and rejection strategy is presented in Section VII.
II. GENERATION OF A STRUCTURED -BEST
LIST OF CONCEPTUAL INTERPRETATIONS
Interpretation starts with a translation process in which
stochastic LMs are implemented by FSMs which output la-
bels for semantic constituents. These semantic constituents
belong to a small set of major ontological categories (such as
thing, event, state, action, place, path, prop-
erty, amount, ). In this paper, these semantic constituents
are called concept tags and are noted . To each concept
tag is attached the word string supporting the concept
and from which the concept value (e.g., date or numerical
information) can be extracted. For example, to the con-
cept tag can be associated the word
string ` `
(Opera subway station) which leads to the concept value
METRO:OPERA. The interpretation of an utterance con-
taining concepts is represented by both a concept tag
sequence (noted ) and the corresponding
concept word string sequence supporting each tag (noted
). Notice that supports of different
tags may share some words.
There is an FSM for each elementary conceptual constituent.
Each FSM implements a ﬁnite-state approximation of a natural
languagegrammar.These FSMsare transducersthattake words
attheinputandoutput theconcepttagconveyedbytheaccepted
phrase.Their deﬁnitions dependon thedialoguestrategy.FSMs
can be either related to dialogue management (conﬁrmation,
contestation, ) or to the application domain (location, date,
).Theycanbemanuallywrittenfordomain-independentcon-
ceptual constituents (e.g., dates or amounts), or data-induced
when enough training data is available. All these transducers
are grouped together into a single transducer, called ,
which is the union of all of them.
An interpretation activity leading to the output of an -best
list of concept sequences is presented in detail in [4] and can be
summarized as follows.
• A ﬁrst ASR module generates a word graph of word
hypotheses by means of a generalist LM.
• is composed with the transducer and the re-
sult of this composition is the transducer (a path in
is either a word string if one keeps only the input
symbols or a concept tag string if one considers the output
symbols of the transducer).
• The -best list of concept tag sequences
is obtained by enumerating the -best paths on the output
symbols of .
• To each sequence is attached a word graph which
is the set of paths in that output .
• By enumerating the -best paths in , one obtains the
best word strings (with ) supporting .
• Alltheﬁllerwords(wordsthatdonotbelongtothesupport
of any concept tag) are removed from the word strings
in order to produce the concept word string se-
quences supporting .
• Finally, only the (with ) unique concept word
string sequences are kept (the word strings differing only
because of ﬁller words are grouped together).
All the operations presented on the FSMs are made with the
AT&T FSM toolkit [12].
TheresultofthetranslationprocessisaStructuredN-Bestlist
of interpretations called . The information is structured
according to three levels:
1) ﬁrst level: the -best list of concept tag sequences
;
2) second level: the -best list of concept word string se-
quences for each interpretation ;
3) third level:the best word string found in for each
concept word string sequence .
Each element of is scored with the posterior proba-
bility of the conceptual hypothesis given the acoustic observa-
tions.
can be seen as an abstraction of all the possible inter-
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TABLE I
EXAMPLE OF STRUCTURED n-BEST LIST S OBTAINED ON A WORD GRAPH CORRESPONDING TO
THE UTTERANCE: pas loin du métro Opéra (not far from the Opera subway station)
for the utterance pas loin du métro Opéra (not far from the
Opera subway station) with the following concept tags: NEAR,
LOCATION, and MONEY.
III. RELATED WORK ON CONFIDENCE MEASURES
AND DECISION STRATEGY
Estimating the conﬁdence of an interpretation raises several
issues: choosing the span of the conﬁdence measures (word,
conceptual constituent or utterance), deﬁning the set of features
involved in the conﬁdence estimation, combining efﬁciently the
different features, and choosing a decision strategy that takes
into account all the features obtained.
For example, the problem of using recognition conﬁdence
scoring for speech understanding has been investigated and a
discussion on sentence and word level features can be found in
[13]. In [14], two conﬁdence measures are introduced for ASR
output. A measure for content words is deﬁned as the sum of
posterior probability of sentences in an -best list containing
the word. A measure for a concept category is also introduced
as the sum of the products of sentence posterior probabilities
times a normalized inverse document frequency on the content
words in the sentences in the -best list containing the concept.
In spoken dialogue systems, it is important to use conﬁdence
measures that integrate information related to the whole dia-
logue context rather than just having features based only on
acoustic and language model cues. The dialogue context can be
taken into account by deﬁning semantic conﬁdence measures,
related to the understanding of an utterance, and by integrating
dialog expectations. The integration of dialogue manager ex-
pectations is proposed in [15]: a semantic parser processes sen-
tences provided by an ASR decoder and the semantic content
of each hypothesis is matched with dialogue predictions and ut-
terance type classiﬁcation based on prosodic cues. Similarly, in
[6], the dialogue expectations are represented by clusters of di-
alogue prompts that are used as features, in conjunction with
acoustic and linguistic features, in a decision tree trained to as-
sign conﬁdence to a semantic interpretation.
Fortheissueofcombiningmultipleknowledgesourcesatdif-
ferent levels, in [11], previous approaches to integrate semantic
and other ASR features are reviewed and it is noticed that in
most of the cases their integration into the decision process is
rather ad hoc. In the same paper, both word and concept level
conﬁdencemeasuresareconsidered.Concepthypothesesareas-
sociated with nonoverlapping word sequences and the concept
conﬁdence is a function of word semantic conﬁdence which in
turn may depend on features which can be extracted from the
entire sentence.
Mostofthepreviousstudiesuseconceptconﬁdencemeasures
for validation or rejection of a concept hypothesis according to
a threshold on the conﬁdence value. However, utterance-level
conﬁdence measures have also been explored, for example in
[15], [16], a global reliability is assigned to an interpretation.
Such a value can be used in a rejection strategy or for rescoring
a set of alternative interpretation hypotheses.
Compared to these previous studies, the strategy proposed in
this paper highlights the following key points.
• The conﬁdence in a concept tag hypothesis is given ac-
cordingto two dimensions: conﬁdencein theconcept tag
and conﬁdence in the words supporting the concept. In
addition to conﬁdence measures given at the concept level,
a limited set of reliability states is deﬁned for character-
izing a whole utterance interpretation .
• A different set of features is used for each dimension, in-
volving semantic information through semantic classiﬁers,
linguistic and acoustic information and dialogue expecta-
tion.
• The various features are combined through classiﬁers but
multiple view points are considered: the consensus among
differentdecisionprocessesdeﬁnesalevelofreliabilityfor
a concept or an utterance interpretation.
• The reliability state of a hypothesis corresponds to a global
conﬁdence measure. The kind of interpretation errors that
are expected in each state can also be predicted. The joint
utilization of the states with the alternative hypotheses of
leads to an error correction strategy that can reject
or add conceptual constituents to the best interpretation
obtained in the ﬁrst stage of the SLU process.
IV. DECISION PROCESS FOR SEMANTIC INTERPRETATION
In order to assign a reliability state to an interpretation ,
some redundancies are introduced in the generation of concept
tag hypotheses. Redundancy models the fact that an interpre-
tation of a sentence or a discourse is more reliable if different
experts using different knowledge and view points arrive at the
same conclusion. For this purpose, different types of classiﬁers
have been considered.
Combination of scores at different levels has been proposed,
for example, in [9] where different merging methods of severalRAYMOND et al.: SEQUENTIAL DECISION STRATEGIES FOR MACHINE INTERPRETATION OF SPEECH 165
classiﬁcation processes are compared. The approach proposed
here consists in ﬁnding an interpretation strategy that uses dif-
ferent groups of classiﬁers for performing sequences of deci-
sions.Theconsensusamongdifferentdecisionprocessesisused
to deﬁne a reliability state in which a correctness probability is
evaluated.
Interpretation is performed by a decision process based on a
diagnostic tree. At a node of the tree, a decision unit is
applied. The unit performs some computation, evaluates conﬁ-
dence measures or other types of features about the content of
,andoutputsadecisionrepresentedbythetruthofapred-
icateoritsnegation.Thisdecisionistakenaccordingtothelevel
ofagreementreachedbydifferentclassiﬁcationmethodsthatare
run over the same set of features within the unit. A unit makes
also available to other units the relevant results of its computa-
tion. The diagnostic tree can be automatically trained or man-
ually built (as for the experiments described in the following).
Each leaf of the tree corresponds to a reliability state. Decision
units are designed to maximize the separation between correct
and incorrect samples presented at their input and to provide a
good growth in coverage.
Two decision units are introduced in this section: which
takes as input a word string and a concept tag sequence
and checks the truth of a predicate called ; which
takes a concept word string sequence and a set of ASR con-
ﬁdence measures as input and checks the truth of a predicate
called . These predicates are deﬁned as follows.
• Predicate is true when all the tags detected in are
equallypredictedbydifferentsemanticclassiﬁers,withthe
underlying assumption that the consensus between classi-
ﬁers is correlated with the expectation for a tag of being
correct.
• Predicate is true when the supports of all the tags
in are expected to be correct according to several clas-
siﬁcation processes.
A development set is used in order to verify that these pred-
icates are good indicators that the correctness probability of a
sequence of concept tags is high even if the evaluation of the
truth does not require an explicit computation of the correctness
probability.
A. Decision Unit
Several studies [17], [18] have shown that classiﬁcation
methods, like support vector machines (SVMs) or boosting
algorithms (BOOST), can be an efﬁcient way for hypothesizing
semantic entities from transcriptions. This approach has two
main advantages. First, the amount of human supervision is
limited as no keywords or grammars have to be deﬁned in order
to characterize a concept. Second, classiﬁers are more robust
to the noise generated by ASR errors and spontaneous speech
effects because they rely on sufﬁcient conditions. They may
be trained directly from ASR output and therefore model this
noise. In addition to two large-margin classiﬁers respectively
based on SVMs and boosting algorithm (BOOST), decision-tree
based classiﬁers (semantic classiﬁcation trees SCT [3]) have
been found to be useful for concept tag hypothesis validation.
In this study, three text classiﬁcation tools (SVM, BOOST, and
SCT), presented in detail in Section V-A, are used in order to
give a binary decision on the occurrence of a concept tag in
a word string .
The three classiﬁers receive as their input the words of to-
getherwiththeirPOS.Becausethesetoolsarebasedondifferent
classiﬁcation algorithms with different input formats (bag-of-
words or word-strings, for example), they do not always use the
same information in order to characterize a concept tag.
Let be the vocabulary of concept
tags. is a sequence of symbols in obtained by means of
FSMs as presented in Section II. Let be a vector with com-
ponents in where iff and 0 otherwise.
The order in which concept tags occur is not taken into account
here but only the occurrence or not of each in .
For a given word string , each classiﬁcation tool makes
binary decisions on the concept tags of and produces a
vector , similar to , where iff the classiﬁer
makes a positive decision for the occurrence of in and 0
otherwise. Three vectors are computed, one for each classiﬁer:
, , and .
The decision unit evaluates the truth of predicate in
the following way:
(1)
Notice that classiﬁers look at different features in . In gen-
eral, they consider a broader context than the one used by the
FSMs for producing . Such a broader context may invalidate a
hypothesis generated by an FSM. Classiﬁers may also hypoth-
esize correct concept tags which are not hypothesized by any
FSM because the way of generalizing observed examples is dif-
ferent.
B. Decision Unit
While evaluatesthereliabilityofaconcepttagsequence
in a word string , validates the support of . Each
concept tag support is represented by a set of ASR conﬁ-
dence features presented in Section V-B.
Following the notion of consensus between classiﬁers pro-
posed in , the same set of classiﬁers is used now in order to
classify each into correct or incorrect classes according to
the reference labels. The training process of the three classiﬁers
on the development corpus is presented in Section V-B.
Eachclassiﬁer providesatruthvalueforacorrectnesspred-
icate . Symbol indicates the fact that classiﬁer
has labeled the support as correct based on the conﬁdence
features attached to .
The predicate is deﬁned as follows:
(2)
For a concept tag sequence with support
, the decision unit , evaluates the truth
of the predicate as follows:
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Fig. 1. Interpretation strategy with decision units DU and DU .
C. Reliability States
The decision process takes as input a structured -best list
andstartsbyprocessingthetophypothesis with .
The diagnostic tree implementing the decision process has
and as nodes. The dataﬂow corresponding to this
process is shown in Fig. 1. This ﬁrst implementation is quite
simple; more sophisticated strategies can be deﬁned by consid-
ering not only full agreement among the decision processes as
in and but also partial agreements.
Four reliability states are deﬁned, corresponding to the fol-
lowing expressions:
The probability that an interpretation is correct in a reliability
state is evaluated with a development set together with
the percentage of examples (coverage) observed in this state.
Each reliability state has a coverage . To each state is as-
sociated an interpretation error probability estimated
with a development set. Let us assume, for example, that an
instance of an object Place is in reliability state
, then its correctness probability is:
.
In this way, complex and, perhaps, rare instances of semantic
structures have a correctness probability which has been esti-
mated on a limited number of reliability states.
The normalized cross entropy (NCE) measure as recom-
mended by [9] is used for evaluating the performance of a chain
of DUs. This measure is based on the mutual information (cross
entropy) between the correctness of the concepts output by the
system and the conﬁdence scores attached to them, normalized
by the maximum cross entropy. NCE is deﬁned as follows:
(4)
with , is
the number of correct hypotheses , is the total number of
hypotheses , and is the conﬁdence score of the reliability
state attached to .
The diagnostic tree is built by sequentially introducing DUs
that maximize NCE for the applicable data in the development
set.
V. CONFIDENCE FEATURES
A. Semantic Classiﬁers for
Text classiﬁcation tools may differ by the classiﬁcation
method used and by the features chosen for representing textual
information (word, Part-Of-Speech tag, lemma, stemma, bag of
tokens, bag of -grams, utterance length, etc.). Because there
is no generic method that is proven to be the best in all the
cases, various classiﬁers and textual features are combined in
this study in order to assign a conﬁdence measure to a sentence
interpretation.
The classiﬁers used in this study are now brieﬂy described.
1) LIA_SCT[20]isaclassiﬁerbasedontheSCTsdescribedin
[3] for the ATIS task. This classiﬁer takes as input strings
of tokens (possibly descriptions at different levels of ab-
straction, like words and POS tags for example) and dy-
namically builds regular expressions that span strings of
various lengths.
2) BoosTexter [18] is a classiﬁer based on a boosting method
of weak classiﬁers. The features chosen in our experiments
are 1-gram, 2-gram, and 3-gram words and POS tags.
3) SVM-Torch[21]isanSVM-basedclassiﬁerwheretheinput
data is a numerical feature vector. In our experiments, all
utterances are represented by a bag of token, each token
being a word or a POS tag.
Because these tools are based on different classiﬁcation al-
gorithms with different input formats, they do not always use
the same information in order to characterize a concept and
therefore they react differently to the noise that may affect the
ASR results. It is thus expected that agreement or disagreement
among classiﬁers is a useful conﬁdence feature.
Thecorpususedtotraintheseclassiﬁersismadeofuserutter-
ances (both manual and ASR transcriptions) where each utter-
ance is labeled with its conceptual interpretation represented by
a sequence of concept tags. The classiﬁers are trained in order
to detect the occurrence of each concept tag in an utterance. For
the classiﬁers that accept multilabel samples, only one model
is trained with all the concept labels. For those that can handle
only one label for each sample, binary classiﬁers are trained
for the concept labels of the application targeted.
B. Conﬁdence Classiﬁers for
The decision unit evaluates the relevance of the word
strings supporting the concept tags with a set of conﬁdence
measuresgivenattheconcept ortheutterancelevel.Thesemea-
sures are now introduced.
• AC, a descriptor of acoustic conﬁdence [22], is attached to
each word string .
• LC, a descriptor of linguistic conﬁdence inspired by mea-
sures proposed in [23], is the ratio, for a given word string
candidate, between the number of trigrams observed in the
training corpus of the LM versus the total number of tri-
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on the best word string containing and covering the
whole utterance.
• SC, a descriptor of semantic conﬁdence, is the classiﬁca-
tion scores given to by the three classiﬁers in .
• R, the rank of the best hypothesis in the -best list
containing , based on the likelihood computed by the
speech recognition module.
• DC, a descriptor of dialogue context conﬁdence. The dia-
logue context is represented by the system prompt played
before each user’s turn. Each prompt is labeled with a tag
corresponding to the kind of message given to the user
(open prompt, conﬁrmation, speciﬁc request, ). An a
priori distributionof allthe concept tags for each prompt
label is obtained on the training corpus.
The three classiﬁers SVM, BOOST, and SCT are trained to
classify examples into correct or incorrect classes thanks to
these conﬁdence features. A corpus of examples is built from
a set of -best lists obtained on a development corpus of
utterances. Each concept hypothesis found in these lists is
described by the conﬁdence features introduced above and con-
stitutes a training example for the classiﬁers. The tag correct or
incorrect is given according to the reference version of the de-
velopment corpus.
During the decision process of an utterance, the support
of the concept tag sequence is
evaluated by as follows.
• To each tag support with is attached the set
of previously described features (AC, LC, R, DC).
• Three classiﬁcation models (SVM, BOOST, and SCT) are
applied to each and output three classiﬁcation scores
for the class correct.
• Each score can be seen as a distance between the correct
and incorrect classes and a classiﬁcation conﬁdence score
is then calculated by applying a sigmoid function to this
distance.
• If this score is above a given threshold, the predicate
with is asserted
to be true.
• Finally, generates a result as presented in
Section IV-B.
The classiﬁcation conﬁdence scores given by the three clas-
siﬁcation models are also combined and used for a rejection
strategy. It will be shown in Section VI that this conﬁdence
score is a very powerful feature for rejecting a concept tag hy-
pothesizedbytheunderstandingmodule,iftheconﬁdencevalue
obtained is below a given threshold. By tuning this threshold,
onecanefﬁcientlyadjusttherecall/precisionperformanceinthe
concept tag detection of the decision process.
VI. EXPERIMENTS
A. Experimental Setup
Experiments were carried out on a dialogue corpus provided
by France Telecom R&D and collected for a tourism telephone
service. The task has a vocabulary of 2200 words and a vocab-
ulary of 59 concept tags.
This corpus is divided into three sets: a training corpus
(TRAIN) containing 13 K utterances manually transcribed and
labeled, a development corpus (DEV) made of 4 K utterances,
and a test corpus (TEST) containing 1.5 K utterances both
with the manual transcriptions and labeling as well as the
corresponding structured -best lists output by the SLU
module. The amount of concept tags contained in the TRAIN,
DEV, and TEST corpora are, respectively, 27 K, 8 K, and 3 K
concept tags. The word error rates (WERs) on the development
and test corpora, considering the word sequence in the
lists , are 25.8% and 27.0%, respectively.
The FSMs representing the concept tags, as presented in
Section II, are trained with the TRAIN corpus. The classiﬁers
for are trained on the manual transcription of the TRAIN
corpus as well as the automatic transcription (best word string
) of the DEV corpus. The automatic transcription is used
in order to introduce noise into the training process of the
classiﬁcation models. Indeed, the ﬁrst decision unit depends
on the agreement between the decision processes, not on the
individual performance of each classiﬁer. By introducing ASR
errors in the training process, the classiﬁers have to use more
contextual information in order to model the concept tags as
the word supports of the tags can be incorrect. Therefore, the
classiﬁers implement different viewpoints compared to the
FSMs that focus only on the word support of the concept tags.
This assessment is evaluated in the following subsection. The
classiﬁers for are all trained on the DEV corpus.
The results are given according to two measures.
• The Concept Error Rate (CER), which is similar to the
WER but at the concept level. A conceptual constituent
is considered correct only if both its concept tag and its
concept value are correct.
• The coverage (Cover), which indicates the percentage of
utterances accepted by a given decision unit with re-
spect to the whole number of utterances in the corpus.
B. Evaluation of the Decision Units and
The two decision units and , presented in
Sections IV-A and IV-B are considered in this experiment.
Table II reports results, in terms of generation of concept tag
hypotheses in , before and after each decision unit. These
results indicate that the agreement rule among the classiﬁers
is a powerful semantic conﬁdence measure as the CER is
clearly linked to the consensus situation reached. The diag-
nostic tree shown in Fig. 1 is used to deﬁne four reliability
states attached to each leaf node of this tree. The reliability
of each state is estimated on the DEV corpus and
they can be sorted according to their correctness probability
.
These correctness probabilities can be used as conﬁdence
scores in order to estimate the NCE value of a given strategy (or
a given diagnostic tree). Indeed, the NCE values displayed in
Table II validate the diagnostic tree proposed: the highest value
(0.27) is obtained for by using the four states .I n
a two-states strategy, the decision unit should be preferred
to . As already mentioned, more elaborate strategies with
partialagreementamongtheclassiﬁerscanbeconsidered,using
the NCE measure as an optimization criterion.168 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 15, NO. 1, 2007
TABLE II
INTERPRETATION ERROR RATES ON THE TEST CORPUS FOR ￿ WITH DECISION UNITS DU AND DU2.T HE RELIABILITY STATES RS ARE INDICATED AS
WELL AS THE NORMALIZED CROSS ENTROPY (NCE) OBTAINED BY USING THE CONFIDENCE MEASURE ATTACHED TO EACH RS AT THE CONCEPT LEVEL
TABLE III
PERFORMANCE OF THE DECISION UNITS DU AND DU ACCORDING
TO THE NUMBER OF CLASSIFIER INVOLVED
Thetextclassiﬁersusedin aretrainedontheASRoutput
of the development corpus leading to a CER of 11.4 for a cov-
erage of 74.6%. If all the decision processes (FSMs and classi-
ﬁers) were learned only on the reference transcriptions, a CER
value of 13.8 would be achieved with a coverage of 83%. As
expected, when they are trained on clean data, the classiﬁers are
likely to focus more on the supports of the concept tags rather
than on their contexts of occurrence. Therefore, the agreement
amongthedecisionprocessesis10%higherwiththetrainingon
manual transcriptions but the CER is signiﬁcantly worse (from
11.4 to 13.8). Since it is the identiﬁcation of the most reliable
hypothesesthatisthegoalofeachdecisionunit,itisthetraining
with ASR output that is chosen in the strategy presented here.
The gain obtained by using three different classiﬁcation
methods in and is illustrated in Table III. The order
in which the classiﬁers are used is not relevant. As it is shown,
each classiﬁer added leads to a decrease in the error rates. How-
ever, the gain obtained by adding the third classiﬁer is rather
small, justifying the use of no more than three classiﬁcation
methods.
VII. ERROR CORRECTION AND REJECTION STRATEGY
The four reliability states can be interpreted as follows.
• contains reliable interpretations, with a low CER, the
remaining errors being concepts not detected by either the
FSMs or the text classiﬁers, and therefore very likely to be
deletion errors.
• contains interpretations validated by but not
; therefore, if the concept tags are likely to be cor-
rect, some of their values might be erroneous, leading to
substitution errors.
• In , there is no total agreement on the concept tag se-
quence obtained with the FSMs as one or more classiﬁers
havehypothesizeddifferentconcepttagsfromthoseoccur-
ring in ; however, because all the supports of the con-
cepts of are validated by , it is very likely that
deletion errors are predominant.
TABLE IV
ERROR DISTRIBUTION ACCORDING TO THE RELIABILITY
STATE RS AND THE CORPUS (DEV OR TEST)
TABLE V
AVERAGE Oracle CER IN THE LISTS OF HYPOTHESES ATTACHED TO EACH
UTTERANCE WITH THE AVERAGE MINIMUM NUMBER OF HYPOTHESIS (n)
THAT HAS TO BE KEPT TO REACH THIS CER IN BOTH THE STANDARD
AND THE STRUCTURED n-BEST LISTS OF HYPOTHESES
• In , there is no agreement found in or , this
state has the highest CER with all types of errors (deletion,
insertion, substitution).
TableIVsummarizesthedistributionoftheunderstandinger-
rors according to the reliability states on the DEV and TEST
corpora. As one can see, the hypotheses made about the main
source of errors of each state RS are very well validated on the
DEV corpus (on which the classiﬁers have been trained), and
in a smaller proportion on the TEST corpus. The goal of the
error correction and rejection strategy is to take advantage of
this knowledge in order to either look for a possible correction
of in the structured -best lists or reject some con-
cepts or even reject the interpretation of the whole
utterance. Furthermore, the way a possible correction is looked
for in can be made dependent on the RS state associated
to .
For evaluating the potential of the error correction process,
it is interesting to estimate the lower bound of CER that can
be found in the -best lists of hypotheses. This lower bound
is called the Oracle CER. It can be obtained from a list of hy-
potheses by selecting the one with the lowest CER according to
the reference. The Oracle CER measures are given in Table V
according to each reliability state , for two kinds of
list of hypotheses: the standard -best lists output by the ASR
module and the lists. As we can see, the lists
outperform signiﬁcantly the standard -best lists: by keeping
the top ﬁve hypotheses, the Oracle CER is reached for the four
states. It is interesting to point out that the Oracle CER is well
correlated with the reliability states: from about 3% in the high
reliability state up to 18% for the low reliability state .RAYMOND et al.: SEQUENTIAL DECISION STRATEGIES FOR MACHINE INTERPRETATION OF SPEECH 169
A. Error Correction Strategy
The error correction strategy is dependent on the reliability
state, and is made of the following steps.
1) Reliability state : Because interpretation hypotheses
are very reliable in this state, no correction is applied to
.Theadditionalconceptsthatcanbefoundintheother
hypothesesof are alsosenttothedialoguemanager,
for possible insertion in , and on which conﬁrmation
by the user is needed. By adding these concepts the recall
measure on the concept extraction of this state increases
from 94.7% to 96.5%.
2) Reliability state : The major source of errors of this
state being substitution errors, the alternative values to the
concepts of found in are also sent to the di-
alogue manager. The dialogue context can then be used
to ﬁlter these lists of values. The recall measure increases
from 76.7% to 82.7% by adding these concept values.
3) Reliability state : This state is very likely to contain a
lot of deletion errors. In order to correct some of them, lin-
guistic inconsistencies have been found using an explana-
tion-based learningapproach. Examplesof inconsistencies
were searched for in the development set. Each example
was manually generalized to derive a pattern for detecting
inconsistency and a corresponding pattern to represent the
correction. If an inconsistency pattern is found in and
the corresponding correction pattern is found in ,
then correction is applied. For example, the following pat-
terns have been considered for correcting deletions in
due to an ASR problem on begin and end point detection:
missing verb at the beginning of an utterance and addition
of a concept with value at the end of an utterance. These
types of corrections were applied to the test samples in this
state and on the 45 utterances with deletion errors found,
12 of them have been corrected by these rules.
4) Reliabilitystate :Forthehypothesesfalling inthislow
reliability state, the decision-tree based error correction
strategy presented in [24] is applied. This strategy trains
a decision tree on the development corpus to accept or re-
ject a correction of found in , thanks to the set
of conﬁdence features used in the decision unit . This
strategy applied to decreases the CER from 30.8 to
28.9 on the TEST corpus. Because of the low reliability of
the hypotheses attached to this state, a rejection rule can
also be applied, leading the dialogue manager to ask for a
repetition. By applying a threshold on theconﬁdence score
produced by merging the three classiﬁcation scores in the
decision unit , some utterances can be discarded. As
an example, by discarding 40% of the utterances of ,
the CER drops from 30.8 to 24.4 and by keeping only 30%
of them, the CER reaches 20.5%.
B. Concept Rejection Strategy
By using a threshold on the conﬁdence score estimated in the
decision unit , as presented in Section V-B, one can reject
the concepts having a score below this threshold. This rejection
strategy is compared to a baseline strategybased ontheacoustic
conﬁdence scores only. The results are presented in Fig. 2 with
Fig. 2. False Acceptance (FA) versus Correct Acceptance (CA) curves for
two conﬁdence measures, one based on the acoustic conﬁdence (ACC) and one
based on the classiﬁer scores obtained in the decision unit DU , for the four
reliability states RS .
the False Acceptance versus Correct Acceptance
curves for the four reliability states on the TEST corpus. These
measures are deﬁned as follows:
# of falsely accepted concepts
Total # of negative examples
# of correctly accepted concepts
Total # of positive examples
The strategy using the score signiﬁcantly outperforms
the baseline strategy. At a 5% operating point, 95% of the
correct concepts of are kept (and this state contains nearly
60% of the utterances), 60% for , and about 50% for
and . This measure can be used by the dialogue manager
for identifying, in a given interpretation, the concepts that are
almost certain from those that should be conﬁrmed by the user
in the next dialogue turn.
VIII. CONCLUSION
A sequential interpretation strategy has been proposed based
on a tree of decision units. Strategy design follows the conjec-170 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 15, NO. 1, 2007
ture that the word hypotheses about a spoken sentence have
to be interpreted with different types of semantic knowledge.
Consensus aboutan interpretationformulated from thedifferent
points of view of the different semantic knowledge sources re-
sults in a high probability that the interpretation is correct. Dif-
ferent knowledge sources are obtained with different automati-
callytrainedclassiﬁersandFSMs.Classiﬁersusefeatureswhich
are words, POS tags, degrees of conﬁdence, and agreement.
There may be a classiﬁer for each conceptual constituent which
is trained to discriminate between a given concept and all the
others, including the empty one. Some classiﬁers are also used
in conjunction with inference procedures for performing error
correction of the ﬁrst candidate in the structured -best list.
With the proposed strategy, the probability that an interpre-
tation is correct does not necessarily rely on the frequency of
observation of words expressing a concept, but on the discrim-
inative power of features which are selected during classiﬁer
training with a rather small development set.
The sequential interpretation strategy identiﬁes reliability
stateswith associatedprobabilities ofcorrectinterpretation. Ex-
perimental evidence has shown that the correctness probability
is very high for certain states, suggesting situations in which
the dialogue manager may not need to ask for a conﬁrmation.
In other states, the interpretation hypotheses are unreliable and
improvements can be obtained by error correction. A method
for validating each concept hypothesis has been presented. It
is shown that a strategy using a score derived from the combi-
nation of three classiﬁers signiﬁcantly outperforms a strategy
merely based on acoustic conﬁdence. The proposed approach is
particularly interesting when applications have to be developed
with a training corpus of moderate size.
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