A model of hysteresis with two inputs  by Belbas, S.A. & Kim, Young Hee
J. Math. Anal. Appl. 366 (2010) 181–194Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
A model of hysteresis with two inputs
S.A. Belbas a,∗, Young Hee Kimb
a Mathematics Department, University of Alabama, Tuscaloosa, AL 35487-0350, USA
b Mathematics Department, Tuskegee University, Tuskegee, AL 36088, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 15 March 2009
Available online 4 December 2009
Submitted by D.L. Russell
Keywords:
Hysteresis with two inputs
Measurability
Bounded variation
Wiping-out property
Identiﬁcation
We formulate and analyze a new model of vector hysteresis for the case of two-input
signals. We prove the essential mathematical properties of this model and we present the
solutions to two identiﬁcation problems connected with our model.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
It is the purpose of this paper to formulate and analyze a model of hysteresis that extends to the case of two-input
signals the standard model of hysteresis originally introduced by Preisach, and crisply formulated and thoroughly analyzed
by Mayergoyz [1]. Following Göcke [11], we shall call this model the Mayergoyz–Preisach model of hysteresis. As it is well
known [1,5], the standard Mayergoyz–Preisach model is deﬁned for single scalar-valued input signals and it is based on a
family of non-ideal relays, so that the value of the output of each relay is switched when the input signal crosses one or the
other of two threshold values; the hysteresis operator is then deﬁned as a weighted continuous superposition of a collection
of relays.
In the case of a single input, a non-ideal relay is deﬁned by two thresholds α and β , with α > β . The output of a non-
ideal relay takes two possible values, which we may take, without loss of generality, to be 0 and 1. We give a brief verbal
description of the nature of non-ideal relays for single inputs. The switching rule for each individual non-ideal relay is: the
output switches from 0 to 1 (if it was 0 in the immediate past) when the input reaches the threshold α, and analogously
the output switches from 1 to 0 (if it was 1 in the immediate past) when the input reaches the threshold β; in all other
cases, the output remains constant. (By contrast, an ideal relay would have α = β .) Then the hysteresis operator is deﬁned
as a weighted superposition of a collection of non-ideal relays, each relay having a different pair of parameters (α,β).
In this paper, we have set out to study the deﬁnition and the properties of an analogous hysteresis operator in the case
of two inputs, so that a pair of values of the two inputs at each time-instant can be represented as a point on a plane. For
each individual non-ideal relay, the two threshold values are α and β of the single-input case are now replaced by a pair of
curves on the plane, which curves we have designated as γ0 and γ1. Roughly speaking, γ0 plays a role analogous to α, and
γ1 analogous to β , where α and β are the thresholds in the treatment in [1] of the standard Mayergoyz–Preisach hysteresis
model. Switchings occur when the point that represents the pair of values of the two inputs reaches one or the other curve.
Then we consider parameterized families of pairs of such curves, and the complete hysteresis operator is then deﬁned as
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adaptations of the single-input theory, because the two-dimensional nature of the threshold curves poses new questions
and requires new proofs that do not arise in the single-input case.
The ﬁrst paper to deal with hysteresis with two inputs was [2]. That paper covers the case in which two ordinary
Mayergoyz–Preisach families of non-ideal relays are applied to each of the two inputs separately, and then a weighted
superposition is taken. (Other information about hysteresis models may be found in [3,4].) The model introduced in the
present paper is more general, because it utilizes general curves in the deﬁnition of relays, and thus it involves coupling of
the two inputs, in the sense that generally our model cannot be reduced to relays acting on each input separately.
This paper is organized as follows:
Section 2 contains the precise deﬁnition of non-ideal relays for the case of two inputs when the switching thresholds are
general curves, reduction of the relay model to a canonical form in terms of two new inputs which we have designated as
K0(t) and K1(t), and the proof of measurability properties of the relay output (in preparation for deﬁning the corresponding
hysteresis operator as weighted integral of such relays). Section 3 contains the variation properties of the relays, and proof
of the property of the relays to minimize the total variation over a family of operators, thus extending some properties of
single-input hysteresis to the case of two inputs; this extension requires certain conditions that have no counterpart in the
single-input case. In Section 4 we prove the wiping-out property of the hysteresis operator, which extends the corresponding
property for Mayergoyz–Preisach operators [1]; more speciﬁcally, we prove that the output depends on the dominant reversal
points of the two inputs, and this result extends the previous result of Mayergoyz [1] that says that, for the standard
Mayergoyz–Preisach operator, the output depends on the dominant extrema of the input. Roughly speaking, a reversal point
is a point at which the trajectory on a two-dimensional plane, representing the time-evolution of the two-input signals,
reaches one of the threshold curves and then turns around without crossing that threshold curve; the precise deﬁnition
is given in Section 4 of this paper. The concept of dominant reversal points is speciﬁc to two-input hysteresis, and it is a
generalization of the concept of dominant extrema. Section 5 contains the solution to two identiﬁcation problems: (i) if the
threshold curves are known, to determine the weight function of the hysteresis operator (this is based on solving a family
of identiﬁcation problems, with each sub-problem being a problem of the type solved by Mayergoyz [1] for the standard
Mayergoyz–Preisach operator); (ii) if both the threshold curves and the weight function are unknown, to determine both, the
threshold curves and the weight function. The determination of the threshold curves, when they are originally unknown, is
a completely new problem that arises only for hysteresis of the type we have deﬁned in this paper, and has no counterpart
in the hysteresis for single inputs.
In Section 6, we present some explanations on applications of hysteresis with two inputs to certain problems in Eco-
nomics. This last issue requires a few preliminary comments at this point. In a model of binary decisions obtained in
feedback form, the state space of a dynamical system is covered by two sets, so that when the state exits from one set,
the decision is switched. Such binary decisions arise in economic models (a consumer decides to buy or not to buy a prod-
uct), in various conﬂict situations (one unit decides whether to attack or not), in job scheduling problems (a decision is
made about whether to turn a machine on or off), etc. For an aggregate of several agents, each of whom independently
makes binary decisions, the resultant outcome may be represented as a weighted average of the actions of all agents. In
our terminology in this paper, a binary decision of the type described above is a non-ideal relay operator acting on two
inputs simultaneously, and the cumulative effect of many binary decisions results in a hysteresis operator with two inputs.
Section 6 contains more detailed information along these lines.
2. Deﬁnition and simple properties of a hysteresis operator with two inputs
When we have two inputs, say u1(t) and u2(t), it is convenient to arrange these two inputs in a column vector, and set
u(t) = [ u1(t)
u2(t)
]
.
First, we shall deﬁne relays for such pairs of input signals.
Let Ω be an open subset of IR2. The class I2(Ω) of input signals consists of continuous functions u from a time-interval
[0, T ] into Ω .
Deﬁnition 2.1. Let D0, D1 be two open subsets of Ω such that D0 ∪ D1 = Ω . We denote by (γ0), (γ1) the relative boundaries
of D0, D1, respectively, i.e.
(γi) := Ω ∩ ∂Di, i = 0,1. (2.1)
Let u be a signal of the class I2(Ω). A relay operator R is deﬁned as follows:
– the possible values of R are 0 and 1;
– at the initial time t = 0, (Ru)(0) = i ⇒ u(0) ∈ Di ;
– the function (Ru)(t), as a function of t , is continuous from the right and has limits from the left for every t ∈ [0, T ];
the value of (Ru)(t) changes at the moments of exit of u from the sets Di ; if (Ru)(t−) = i and u(t) ∈ (γi), then
(Ru)(t) = (i + 1)mod 2.
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τ (t,u, D) := inf{s: s > t and u(s) /∈ D}. (2.2)
According to Deﬁnition 2.1, the values of the relay (Ru)(t) will switch (from 0 to 1 or from 1 to 0) at each exit moment
that is subsequent to the previous exit moment.
We have:
Theorem 2.1. If the minimum distance between the curves (γ0) and (γ1) remains bounded away from 0, i.e.
inf
{|x− y|: x ∈ (γ0), y ∈ (γ1)}≡ δ > 0 (2.3)
then there is a ﬁnite collection τ1 < τ2 < · · · < τN of exit times such that
τ1 = τ (0,u, Di0), i0 ≡ (Ru)(0); τ j = τ (τ j−1,u, D(i0+ j−1)mod 2). (2.4)
Proof. Suppose τ j is an exit moment as indicated in (2.2), and purely for notational simplicity, assume that τ j is a moment
of exit of u from D0.
Since u is continuous, it is uniformly continuous on [0, T ], and consequently, for every ε > 0, there exists an η = η(ε)
such that |t′ − t′′| < η(ε) ⇒ |u(t′)− u(t′′)| < ε.
Let δ be deﬁned as in (2.3).
Then τ (τ j,u, D1) τ j + η(δ); we set τ j+1 ≡ τ (τ j,u, D1).
We have just shown that τ j+1 − τ j  η(δ), thus there is a ﬁnite collection (possibly empty) of exit moments of u from
the sets Di in the time-interval [0, T ). 
Corollary 2.1. If u is Lipschitz with Lipschitz constant M, that is,
∣∣u(t′)− u(t′′)∣∣ M∣∣t′ − t′′∣∣ for all t′, t′′ in [0, T ], then τ j+1 − τ j  δ
M
.
In order to build an analogue of the classical Mayergoyz–Preisach operator, we consider two families of open subsets
of Ω , say D0(c0), D1(c1), each family being a one-parameter family, and the corresponding curves (γ0(c0)), (γ1(c1)).
Deﬁnition 2.2. A pair of parameters (c0, c1) will be called admissible if
D0(c0)∪ D1(c1) = Ω.
Each admissible pair (c0, c1) and initial value i0 that satisﬁes the conditions of Deﬁnition 2.1, deﬁnes a relay operator relative
to the sets D0(c0), D1(c1); we shall denote that relay operator by Rc0c1 .
Let C ⊆ IR2 be the set of all admissible pairs (c0, c1).
A collection of initial values for the relays Rc0c1 , say i0(c0, c1), (c0, c1) ∈ C , will be called admissible if the function
i0 :C → {0,1} is Lebesgue measurable.
Deﬁnition 2.3. For each families of curves (γi(ci)), the partial order ≺
(i)
is deﬁned by
(
γi(ci)
)≺
(i)
(
γi
(
c′i
))
if Di(ci) ⊆ Di
(
c′i
)
, i = 0,1.
In order to further analyze the relay operators and obtain a useful representation of the relays, we assume the following
properties:
(1) Every point x ∈ Ω belongs to exactly one curve of the type (γ0), and also to exactly one curve of the type (γ1). We set
c0(x) for the parameter c0 such that x ∈ (γ0(c0(x))) and c1(x) for the parameter c1 such that x ∈ (γ1(c1(x))).
(2) Each of the partial orders ≺
(i)
is a total order, that is, for every two sets Di(ci) and Di(c′i), with ci = c′i , we have exactly
one of the two conditions:
Di(ci) Di
(
c′i
)
, or Di
(
c′i
)
 Di(ci).
(3) The parameters c0 and c1 are ordered according to the total order of condition (2), that is,
ci < c
′
i if Di(ci) Di
(
c′i
)
.
(4) For every two points x, x′ in Ω ,
c0(x) < c0
(
x′
) ⇔ c1(x) > c1(x′).
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Theorem 2.2. Given an input signal u(t) = [ u1(t)
u2(t)
]
, we deﬁne two scalar-valued signals K0(t) and K1(t) by Ki(t) = ci(u(t)) (i = 0,1),
where ci(·) is as in condition (1) above.
Then the relay operators Rc0c1 can be expressed as follows:
(i) If K0(t) < c0 and K1(t) < c1 , then (Rc0c1u)(t) = (Rc0c1u)(t−);
(ii) It is not possible to have both K0(t) > c0 and K1(t) > c1;
(iii) If K0(t) > c0 and K1(t) < c1 , then (Rc0c1u)(t) = 1;
(iv) If K0(t) < c0 and K1(t) > c1 , then (Rc0c1u)(t) = 0.
Proof. (i) The condition K0(t) < c0 implies that u(t) ∈ D0(c0); similarly, the condition K1(t) < c1 implies u(t) ∈ D1(c1). Thus,
when we have both K0(t) < c0 and K1(t) < c1, we also have u(t) ∈ D0(c0) ∩ D1(c1), and therefore (Rc0c1u)(t) is continuous
at t .
(ii) If we have K0(t) > c0, then u(t) /∈ D0(c0); similarly, if we have K1(t) > c1, then u(t) /∈ D1(c1).
So if we have both K0(t) > c0 and K1(t) > c1, then u(t) /∈ D0(c0)∪ D1(c1).
This contradicts the condition of admissibility of the pair (c0, c1), since u(t) ∈ Ω .
(iii) If K0(t) > c0, then u(t) /∈ D0(c0); if also K1(t) < c1, then u(t) ∈ D1(c1).
Therefore, u(t) ∈ D1(c1)\D0(c0), and consequently (Rc0c1u)(t) = 1.
(iv) The proof of (iv) is entirely analogous to the proof of (iii). 
Corollary 2.2. Under conditions (1)–(4), the relay operator (Rc0c1u)(t), for t ∈ [t0, T ], is completely determined by the value of the
relay at t = t0 and the history of the signal K (t).
Proof. From cases (i), (iii), and (iv) of Theorem 2.2, the value of (Rc0c1u)(t) is determined on the basis of conditions that
are described by using the signal K (t).
In order to complete all possibilities for the signal K (t), we have (Rc0c1u)(t) = 1 if K0(t) = c0 and K1(t) < c1, since the
relay Rc0c1 satisﬁes, by Deﬁnition 2.1, (Rc0c1u)(t) = 1 when u(t) ∈ γ0(c0).
Also, by conditions (1)–(4), the condition K0(t) = c0 is equivalent to u(t) ∈ γ0(c0). Similarly, we have (Rc0c1u)(t) = 0
when K1(t) = c1. Consequently, the switching times for (Rc0c1u)(t) are completely determined by the signal K (t). 
Next, we address the question of measurability of the relay operator Rc0c1 as a function of c0, c1. This question is of
interest because the complete hysteresis operator will be deﬁned as an integral (continuous superposition of an inﬁnite
number of relays) over the variables (c0, c1), and measurability is needed to make the integral meaningful.
We have the following:
Theorem 2.3. Let u(t) be continuous and such that K0(t), K1(t) are piecewise monotone. We assume that all admissible val-
ues of (c0, c1) make up an open set Ω in IR2 and γ0(c0) and γ1(c1) are continuous as functions of (c0, c1) with the metric
ρ(γ0(c0), γ0(c′0)) = inf x∈γ0(c0)
x′∈γ0(c′0)
|x− x′|; the metric is deﬁned for γ1(c1) analogously.
If i0 : C → {0,1} is measurable, then for every t ∈ [0, T ], the function r : C → {0,1} is deﬁned as r(c0, c1) = (Rc0c1u)(t) is mea-
surable as a function of (c0, c1).
Proof. As K0(t) increases for every t ∈ [t0, t1), the relays that will be turned from “0” to “1” at time t are contained in
the set of relays that have c0  K0(t) and those relays have (c0, c1) in an open set Ω (by assumption), so the set of relays
that will be turned from “0” to “1” is a subset of a measurable set. The set of relays that were in position “0” at time t0
has parameters (c0, c1) in a measurable set, by the assumption of measurability of i0. Thus the relays that will be turned
from “0” to “1” comprise the intersection of the two sets, the (c0, c1) that satisﬁes c0  K0(t), and the values of (c0, c1) for
which i0(c0, c1) = 0. Suppose K0(t), K1(t) are piecewise monotone.
For each t ∈ [t0, t1), take a partition t0 = τ0 < τ1 < τ2 < · · · < τn = t1.
Each (τi, τi+1) is an interval of monotonicity of K0(t).
(Repeat the same argument for K1(t) on each interval (τi, τi+1).)
Thus we have measurability.
With piecewise monotonicity of K0(t) and K1(t), measurability of i0, and the admissible (c0, c1) make up an open set,
the outputs will be measurable as functions of (c0, c1) for every t ∈ [0, T ]. 
Theorem 2.4. Under the conditions of Theorem 2.3, the function (Rc0c1u)(t) has a jointly measurable modiﬁcation in (c0, c1, t).
Proof. If K0(·) increases from t0 to t , then the values of (c0, c1) that satisfy |(Rc0c1u)(t) − (Rc0c1u)(t0)| = 1 consist of the
union of two sets:
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(Rc0c1u)(t) = 1.
There is an analogous set for those (c0, c1) for which (Rc0c1u)(t0) = 1 and (Rc0c1u)(t) = 0.
For every Lebesgue-measurable set A0(t) = {(c0, c1): K0(t0) c0  K0(t)}, deﬁne the probability measure
P (A0) =
∫ ∫
A0
f (x, y)dxdy
where (x, y) ∈ C is all admissible values of (c0, c1), f is continuous, f (x, y) > 0 for all (x, y) ∈ IR2, and
∫∫
IR2 f (x, y)dxdy = 1.
Set
A = {(c0, c1) ∈ C : c0 = K0(t0)}
then
A0 → A =
{(
K0(t0), c1
)
:
(
K0(t0), c1
) ∈ C} as t → t0.
The set A has two-dimensional Lebesgue measure 0, thus also P (A) = 0.
According to the results of [7], a suﬃcient condition for existence of a measurable modiﬁcation of (Rc0c1u)(t), as a
function of (c0, c1, t), is that
P
{
(c0, c1):
∣∣(Rc0c1u)(t)− (Rc0c1u)(t0)∣∣= 1}→ 0 as t → t0.
By continuity of the integral as a function of the domain of integration, P (A0) → 0 as t → t0.
Thus there exists a measurable modiﬁcation. 
3. Bounded variation properties of the hysteresis operator
The properties of bounded variation for the output of the standard Mayergoyz–Preisach operator have been proved in [8].
In this section, we shall extend the bounded variation properties to our model of hysteresis with two inputs.
For the function (Rc0c1u) : [0, T ] → {0,1} and any partition P := {0 = t0 < t1 < t2 < · · · < tn = T }, if the total variation is
ﬁnite, that is
sup
P
n−1∑
i=0
∣∣(Rc0c1u)(ti+1)− (Rc0c1u)(ti)∣∣< ∞,
(Rc0c1u)(t) is of bounded variation over [0, T ]. And we denote
V T0
(
Rc0c1u
) := sup
P
n−1∑
i=0
∣∣(Rc0c1u)(ti+1)− (Rc0c1u)(ti)∣∣. (3.1)
Deﬁnition 3.1. The function w(u, δ) is said to be the modulus of continuity of a continuous function u(·) for t1, t2 in [0, T ]
if
w(u; δ) := sup{r ∈ IR: |t1 − t2| < r ⇒ ∣∣u(t1)− u(t2)∣∣< δ}, for δ > 0.
Note that the function deﬁned is the inverse of what some texts on real analysis deﬁne as “modulus of continuity”.
The relay operator (Rc0c1u)(t) has following properties:
Theorem 3.1. Let u(·) = [ u1(·)
u2(·)
]
be a continuous piecewise monotone signal of the class I2(Ω) on the interval [0, T ].
For an admissible pair of parameters (c0, c1), the relay operator (Rc0c1u)(t) is piecewise constant and of bounded variation on
[0, T ], and
V T0
(
Rc0c1u
)
 T
w(u, δ)
+ 1 (3.2)
where δ ≡ inf{|x− y|: x ∈ (γ0), y ∈ (γ1)} > 0 and the states of the output of the non-ideal relay are “0” and “1”.
Proof. The states of the output of the non-ideal relay (Rc0c1u)(t) are “0” and “1”.
A contribution of 1 to the total variation V T0 (R
c0c1u) takes place when u(·) changes either from x ∈ (γ0) to y ∈ (γ1) or
from y ∈ (γ1) to x ∈ (γ0). If a change in u(·) from x ∈ (γ0) to y ∈ (γ1) or from y ∈ (γ1) to x ∈ (γ0) occurs at times t1, t2 in
[0, T ], then∣∣u(t1)− u(t2)∣∣< δ.
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The number of such changes in the values of u(·) from x ∈ (γ0) to y ∈ (γ1) or from y ∈ (γ1) to x ∈ (γ0) is at most Tw(u;δ) ,
and every intermediate variation contributes 1 to the total variation V T0 (R
c0c1u). Therefore, we have
V T0
(
Rc0c1u
)
 T
w(u, δ)
+ 1. 
Theorem 3.2. If u(·) is continuous and of bounded variation over [0, T ], then
V T0
(
Rc0c1u
)

V T0 (u)
δ
. (3.3)
Proof. Suppose u(·) is of bounded variation. Since if changes of u(·) from x ∈ (γ0) to y ∈ (γ1) or from y ∈ (γ1) to x ∈ (γ0)
occur at times t0, t1, t2, . . . , tn , we have n jumps between and x ∈ (γ0) and y ∈ (γ1). That is, there are n changes of u(t)
from x ∈ (γ0) to y ∈ (γ1) or from y ∈ (γ1) to x ∈ (γ0). Thus, the total number of changes of u(·) from x ∈ (γ0) to y ∈ (γ1) or
from y ∈ (γ1) to x ∈ (γ0) is at most V
T
0 (u)
δ
. Hence
n−1∑
i=0
∣∣u(ti+1)− u(ti)∣∣= nδ  V T0 (u), n V
T
0 (u)
δ
.
Therefore,
V T0
(
Rc0c1u
)

V T0 (u)
δ
. 
In the next theorem, we state and prove a property of minimum total variation for our model of hysteresis with two
inputs. In the case of the standard Mayergoyz–Preisach model, this property has been stated in Visintin [6].
Theorem 3.3. Let u(·) = [ u1(·)
u2(·)
]
be an input signal in I2(Ω), ξ ∈ {0,1}, and D0, D1 be two open subsets deﬁned in Deﬁnition 2.1. And
let (R(u; ξ))(t) be any function that satisﬁes:
(
R(u; ξ))(0) = ξ if u(0) ∈ D0 ∩ D1;(
R(u; ξ))(t) = 0 if u(t) /∈ D1;(
R(u; ξ))(t) = 1 if u(t) /∈ D0.
Let (Rc0c1 (u; ξ))(t) be the output of the non-ideal relay operator, deﬁned by
(
Rc0c1(u; ξ))(0) = ξ if u(0) ∈ D0 ∩ D1;(
Rc0c1(u; ξ))(t+)= 1 if u(t) ∈ γ0(c0);(
Rc0c1(u; ξ))(t−)= 0 if u(t) ∈ γ1(c1);(
Rc0c1(u; ξ))(t+)= (Rc0c1(u; ξ))(t−) if u(t) /∈ {γ0(c0), γ1(c1)}.
Assume that (R(u; ξ))(·) has ﬁnite total variation over [0, T ]. Then
V T0
(
R(u; ξ)) V T0 (Rc0c1(u; ξ)) (3.4)
with equality for all t ∈ [0, T ] if and only if R(u; ξ) ≡ Rc0c1 (u; ξ).
Proof. Since R(u; ξ) takes only the values “0” or “1”, a contribution of 1 to the variation V T0 (R(u; ξ)) is made every time
R(u; ξ) changes values either from “0” to “1”, or from “1” to “0”. The output (R(u; ξ))(t) may switch from “0” to “1” or
from “1” to “0” only for u(t) ∈ D0 ∩ D1. The output (Rc0c1 (u; ξ))(t) may switch either from “0” to “1”, or from “1” to “0”,
only for u(t) ∈ γ0(c0) or u(t) ∈ γ1(c1). The output (R(u; ξ))(t) may switch from “0” to “1” or from “1” to “0” for values of
u(t) ∈ D0 ∩ D1 as well as for values of u(t) in {γ0(c0), γ1(c1)}. Suppose (R(u; ξ))(t) has switched from “0” to “1” at some
time t1 for which u(t1) ∈ D0 ∩ D1, and assume also (Rc0c1 (u; ξ))(t−) = 0; then (Rc0c1 (u; ξ)) will either switch from “0”
to “1” at some time t2 > t1, when u(t2) ∈ γ0(c0) or it will remain at (Rc0c1 (u; ξ))(t) = 0 for t1 < t  t3, where t3 is the
ﬁrst time after t1 that u(t) reaches the value u(t) ∈ γ1(c1); in the ﬁrst case, the total contribution to both V t20 (R(u; ξ)) and
V t20 (R
c0c1 (u; ξ)) is the same, that is, a contribution of +1; in the later case, the contribution to V t30 (R(u; ξ)) is 2, and the
contribution to V t3 (Rc0c1 (u; ξ)) is 0.0
S.A. Belbas, Y.H. Kim / J. Math. Anal. Appl. 366 (2010) 181–194 187For the strict inequality: if (Rc0c1 (u; ξ))(t1) = 0 and (R(u; ξ))(t1) = 0, and if, at time t1,u(t1) ∈ D0 ∩ D1 and (R(u; ξ))
switches from “0” to “1” at time t1, then the contribution to V
t1
0 (R(u; ξ)) is 1, whereas the contribution to V t10 (Rc0c1 (u; ξ))
is 0. So, at time t1, V
t1
0 (R(u; ξ))  V t10 (Rc0c1 (u; ξ)). By considering all other cases in a similar way, we can ﬁnd that, if
(R(u; ξ))(t) = (Rc0c1 (u; ξ))(t) then there exists some t such that V t0(R(u; ξ)) V t0(Rc0c1 (u; ξ)). 
4. The wiping-out property and related issues in hysteresis with two inputs
We denote by C the set of all admissible values of (c0, c1) (cf. Deﬁnition 2.2).
We assume that C is a closed bounded set in IR2 and is equal to the closure of its own interior. The corresponding
admissible values of (K0(t), K1(t)) form another set in IR2. According to case (ii) of Theorem 2.2, for admissible values of
(K0(t), K1(t)), it is not possible to ﬁnd (c0, c1) ∈ C such that both c0 < K0(t) and c1 < K1(t).
Theorem 4.1. Under the properties (1)–(4) in Section 2, the hysteresis operator
(Hu)(t) =
∫ ∫
(c0,c1)
w(c0, c1)
(
Rc0,c1u
)
(t)dc0 dc1 (4.1)
where w(c0, c1) is weight function depending only on the history of the local extrema of the two signals K0(t) and K1(t), and the
history of K0(·) and K1(·) after the most recent local extrema.
Proof. At a point t that is not a point of local extremum of either K0(t) or K1(t), we have four possibilities for the pair
(K0(t), K1(t)):
(i) K0(·) increases at t , and K1(·) also increases at t .
(ii) K0(·) increases at t , and K1(·) decreases at t .
(iii) K0(·) decreases at t , and K1(·) increases at t .
(iv) K0(·) decreases at t , and K1(·) also decreases at t .
First, we examine the behavior of (Hu)(t) in case (i).
Let t0 be the most recent local extremum K0(·) before time of t , and t1 be the most recent local extremum of K1(·)
before time t . At the time t0 certain relays were in the “0” position, and certain relays were in the “1” position. For
t0 < t′  t , since we are in the case of increasing K0(·), all the relays that were in the “0” position at time t0 and have
c0 = K0(t′), will be turned to the “1” position. Similarly, for t1 < t′′  t , since K1(·) increases, those relays that were in the
“1” position at time t1 and have c1 = K1(t′′) will be turned to the “0” position. In this way, the output states of all relays
at time depend on the output states at times t0 and t1, the values of K0(t) and K1(t), and the information that K0(·) is
increasing over (t0, t] and K1(·) is also increasing over (t1, t].
The behavior of the relays, and thus also the behavior of (Hu)(t) in cases (ii) and (iii), and (iv), can be examined in a
similar way. 
Remark 4.1. We have established that a general signal u(t) = [ u1(t)
u2(t)
]
leads to a signal K (t) = [ K0(t)
K1(t)
]
that suﬃces to determine
the hysteresis operator.
The question arises, whether a signal K (t) can be used to determine the original input signal u(t). In general, this is not
possible, as it can be shown by simple examples. If, however, we restrict attention to a domain Ω with the property that,
within Ω , a curve of the group (γ0) and a curve of the group (γ1) can intersect at not more than one point, then, for u(t)
remaining in Ω , the correspondence between u(t) and K (t) is one-to-one.
In the case of the standard Mayergoyz–Preisach model, the wiping-out property is formulated in terms of the dominant
local extrema of the input signal u(·) [1].
For our model with two inputs, the analogue of dominant local extrema is the concept of dominant reversal points. We
proceed to formulate the relevant deﬁnitions.
Deﬁnition 4.1. A reversal point of the signal u(·) = [ u1(·)
u2(·)
]
is a point u(t1) where t1 is a time-instant of a local maximum of
either K0(·) or K1(·).
A reversal point will be called reversal point of type 0 if it corresponds to a local maximum of K0(·), and a reversal point
of type 1 if it corresponds to a local maximum of K1(·).
Deﬁnition 4.2. A signal u(·) = [ u1(·)
u2(·)
]
will be called regular if u(·) is continuous and the two signals K0(·) and K1(·) are both
piecewise monotone.
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u2(·)
]
are deﬁned as follows: the ﬁrst local maximum
of either K0(·) or K1(·) is designated as a dominant reversal point; inductively, if ti is a dominant reversal point and a local
maximum of K j(·) ( j = 0,1), then the next dominant reversal point ti+1, i = 1,2,3, . . . , is a point of local maximum of
K j+1(·) (addition of subscripts is modulo 2) with the property that K j(t) K j(ti) for all t ∈ [ti, ti+1].
The wiping-out property for the two-dimensional case of hysteresis operator can be stated in the following form:
Theorem 4.2. The output of the two-input hysteresis operator (4.1) at time t for regular input signals u(·), depends only on the history
of dominant reversal points of u(·) prior to time t, and the history of u(·) after the last dominant reversal point until time t.
Proof. We prove this by induction on the number N of dominant reversal points of u(·) in the interval [0, T ].
If N = 1, and there is only one dominant reversal point t1, which may assume, without loss of generality, to be of type 0,
then this means that t1 is a point of local maximum of K0, and also a point of global maximum of K0, and there is no
local maximum of the signal K1 in [0, T ]. Then, by time t1, all the relays Rc0c1 with c0  K0(t1), have been turned to the
output state “1”. In this case, the conclusion of the theorem holds, since we know the state of all relays at time t1, and the
hysteresis output at time t depends only on the history of the input signal after time t1.
Inductively, if, by time tk , where tk is a dominant reversal point, the hysteresis output depends only on the dominant
reversal points up to and including time tk , then we examine it at the next dominant reversal point tk+1.
Without loss of generality, we assume that tk is a dominant reversal point of type 0, so that, by deﬁnition, tk+1 is
a dominant reversal point of type 1. At time tk+1, all the relays Rc0c1 with c1  K1(tk+1) will be turned to the output
state “0”. For t ∈ [tk, tk+1], we have K0(t)  K0(tk), thus there will be no relays Rc0c1 that have been turned from output
state “0” to output state “1” for time t ∈ [tk, tk+1]. Thus, the relays that are turned off from output state “1” to output
state “0” over t ∈ [tk, tk+1] are those of the relays Rc0c1 that were in output state “1” at time tk and satisfy c1  K1(tk+1).
Therefore, the hysteresis output at time tk+1 depends only on the state of relays up to time tk and the value of the signal
u(·) between tk and tk+1.
The induction is completed, and the conclusion holds for any number N of dominant reversal points in [0, T ]. 
5. Identiﬁcation methods
The identiﬁcation of the weight function w(α,β) in a standard Mayergoyz–Preisach model is one of the basic problems
of the theory of hysteresis. This problem has been solved in [1], and the solution relies on information about the ﬁrst-order
transition curves.
In the case of the two-input hysteresis models introduced in the present paper, the identiﬁcation problems become more
complicated. There are two relevant identiﬁcation problems that arise naturally in the context of the two-input hysteresis
operators introduced in this paper.
(i) If the families of curves, γ0(c0) and γ1(c1), introduced in Section 2, are completely known, we want to identify the
weight function w(c0, c1) of the two-input hysteresis operator H , by using observations of the output H(t) for suitably
chosen input signals u(·) = [ u1(·)
u2(·)
]
.
(ii) The families of curves γ0(c0) and γ1(c1) may not be known. In that case, the identiﬁcation problem consists of two
parts: identiﬁcation of the curves γ0(c0), γ1(c1), on the basis observations of the output (Hu)(t) for suitably chosen
two-dimensional input signals u(t), and identiﬁcation of the weight function w(c0, c1).
For the ﬁrst identiﬁcation problem, we postulate the following properties.
(P1) Ω has non-empty boundary ∂Ω .
(P2) There exists a part Γ of ∂Ω with the property that, if an input signal u(·) = [ u1(·)
u2(·)
]
starts outside Ω and enters Ω
through Γ , then all relay outputs (Rc0c1u)(t) are 0 when
t = te ≡ inf
{
t > t0: u(t) /∈ IR2 −Ω
}
(that is, te is the time of entrance of u(·) =
[ u1(·)
u2(·)
]
into Ω through the part Γ of ∂Ω).
(P3) There exists a simple C1 curve (k) that intersects Γ and also intersects all curves γ0(c0) and γ1(c1) transversally.
(P4) For every point P ∈ (k), if c0(P ) < c0(P ′), then the pair (c0(P ′), c1(P )) is admissible.
(P5) All points P , Q on (k) can be parametrized by arc length s on (k) in such a way that
P < Q ⇔ s(P ) < s(Q ).
(P6) Let s0(c˜0) be the value of s for which c0(P (s)) = c˜0 and s1(c˜1) be the values of s for which c1(Q (s)) = c˜1 (where
c0(P (s)) and c1(Q (s)) are C1 as functions of s). Then, for s0 > s1, the Jacobian
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∣∣∣∣∂(c0(P (s0)), c1(Q (s1)))∂(s0, s1)
∣∣∣∣
is never zero.
We have:
Lemma 5.1. If c0 = c0(P ) and c′1 = c1(P ′) are such that the pair (c0, c′1) is admissible, with distinct points P , P ′ on (k), then we have
c0
(
P ′
)
< c0(P ).
Proof. If (c0, c′1) is an admissible pair, then D0(c0)∪ D1(c′1) = Ω .
Therefore, γ0(c0) ⊆ D1(c′1), since D0(c0) is an open set and γ0(c0) ⊆ ∂D0(c0), thus γ0(c0)∩D0(c0) = φ, and consequently,
γ0(c0) ⊆ Ω\D0(c0) ⊆ D1
(
c′1
)
.
Similarly, γ1(c′1) ⊆ D0(c0).
Let c′0 = c0(P ′), c1 = c1(P ).
From condition (4) of Section 2, we have:
if D0(c0) D0
(
c′0
)
, then D1
(
c′1
)
 D1(c1).
We must have c′0 = c0, since, by our assumption, the curve (k) intersects each curve γ0(c0) at exactly one point, and
therefore it is impossible to have c′0 = c0 since that would imply that the two distinct points P , P ′ on (k) lie on the same
curve γ0(c0).
Then, by property (2) of Section 2, exactly one of the two statements must be true:
D0(c0) D0
(
c′0
)
, or D0
(
c′0
)
 D0(c0).
If D0(c0) D0(c′0), and (c0, c′1) is admissible, that is,
D0(c0)∪ D1
(
c′1
)= Ω, then also
D0
(
c′0
)∪ D1(c′1)= Ω,
thus (c′0, c′1) is admissible. But P ′ lies on both γ0(c′0) and γ1(c′1), and therefore (c′0, c′1) cannot be admissible since the
curves γ0, γ1 corresponding to an admissible pair cannot intersect.
Therefore, D0(c′0) D0(c0), which by condition (3) of Section 2, is equivalent to
c0
(
P ′
)
< c0(P ). 
From Lemma 5.1 and property (P4), we have:
Corollary 5.1. For any two distinct points P , P ′ on (k), the pair (c0(P ′), c1(P )) will be admissible if and only if c0(P ) < c0(P ′).
Deﬁnition 5.1. For any two distinct points P , P ′ on (k), we deﬁne the total order  by
P < P ′ if and only if c0(P ) < c0
(
P ′
)
, and
P  P ′ if and only if either P < P ′ or P = P ′.
We have:
Lemma 5.2. If u(·) = [ u1(·)
u2(·)
]
is a continuous input signal restricted to take values on the curve (k), then the relay (Rc0c1u)(·) is
equivalent to a non-ideal relay of the standard Mayergoyz–Preisach type, in the following sense: for P , Q on (k), with P > Q , deﬁne
a relay (S P Q u)(·) by
(
S P Q u
)(
t+
)= (S P Q u)(t−), if Q < u(t) < P ;(
S P Q u
)(
t+
)= 1, if u(t) P ;(
S P Q u
)(
t+
)= 0, if u(t) Q .
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′
1u)(t) = (S P Q u)(t) at points t , where (Rc0c′1u)(t) is continuous,
and (Rc0c
′
1u)(t+) = (S P Q u)(t+) at point t of jump discontinuity of (Rc0c1u).
We have, by Corollary 5.1, that there is a one-to-one correspondence between pairs (P , Q ) on (k) with P > Q and
admissible pairs (c0, c′1), where c0 = c0(P ) and c′1 = c1(Q ). We have:
u(t) ∈ γ0(c0) ⇔ u(t) = P , and u(t) ∈ γ1
(
c′1
) ⇔ u(t) = Q ,
since by assumption (k) intersects each curve of the family (γ0) at exactly one point, and also intersects each curve of the
family (γ1) at exactly one point.
The condition u(0) ∈ D0(c0)∩ D1(c′1) is equivalent to Q < u(0) < P ; this is true because
u(0) > Q ⇔ c0(Q ) < c0
(
u(0)
)
and by property (4) of Section 2, this is equivalent to
c1(Q ) > c1
(
u(0)
)
,
that is,
c1
(
u(0)
)
< c′1.
Since u(0) > Q , the pair (c0(u(0)), c′1) is admissible, thus, by the same argument as in the proof of Lemma 5.1,
γ0
(
c0
(
u(0)
))⊆ D1(c′1),
thus
u(0) ∈ D1
(
c′1
)
.
Similarly, u(0) < P implies u(0) ∈ D0(c0). Thus the double inequality Q < u(0) < P implies u(0) ∈ D0(c0) ∩ D1
(
c′1
)
. By
the deﬁnition of the total order on P and condition (4) of Section 2,
if u(0) ∈ D0(c0)∩ D1
(
c′1
)
, then Q < u(0) < P .
Thus the condition u(0) ∈ D0(c0)∩ D1(c′1) is equivalent to Q < u(0) < P .
The condition u(t) ∈ γ0(c0) is equivalent to u(t) = P , since (k) intersects γ0(c0) at the single point P .
Similarly, the condition u(t) ∈ γ1(c′1) is equivalent to u(t) = Q .
Thus the deﬁnition of (S P Q u)(·) given in this lemma is equivalent to the characterization of (Rc0c′1u)(·) stated in Theo-
rem 3.3.
Consequently,(
Rc0c
′
1u
)
(·) = (S P Q u)(·). 
Deﬁnition 5.2. The space I2((k)) consists of continuous input signals u(·) =
[ u1(·)
u2(·)
]
that take values on the curve (k).
A consequence of Lemma 5.2 is the following:
Theorem 5.1. If we set W (P , Q ) = w(c0(P ), c1(Q )) for P , Q on (k) with P > Q , and if u(·) =
[ u1(·)
u2(·)
]
is an input signal in I2((k)),
then the two-input hysteresis operator (Hu)(t) is completely characterized by the function W .
Proof. Since (k) intersects each γ0 and γ1 at exactly one point, for all c0 and c1, we deﬁne that P (c0) is the point of
intersection of (k) with γ0(c0), and Q (c1) is the point of intersection of (k) with γ1(c1). Then
w(c0, c1) = W
(
P (c0), Q (c1)
)
and
(c0, c1) is an admissible ⇔ P (c0) > Q (c1).
For u ∈ I2((k)),
(Hu)(t) =
∫ ∫
(c0,c1) admissible
w(c0, c1)
(
Rc0c1u
)
(t)dc0 dc1
=
∫ ∫
(c0,c1) admissible
W
(
P (c0), Q (c1)
)(
S P (c0)Q (c1)u
)
(t)dc0 dc1
thus (Hu)(t) depends only on the weight function W (P , Q ). 
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(c0,c1) admissible
W
(
P (c0), Q (c1)
)(
S P (c0)Q (c1)u
)
(t)dc0 dc1
is transformed to an integral in variables (s0, s1), according to∫ ∫
(c0,c1) admissible
W
(
P (c0), Q (c1)
)(
S P (c0)Q (c1)u
)
(t)dc0 dc1
=
∫ ∫
s0>s1
W
(
P (s0), Q (s1)
)
J (s0, s1)
(
S P (s0)Q (s1)u
)
(t)ds0 ds1
where J (s0, s1) is the Jacobian deﬁned in property (P6).
The expression
Φ(s0, s1) ≡ W
(
P (s0), Q (s1)
)
J (s0, s1) (5.1)
can be identiﬁed by the same methods as in the standard Mayergoyz–Preisach model in [1].
For completeness, we outline that method. First, an input signal u(·) is steadily increased until it achieves the value s0,
then it is decreased until it achieves the value s1.
The difference
ψ(s0, s1) := (Hu)(s0)− (Hu)(s1)
is the ﬁrst-order transition function.
Then Φ(s0, s1) is given by
Φ(s0, s1) = −∂
2ψ(s0, s1)
∂s0∂s1
.
Then we have:
Theorem 5.2. The function W (P , Q ) can be identiﬁed by using
W
(
P (s0), Q (s1)
)= − 1
J (s0, s1)
∂2ψ(s0, s1)
∂s0∂s1
.
The original continuous weight function w(c0, c1) can be identiﬁed by using
w(c0, c1) = W
(
P (c0), Q (c1)
)
.
Proof. As outlined above, the function Φ(s0, s1) satisﬁes
Φ(s0, s1) = −∂
2ψ(s0, s1)
∂s0∂s1
.
By property (P6), the Jacobian J (s0, s1) is never zero for s0 > s1. Thus,
W
(
P (s0), Q (s1)
)= − 1
J (s0, s1)
∂2ψ(s0, s1)
∂s0∂s1
.
The equality
w(c0, c1) = W
(
P (c0), Q (c1)
)
for admissible (c0, c1) is the deﬁnition of W (P (c0), Q (c1)). 
For the second identiﬁcation problem, namely the problem of simultaneous identiﬁcation of the weight function
w(c0, c1) and the two families of curves (γ0(c0), γ1(c1)), we assume, in addition to previous properties, that there exists
a family {(kξ ): ξ ∈ Ξ} of curves, each curve (kξ ) satisfying properties (P1)–(P6), such that the curves (kξ ) do not intersect
each other, the sets{
(kξ )∩ γi(ci): ξ ∈ Ξ
}
, i = 0,1,
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Γi,ξ (ci) ≡ (kξ )∩ γi(ci)
can be expressed as
s = Gi(ξ, ci), for i taking values in {0,1},
where s represents arc length on (kξ ).
Let Φξ (s0, s1) be deﬁned, for s0 > s1, as the function Φ(s0, s1) of (5.1) deﬁned for the hysteresis operator applied to
input signals restricted to lie on (kξ ), and let Jξ (s0, s1) be the corresponding Jacobian for each curve (kξ ). Let Wξ (P , Q ) be
the corresponding function W (P , Q ) deﬁned on (kξ ).
In this problem, we have a choice for representing the parameters c0, c1 as functions of s0, s1 on each (kξ ). The simplest
choice is c0 ≡ s0, c1 ≡ s1.
With this parametrization, we have Jξ (s0, s1) ≡ 1 for all s0, s1 with s0 > s1, and consequently,
w(c0, c1) = w(s0, s1)
= Wξ
(
P ξ (s0), Q ξ (s1)
)
= Wξ
(
Pξ (c0), Q ξ (c1)
)
= Φξ(s0, s1).
We have:
Theorem 5.3. Under the conditions stated above, the curves γ0(c0) ≡ γ0(s0), γ1(c1) ≡ γ1(s1) are described, respectively, in implicit
form by the equations
Φξ(s, s1) = w(s0, s1) for arbitrary but ﬁxed s1,
Φξ (s0, s) = w(s0, s1) for arbitrary but ﬁxed s0.
Proof. γ0(s0) is described by an equation
s = G0(ξ, s0).
The intersection of γ0(s0) with (kξ ) is the point P ξ (s0) on (kξ ). Thus, for s = G0(ξ, s0), we must have
Φξ(s, s1) = w(s0, s1)
which is an implicit equation that describes{
γ0(s0)∩ (kξ ): ξ ∈ Ξ
}
,
which is a set that is dense in γ0(s0) by assumption, thus the equation Φξ (s, s1) = w(s0, s1) describes the curve γ0(c0) as
an implicit equation.
Similarly, for arbitrary but ﬁxed s0, the equation
Φξ(s0, s) = w(s0, s1)
with arbitrary but ﬁxed s1, describes the set{
γ1(s1)∩ (kξ ): ξ ∈ Ξ
}
,
and thus, by the density condition, the curve γ1(s1), in the form of an implicit equation in the variables s, ξ . 
6. Remarks on applications of two-input hysteresis to Economics
In this section, we amplify some of the remarks in the Introduction of the present paper, and we explain in some detail
how hysteresis operators with two inputs can arise in problems with multiple decisions and in some models in Economics.
The economics literature contains several works that make the observation that certain types of temporary inputs can
have permanent effects on a system, effects that persist after the input has been removed. The utilization of Mayergoyz–
Preisach hysteresis models in Economics has been introduced mainly by R. Cross and his school [9,10] and M. Göcke [11].
Problems of optimal control with binary control decisions lead naturally to relay operators. It is a well-known classical
result that optimal control problems with discrete control actions, say discrete values of the control u1,u2, . . . ,um , in the
case in which stationary optimal control policies exist, lead to optimal control policies in the form of a collection of open
sets C1,C2, . . . ,Cm , in the state space Ω of the system, with
⋃m
i=1 Ci = Ω , and such that an optimal control policy has the
feedback formulation determined by the condition that, whenever the state of the controlled system is in the set Ci , an
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for some values of the state, more than one distinct values of the control are equally optimal. Examples may be found, e.g.,
in [12–14].
When the control corresponds to binary decisions, so that the control function can take two values, say 0 and 1, then
a stationary optimal control policy in general consists of two open sets C0,C1, covering the state space Ω , such that the
value u(t) = 0 is optimal as long as the state x(t) satisﬁes x(t) ∈ C0, and the value u(t) = 1 is optimal when x(t) ∈ C1. Both
values of u(t) are optimal when x(t) ∈ C0 ∩ C1. If a policy is deﬁned by the requirements that
(i) it is stationary and optimal, in the sense described above, and
(ii) it satisﬁes the “laziness principle” in the sense that a switching is made only when it is necessary, then, in the case
of one-dimensional state x, and if the two sets C0 and C1 are intervals, with C0 = (−∞,α), C1 = (β,+∞), α > β , the
resulting operation is a relay of the standard Mayergoyz–Preisach type for one-dimensional inputs with threshold values
α and β .
When there are many agents, making individual optimal decisions, with different criteria for each agent, and if the
aggregate outcome is expressed as a weighted average of the decisions of all agents, then we obtain a hysteresis operator
of the standard Mayergoyz–Preisach type.
The same situation, but with a two-dimensional state x, leads to hysteresis operators for two inputs (the two inputs
being the two components of the state) of the type that we have deﬁned and analyzed in the present paper.
An example given in [9] is the following: They consider a market with M potential suppliers and N ﬁrms. A binary
decision variable u(t) is deﬁned according to a ﬁrm’s decision to enter the market (u(t) = 1) or exit from the market
(u(t) = 0). The input variable p(t) is the price market. The decision to enter the market takes place when p(t) α, and the
decision to exit from the market is taken when p(t) β , where α,β (α > β) are two threshold points that have different
values for different ﬁrms. This decision process induces a relay operator Rαβ of the standard Mayergoyz–Preisach type. Each
Rαβ maps from p(t) into the space of binary decision functions (functions u(·) taking the possible values 0 or 1). Using the
notation qt = NtM , for the so-called “inverse demand function”, where Nt is the number of active ﬁrms at time t [9] derives
the equation
qt+1 = 1
M
M∑
i=1
Rαiβi
[
xt+1 f (qt)
]
(6.1)
where xt is an aggregate shock, to relevant economic variables. The operator on the right-hand side of (6.1) is a discrete
version of a standard Mayergoyz–Preisach operator.
It is possible to extend this model to a case of two inputs.
As stated in [9], the shock xt could be either a shock to interest rates or a shock to exchange rates. It seems, therefore,
natural to consider a two-dimensional shock (xt , yt), where xt is a shock to interest rates and yt is a shock to exchanges
rates. With qt still representing the ratio of active ﬁrms to the total number of suppliers, we may consider that a combi-
nation of the two variables xt+1 f (qt), yt+1g(qt) affects the decision of a ﬁrm to either enter the market or exit from the
market. Thus the decision function u(t) can be represented as a relay acting on two inputs,
u(t) = Rc0c1(xt+1 f (qt), yt+1g(qt)) (6.2)
where Rc0c1 is a relay operator acting on two inputs, of the type introduced in Section 2. The counterpart of Eq. (6.1) would
now be
qt+1 = 1
M
M∑
i=1
Rc0,i c1,i
(
xt+1 f (qt), yt+1g(qt)
)
. (6.3)
This is a discrete-time version of a hysteresis operator with two inputs, of the type introduced in the present paper. The
threshold curves (γ0), (γ1) and the associated sets D0, D1 have the following meaning: the decision to enter the market or
continue to stay in the market, at time t + 1, is characterized by
(
xt+1 f (qt), yt+1g(qt)
) ∈ D0 (6.4)
and analogously, the decision to exit the market or continue to stay out of the market is characterized by
(
xt+1 f (qt), yt+1g(qt)
) ∈ D1. (6.5)
Switching decisions are reached when the point (xt+1 f (qt), yt+1g(qt)) reaches one of the curves (γ0) and (γ1).
The role of the threshold points α and β , for each ﬁrm, is now played by two curves (γ0) and (γ1), of the type used in
Section 2 of the present paper. Further, if an aggregate outcome appears in the economy, as a consequence of the current
number of active ﬁrms, and if M is suﬃciently large, then we may assume that aggregate outcome can be expressed as
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H(x, y)
)
(t + 1) =
∫ ∫
(c0,c1)
w(c0, c1)R
c0c1
(
xt+1 f (qt), yt+1g(qt)
)
. (6.6)
This is precisely the type of hysteresis operator for two inputs that we have formulated and analyzed in the present
paper.
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