Leader election is one of the fundamental problems in distributed computing. It calls for all nodes of a network to agree on a single node, called the leader. If the nodes of the network have distinct labels, then agreeing on a single node means that all nodes have to output the label of the elected leader. If the nodes of the network are anonymous, the task of leader election is formulated as follows: every node v of the network must output a simple path, which is coded as a sequence of port numbers, such that all these paths end at a common node, the leader. In this article, we study deterministic leader election in anonymous trees.
INTRODUCTION

Background
Leader election is one of the fundamental problems in distributed computing [Lynch 1996] . It calls for all nodes of a network to agree on a single node, called the leader. This classic problem was first formulated in Le Lann [1977] in the study of local area token ring networks, where, at all times, exactly one node (the owner of a circulating token) has the right to initiate communication. When the token is accidentally lost, a leader is elected as the initial owner of the token.
If the nodes of the network have distinct labels, then agreeing on a single node means that all nodes have to output the label of the elected leader. However, in many applications, even if nodes have distinct identities, they may be reluctant to reveal them, (e.g., for privacy or security reasons). Hence it is important to design leader election algorithms that do not depend on the knowledge of such labels and that can work in anonymous networks as well. Under this scenario, agreeing on a single node means that every node has to output a simple path (coded as a sequence of port numbers) to a common node.
It should be noted that, apart from this formulation of leader election in anonymous networks, there are two other possibilities involving weaker requirements. The weakest of all is the requirement that the leader has to learn that it is a leader and nonleaders have to learn that they are not, without the necessity of learning who is the leader. This weaker requirement is sufficient, for example, in applications when the leader has to subsequently broadcast some information to other nodes. However, it is not sufficient if leader election has to enable each node to send some data to the leader. In this case, every node must find a path toward the leader. It might be argued that, even in this case, it is enough for every node to learn a port toward the leader (in the case of trees there is a single such port), as then packets could be routed to the leader from node to node using only this local information. This is indeed true, if nodes want to cooperate with others by revealing the local port toward the leader when retransmitting packets. In some applications, however, such a cooperation may be uncertain, and even when it occurs, it may slow down transmission, as the local port has to be retrieved from the memory of the relaying node. Instead, putting the entire path to the leader as a header of the packet by the original sender may in some cases speed-up transmissions, as relaying may be done in this case at the router level.
Hence, there are (at least) three formulations of the leader election problem in anonymous networks, each suitable for different applications. We chose the strongest of all three, as then the obtained algorithmic solutions work for the widest spectrum of application scenarios.
Model and Problem Description
The network is modeled as an undirected connected graph with n nodes and with diameter diam at most D. In this article, we restrict attention to tree networks, that is, connected networks without cycles. We denote by diam(T ) the diameter of tree T . Nodes do not have any identifiers. On the other hand, we assume that, at each node v, each edge incident to v has a distinct port number from {0, . . . , d − 1}, where d is the degree of v. Hence, each edge has two corresponding port numbers, one at each of its endpoints. Port numbering is local to each node, that is, there is no relation between port numbers at the two endpoints of an edge. Initially each node knows only its own degree. The task of leader election is formulated as follows. Every node v of the tree must output a sequence P(v) = ( p 1 , . . . , p k ) of nonnegative integers. For each node v, let P * (v) be the path starting at v that results from taking the number p i from P(v) as the outgoing port at the i th node of the path. All paths P * (v) must be simple paths in the tree that end at a common node, called the leader. In this article, we consider deterministic leader election algorithms. Note that, in the absence of port numbers, there would be no way to identify the elected leader by nonleaders, as all ports, and hence all neighbors, would be indistinguishable to a node. Security and privacy reasons for not revealing node identifiers are irrelevant in the case of port numbers.
We use the extensively studied LOCAL communication model [Peleg 2000 ]. In this model, communication proceeds in synchronous rounds and all nodes start simultaneously. In each round, each node can exchange arbitrary messages with all of its neighbors and perform arbitrary local computations. For any tree T , any r ≥ 0 and any node x in T , we use V T (x, r) to denote the view acquired in T by x within r communication rounds. This is all the information that v gets about the tree T in r rounds. Thus, the view V T (x, r) in T consists of the subtree of T induced by all nodes at distance at most r from x, together with all the port numbers at these nodes, and with the degrees of all nodes at distance exactly r from x. If no additional knowledge is provided a priori to the nodes, the decisions of x in round r in any deterministic algorithm are a function of V T (x, r) . In most cases, a node's view is considered in the underlying tree in which leader election is being solved, and then the subscript T is omitted. The time of leader election is the minimum number of rounds sufficient to complete it by all nodes.
It is well known that the synchronous process of the LOCAL model can be simulated in an asynchronous network. This can be achieved by defining for each node separately its asynchronous round i; in this round, a node performs local computations, then sends messages stamped i to all neighbors, and waits until it gets messages stamped i from all neighbors. To make this work, every node is required to send at least one (possibly empty) message with each stamp, until termination. All of our results can be translated for asynchronous networks by replacing "time of completing a task" by "the maximum number of asynchronous rounds to complete it, taken over all nodes."
For anonymous trees, the task of leader election is not always feasible, regardless of the allocated time. This is the case when the tree is symmetric, that is, when there exists a nontrivial port-preserving automorphism of it. Such an automorphism is defined as a bijection f : X → X, where X is the set of nodes, such that {x, y} is an edge with port numbers p at x and q at y if and only if { f (x), f (y)} is an edge with port numbers p at f (x) and q at f (y). It is easy to see that leader election is possible in a tree only if the tree is not symmetric. Symmetric trees are easy to characterize. Indeed, every tree has a center, which is either a node or an edge defined as follows. If the diameter diam is even, then the central node is the unique node in the middle of every simple path of length diam, and if the diameter diam is odd, then the central edge is the unique edge in the middle of every simple path of length diam. A tree is symmetric if and only if diam is odd, ports at the central edge are equal, and the two subtrees resulting from the deletion of the central edge are (port-preserving) isomorphic. For symmetric trees, the only nontrivial automorphism is the one switching the corresponding nodes of these subtrees, and this prevents leader election.
Moreover, even in nonsymmetric trees, leader election might be impossible if the allocated time is too short. Consider the line of length 6 with port numbers 0,0,1,1,0,0,1,1,0,1,0,0 (from left to right). If the allocated time is 1, then leader election is impossible even if nodes know a priori the entire map of the line. Indeed, neither of the two leaves knows whether it is the left or the right leaf and cannot learn this fact in time 1, and thus, leaves cannot output correct simple paths to a common node (the formal proof is slightly more complicated). Hence, for any nonsymmetric tree T , it is important to introduce the parameter ξ (T ) defined as the minimum time in which leader election is feasible, assuming that each node is given the entire map of T with 31:4 C. Glacet et al. all port numbers faithfully mapped (but without the position of the node marked in the map). For the line T in the preceding example, ξ (T ) = 2.
Our aim is to establish tradeoffs between the allocated time and the amount of information that has to be given a priori to the nodes to enable them to perform leader election. Following the framework of algorithms with advice (see, e.g., Dereniowski and Pelc [2012] , Emek et al. [2011] , Fraigniaud et al. [2009 Fraigniaud et al. [ , 2010b , Fusco and Pelc [2011] , , and Nisse and Soguet [2009] ), this information (a single binary string) is provided to all nodes at the start by an oracle knowing the entire tree. The length of this string is called the size of advice. Formally, an oracle is a function f : T −→ S, where T is the set of port-numbered trees and S is the set of finite binary strings. For a given tree T , the advice s = f (T ) is an input to a leader election algorithm, given by the oracle to all nodes.
Since, by definition, advice depends only on the port-numbered tree, the most complete advice that nodes can get is (the code of) the faithful map of the tree, with all port numbers marked. Hence, asking about the minimum size of advice to solve leader election in time τ is meaningful only in the class of trees T for which ξ (T ) ≤ τ , because otherwise, no advice can help. Indeed, if ξ (T ) > τ, then there exist two nodes x and y, such that V T (x, τ ) = V T (y, τ ) , and yet the path from x to any potential leader w corresponds to a different sequence of port numbers than the path from y to w. Since after time τ a node x learns only V T (x, τ ), in this case even knowing the entire map cannot help in the election in time τ . In light of these remarks, we are able to precisely formulate the central problem of this article.
For a given time τ , what is the minimum size of advice that permits leader election in time τ for all trees T where ξ (T ) ≤ τ ?
The paradigm of algorithms with advice has a far-reaching significance in the domain of network algorithms. Establishing a tight bound on the minimum size of advice sufficient to accomplish a given task permits to rule out entire classes of algorithms and thus focus only on possible candidates. For example, if we prove that (log n) bits of advice are needed to perform a certain task in n-node trees, this rules out all potential algorithms that can work using only the diameter diam of the tree, as diam can be given to the nodes using (log(diam)) bits, and the diameter can be, for example, logarithmic in the size of the tree. Lower bounds on the size of advice give us impossibility results based strictly on the amount of initial knowledge outlined in a model's description. This more general approach should be contrasted with traditional results that focus on specific kinds of information available to nodes, such as the size, diameter, or maximum node degree.
Our Results
Let T be an n-node tree of diameter diam ≤ D. For a given time τ allocated to leader election, we give upper and lower bounds on the minimum size of advice sufficient to perform leader election in time τ . An upper bound U means that, for all trees T with ξ (T ) ≤ τ , leader election in time τ is possible given advice of size O(U ). We prove such a bound by constructing advice of size O(U ) together with a leader election algorithm for all trees T with ξ (T ) ≤ τ that uses this advice and works in time τ . A lower bound L means that there exist trees T with ξ (T ) ≤ τ for which leader election in time τ requires advice of size (L). Proving such a bound means constructing a class consisting of trees T with ξ (T ) ≤ τ for which no leader election algorithm running in time τ with advice of size o(L) can succeed.
For most values of τ , our upper and lower bounds are either tight up to multiplicative constants, or they differ only by a logarithmic factor. More precisely, these bounds are ) and a lower bound of ( n D ), the latter valid whenever diam is odd or time is at most diam − 4. Hence, with the exception of the special case when diam is even and time is exactly diam− 3, our bounds leave only a logarithmic gap in this time interval. (See S 7 for a discussion of this special case.) Finally, for time α · diam for any constant α < 1/2 (except for the case of very small diameters, namely for diam ∈ ω(log 2 n)), we again give tight upper and lower bounds, this time (n). The above results are summarized in Figure 1 .
Our results show that the minimum size of advice sufficient to perform leader election is very sensitive to the amount of time allocated to this task and that this sensitivity occurs at different time values depending on the relation between the diameter and the size of the tree. If diam is odd and small compared to n, for example, diam ∈ O(log n), then a difference of one round (between diam − 1 and diam − 2) causes an exponential jump of the size of information required for leader election, and another exponential jump occurs in this case between time diam − 2 and diam − 3. By contrast, for larger diameter, for example, diam ∈ ( √ n), the first exponential jump disappears but the second still holds. On the other hand, perhaps surprisingly, an exponential jump occurs at fixed time diam − 2 when the diameter is small (e.g., logarithmic in n), depending only on the parity of the diameter.
Related Work
The leader election problem was introduced in Le Lann [1977] . This problem was first extensively studied in the scenario where all nodes have distinct labels. Initially, it was investigated for rings. A synchronous algorithm based on label comparisons and using O(n log n) messages was given in Hirschberg and Sinclair [1980] . In Frederickson and Lynch [1987] , it was proved that this complexity is optimal for comparison-based algorithms. On the other hand, the authors showed an algorithm using a linear number of messages but requiring very large running time. An asynchronous algorithm using O(nlog n) messages was given, for example, in Peterson [1982] , and the optimality of this message complexity was shown in Burns [1980] . Deterministic leader election in radio networks has been studied, for example, in Jurdzinski et al. [2002] , Kowalski and Pelc [2013] , and Nakano and Olariu [2002] , as well as randomized leader election, for example, in Willard [1986] . In Haddar et al. [2008] , the leader election problem was approached in a model based on mobile agents for networks with labeled nodes.
Many authors [Angluin 1980; Attiya and Snir 1991; Attiya et al. 1988; Boldi et al. 1996; Boldi and Vigna 1999; Kameda 1989, 1996 ] studied leader election in anonymous networks. In particular, Boldi et al. [1996] and Yamashita and Kameda [1996] characterize message-passing networks in which leader election can be achieved when nodes are anonymous. In Yamashita and Kameda [1989] , the authors study the problem of leader election in general networks under the assumption that node labels are not unique. They characterize networks in which this can be done and give an algorithm which performs election when it is feasible. In Flocchini et al. [2004] , the authors study feasibility and message complexity of leader election in rings with possibly nonunique labels, while, in Dobrev and Pelc [2004] , the authors provide algorithms for a generalized leader election problem in rings with arbitrary labels, unknown (and arbitrary) size of the ring, and for both synchronous and asynchronous communication. Memory needed for leader election in unlabeled networks was studied in Fusco and Pelc [2011] . In Fusco and Pelc [2015] , the authors investigated the time of leader election in anonymous networks by characterizing this time in terms of the network size, the diameter of the network, and an additional parameter called the level of symmetry, which measures how deeply nodes have to inspect the network in order to notice differences in their views of it. In Dereniowski and Pelc [2014] , the authors studied the feasibility of leader election among anonymous agents that navigate in a network in an asynchronous way.
Providing nodes or agents with arbitrary kinds of information that can be used to perform network tasks more efficiently has previously been proposed in Abiteboul et al. [2006] , Dereniowski and Pelc [2012] , Emek et al. [2011] , Fraigniaud et al. [2008 Fraigniaud et al. [ , 2009 Fraigniaud et al. [ , 2010a Fraigniaud et al. [ , 2010b , Fusco and Pelc [2011] , Fusco et al. [2013] , Gavoille et al. [2004] , , Katz et al. [2004] , , Miller and Pelc [2016] , Nisse and Soguet [2009] , and Thorup and Zwick [2005] . This approach was referred to as algorithms with advice. The advice is given either to the nodes of the network or to mobile agents performing some network task. In the first case, instead of advice, the term informative labeling schemes is sometimes used if (unlike in our scenario) different nodes can get different information.
Several authors studied the minimum size of advice required to solve network problems in an efficient way. The study of advice complexity was first proposed in Böckenhauer et al. [2009] and Dobrev et al. [2009] . In , given a distributed representation of a solution for a problem, the authors investigated the number of bits of communication needed to verify the legality of the represented solution. In Fraigniaud et al. [2010a] , the authors compared the minimum size of advice required to solve two information dissemination problems using a linear number of messages. In Fraigniaud et al. [2010b] , it was shown that advice of constant size given to the nodes enables the distributed construction of a minimum spanning tree in logarithmic time. In Emek et al. [2011] , the advice paradigm was used for online problems. In Fraigniaud et al. [2009] , the authors established lower bounds on the size of advice needed to beat time (log * n) for 3-coloring cycles and to achieve time (log * n) for 3-coloring unoriented trees. In the case of Nisse and Soguet [2009] , the issue was not efficiency but feasibility: it was shown that (n log n) is the minimum size of advice required to perform monotone connected graph clearing. In , the authors studied radio networks for which it is possible to perform centralized broadcasting in constant time. They proved that constant time is achievable with O(n) bits of advice in such networks, while o(n) bits are not enough. In Fusco et al. [2013] , the authors studied the problem of topology recognition with advice given to the nodes. In Dereniowski and Pelc [2012] , the task of drawing an isomorphic map by an agent in a graph was considered, and the problem was to determine the minimum advice that has to be given to the agent for the task to be feasible. To the best of our knowledge, the problem of leader election with advice has never been studied before for anonymous networks. In Miller and Pelc [2016] , the authors investigated the minimum size of advice sufficient to find the largest-labeled node in a graph. The main difference between [Miller and Pelc 2016] and the present article is that we consider networks without node labels. This is not a small difference: from the methodological perspective, breaking symmetry in anonymous networks relies heavily on the structure of the graph, and, as far as results are concerned, much more advice is needed.
TERMINOLOGY AND PRELIMINARIES
In this article, we use the word path to mean a simple path in the tree. For nodes a and b, we denote by d(a, b) the distance from a to b, and by path(a, b) the path (a, . . . , b) . Nodes a and b are called the endpoints of this path. Let b be a node in path (a, c) . We say that path(a, c) is the concatenation of path (a, b) and path (b, c) , and we write path(a, c) = path (a, b) · path(b, c) . The length of a path P, denoted by |P|, is the number of edges in it. Denote by seq(a, b) = ( p 1 , . . . , p s ) the sequence of all ports encountered when moving from a to b on path (a, b) . Odd-indexed terms in seq (a, b) are called the outgoing ports of seq (a, b) . We also use the operator · to denote the usual concatenation of sequences of integers, for example, when concatenating two port sequences.
Let v be a node of a tree T , and let r be a nonnegative integer. An unterminated path in V (v, r) is a simple path of length r, with endpoints v and v , such that v is not a leaf in T . A terminated path in V (v, r) is a simple path of length at most r, with endpoints v and v , such that v is a leaf in T . See Figure 2 for examples of terminated and unterminated paths.
In the proofs of some of our lower bounds, we will need to show that the trees T we construct satisfy the condition ξ (T ) ≤ τ , that is, that leader election is feasible within time τ if the nodes are given an entire map of T . To do this, we will argue that each node is able to correctly identify itself in the map within τ communication rounds. We will make use of the following fact. 
TIME DIAM − 1
In this section, we show tight upper and lower bounds of (log D) on the minimum size of advice sufficient to perform leader election in time diam− 1 in trees of diameter diam ≤ D. The upper bound O(log D) is straightforward: given the value of diam, every node v can reconstruct the entire tree from V (v, diam − 1) as follows. For each unterminated path with endpoints v, v , where v has some degree k, node v attaches k−1 leaves to v . Hence, by using any centralized algorithm on the entire tree, all nodes can perform leader election whenever the tree is not symmetric. (This also shows that every nonsymmetric tree T has ξ (T ) ≤ diam − 1.) The matching lower bound is given by the following theorem. Figure 3 for an illustration of T k . We will denote by P a k and P b k the sequences of outgoing ports that are outputted by a k and b k , respectively, at the end of the execution of algorithm ELECT in tree T k . Note that algorithm ELECT is correct only if, for every k ∈ {2, . . . , D}, there exists a node k ∈ T k such that sequence P a k corresponds to a simple path from a k to k , and sequence P b k corresponds to a simple path from b k to k . Hence, algorithm ELECT is correct only if
Next, to obtain a contradiction, assume that D − 2 different advice strings are sufficient to solve election within diam(T )−1 rounds for each tree T in T . By the Pigeonhole Principle, there exist i, j ∈ {2, . . . , D} with i < j such that the same advice string is provided to the nodes of both T i and T j when they execute algorithm ELECT . When executed at node a i in T i , algorithm ELECT halts in some round r a ≤ diam(T i ) − 1 = i − 1 and outputs some port sequence P a i . Similarly, when executed at node b i in T i , algorithm ELECT halts in some round r b ≤ i − 1 and outputs some port sequence P b i . As noted earlier, we have that |P a i | + |P b i | = i. We show that, when executed at node a j in T j , algorithm ELECT also halts in round r a and outputs P a i . Indeed, the algorithm is provided with the same advice string for both T i and T j , and
Similarly, when executed at node b j in T j , algorithm ELECT halts in round r b and outputs P b i . However, this implies that, in the execution of ELECT in tree T j , we have
We finally show that, for every k ∈ {2, . . . , D}, we have ξ (T k ) ≤ k − 2. This is stronger than we require, but it will be useful in Section 4.1. First assume that k > 2. For every
. Hence, v can identify its position in the map of T k and output the sequence of outgoing ports leading from v to a k . For k = 2, both leaves output the sequence (0) and the central node outputs the empty sequence.
TIME DIAM − 2
In this section, we show tight upper and lower bounds on the minimum size of advice sufficient to perform leader election in time diam − 2, for trees of diameter diam ≤ D. These bounds depend on the parity of diam. They are (log D) for even values of diam, and (log n) for odd values of diam. We consider these two cases separately.
Even Diameter
Consider any tree T with n nodes and even diameter diam ≤ D. The lower bound (log D) on the minimum size of advice sufficient to perform leader election in time diam − 2 can be proven exactly as Theorem 3.1 because we showed that ξ (T k ) ≤ k − 2. We now prove the matching upper bound by providing an algorithm EvenElect that solves election in time diam − 2 using O(log D) bits of advice. The algorithm works by having each node find and elect the central node of the tree, which we denote by v c . The advice provided to the algorithm is the value of diam. Let h = diam/2. The gateway g v of a node v is defined as the node in V (v, diam− 2) furthest from v (possibly itself) such that every unterminated path in V (v, diam − 2) passes through g v . We now give the pseudo-code of the algorithm executed at an arbitrary node v in tree T using advice A.
contains no unterminated paths starting at v: To prove the claim, let Q 1 = path (v, v c ) , and let Q 2 be any path starting from v c of length h such that Q 2 and path (v c , v) are edge-disjoint. Let Q be the path 
In particular, there must be a path Q of length at least diam− 1 with v as one endpoint that passes through g v but not through v c . Let v be the endpoint of Q not equal to v, and let w be the node in Q that is furthest from v and on path (v, v c 
This concludes the proof of Claim 4.2.
We now show that v correctly computes d (v, v c ) (which it stores in ) at lines 8-12.
To prove the claim, first suppose that d (v, g v 
Note that, by the definition of the central node, we have
This completes the proof of the claim.
We prove the contrapositive of this claim. Namely, we show that, if d (v, v c 
Let e v be the first edge on the path from v c to v. Let T v be the subtree induced by all nodes reachable from v c via a path starting with edge e v . For each node w ∈ T v , we have path (w, g v 
, that is, every path from v c to a node in T v has length at most h − 1. By the definition of the central node, there must exist two distinct edges incident to v c that belong to paths P 1 , P 2 of length h starting at v c . Neither of these edges is equal to e v , since T v does not contain a path of length h starting at v c . Let z 1 , z 2 be the leaves of paths P 1 , P 2 , respectively. Since Note. Theorem 4.1 implies that, for any tree T of even diameter diam, we have
Odd Diameter
We now provide tight upper and lower bounds of (log n) on the minimum size of advice sufficient to perform leader election in time diam − 2, when diam is odd. Our lower bound is valid even for the class of trees with fixed diameter D. For the upper bound, we can provide the value of the diameter as part of the advice.
Consider any tree T with n nodes and odd diameter D. We prove our upper bound by providing an algorithm OddElect that solves election in time D − 2 using O(log n) bits of advice.
At a high level, our algorithm works as follows. Using D − 2 communication rounds, each node calculates its simple path to the closest endpoint of the central edge. For each node v, this closest endpoint will be called v's candidate. The main difficulty of the algorithm is breaking symmetry between the two candidates. The advice helps the nodes decide which of the two possible candidates should be elected as leader, and provides the port number which leads from the nonelected candidate to the leader. To do this with a small number of bits, the advice succinctly describes a path that exists starting at one of the two endpoints of the central edge but not the other. The nodes that see this path starting from their candidate will elect their candidate, and the nodes that cannot see this path starting from their candidate will use the port number provided in the advice to elect the other candidate.
We now provide the details of the advice and the algorithm. Let {c 0 , c 1 } be the central edge of the tree. For each node v, denote by cand(v) the node in
. Note that, by the definition of the central edge, for each node v, we have d (v, cand(v) ) ≤ h. Recall that the gateway g v of a node v is defined as the node in
We first construct the advice. The first part of the advice string is the exact value of D, which can be used to calculate the value of h. The goal of the rest of the advice construction is to succinctly describe a sequence of port numbers that distinguishes one of the two candidate nodes from the other.
We divide the set of trees into two classes. We say that a tree is separated if, for each node v, path (v, g v ) contains the central edge. One bit of the advice string, called the "separated bit," has value 1 if and only if T is separated.
If T is separated, we construct the remainder of the advice string as follows. For each of the two endpoints c 0 , c 1 of the central edge, we define the list L i consisting of all port sequences that can be obtained by following simple paths starting at c i that do not contain the central edge. These port sequences consist of both the outgoing and incoming port numbers encountered, in order, on each path. Each list L i is sorted in ascending lexicographic order. The following result shows that L 0 and L 1 must differ.
To prove the claim, it suffices to note that, if L 0 = L 1 , then, by the definitions of L 0 and L 1 when T is a separated tree, it follows that the subtrees rooted at c 0 and c 1 resulting from the removal of the central edge are (port-preserving) isomorphic. It follows that the port numbers at the two endpoints of the central edge must be equal. Hence, T is symmetric, which proves the claim.
By Claim 4.5, there exists a port sequence that appears in exactly one of L 0 or L 1 . Formally, for some i ∈ {0, 1}, there is an integer j such that the j th sequence in L i does not appear in L 1−i . The remainder of the advice string is a tuple ( j, k, m, p) where:
-k is the largest integer such that the j th sequences in L i and L 1−i have equal prefixes of length k, -m is the integer equal to the (k + 1) th port number of the j th sequence in L i , and, -p is the port number that leads from c 1−i to c i .
We now describe the advice string in the case where T is not separated. The construction is similar to the case where T is separated, except for a change in the definition of the lists L 0 and L 1 . In particular, for each of the two endpoints c 0 , c 1 of the central edge, we define list L i to be all port sequences of length at most 2h − 1 that can be obtained by following simple paths starting at c i . As before, these port sequences consist of both the outgoing and incoming port numbers encountered, in order, on each path. Again, each list L i is sorted in ascending lexicographic order. The following result shows that, also in the case of nonseparated trees, lists L 0 and L 1 must differ.
Our proof of the claim proceeds in three steps. First, we find two leaves w 0 , w 1 such that w 0 's candidate node is c 0 , w 1 's candidate node is c 1 , and seq(w 0 , c 0 ) = seq(w 1 , c 1 ). We then show that V (w 0 , D − 2) = V (w 1 , D − 2). Finally, we show that this implies that
In what follows, for any sequence s, we will denote bys the reverse of sequence s.
Finding w 0 and w 1 . At a high level, the goal is to find two leaves on opposite sides of the central edge that have the same sequence of port numbers on the path to their candidate node. We first find a leaf w 0 with candidate c 0 with the property that the final number in the port sequence from w 0 to c 0 is not equal to the port number p 1 at c 1 on the central edge. This is important because no leaf with candidate c 1 can have p 1 as the final number in the port sequence from it to c 1 . Fortunately, we can always find such a w 0 because there are at least two possibilities for w 0 , which we will call α and β. Finally, we will exploit the fact that L 0 = L 1 in order to prove that the port sequence from w 0 to c 0 exists somewhere on the other side of the central edge, which will give us the desired leaf w 1 .
We now provide the details of this argument, as well as Figure 5 as a useful reference. We first note that, since T is not separated, there must be at least two nodes, say α, β, such that path(α, β) does not use the central edge and has length 2h. It follows that α and β have the same candidate node, which, without loss of generality, we assume is c 0 . Further, it follows that d(α, c 0 ) = d(β, c 0 ) = h. Let p 1 be the port number at c 1 corresponding to the central edge. Since the last port numbers in seq(α, c 0 ) and seq(β, c 0 ) are different, we can assume, without loss of generality, that the last port number in seq(α, c 0 ) is equal to σ 1 = p 1 . Let w 0 = α. We now set out to find a node w 1 such that cand(w 1 ) = c 1 and w 0 is a leaf, so seq(c 0 , w 0 ) is a sequence of length 2h with last port number equal to 0. Let σ = (σ 1 , . . . , σ 2h−1 ) be the prefix of length 2h − 1 of seq(c 0 , w 0 ). Since σ is a sequence of length 2h− 1 that can be obtained by following a simple path starting at c 0 , we know that σ appears in L 0 . Since L 0 = L 1 , it follows that σ also appears in L 1 . Let w 1 be the node that is reached by following the outgoing ports of σ starting at c 1 . By our choice of w 0 , the first port number in σ is not equal to p 1 , so path(c 1 , w 1 ) does not use the central edge. It follows that cand(w 1 ) = c 1 . Also, since w 0 and w 1 are leaves, it follows that seq(w 0 , c 0 ) = (0) ·σ = seq(w 1 , c 1 ). This completes the first step of the proof.
In what follows, let e 0 be the first edge on the path from c 0 to w 0 , and let e 1 be the first edge on the path from c 1 to w 1 . Let T 0 be the subtree induced by all nodes that can be reached by a simple path starting with edge e 0 , and let T 1 be the subtree induced by all nodes that can be reached by a simple path starting with edge e 1 . See Figure 6 for an illustration of these definitions. Since all nodes in T 0 (respectively, T 1 ) are at distance at most h from c 0 (respectively, c 1 ), the fact that L 0 = L 1 implies that there is a port-preserving isomorphism between T 0 and T 1 . Since seq(w 0 , c 0 ) = seq(w 1 , c 1 ), it follows that such an isomorphism maps w 0 to w 1 .
Showing that V (w 0 , D − 2) ⊆ V (w 1 , D − 2) (a symmetric argument proves the reverse inclusion.) The goal is to pick any sequence of ports that appears in V (w 0 , D−2) on a simple path starting at w 0 and show that the same sequence appears in V (w 1 , D−2) on a simple path starting at w 1 . Consider any simple path P of length at most D − 2 starting at node w 0 . The sequence φ P of ports encountered along this path has length at most 1 + 2(D − 2) because there is one outgoing port at w 0 and two ports at each of the at most D − 2 other nodes on path P. By the definition of h, it follows that the length of φ P is at most 4h− 1. There are two cases to consider for P. In the first case, P does not contain c 0 , that is, it does not use edge e 0 , so it is completely contained in T 0 . In this case, the port-preserving isomorphism mentioned earlier shows that the same sequence φ P exists in T 1 on a simple path starting at w 1 . In the second case, P contains c 0 , so we divide it into two parts: the first part P 1 from w 0 to c 0 with port sequence φ 1 , and the second part P 2 starting from c 0 with port sequence φ 2 . By our choice of w 0 and w 1 above, the path P 1 has a counterpart Q 1 that goes from w 1 to c 1 with the same port sequence φ 1 . Next, note that the path P 2 starts at c 0 and has a port sequence φ 2 of length at most 2h − 1, because φ 1 has 2h ports and φ P has at most 4h − 1 ports. By the definition of L 0 , φ 2 belongs to L 0 , so we use the fact that L 0 = L 1 to conclude that φ 2 belongs to L 1 . By the definition of L 1 , it follows that P 2 has a counterpart Q 2 starting from c 1 with the same port sequence φ 2 . Appending Q 2 to Q 1 gives a simple path starting from w 1 with port sequence φ 1 · φ 2 = φ P , as desired. This completes the second step of the proof.
Showing that
To obtain a contradiction, suppose that V (w 0 , D − 2) = V (w 1 , D − 2) and assume that there is an algorithm that solves election in T within D − 2 rounds given the map of T as advice. For any such algorithm, nodes w 0 and w 1 output the same value because
. In particular, they both output outgoing port sequences of equal length. Note that T is bipartite and nodes w 0 and w 1 are on different sides of the bipartition (since the distance between them is 2h+ 1, which is odd). It follows that they each choose a leader on different sides of the bipartition, a contradiction. This concludes the proof of the claim.
By Claim 4.6, lists L 0 and L 1 must differ in the case that ξ (T ) ≤ D − 2, that is, when leader election is possible in time D − 2. The remainder of the advice string consists of the tuple ( j, k, m, p) as defined in the case of separated trees. This concludes the description of the advice.
We now give the pseudo-code of the algorithm executed at an arbitrary node v in tree T using advice A. (v, cand(v) ) ∈ {h − 1, h}. The following result shows that cand(v) always lies on the path from v to g v .
Claim 4.8. If v is a node such that d (v, cand(v) 
To prove the claim, assume, without loss of generality, that cand(v) = c 0 . Let Q 1 = path(v, c 0 ), and let Q 2 be any path starting from c 1 of length h that does not use the central edge. Let Q be the path 
12: Output the sequence of outgoing ports of seq (v, cand(v) Output the sequence of outgoing ports of seq (v, cand(v) ) with p appended to the end
This concludes the proof of Claim 4.8.
We will use the following claim to show that each v can determine its exact distance from cand (v) . Claim 4.9. Consider any node v such that d (v, cand(v) 
We first prove the "if " direction. Suppose that d (v, cand(v) ) = h − 1. Let w be a node such that cand(w) = cand(v) and d(w, cand(w)) = h. The existence of w is guaranteed by the definition of the central edge. Thus, we have d (v, cand(v) 
as required.
Next we prove the "only if " direction. Suppose that d (v, cand(v) 
There are two cases to consider based on whether or not cand(v) = cand(w), that is, whether or not v and w are on the same side of the central edge. In the first case, suppose that cand(v) = cand(w). It follows that d (w, cand(v) 
where the last equality follows from Claim 4.8). Hence, d(v, g v 
as required. In the second case, suppose that cand(v) = cand(w). It follows that path (v, cand(v) ) and path (w, cand(v) ) intersect only at node cand(v) because the shortest path from w to cand(v) passes through cand(w) first.
as required. This concludes the proof of the claim.
By Claim 4.8, cand(v) is precisely the node at distance d (v, cand(v) ) from v on path (v, g v ) . By Claim 4.9, we see that the value of computed in the first stage of the algorithm is equal to d (v, cand(v) 
In the case where T is a separated tree, we see that the construction on lines 20 and 21 matches the definition of L v , as long as e is the central edge. If the central edge was assigned to e during stage 1, then e is still the central edge at line 20. Otherwise, we must show that the central edge is assigned to e at line 19. The following result confirms that this is the case. To prove the claim, recall that, since T is separated, path(v, g v ) contains the central edge. Further, by the definition of g v , every unterminated path starting at v passes through g v . It follows that every unterminated path starting at v contains the central edge, which proves the claim.
In the case where T is not a separated tree, it suffices to show that line 23 is possible to carry out, that is, that each node v can compute every port sequence of length at most 2h− 1 corresponding to paths starting at cand (v) . To see why this is the case, note that D− 2 = 2h− 1, so each node v knows V (v, 2h− 1). Since d (v, cand(v) ) ≤ h and v has computed cand(v), it follows that v also knows V (cand(v), h− 1). From V (cand(v), h− 1), v can compute all port sequences of length at most 2h − 2 corresponding to paths of length h − 1 starting at cand (v) , and, using the degrees of nodes at distance h − 1 from cand (v) , v can compute all port sequences of length at most 2h − 1 corresponding to paths starting at cand (v) . This matches the definition of L i in the case when the tree is not separated. Therefore, regardless of whether T is separated or not, the list L v is identical to the list L i corresponding to v's candidate c i , as produced in the advice construction.
Third stage. To prove the correctness of this stage of the algorithm, we show that all nodes output a sequence of outgoing ports leading to the same node. Without loss of generality, assume that, in the advice construction, the (k + 1) th port of the j th sequence in L 0 is equal to m, while the (k + 1) th port of the j th sequence in L 1 is not equal to m. Hence, p is defined as the port leading from c 1 to c 0 . We will show that the output of every node leads to node c 0 . Earlier we showed that, in stage Finally, note that the advice consists of 1 "separated bit," the value of D, and four integers whose values are each bounded above by n. Thus, the size of advice is O(log n). ((a, b) ). Such functions will be called symmetry breaking functions. What is the minimum integer c for which there exists a coloring function C : X −→ {1, . . . , c} such that this goal is attainable?
We can interpret this problem as a game, in which for an instance (a, b) players get each one part of the instance (a or b), together with the color of the instance, and each of them has to output "I" or "you," in such a way that they agree on who is the winner.
In what follows, we will consider the number of colors used by a fixed coloring function C on certain subsets of X. To this end, we define the following notation. For any S ⊆ {1, . . . , Z}, define X S = {(a, b) | a, b ∈ S, a < b}, and define c S to be the number of different colors used by C on the elements of X S . 
PROOF. We prove the result by induction on k. In the base case, that is, when k = 2, suppose that |S| ≥ 3, and, to obtain a contradiction, assume that c S < 2. Then, for any a, b, c ∈ S along with the single color γ used to color X S , we require all of the following:
From (2), we see that B(a, γ ) = B(c, γ ), so, by (3), it follows that B(a, γ ) = B(b, γ ). This contradicts (1), so our assumption that c S < 2 was incorrect.
As induction hypothesis, assume that, for some k ≥ 2, if |S| ≥ . We first show that c S ≥ k, and then we will prove that this leads to a contradiction. From our assumption that c S ≤ k, note that |S | ≥
Finally, we show that c S ≥ k contradicts our assumption that c S ≤ k. To do this, we first show that C((a, b)) = α for every (a, b) ∈ X S . Consider an arbitrary (a, b) ∈ X S , and let S = {a, b, s m }. Note that X S = {(a, b), (a, s m ), (b, s m )}, and, from the preceding base case, note that c S ≥ 2. Since a, b ∈ S , it follows that (a, s m ) and (b, s m ) are assigned α by C. Therefore, the remaining element of X S , that is, (a, b), must be assigned a color other than α, as desired. However, this implies that c S > k. Indeed, at least k colors, all different from α (which C uses to color the pairs (s i , s m ) for each s i ∈ S ) are used to color X S (see Figure 8 for an example.) This completes the induction. and that
for any positive . Therefore, c ≥ k ∈ ((log Z) 1− ) for any positive , as required.
We will now use the preceding result on the pair breaking problem to obtain a lower bound on the size of advice for leader election in time D− 2, for trees with odd diameter D. To this end, we define the following class of trees of odd diameter D, called double brooms. These trees will have size m, which satisfies δ(δ + 1) = (m − (D − 3) − 2)/2 for some integer δ. Consider any such integers m and δ. At a high level, our goal is to create a family of trees of size m with two sets of leaves, each of size roughly δ 2 : one set represents the integer a of the pair breaking problem and the other set represents the integer b. We want to represent many distinct pairs (a, b) for a fixed size m. By choosing an appropriate bijection from integers to δ-tuples of leaves, we will be able to represent a, b ∈ {1, . . . , δ δ } using δ 2 leaves. Then, via a reduction from the pair breaking problem with integers in the range {1, . . . , δ δ }, we will be able to show that (log log δ δ ) = (log m) bits of advice are needed for leader election in our family of double brooms.
We . The port at v a corresponding to the edge {v a , w i } is i and the port at w i corresponding to this edge is 0. Next, we add leaves to T a in such a way that T a uniquely Fig. 8 . An illustration of the coloring argument in Lemma 4.11. In this example, S = {s 1 , . . . , s 9 } and X S is the section of the grid that lies above the dotted line. Assume that C has assigned an integer color to every pair in X S , and that the entries along row s 9 are colored as indicated. Then, S = {s 2 , s 4 , s 5 , s 8 }, and we have highlighted the corresponding rows and columns. The set X S consists of the entries where these rows and columns intersect, that is, the union of the patterned entries. As demonstrated in the proof, for every (a, b) ∈ X S , entry (a, b) is not colored α, since otherwise the three entries (a, b), (a, s 9 ), and (b, s 9 ) would contradict the base case. Therefore, the total number of colors needed to color X S is at least one greater than the number needed to color X S .
represents the integer a. To determine how many leaves to attach to each w i , we use a fixed bijection f that maps integers in the range {1, . . . , δ δ } to δ-tuples of integers. In particular, f takes integer a ∈ {1, . . . , δ δ }, writes out a − 1 in base δ as a 1 · · · a δ , and outputs (a 1 , . . . , a δ ), where each a i = a i + 1. Then, for each i ∈ {1, . . . , δ + 1}, attach a i leaves to node w i . Finally, we attach a δ+1 = (m − (D − 3) − 2)/2 − δ − δ i=1 a i leaves to node w δ+1 . (The term a δ+1 is defined in this way to ensure that the entire double broom has size exactly m.) The tree T b attached to the endpoint v b is defined analogously. This concludes the description of the double broom DB δ (a, b), see Figure 9 .
The following lemma gives a reduction from the pair breaking problem to leader election in time D − 2 for double brooms.
LEMMA 4.13. Suppose that there exists an algorithm ELECT solving leader election in time D − 2 for the class of double brooms DB δ (a, b) with odd diameter D, fixed δ, and all positive integer parameters a < b ≤ Z, which uses advice of size o(log log Z). Then, for the pair breaking problem with parameter Z, there exists a coloring function that uses o( log Z) colors for which there exists a symmetry breaking function.
PROOF. We define a function F which maps instances of the pair breaking problem to double brooms. More specifically, F maps each pair (a, b) to the double broom DB δ (a, b). Let A be the advice function for algorithm ELECT that maps double brooms DB δ (a, b) to binary advice strings. Let A be the the range of A, that is, the set of all advice strings needed by the algorithm. Let g : A −→ {1, . . . , |A|} be any bijection from binary strings to positive integers.
For the pair breaking problem with parameter Z, we define the coloring function C : X −→ {1, . . . , c} that takes each instance (a, b) of the pair breaking problem and maps it to g(A (F(a, b)) ). Intuitively, the color of an instance (a, b) is set to the advice given for the corresponding double broom. We now show that c ∈ o( log Z). Since the size of advice for algorithm ELECT is o(log log Z), it follows that every advice string provided to the algorithm has size less than 1 4 log log Z, for sufficiently large Z. It follows that the number of different advice strings needed by the algorithm is at most (log Z) 1/4 . Therefore, the range of g has size at most (log Z) 1/4 ∈ o( log Z), as required. Next, we show that there is a symmetry breaking function B that uses this coloring function. For any integer z ∈ {1, . . . , Z}, we map z to a double broom with one parameter equal to z and the other parameter equal to the smallest positive integer not equal to z. In particular, let G be a function such that G(1) = DB δ (1, 2) and G(z) = DB δ (1, z) for all z ∈ {2, . . . , Z}. Define the binary function B as follows. It takes integer inputs z, γ , runs the ELECT algorithm on G(z) with advice g −1 (γ ), and outputs 0 if and only if the elected node is within distance (D − 5)/2 from v z (i.e., closer to the endpoint of the handle to which T z is attached). We now prove that B is indeed a symmetry breaking function. For any instance (a, b) of the pair breaking problem, consider the values of B (a, C(a, b) ) and B (b, C(a, b) ). First, note that g −1 (C(a, b) ) is the advice string, say s, that is provided to the ELECT algorithm for the tree DB δ (a, b) . So, on the input pair (a, C(a, b) ), our function B runs ELECT on G(a) with advice s. Note that, in the construction of both G(a) and DB δ (a, b), the same tree T a is attached to node v a . Since the ELECT algorithm uses time D−2, it follows that, for any leaf v in T a , we have V G(a) 
(since the handle has length D − 4 and T a has height 2). Hence, v elects the same node in G(a) as it does when ELECT is executed on DB δ (a, b) . Similarly, on the input pair (b , C(a, b) ), the function B runs ELECT on G(b) with advice s, and elects the same node in G(b) as it does when ELECT is executed on DB δ (a, b). However, for any node C(a, b) 
TIME
For the time interval [β · diam, diam − 3], for any constant β > 1/2, we provide upper and lower bounds on the minimum size of advice sufficient to perform leader election. Our bounds are separated by a gap of only O(log n), except for the special case when diam is even and time is diam − 3.
Upper Bound
Consider a tree T with diameter diam = D, and let
At a high level, our algorithm first partitions the set of leaves into k classes such that leaves in the same class belong to the same subtree of height D . Let R 1 , . . . , R k be the roots of these subtrees of height D . Next, each node in T chooses one of these R i as its representative. The advice provided to the algorithm consists of k pieces, one piece for each R i ∈ {R 1 , . . . , R k }. Each piece instructs how to reach the leader starting at node R i . Therefore, to solve leader election, each node v can compute a path to the leader using the path to its representative, along with the advice. The main difficulty in designing the algorithm is to ensure that each node finds its representative and determines which piece of advice corresponds to it.
In what follows, we will make use of an injective function F that maps rooted trees with at most n nodes to binary strings of fixed length in O(n). (One example of such a function, from Chierichetti [2012] , is discussed in Section 6.) We will apply this function to views of nodes in order to distinguish them. When F is applied to a node's full view Return a node labeled j with left child equal to BuildTrie(S 0 ) and with right child equal to BuildTrie(S 1 ) of the tree (i.e., to V (v, n)), then the resulting binary string will be called the node's signature.
Given two distinct nodes v, w ∈ T , we will say that v has a smaller signature than w if F(V (v, n)) is lexicographically smaller than F(V (w, n)).
To aid in the description and analysis of our algorithm, we carefully choose a node c as the root of T . This is the node that the algorithm will elect. In the case where D is even, the central node of T is chosen as the root. In the case where D is odd, the node on the central edge of T that has the smaller signature is chosen as the root. In what follows, the depth of a node is defined as its distance from the root c.
The Representatives. We define the representatives of an arbitrary tree K using the following greedy subroutine that takes as input the map of K and a designated root r on the map.
Since the size of U ncoveredLeaves decreases by at least one in every iteration of the while loop, there exists some positive integer k such that the procedure terminates after k iterations of the while loop. Note that path(x 1 , r 1 ), . . . , path(x k , r k ) are k disjoint paths, each containing D + 1 nodes of K.
It follows that k ∈ O(|K|/D).
The Advice. We now describe the advice provided to the algorithm for tree T . First, the oracle computes the representatives R 1 , . . . , R k of T by executing ComputeReps(T , c). Then, for each i ∈ {1, . . . , k}, the oracle computes a list L i consisting of the sequences seq(R i , w) for every w at distance at most h from R i . Each L i is sorted lexicographically, and z i is defined to be the index of seq(R i , c) in this list. The purpose of the integers z 1 , . . . , z k is to enable each R i to compute the path from R i to c. Further, we will later show that each node that has representative R i has a sufficiently large view that includes V (R i , h), so it will be able to reconstruct L i and use z i to find seq(R i , c). However, we cannot assume that nodes know the index of their representative, that is, nodes may not know which z i should be used to compute the path from their representative to c. To remedy this, the oracle includes in the advice a trie [Aho et al. 1983 ] that enables each node to determine which piece z i of advice is intended for it to use. More specifically, the oracle first computes a list S consisting of F(V (R i , h) ) for each i ∈ {1, . . . , k}. Then, a trie is computed for S using the following recursive procedure BuildTrie.
The advice provided to the algorithm is the value of D, the value of the allocated time τ , as well as the trie computed by BuildTrie(S). It remains to show that the advice is well-defined, that is, that BuildTrie(S) terminates. This is the case if and only if the strings in S are all distinct. So, the following lemma proves that BuildTrie(S) terminates for all trees in which leader election is solvable in time τ . (R j , h) ).
PROOF. Suppose that there is an algorithm ELECT that solves leader election in time τ given the map of T as advice. To obtain a contradiction, assume that, for some distinct i, j ∈ {1, . . . , k}, we have
When R i was chosen as a representative by ComputeReps, there was a node x i that was a descendant leaf such that d(x i , R i ) = D . Similarly, when R j was chosen as a representative by ComputeReps, there was a node x j that was a descendant leaf such that d(x j , R j ) = D . We note that x i = x j since, in the execution of ComputeReps, all descendants of a chosen representative were removed from consideration when selecting subsequent representatives. Next, since V (R i , h) = V (R j , h), we can assume, without loss of generality, that seq(
Consider any path of length τ with x i as an endpoint. If all nodes in the path are descendants of R i , then the path is completely contained in V (R i , h) (since all descendants of R i are in V (R i , h) ). If the path passes through R i , then the path can be separated into two segments: path(x i , R i ) with length D (whose nodes are all descendants of R i ) and the remainder of the path with length τ − D = h. Therefore, the path consisting of nodes that are not descendants of R i is contained in V (R i , h) . This concludes the proof that V (x i , τ ) ⊆ V (R i , h), and an analogous proof shows that
Finally, since V (x i , τ ) = V (x j , τ ), it follows that nodes x i and x j output the same value in the execution of ELECT on T . Let P i be the simple path in T starting at x i that corresponds to x i 's output, and let P j be the simple path in T starting at x j that corresponds to x j 's output. Note that |P i | = |P j |. Since x i and x j must elect the same node, there exists a unique node v such that the paths P i and P j first intersect at v. Since T is a tree, we can rewrite P i = path(x i , v) · Q and P j = path(x j , v) · Q for some (possibly empty) simple path Q. Since |P i | = |P j |, it follows that | path(x i , v)| = |path(x j , v)|. We now observe that | path(x i , v)| and | path(x j , v)| are bounded above by h. Indeed, if both paths had length greater than h, then their union would be a simple path of length at least 2h + 2 > D, a contradiction. So, path(x i , v) and path(x j , v) are edge disjoint paths of length at most h. But when these two paths meet at node v, the two final ports must be labeled differently. It follows that seq(
We also provide a retrieval procedure Retrieve(T R, s), which takes as input a trie TR and a string s. If s belongs to the set S used in the construction of the trie, then the procedure returns the value stored in the label of the leaf node corresponding to the string s. In our case, each s is some F (V (R i , h) ), and the value stored in the corresponding leaf is z i .
The Algorithm. We now define our leader election algorithm ElectWithTrie executed by each node v in T given an advice string A. We start by defining a procedure FindRep. Return the node r in R closest to such that r lies on path ( , w) need representatives to perform election.) We will show in Claim 5.4 that FindRep is well defined and correct. At a high level, the procedure picks an ancestor w of v, finds the subtree rooted at w consisting of all of w's descendants, then executes ComputeReps on this tree. Of the representatives returned by ComputeReps, v picks one that is either its descendant or ancestor.
The following is the pseudocode of the algorithm ElectWithTrie that is executed by each node v in T . To prove the claim, note that τ = D + h ≥ (depth(v) + 1) + h. Since the distance from c to any node in T is at most h + 1, it follows that the distance from v to any node in T is at most h + 1 + depth (v) . Therefore, V (v, τ ) is equal to T . Hence, V (v, τ ) contains no unterminated paths starting at v, and, at line 10, v elects c. This proves the claim.
In what follows, we consider the nodes with large depth, that is, nodes v with depth(v) ≥ D . We first show that each such node picks one of the representatives R 1 , . . . , R k at line 13.
To prove the claim, we show that the set R computed at line 4 of Algorithm FindRep is a subset of {R 1 , . . . , R k }, that is, a subset of the output of ComputeReps(T , c). The 
TR ← the trie provided in A Output sequence of outgoing ports obtained from Q's port sequence proof proceeds in two steps. First, we prove that w is well defined in the execution of
. Then, we show that, for such w and T w , we have
ComputeReps(T w , w) ⊆ ComputeReps(T , c).
Showing that w is well defined. We consider w's definition at line 1 of FindRep. Recall that v has depth at least D in T , so v has an ancestor a at distance D . At least one unterminated path in V (v, τ ) starting at v passes through a because there is at least one unterminated path starting at v that passes through c (which is an ancestor of a, or possibly equal to a). Hence, a is a node that satisfies the definition on line 1. Next, we show that a is the only such node. This is because every path in V (v, τ ) starting at v that avoids a is a terminated path. To see why, consider any path from v to a leaf b such that the path avoids a. The distance from v to the penultimate node on path (v, a) is D − 1 and the distance from this node to any of its descendants is at most h+ 1. Therefore, d(v, b) ≤ h+ D = τ . Thus, we have shown that a is the unique node that satisfies the definition of w.
Showing that ComputeReps(T w , w) ⊆ ComputeReps(T , c).
In what follows, the nodes included in the output of ComputeReps(T w , w) will be denoted in lower case (e.g., r j ), and the nodes included in the output of ComputeReps(T , c) will be denoted in upper case (e.g. R j ). The proof is by contradiction. To obtain a contradiction, consider the first iteration j of ComputeReps(T w , w) during which a node r j is chosen as one of the outputs and r j ∈ {R 1 , . . . , R k }. By the specification of ComputeReps, r j was added to the output because it was the ancestor of the deepest node x j in UncoveredLeaves, and, further,
We now consider the execution of ComputeReps(T , c). Since d(x j , c) ≥ D , it follows that x j is initially in
UncoveredLeaves. This means that, in some iteration of the while loop, x j is removed from UncoveredLeaves as the descendant of some chosen R i = r j . Since R i = r j and both r j and R i are ancestors of x j , it follows that either R i is an ancestor of r j or vice-versa. We now show that R i is not an ancestor of r j . If this were the case, then d(R i , x j ) > D . In particular, x j would be a leaf in T such that x j 's distance to R i is greater than D , which contradicts the choice of R i in the execution of ComputeReps(T , c) as the ancestor at distance exactly D from the deepest leaf x i in UncoveredLeaves. Figure 10 illustrates this case. So, we have that r j is an ancestor of R i . However, this means Figure 10 (b). We will later use this fact to obtain the desired contradiction. We now reconsider the j th iteration of execution ComputeReps(T w , w). Note that R i was not added to the output before this iteration (since, as R i is an ancestor of x j , this would imply that x j was already removed from UncoveredLeaves, contradicting our choice of x j .) By assumption, r i ∈ {R 1 , . . . , R k } in all iterations i < j, so it follows that x i is in UncoveredLeaves at the start of iteration j. But, recall that d(r j , x i ) > d(r j , x j ), so we have a leaf with depth greater than x j in UncoveredLeaves at the start of iteration j, which contradicts the definition of x j . This concludes the proof that ComputeReps(T w , w) ⊆ ComputeReps(T , c), which completes the proof of the claim.
Let R i be the representative picked by v. It remains to show that v computes seq(R i , c) in lines 14-18 of ElectWithTrie. First, we show that v is able to compute a sufficiently large part of R i 's view.
To prove the claim, we first show that v is either a descendant of, an ancestor of, or equal to R i . This is the case since, by lines 5 and 6 of FindRep, there is a leaf such that v is an ancestor of , and R i lies on a path from to an ancestor of v.
Next, we show that
of R i , we note that, by the definition of FindRep, v is on the path from R i to some leaf . But, by the definition of ComputeReps, the distance from R i to is at most D . It
We now prove that v correctly computes the sequence of ports from its representative to c. Claim 5.6. At line 18, the z th sequence in L is equal to seq(R i , c).
To prove the claim, note that, in the advice construction, the (z i ) th sequence in L i is equal to seq (R i , c) .
To prove that z = z i , note that z is assigned the output of Retrieve(s, TR), where s = F(V (R i , h) ) is one of the strings in S used to build TR. It follows that Retrieve(s, TR) returns z i .
To prove that L = L i , note that, on line 17, L is defined as the lexicographically sorted list of sequences seq(r, w) for all w with d(r, w) ≤ h. Since r = R i , this matches the definition of L i . Further, by Claim 5.5, we have that V (R i , h) ⊆ V (v, τ ) , so the computation of L can indeed be carried out by v. This concludes the proof of the claim.
By Claims 5.4 and 5.6 every node with depth at least D chooses a representative R i within its view and computes a path from R i to c. Hence, it computes a path from itself to c. This concludes the proof of correctness.
Finally, we consider the size of the advice. In the advice construction, the list S consists of k strings (one for each representative), and these strings have some fixed length, say λ, in O(n) (by our choice of F.) Consider the trie T R constructed by BuildTrie(S), as described in Algorithm 4.
Claim 5.7. The number of leaves in TR is at most k.
To prove the claim, we provide a one-to-one correspondence f from the leaves of TR to the strings in S. First, for each node w ∈ TR, let S w ⊆ S be the list of strings that was provided as the parameter to BuildTrie in the execution where w was created. Let j w be the label of node w, and let pre w be the common prefix of length j w of all strings in S w (if S w contains only one string s, then pre w is defined to be s.) Next, for an arbitrary leaf x ∈ T , let (x 1 , . . . , x m ) be the root-to-leaf path of vertices ending at x (i.e., x 1 is the root of TR and x m = x.) For every α ∈ {1, . . . , m − 1}, we define b x,α to be 0 if x i+1 is the left child of x i , and 1 if x i+1 is the right child of
where · is the string concatenation operator. To see why f is one-to-one, consider any distinct leaves x, y ∈ TR, and let x a = y a = z be their deepest common ancestor. By the maximality of a, leaves x and y are descendants of different children of z, so we have b x,c = b y,c . It follows that the bit at position ( j v 1 + 1) + ( j v 2 + 1) + · · · + ( j v c + 1) in f (x) differs from the bit at the same position in f (y), so f (x) = f (y). This concludes the proof of the claim.
Claim 5.8. The number of nodes in TR is at most 2k.
To prove the claim, observe that every node in the trie is either a leaf or has two children. Consider the mapping g that maps each internal node w to the rightmost leaf in w's left subtree. Since g is one-to-one, we get that the number of internal nodes is bounded above by the number of leaves. Therefore, by Claim 5.7, the number of nodes in TR is at most 2k, which proves the claim.
Claim 5.9. The label of each node in TR has size O(log n).
To prove the claim, note that each internal node of TR is labeled with an integer corresponding to an index within a string of length at most λ ∈ O(n). Therefore, the size of each such label is O(log n). Next, each leaf is labeled with an integer z i corresponding to an index within a list of sequences, all of which correspond to simple paths in T originating at representative R i . Since the number of such simple paths is bounded above by n − 1 (one for each node in T other than R i ) it follows that z i ≤ n − 1. Therefore, the size of z i is O(log n). This concludes the proof of the claim.
By Claims 5.8 and 5.9, the total number of bits needed to represent TR is O(k log n). Recall that k ∈ O(n/D), so TR can be represented using O( n log n D ) bits. Since providing the diameter of T and the value of τ require only O(log n) additional bits, we are done.
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Lower Bound
The lower bound holds even for a slightly larger time interval than we need, namely starting from diam/2 . We split the argument into two cases: when the diameter is odd and when it is even. . Let m = Dk + 2 ∈ (n). We define a class of trees T with size m ∈ (n), odd diameter D, and ξ (T ) ≤ D 2 such that the minimum size of advice needed by an arbitrary algorithm ELECT solving leader election in time τ for this class is (n/D).
We start with a single tree G of size m, defined as follows. The edge {c 0 , c 1 } is the central edge of G, and the port numbers corresponding to this edge at c 0 and c 1 are both 0. Next, for each i ∈ {1, . . . , k}, there is a path P i of length h − 2 with c 0 as one endpoint. The other endpoint of each of these paths will be denoted by p i . Further, the port sequence seq(c 0 , p i ) is equal to (i, 0, 1, 0, 1, 0, . . . , 1, 0) . The same paths appear with c 1 as one endpoint, and, for each i ∈ {1, . . . , k}, we will refer to each of these paths, and their corresponding endpoint other than c 1 , as Q i and q i , respectively. The subtree of G described so far is denoted by H. Finally, for each i ∈ {1, . . . , k}, there is a tree T 0,i with root p i , where T 0,i is a path of length 2. The port sequence from each p i to the other endpoint of T 0,i is (1, 0, 1, 0). Further, for each i ∈ {1, . . . , k}, there is a tree T 1,i of height 2 with q i as the root. More specifically, T 1,i is a path of length 2 with an additional edge incident to the middle node. The port sequences from each q i to the leaves of T 1,i are (1, 0, 1, 0) and (1, 0, 2, 0). This completes the definition of G. Figure 11 illustrates tree G.
Next, for every subset σ of {2, . . . , k}, we define a tree G σ . At a high level, G σ is obtained from G by swapping the subtrees rooted at p i and q i , for each i ∈ σ . More specifically, the definition of G σ is similar to the definition of G above, except that, for each i ∈ σ , tree T 0,i has q i as its root and tree T 1,i has p i as its root. See Figure 12 for an example of G σ . Note that G ∅ = G. Further, for any σ = σ , we have G σ = G σ . However, note that for any σ , since the differences between G and G σ are only at the leaves or neighbors of leaves, we have that the subtree H of G is also a subtree of G σ . The following result about H follows from the symmetry of H with respect to the central edge and from the fact that p i and q i are images of each other under this symmetry.
The class T is defined as the class of trees G σ for all subsets σ of {2, . . . , k}. We now set out to prove a lower bound on the number of different advice strings needed to solve leader election for all trees in T .
Claim 5.12. For any σ = σ , the advice strings provided to algorithm ELECT for trees G σ and G σ must be different.
We prove the claim by contradiction. Assume that the advice strings assigned to G σ and G σ are the same. Since σ = σ , without loss of generality, assume that there is an integer i ∈ σ such that i ∈ σ . Consider a leaf v of tree T 1,i , which, in G σ , is rooted at at node q i , so
. So, v outputs the same sequence of outgoing ports after executing ELECT in both G σ and G σ . Assume, without loss of generality, that in G σ , the node elected by v after executing ELECT is closer to c 0 than to c 1 . Since the length of v's output is the same for both G σ and G σ , the node elected by v after executing ELECT in G σ is closer to c 1 than to c 0 . However, in both G σ and G σ , tree T 0,1 is rooted at node p i , and the leaf v of tree T 0,1 outputs the same sequence of outgoing ports. Hence, v elects the same node in both G σ and G σ . Thus, in at least one of G σ or G σ , nodes v and v do not elect the same node, a contradiction. This concludes the proof of the claim.
Since there are 2 k−1 different subsets of {2, . . . , k}, the number of different advice strings is at least 2 k−1 . It follows that the size of advice is (k) = (n/D). Finally, for any σ , we prove that ξ (G σ ) ≤ h, which implies that ξ (G σ ) ≤ τ . It is sufficient to show that, using h rounds of communication, an arbitrary node v given a map of G σ can compute where it is located in the map. The distance from any node v to a node on the central edge is at most h. Let c(v) be the endpoint of the central edge that is closest to v. It follows that V (v, h) contains c(v) (which can be identified by finding the closest node to v that has degree k+ 1). Consider two cases. If v = c(v) , then the subtree of V (v, h) induced by the nodes that can be reached from v via a path starting with port 1 can be used to uniquely identify whether v = c 0 or v = c 1 . Indeed, T 0,1 is rooted at the node at distance h − 2 from v in this subtree if and only if v = c 0 . If v = c(v) , let i be the final port number in the port sequence seq (v, c(v) ). The subtree of V (c(v), h) induced by the nodes that can be reached from c(v) via a path starting with port i either has T 0,i or T 1,i rooted at the node at distance h − 2 from c(v). By identifying which of these two trees appears, v can identify its position on a map of G σ (by Fact 2.1). 
Even Diameter.
The lower bound argument for even diameter closely resembles that for odd diameter, as given in the previous theorem. However, in this case, it holds only for τ ≤ D − 4. At a high level, we construct trees of even diameter by increasing by 1 the diameter of trees constructed in the previous case. On the other hand, we decrease the time by 1 so that the views of certain nodes do not change. The main difference is in the construction of tree G, where we replace the tree rooted at q 1 with a path of length 3. We omit the remainder of the argument, which is the same except for some of the constants that differ by one. PROOF. Let h = D/2 and let = (γ n) 1/ h , where γ is a sufficiently large constant greater than 1 so that ≥ 2. We start by defining a tree G from which we will derive the class T . At a high level, trees in T will be defined in such a way that, for some leaves v, there are many nodes in the view V (v, D− 3) such that v cannot be sure which of them is the central node.
A Lower Bound for Time diam
To this end, in the construction of G, we will use special subtrees, called confusion subtrees, as building blocks. For any i ∈ {0, . . . , −1}, a confusion subtree avoiding port See Figure 13 for an illustration of T i (x). Finally, let G consist of a root node c of degree , with the roots of T 0 (h−1), . . . , T −1 (h−1) as its neighbors. For each i ∈ {0, . . . , −1}, we denote by w i the root of T i (h − 1), and we denote by q i the node p defined at step 2 in the construction of T i (h − 1). For each i ∈ {0, . . . , − 1}, the two ports corresponding to the edge {c, w i } are set to i, and, + i + 1 leaves are added as neighbors of q i . See Figure 13 for an illustration of G.
We can now define the class T . For every permutation σ of the integers {1, . . . , − 1}, we obtain a tree G σ from G by applying σ to the subtrees rooted at q 1 , . . . , q −1 . More specifically, for each i ∈ {1, . . . , −1}, the number of neighboring leaves of q i is changed to +σ (i)+1. It follows that, when σ is the identity permutation, G σ = G. Further, note that the only differences between two trees G σ and G σ are the degrees of some nodes among q 1 , . . . , q −1 . The class T is defined as the set of trees G σ for all permutations σ of the integers {1, . . . , − 1}. By counting the number of such permutations, it follows that |T | = ( − 1)!.
We now determine the number of different advice strings needed by any algorithm ELECT that solves leader election in time D−3 in trees from the class T . The following result shows that the number of different advice strings needed by algorithm ELECT is |T |.
Claim 5.14. For any two distinct permuations σ, σ of the integers {1, . . . , − 1}, the advice strings provided to algorithm ELECT for trees G σ and G σ must be different.
We prove the claim by contradiction. Assume that, for some permutations σ = σ , the advice strings assigned to G σ and G σ are the same. The proof proceeds by finding a leaf σ in G σ and a leaf σ in G σ such that the two leaves have the same view at distance D − 3 in their respective trees. Since the two trees are assigned the same advice, this implies that the executions of ELECT by these two leaves output the same port sequence to elect a leader in their respective trees. Further, we show that q 0 outputs the same port sequence in the execution of ELECT in both G σ and G σ . Finally, we show that ELECT fails in at least one of G σ or G σ , which gives the desired contradiction.
Definition of σ and σ . Let j ∈ {1, . . . , − 1} such that σ ( j) = σ ( j). Let j ∈ {1, . . . , − 1} such that σ ( j ) = σ ( j). Let σ be the leaf adjacent to q j in G σ such that the port at q j corresponding to the edge {q j , σ } is 1. Similarly, let σ be the leaf adjacent to q j in G σ such that the port at q j corresponding to the edge {q j , σ } is 1.
Showing that σ and σ output the same port sequence. Since G σ and G σ are assigned the same advice, it is sufficient to show that
To prove this fact, note that, since σ ( j) = σ ( j ), it follows that σ 's neighbor q j in G σ has the same degree as σ 's neighbor q j in G σ (i.e., both of these degrees are equal to + σ ( j) + 2.) It follows that V G σ ( σ , 1) = V G σ ( σ , 1). Next, by the constructions of T j (h − 1) and T j (h − 1), we have that seq(q j , w j ) = (0, 1, 0, 1, . . . , 0, ) in G σ and that −1) . Next, the confusion trees were constructed specifically to satisfy the following property: for any port sequence of length 2h− 3 starting at w j in G σ that does not begin with port , the same sequence appears in G σ starting at w j . It follows that
Showing that q 0 outputs the same port sequence in the execution of ELECT in both G σ and G σ . Since G σ and G σ are assigned the same advice, it is sufficient to show that
. To prove this fact, note that, since d(q j , c) = h − 1 for all j ∈ {0, . . . , − 1}, it follows that, for all i ∈ {1, . . . , − 1}, d(q 0 , q i ) = 2h − 2 = D − 2. In particular, this means that q 1 , . . . , q −1 are neither contained in
. Since the only differences between G σ and G σ are the degrees of some nodes among q 1 , . . . , q −1 , it follows that V G σ (q 0 , D − 3) and V G σ (q 0 , D − 3) must be equal.
Showing that ELECT fails in at least one of G σ or G σ . To obtain a contradiction, we assume that ELECT correctly elects a leader in both G σ and G σ . First, suppose that σ elects a node in T j (h − 1) in G σ , and σ elects a node in T j (h − 1) in G σ . It follows that, in G σ , node q 0 elects a node in T j (h − 1) by outputting some sequence u whose h th term is j. Similarly, in G σ , node q 0 elects a node in T j (h − 1) by outputting some sequence u whose h th term is j = j. However, this means that u = u , which contradicts the fact that q 0 outputs the same port sequence in the execution of ELECT in both G σ and G σ . So, we have shown that it is not the case that both σ elects a node in T j (h− 1) in G σ and σ elects a node in T j (h− 1) in G σ . So, without loss of generality, we may assume that, in G σ , node σ elects a node that is not in T j (h − 1). In particular, this means that the h th term in the sequence s outputted by σ must correspond to edge {w j , c} (since, otherwise, the path corresponding to this sequence would not contain c). Hence, the h th term in sequence s is equal to j. We showed earlier that σ in G σ and σ in G σ output the same port sequence, so the h th term of σ 's output is also equal to j. Since j = j , it follows that the h th edge on the path corresponding to σ 's output does not correspond to edge {w j , c}. Hence, in G σ , node σ elects a node in T j (h − 1). This elected node is at distance |s| − (h− 1) from w j since the first h− 1 ports in s correspond to the path from σ to w j . Since d(q 0 , w j ) = h, we have that, in G σ , the length of q 0 's output is h + [|s| − (h − 1)] = |s| + 1. On the other hand, in G σ , the node elected by σ is not in T j (h − 1), which means that the elected node is at distance |s| − h from c (since the first h ports in s correspond to the path from σ to c.) It follows that, in G σ , the length of q 0 's output is at most h − 1 + [|s| − h] = |s| − 1, that is, shorter than its output in G σ . This contradicts the fact that q 0 outputs the same sequence in the execution of ELECT in both G σ and G σ . Therefore, our assumption that ELECT correctly outputs a leader in both G σ and G σ was false, so ELECT fails on at least one tree in T .
This contradicts the correctness of ELECT , so our assumption that the same advice is provided for G σ and G σ must be wrong. This concludes the proof of the claim.
By Claim 5.14, there are |T | = ( − 1)! different advice strings, and hence the size of advice is at least log(( − 1)!) ∈ ( log ). Since = (γ n) 2/D , we get a lower bound (n 2/D log n) on the size of advice. The following results demonstrate that leader election is solvable in each G σ in time D − 3 (given its map) and that the number of nodes in G σ is in (n).
To prove the claim, we show that every node can identify itself in a map of G σ , and thus can elect the central node c. First note that c is at distance at most h from every a "template" tree G from which all trees in our class T will be constructed. Tree G itself is not a valid instance for leader election because some of its port numbers are undefined, but each tree in our class is obtained from G by filling in the missing port numbers. Our construction of G depends on a set M of trees that we call markers. Each marker is a tree of height 2 with fixed port numbers, and each marker appears in G only once. The purpose of the markers is to guarantee ξ (T ) ≤ τ by enabling each node to determine its location in a map of G. Later, we will specify how to define the markers so that we have as many of them as we need.
Let k = 2n/D . Our template G consists of a central node c, and, for each i ∈ {0, . . . , k − 1}, a path P i of length D/2 with one endpoint equal to c. For each i ∈ {0, . . . , k − 1}, the other endpoint of P i will be denoted by p i , and the first port number of the sequence seq(c, p i ) is equal to i. Let f be the integer in {τ + 1, τ + 2} that has the same parity as D/2. The integer f is the number of nodes on each path P i (without c) whose incident port numbers are fixed in G. More specifically, the first 2 f − 1 port numbers of the sequence seq( p i , c) are (0, 1, 0, 1, . . . , 0). Finally, for each i ∈ {0, . . . , k− 1}, we place one marker rooted at distance 2 from p i , and, from this node, we place one marker rooted at every (τ − 4)
th node on the path toward c. We ensure that no two markers from M are used twice in the construction. See Figure 14 for an illustration of G.
We are now ready to construct the class T . Let s = D 2 − f . Hence s ∈ (D). We note that, on each path P i in G, there are s consecutive nodes (starting at c's neighbor on P i ) whose incident port numbers are not defined. Call these nodes v i,1 , . . . , v i,s . Since f was chosen to have the same parity as
, it follows that s is even. For j ∈ {1, . . . , s/2}, let e i, j be the edge {v i,2 j−1 , v i,2 j }. We say that edge e i, j is set to 0 (respectively, set to 1) if the two ports corresponding to edge e i, j are equal to 0 (respectively, equal to 1), and the ports at v i,2 j−1 and v i,2 j not corresponding to edge e i, j are equal to 1 (respectively, equal to 0). We now demonstrate how to obtain a tree G L by defining a labeling function L. In particular, a labeling function L : {0, . . . , k− 1} × {1, . . . , s/2} −→ {0, 1} maps pairs of integers (i, j) to 0 or 1. The tree G L is obtained from G by setting each edge e i, j to L(i, j). Note that, for any labeling function L, the port labeling of tree G L is valid. Further, for any distinct labeling functions L, L , the trees G L and G L are distinct. The class T is defined as the class of trees G L for all labeling functions L. The following result will help us compute the number of different advice strings required by algorithm ELECT for the class T .
Claim 6.3. For any distinct labeling functions L, L , the advice strings provided to algorithm ELECT for trees G L and G L must be different.
We prove the claim by contradiction. Assume that the advice strings assigned to G L and G L are the same. Since L and L are distinct, there exists an i ∈ {0, . . . , k − 1} and Similarly, V ( p i , τ ) is the same in both G L and G L . Since G L and G L are assigned the same advice, it follows that p i outputs the same sequence of outgoing ports, say σ , after executing ELECT in G L as it does after executing ELECT in G L . Similarly, p i outputs the same sequence of outgoing ports, say σ , in both executions. Since the sequence outputted by p i is the same in both executions, corresponds to simple paths in both of them, and the port numbers at c are fixed, p i elects the same node in G L and in G L . The same is true for p i . Therefore, it must be the case that, for one of σ or σ , the corresponding path crosses edge e i, j using the same outgoing port number in the execution in G L as in the execution in G L . However, the two ports corresponding to e i, j are labeled 0 in G L and labeled 1 in G L , a contradiction. This proves the claim.
By Claim 6.3, the number of different advice strings is equal to the number of distinct labeling functions, that is, 2
, and k = 2n/D , so the number of labeling functions is 2 cn for some positive constant c. It follows that the minimum number of bits sufficient to encode the advice strings is (n), as required. Next, we show that, for each T ∈ T , we have ξ (T ) ≤ τ . By construction, for each node v in T , at least one of the following must be true:
(1) v is contained in a marker. In case (1), v is at distance at most 2 from the root of the marker. Since the markers are spaced distance (τ − 4) apart, the distance from v to a neighboring marker is at most τ − 2. Therefore, V (v, τ ) contains the marker containing v as well as at least one neighboring marker. In case (2), since the markers are spaced distance (τ − 4) apart and the height of each marker is 2, it follows that V (v, τ ) contains the two markers closest to v. In both cases, by Fact 2.1, these two markers allow v to determine where on a map of T it is located. In case (3), since we placed a marker rooted at distance at most 2 from each p i , it follows that V (v, τ ) contains the marker closest to v. By Fact 2.1, using this marker, v can determine where on a map of T it is located. In case (4), by the construction of G, the distance between v and c is at most τ − 4, so c is in V (v, τ ). Node c is uniquely recognizable as the node of degree k, as long as we ensure that no root of a marker has degree k (see the specification of the markers below). By Fact 2.1, node c enables v to locate itself in a map of T .
Hence, in all cases, v can locate itself in the map within time τ , so leader election can be done in this time given the map, thus proving ξ (T ) ≤ τ .
It remains to describe the set of markers. First, observe that the total number of markers needed to define the template G is bounded above by k D
2(τ −4)
. This is because, for each i ∈ {0, . . . , k − 1}, path P i in G contains . Consider the family X of all trees of height 2 with z = y 2 leaves and whose root has degree x = y 3/2 ≤ y 7/4 , for sufficiently large n. For each of these trees, label the ports at the root node using {2, . . . , x + 1} (the port numbers 0 and 1 are reserved to label the ports on path P i .) For each node at the first level, the port leading towards the root node is labeled 0. The number of trees in X is equal to the number of ordered partitions of the set of leaves into x parts (a partition specifies the number of leaves adjacent to each of the x nodes at the first level of the marker.) So the number of trees is equal to ( ) = log z x − log x! ≥ x log z − x log x ≥ y 3/2 log y 2 − y 3/2 log y 7/4 = 2 y 3/2 log y − of the family X , we have a sufficiently large set of markers to define G. Note that, since the size of each marker is x + z, the total number of nodes needed to define the markers in G is at most ). Hence, for sufficiently large n, the number of nodes needed to define the markers is o(n). Thus, the size of G (and, therefore, of each tree in T ) is in (n). 
DISCUSSION OF OPEN PROBLEMS
For time values diam− 1 and diam− 2, we gave tight bounds (up to constant factors) on the minimum size of advice sufficient to perform leader election for trees of diameter diam. For time in the interval [β · diam, diam− 3] for constant β > 1/2, we gave bounds leaving a logarithmic gap, except for the special case when diam is even and time is exactly diam − 3. This yields the first problem:
P1. Find close upper and lower bounds on the minimum size of advice in the special case when diam is even and time is exactly diam − 3.
As a step in this direction, we proved the lower bound in Proposition 5.13, which implies an exponential jump in the minimum size of advice between time diam− 2 and time diam − 3 when diam is even and constant.
For time α · diam for any constant α < 1/2, we showed bounds with tight order of magnitude of (n), except for diameter diam ∈ O(log 2 n). This yields three open questions.
P2. Find close upper and lower bounds on the minimum size of advice for time very close to diam/2, that is, diam/2 ± o(diam).
Our lower bound of (n/D) in Section 5.2 also applies to the case where time is diam/2 + o(diam), and our upper bound of O(n) in Section 6 also applies to the case where time is diam/2 − o(diam). Our approaches do not carry over in the remaining cases for the following reasons.
(1) Our upper bound of O( n log n D ) on the size of advice in Section 5.1 depends on the fact that our chosen representatives are roots of sufficiently deep subtrees (i.e., depth D ), which implies that the number of representatives is roughly n/D. Extending our approach of choosing representatives for any τ , these trees will have some depth d = τ − D/2 , which means that the number of chosen representatives is roughly n/d, and our upper bound on the size of advice generalizes to O( n log n d
). For very small values of d, we no longer gain anything by choosing representatives. In particular, if we pick τ = diam/2 + o(diam), say, τ = diam/2 + c for some constant c, then our upper bound on the size of advice would be O(n log n). Unfortunately, this leaves an additional multiplicative gap of D with respect to our lower bound.
(2) Our lower bound of (n) depends on the ability to generate sufficiently many graphs that are indistinguishable to the nodes that are far away from the center. In particular, our graphs resemble suns with a set of long paths emanating from the central node, and, with time τ < diam/2, the outermost nodes of these paths do not have time to learn about the nodes close to the center. This allows us to generate many different graphs by changing the labels near the center of the graph, and the outermost nodes would need different advice for each such graph in order to solve leader election. Extending our approach to general τ gives a lower bound of ( n D (diam/2 − τ )). In particular, if we pick τ = diam/2 − c for some constant c, then our lower bound on the size of advice would be ( n D ) instead. This leaves a multiplicative gap of D with respect to our upper bound. We suspect that it might be possible to bring the upper bound down to meet this lower bound: by decomposing the graph into subtrees rooted at each neighbor of the central node (or edge), it might be possible to provide advice that specifies how nodes in each subtree should complete their path toward the center. However, we were unable to do it.
P3.
Find close upper and lower bounds on the minimum size of advice for time below half of the diameter when the diameter is in O(log 2 n). P4. Find close upper and lower bounds on the minimum size of advice when time is very small, for examplel, logarithmic in n.
Problem P4 has an intriguing twist. At first glance it would seem that the answer to it, at least for diameter in ω(log 2 n), is (n). Indeed, the upper bound O(n) on the size of advice holds in this case as well (with the same proof as in Section 6), and the lower bound (n) proved for time α · diam for any constant α < 1/2 should be "even more true": since decreasing the allocated time makes the task more difficult, the required amount of advice should not decrease. Perhaps surprisingly, this argument overlooks the following subtlety. We should recall that, for a given time τ , we seek solutions of our minimum advice problem only for trees T with ξ (T ) ≤ τ because, for other trees, leader election is infeasible in time τ even with the map of T given as advice. However, for small values of τ , the restriction ξ (T ) ≤ τ could sometimes leave so few trees under consideration that more efficient advice than for larger values of τ is sufficient. Is this really the case?
The next problem concerns analyzing the size of advice needed to perform leader election in a given time, using a more restrictive communication model. We used the LOCAL model in which arbitrary messages can be sent in one round. When bandwidth is a concern, the more restrictive CON GEST model can be used. In this model, a node can send in one round only messages of size logarithmic in the size of the network.
P5. Find close upper and lower bounds on the minimum size of advice needed for leader election in a given time, in the CON GEST communication model.
Finally, it would be interesting to see how our results change for the two other formulations of leader election in anonymous trees, that we mentioned in the introduction. More specifically, the following problem remains open:
P6. Find close upper and lower bounds on the minimum size of advice for the two following weaker formulations of leader election in anonymous trees (mentioned in the introduction):
-the leader has to output 1 and nonleaders have to output 0. -every node has to output the port number corresponding to the shortest path from it to the leader.
We have the feeling that the results corresponding to all three formulations of leader election (the one used in this article and the two mentioned earlier) can be very different. For example, in the first formulation, when the leader has to output 1 and nonleaders have to output 0, time diam/2 is enough without any advice, using the following simple protocol: a node outputs 1 if and only if it sees the entire tree and if its view is lexicographically smallest. Since the central node or both endpoints of the central edge learn the entire tree in time diam/2 , this protocol is correct. Likewise, in the second formulation, time diam/2 is enough without any advice, using the following simple protocol: any node that sees the entire tree calculates the central node c (or the node c on the central edge with lexicographically smaller view) and outputs the port number corresponding to the first edge on the path towards c, and, any node that does not see the entire tree has an unterminated path in its view and outputs the port number corresponding to the first edge along any such path. A comparison between the variant of leader election when all nodes have to agree on the leader and the variant when the leader has to output 1 and nonleaders have to output 0, has been done in Miller and Pelc [2016] in a different scenario: nodes have different labels and the leader must be the node with the largest label. In this setting, the variant when all nodes have to agree on the leader was called election, and the variant when the leader has to output 1 and nonleaders have to output 0 was called selection. The results of Miller and Pelc [2016] show that the gaps between the size of advice needed to perform the two tasks are sometimes exponential.
