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estimates, the implicit assumption of a single divergent his-
tory may undermine interpretation of measures of support 
on the combined tree (e.g., Lewis et al. 2005; Mossel and Vi-
goda 2005) and precludes investigation of potentially inter-
esting biological processes such as incomplete lineage sort-
ing, hybridization, and lateral gene transfer that underlie 
discordant histories (Wendel and Doyle 1998).
In contrast to the total evidence approach, consensus meth-
ods typically entail identifying the best estimate of the phy-
logeny of each gene and creating a consensus of these sep-
arate point estimates. The recently developed consensus 
network approach, implemented in the program SplitsTree 
(Holland et al. 2004, 2006; Huson and Bryant 2006), extends 
previous consensus methods by allowing the user to pin-
point nodes with conflict and visualize the frequency of al-
ternative resolutions. Although consensus methods can re-
tain a diversity of potential topologies for a given gene, they 
lack an objective way to incorporate uncertainty in individu-
al-gene tree estimates. Additionally, because each gene is an-
alyzed independently, information on the trees supported by 
one gene do not influence the choice of gene trees for another 
gene. This seems undesirable because we often have a strong 
prior belief that genes from the same organisms are more 
likely than chance to share the same genealogical history (as 
pointed out by Penny et al. [1982]). Suchard et al. (2003) and 
Suchard (2005) proposed Bayesian methods for the simulta-
neous estimation of the species tree and multiple gene trees. 
These methods consider topology and branch length, mak-
ing them computationally intractable for reasonable num-
bers of taxa. We here sought to develop an alternate method 
that considers tree topology only, which increases the poten-
tial for analyzing data from larger numbers of taxa.
Introduction
The growth of multigene and even genome-wide data sets 
for phylogenetic analysis has simultaneously presented sys-
tematists with greater power to estimate evolutionary histo-
ry and enormous challenges for extracting, analyzing, and 
summarizing phylogenetic signal. Exploration of these large 
data sets has made it abundantly clear that different genes 
sampled from the same set of taxa can produce markedly 
different phylogenies (Kellogg et al. 1996; Baker and DeSalle 
1997; Baldauf et al. 2000; Giribet et al. 2001; Cronn et al. 2003; 
Pollard et al. 2006). Although some of these differences may 
be due to incorrect estimation of gene genealogies, incongru-
ent gene trees can also be due to the existence of different 
evolutionary histories for different parts of the genome. Ide-
ally, systematists would like to make inferences about the di-
versity of gene genealogies within the genome and then find 
ways to summarize their findings. Here we develop a Bayes-
ian approach for making such genome-wide inferences while 
properly taking into account uncertainty in the estimates of 
the phylogeny for each sampled gene.
Existing approaches to synthesizing phylogenetic signal 
from different loci have historically taken two general forms, 
total evidence and consensus methods. The former approach 
advocates analysis of concatenated data sets, despite the po-
tential for different evolutionary histories (Kluge 1989; Bar-
rett et al. 1991). The justification is that, if most of the genome 
has been transmitted vertically, it should share a common 
tree, equivalent with the “species” tree. Genes that have mi-
nority histories are taken as instances of phylogenetic noise, 
which can be swamped with sufficient sampling (Barrett et 
al. 1991; de Queiroz 1993). Although combining data from 
multiple genes can result in strongly supported phylogenetic 
Published in Molecular Biology and Evolution (2007) 24(2). Copyright 2007, Oxford University Press. Used by permission. DOI:10.1093/molbev/
msl170.
Bayesian Estimation of Concordance among Gene Trees
Cécile Ané1,*, Bret Larget1, David A. Baum1, Stacey D. Smith2,ⱡ and Antonis Rokas3
1University of Wisconsin; 2Duke University; 3The Broad Institute of MIT and Harvard
*ane@wisc.edu; ⱡaffiliation in 2012: University of Nebraska-Lincoln, ssmith19@unl.edu
Keywords: Gene genealogy; Concordance; Bayesian phylogenetics; Total evidence; Consensus methods; Dirichlet process.
Manuscript accepted November 3, 2006; originally available online November 9, 2006.
Multigene sequence data have great potential for elucidating important and interesting evolutionary processes, but statistical methods for ex-
tracting information from such data remain limited. Although various biological processes may cause different genes to have different genea-
logical histories (and hence different tree topologies), we also may expect that the number of distinct topologies among a set of genes is relative-
ly small compared with the number of possible topologies. Therefore evidence about the tree topology for one gene should influence our infer-
ences of the tree topology on a different gene, but to what extent? In this paper, we present a new approach for modeling and estimating con-
cordance among a set of gene trees given aligned molecular sequence data. Our approach introduces a one-parameter probability distribution 
to describe the prior distribution of concordance among gene trees. We describe a novel two-stage Markov chain Monte Carlo (MCMC) meth-
od that first obtains independent Bayesian posterior probability distributions for individual genes using standard methods. These posterior dis-
tributions are then used as input for a second MCMC procedure that estimates a posterior distribution of gene-to-tree maps (GTMs). The pos-
terior distribution of GTMs can then be summarized to provide revised posterior probability distributions for each gene (taking account of con-
cordance) and to allow estimation of the proportion of the sampled genes for which any given clade is true (the sample-wide concordance fac-
tor). Further, under the assumption that the sampled genes are drawn randomly from a genome of known size, we show how one can obtain an 
estimate, with credibility intervals, on the proportion of the entire genome for which a clade is true (the genome-wide concordance factor). We 
demonstrate the method on a set of 106 genes from 8 yeast species.
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Methods
GTMs
Consider a collection of aligned molecular sequences with 
one sequence from each of the several loci for a matching set 
of individuals. Provided that the alignments are correct, every 
site at every locus has a single history. We will assume, in ad-
dition, that all sites within a single locus share the same evo-
lutionary history. In the remainder of this paper, we will refer 
to each locus with assumed common history as a “gene.” In 
the case of a coding sequence consisting of several exons sep-
arated by large introns where we might suspect the possibili-
ty of recombination so that separate exons might have differ-
ent histories, we could treat each exon as a different gene.
Under the assumption that each gene is associated with a 
single tree, there exists a true mapping from genes to trees. 
This map, which we will call a “gene-to-tree map” or GTM, 
can be represented in multiple ways. One way to represent 
the map is with a table where columns represent genes and 
rows represent trees. Each column contains a single one in 
the row corresponding to its true tree, and all other entries in 
the column are zeros. Figure 1 shows two GTMs. The left one 
is a case of complete concordance because all genes share the 
same tree, whereas the right GTM shows some discordance 
among genes. For multigene data sets, a GTM will be a very 
large, sparse matrix. For instance, if there are 8 taxa and 100 
genes, there are 10,395 possible tree topologies, and the GTM 
would be a 10,395 by 100 matrix filled with zeros except for a 
single one in each column.
It may be helpful to note that a similar matrix representa-
tion can be used to visualize a GTM and to summarize indi-
vidual-gene tree posterior probabilities. In the example from 
Figure 1, we could imagine filling each column of the ma-
trix with the posterior probability of each tree topology as 
estimated from an MCMC sample in a Bayesian analysis.The 
matrix would be similarly constrained with each column 
summing to 1, but, although small, in theory, there will be 
positive values throughout the column.
Figure 1—Examples of GTMs. Left box (m1): GTM showing complete con-
cordance among gene trees because all genes are mapped to tree 2.Right 
box (m2): GTM showing some discordance. The first and second genes 
share the same tree (tree 2), but the third gene has a different tree (tree 3).
The work described here was initially motivated by a par-
ticular challenge that could not be met by existing analytical 
methods: estimating the proportion of the genome for which 
a given clade is true, the clade’s concordance factor (Baum 
2007). It is generally agreed that one of the underlying ob-
jectives of phylogenetic research is to estimate the dominant 
tree for a set of sampled taxa. One way (of several) to under-
stand the concept of a “dominant tree” is as a tree composed 
of those clades that are true for a plurality of the genome, that 
is, clades whose concordance factors exceed that of any con-
tradictory clades. Such a primary concordance tree is some-
thing that a systematist might wish to estimate and use as a 
basis for taxonomy (Baum 2007). However, existing methods 
are not designed to estimate concordance factors, and thus, 
even when we have sequence data for multiple genes from 
the same organisms/taxa, we cannot directly estimate con-
cordance factors or primary concordance trees. We, therefore, 
hoped to develop a method that could estimate concordance 
factors while taking account of uncertainty in the gene trees 
for the sampled genes and the fact that only a finite number 
of genes have been sampled from the genome.
The estimation of concordance factors and concordance 
trees could be achieved if we had a statistically valid meth-
od to estimate the complete distribution of evolutionary his-
tories within a multigene data set. From such a distribution, 
these and many other evolutionary parameters of interest 
could be extracted. In this paper, we describe such a method. 
In contrast to the total evidence approach, we did not want 
to assume a priori that all genes share a common evolution-
ary history. Likewise, we hoped to improve upon existing 
consensus methods by properly accounting for uncertainty 
in individual-gene tree estimates and by allowing genealog-
ical information from one gene to influence our estimates of 
another gene’s genealogy.
We used a Bayesian approach because this provides a for-
mal framework for combining prior beliefs about genea-
logical concordance with evidence contained in aligned se-
quence data from individual genes. We employ a novel two-
stage Bayesian Markov chain Monte Carlo (MCMC) ap-
proach where we first calculate the posterior distribution of 
trees from single-gene analyses and then use these results 
along with a prior distribution on gene tree concordance for 
a second-stage MCMC to estimate the joint probability dis-
tribution of the gene-to-tree map (GTM) (described more for-
mally below). Further, we develop methods for estimating 
the proportion of the genome for which any given clade is 
true (the genome-wide concordance factor) based on the se-
quence data for a set of genes randomly sampled from the 
genome. The posterior distribution of GTMs has many oth-
er potential uses besides the estimation of concordance fac-
tors. For example, it becomes possible to infer the true tree 
for a given gene conditional on genealogical information 
from other genes, to identify particular genes with outlier 
gene tree topologies, or to estimate the proportion of the ge-
nome that was transferred during an introgression event.We 
demonstrate Bayesian concordance analysis using an 8-tax-
on, 106-gene data set (Rokas et al. 2003) so as to demonstrate 
the method’s potential for the statistical analysis of genealog-
ical concordance at a genome-wide scale.
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pologies serving as a tool, and the posterior probability dis-
tribution for the GTM is proportional to the product of its 
prior distribution and of its likelihood:
Implications of Assumptions
The independence assumptions we make result in flexi-
ble prior distributions because they allow different genes to 
have different base frequencies or different branch lengths, 
even though they might share the same tree topology. The se-
quence data enters the likelihood of the GTM only through 
the individual-gene posterior distributions. This has the ben-
efit that it suffices to analyze each gene separately and sim-
ply retain each individual posterior distribution for later use. 
The cost of this approach is that we do not benefit from the 
possibility of pooling information among genes about evo-
lutionary parameters other than the tree topology. Note also 
that using uniform distributions on the tree topology in indi-
vidual analyses is not necessary in general: if nonuniform pri-
ors were used for individual genes, the likelihood of a GTM 
would still be proportional to the ratio of the products of indi-
vidual-gene posterior and prior distributions as in Equation 
(1), with no modification of our prior distribution on GTMs.
Prior Distribution on GTMs
A GTM determines which genes share the same tree and 
which genes do not. Thus, it determines clusters of genes, 
such that all genes in the same cluster are fully concordant 
and share the same tree. Our Bayesian framework requires a 
prior distribution for this clustering. The Dirichlet process pri-
or probability distribution (Ferguson 1973; Antoniak 1974) is 
widely used as a prior distribution in Bayesian statistics for 
clustering problems. Our use of this distribution is distinct 
from previous uses in phylogenetics (Huelsenbeck et al. 2004; 
Liang L-J, Weiss RE, personal communication) because here 
the parameter defining the clusters, tree topology, is not a con-
tinuous variable. In our case, the value associated with each 
cluster is one of the T possible tree topologies. The Dirichlet 
process can be understood as a generalization of a Polyá urn 
scheme for assigning trees to genes by sequentially drawing 
topology-labeled cards from an urn, one for each gene, where 
the contents of the urn change as the sampling progresses.
We have two types of cards available: regular cards that 
have weight 1 and show a picture of one of the possible tree 
topologies, and a special “joker” with weight α > 0. We have 
an endless supply of regular cards for each tree, but only one 
joker. In addition, we have a second well-shuffled infinite-
ly large deck of regular tree cards where the proportion of 
cards with tree i is fi (with these frequencies fi summing to 1). 
We begin with the joker as the only card in the urn. We se-
quentially sample by choosing a card from the urn where the 
probability of drawing each card is proportional to its weight 
(one for each tree card and α for the joker). When the joker 
is drawn from the urn, we draw a tree card at random from 
the second deck and return it to the urn with the joker. If a 
regular card is drawn instead, we return it along with an-
other identical card to the urn. In both cases, the next gene is 
mapped to the tree shown on the new regular card added to 
the urn. This continues until all genes are mapped to a tree, 
A second and more concise representation of a GTM is as 
a vector of tree labels whose length is the number of genes 
where the ith element is the label corresponding to the tree 
mapped to by the ith gene. In Figure 1, the first GTM is repre-
sented as m1 = (2, 2, 2) and the second as m2 = (2, 2, 3). With this 
representation, it is easy to see that if there are G genes and T 
trees, then there are a total of TG possible GTMs. In the small 
example from Figure 1 with five taxa and three genes, there 
are 15 possible tree topologies and 153 = 3,375 possible GTMs. 
The GTM m1 is one of the 15 in which all genes share the same 
tree topology, whereas m2 shows some discordance.
Bayesian Estimation
Formally, the problem we address is the estimation of a GTM 
M showing the mapping between a set of G genes and T trees, 
each with the n leaves on the basis of data X = (X1,…, XG), 
where Xi is the aligned sequence data from the ith gene. In a 
Bayesian framework, we wish to compute the posterior prob-
ability P{M|X} given a prior probability distribution P{M} 
and a likelihood model P{X|M}. Under assumptions we will 
specify as we progress, we can construct the posterior distri-
bution on M from the individual-gene posterior distributions 
and a prior distribution on the amount of concordance.
Model of Evolution
Consider first the likelihood model P{X|M}. Condition-
al on the GTM M, we assume that the G genes evolve in-
dependently, each according to its own evolutionary mod-
el. Thus, each gene may have its own branch lengths, base/
amino acid/codon frequencies, transition/transversion ra-
tio or synonymous/nonsynonymous ratio, shape parameter 
for the distribution of rates across sites, etc. (Liò and Gold-
man 1998; Whelan et al. 2001; Huelsenbeck 2002). We make 
the assumption that the parameters for gene i depend on the 
GTM M through the true tree for gene i only and are thus in-
dependent of the parameters for all other genes. Under these 
assumptions, we show in Appendix that the likelihood of 
GTMs is proportional to the product over the genes of the in-
dividual-gene posterior probabilities normalized by the pri-
or probabilities of the topologies:
where Ti is the tree assigned by M to gene i and the posterior 
probability P{Ti|Xi} is obtained by analyzing gene i individ-
ually with the desired prior distribution on the gene’s evolu-
tionary parameters (including branch lengths). However, any 
distribution for the tree topology can be used in individual 
analyses and does not correspond to any assumption of our 
model. In fact, the likelihood of the GTM M on left-hand side 
of Equation (1) is defined independently of any prior distri-
bution on GTMs, and so independently of any prior distribu-
tion on trees. In Equation (1), if we use a uniform prior dis-
tribution on topologies for each individual-gene analysis, the 
likelihood of the GTM M is proportional to the product of the 
corresponding individual-gene posterior probabilities:
Therefore, evolutionary parameters can be integrated out in 
individual-gene analyses, a uniform distribution on tree to-
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limiting case of α = 0 corresponds to the total evidence ap-
proach that insists a priori that there is but a single tree for all 
genes. In the card/urn description, once the first card is add-
ed to the urn, the joker is never sampled again, and all genes 
share the same topology as the first gene. The other limiting 
case is α = ∞ which corresponds to a prior assumption of in-
dependence between gene trees, which is equivalent to a uni-
form distribution on all GTMs (when assuming a uniform 
distribution on the tree topology for each gene). In this case, 
the joker is selected every time, resulting in a draw from the 
second deck. As a result, knowledge of the true tree for one 
gene is uninformative about the true tree for any other gene, 
which is similar to the implicit assumption made in typical 
consensus approaches. In the latter case, with α = ∞, the pos-
terior distribution on GTMs is proportional to the likelihood.
Prior Distribution on Number of Distinct Gene Trees
In the case of a uniform distribution on the T trees, the Di-
richlet distribution is governed by α only. The expression for 
the prior probability distribution for the number k of distinct 
gene trees is
where α(G, i) is the absolute value of a Stirling number of the 
first kind and S(i, k) is a Stirling number of the second kind. 
The Appendix contains details of the derivation of this expres-
sion and a description of how to compute Stirling numbers.
The probability that all gene trees are identical is found 
by substituting k = 1 in Equation (7) which simplifies to 
TAG(α/T)/AG(α). This expression can be useful when consid-
ering an appropriate value for the prior parameter α. In addi-
tion, the choice of a can be guided by the prior probability that 
two randomly sampled genes share the same tree, which is (1 
+ α/T)/(1 + α) ~ 1/(1 + α) when the ratio α/T is negligible.
Numerical Example
The following small numerical example with three genes 
and five taxa will help to illustrate these ideas. We assume a 
uniform prior distribution on the T = 15 distinct tree topolo-
gies and set α = 1.5 (so that α/T = 0.1). This value of α corre-
sponds to a prior probability of (1 + a/T)/(1 + a) = 0.44 that 
two randomly chosen genes share the same tree.
Equation (7) implies that the probabilities of there being 
one, two, and three distinct gene trees are 0.264, 0.528, and 
0.208, respectively. Also, Equation (3) implies that the prior 
probability of each specific GTM with a single shared tree is 
the same as P{(1, 1, 1)} = 0.0176. Any specific GTM with two 
distinct gene trees such as (1, 2, 1) has prior probability 8.38 
× 10-4, and finally, each specific GTM with three distinct gene 
trees such as (1, 2, 3) has prior probability 7.62 × 10-5.
Now suppose that the single-gene posterior probability dis-
tributions for the three genes are concentrated collectively on 
four of the 15 possible tree topologies as shown in Figure 2a. 
Figure 2b shows the corresponding likelihood, prior proba-
bility, and posterior probability for each GTM for which the 
posterior probability is positive. The likelihood of each GTM 
is simply the product of the single-gene posterior probabili-
ties from Figure 2a. Posterior probabilities are proportional 
to the product of the likelihood and the prior probability and 
that is, until the urn contains as many tree cards as the num-
ber of genes being considered. After sampling c cards, the to-
tal weight of cards in the urn is α + c. If tree i is represented 
by r regular cards already in the urn, then it has probability 
(r + αfi)/(c + α) of being selected for the next gene: r/(c + α) 
is the chance that one of the r cards is chosen, and α/(c + α) 
fi is the chance of picking the joker and then drawing tree i 
from the second deck. The Dirichlet process prior probabil-
ity distribution for GTMs is determined by the parameter α 
and by the prior probabilities fi that tree i is correct. All genes 
share this common prior distribution on tree topologies. The 
uniform distribution is the special case where fi = 1/T. In this 
special case, the Dirichlet process has a single parameter, α.
Although the previous description of the urn sampling 
scheme depends on a specific ordering of the genes, it turns out 
that the probability of any GTM is independent of this order-
ing. For example, the GTM m1 = (2, 2, 3, 2, 1) has probability
whereas the probability of GTM m2 = (1, 2, 2, 2, 3) with the 
same trees in a different order,
is equal to the previous expression because the numerator 
is simply the product of the same factors in a different order 
and the denominator is identical.
To simplify the general expression of the probability of a 
GTM, we introduce the notation
so that A1(x) = x, A2(x) = x(x + 1), and so on. For instance, the 
probability of GTM m1 (and of m2) is
More generally, if a GTM m maps the G genes to k distinct 
trees with g(i) > 0 genes mapped to tree t(i), respectively, for i 
= 1, …, k so that , the probability of m is
In the special case of a uniform distribution on T trees, this is
The larger the value of α, the more probable it becomes a pri-
ori that there are a greater number of distinct gene trees. This 
should be clear intuitively from the urn sampling description 
of the process as α alone modulates the rate at which the jok-
er is selected and new topologies can only arise when a jok-
er is selected.
Continuum between Total Evidence and Consensus Ap-
proaches
The Dirichlet process prior distribution we describe here 
represents a compromise between two limiting cases.The 
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for gene i changes tree Ti to tree  the likelihood ratio is P{
|Xi}/P{Ti|Xi}. As proposals are from single-gene distribu-
tions, the proposal ratio is P{Ti|Xi}/P{ |Xi}, which cancels 
the likelihood ratio exactly. Hence, the acceptance probabili-
ty for this proposal is simply the prior ratio. If g(Ti) and g(
) are the sizes of the clusters containing trees Ti and  before 
the proposal, respectively, then the prior ratio is
which with simplification leads to the acceptance probability
Note that the acceptance probability depends on a through 
the ratio α/T only. This basic update procedure can mix 
slowly. For example, to give all genes in a cluster a new tree, 
it would be necessary to propose and accept the changes one 
at a time, which can be problematic, especially because dur-
ing the transition an extra cluster of trees is maintained. To 
speed mixing, we implemented two different strategies. The 
first was to use Metropolis-coupled MCMC (MCMCMC) 
where we run one “cold chain” whose stationary distribu-
tion is the desired one along with several “heated” chains 
(Geyer 1991). Rather than raising the likelihood to different 
powers as in MrBayes (Huelsenbeck and Ronquist 2001), we 
instead heat the chains by using different prior distributions 
where the jth heated chain uses Dirichlet process prior pa-
rameter α = cjα0 for some constant c > 1, where α0 is the pa-
rameter for the cold chain. Larger values of α speed mixing 
because GTMs with more clusters have larger probability. In 
the limit as α is infinite, a single cycle through the genes is 
sufficient to reach the stationary phase of MCMC.
The second update we used proposes a new tree for all genes 
in a cluster. We begin by selecting a cluster at random. Next, 
we determine the set of possible trees where all genes in the 
cluster have positive single-gene posterior probabilities and 
no genes outside the cluster currently have this tree mapped 
in the current GTM. This set contains the current tree and pos-
sibly others. We select a new tree from this set with probabil-
ity proportional to the product of the single-gene posteriors 
of genes in the cluster for the tree. As in the basic update, the 
such that the sum over GTMs of their posterior probabilities 
is 1. In this example, the GTM with the highest likelihood 
does not have the highest posterior probability. This reflects 
the choice of α = 1.5, which gives a rather small prior proba-
bility to GTMs with three distinct trees.
The posterior probability that a gene is mapped to a specif-
ic tree topology, taking concordance into account, is found 
by summing the posterior probabilities over all correspond-
ing GTMs. These posterior distributions adjusted for concor-
dance with α = 1.5 are shown in Figure 2c. Notice that these 
distributions are unchanged for genes 1 and 2. In the for-
mer case, there was no uncertainty, so additional informa-
tion from other genes made no difference. Because gene 3 
gave equal probability to trees 3 and 4, the probability distri-
bution for gene 2, which only includes trees 3 and 4, was un-
changed. In contrast, information from genes 1 and 2 signifi-
cantly alter the posterior probability distribution for the trees 
assigned to gene 3. This is because the high single-gene pos-
terior probability on tree 3 from gene 2 “pulls” the posterior 
distribution for gene 3.
Second-Stage MCMC
Once individual-gene analyses have been performed, pos-
terior probabilities of GTMs are to be calculated according 
to Equation (3). Direct calculation of posterior probabilities 
was carried out in our running example, but this is not tracta-
ble in realistic problems as soon as many GTMs have nonze-
ro posterior probability. To compute posterior distributions 
of GTMs from real data, we introduce a novel MCMC ap-
proach. The input given to this MCMC is a table summariz-
ing the individual-gene analyses similar to Figure 2a, with 
each column containing the posterior distribution on trees 
from a single gene. The state space of our Markov chain is 
the set of possible GTMs. The basic update procedure we use 
is to cycle through the genes having each gene in turn pro-
pose a topology according to its single-gene posterior dis-
tribution and either accept or reject the proposal by the Me-
tropolis-Hastings criterion. This proposal, commonly called 
“importance sampling,” treats the individual-gene poste-
rior distribution as its importance density. The acceptance 
probability is the minimum of 1 and the product of the prior, 
likelihood, and proposal ratios. This basic update procedure 
changes only the tree for a single gene, so all factors but one 
in the likelihood from Equation (2) will cancel. If the update 
Figure 2—(a) Example of the single-gene posterior distribution for three genes, with one distribution in each column. (b) Posterior probabilities 
of GTMs after concordance analysis of the single-gene distributions shown in (a). All posterior probability is concentrated on 6 of the 153 = 3,375 
GTMs. Likelihood is proportional to the product of single-gene posterior probabilities as in Equation (2). This product is reported here. The pos-
terior probabilities are proportional to the product of the prior probability and likelihood and sum to 1. (c) Posterior distribution for each gene 
conditional on the data from all three genes assuming α = 1.5 to account for the expected concordance, derived from (b).
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high certainty, the primary concordance tree shows the his-
tory shared by a plurality of the sampled genes. More gener-
ally, a concordance network can be built from all clades with 
posterior mean concordance factor greater than some critical 
value. The critical value will be typically chosen so that the 
network is not too busy to provide useful graphical informa-
tion. It will always contain the primary concordance tree.
In our running numerical example, each 5-taxon tree con-
tains exactly two nontrivial splits. Table 1 shows the mean 
posterior concordance factors for the 6 clades with posi-
tive posterior probability estimates. The two clades with the 
highest posterior probabilities are {12|345} and {125|34}, so 
the primary concordance tree is tree 3. It is important not to 
interpret the mean concordance factor incorrectly. The val-
ue 0.856 is not an estimate of the proportion of the three sam-
pled genes that have clade {12|345}—this true proportion 
must be an integer multiple of 1/3. The value of 0.856 repre-
sents a summary of the distribution of the probabilities over 
the integer multiples of 1/3 where most of the probability is 
either at 2/3 or 1. Likewise, if the concordance tree were an-
notated with concordance factors on nodes, these should not 
be confused with measures of support (bootstrap, clade cred-
ibilities), which generally provide information as to the con-
fidence or probability that the clade exists given the assump-
tion of a single shared tree for all the data.
Genome-Wide Concordance Factors
We define the “genome-wide” concordance factor ρ(c) for 
a clade c as the proportion of genes in the genome for which 
clade c is in the true tree. If we consider the sampled genes 
to be a random sample from all genes (the total number N 
of genes in the genome being known) and if we assume that 
gene trees for all N genes in the genome follow a Dirichlet pro-
cess with parameter α, then we can obtain the posterior distri-
bution of ρ(c) given the sequence data of only the G sampled 
genes. It is shown in Appendix that the posterior distribu-
tion of the genome-wide concordance factor ρ(c) can be easily 
calculated from the posterior distribution of the sample-wide 
concordance factor ρs(c), through a closed Formula (20). We 
give below some explanation of the relationship between the 
posterior distribution of ρs(c) and the posterior distribution of 
ρ(c). Consider first the case when the sequence data are abun-
dant and give a very well supported gene tree for each gene, 
such that the concordance analysis gives most support to a 
single GTM. In this case, there is very high support for a sin-
gle number j of gene trees that have clade c among the G sam-
pled genes, and ρs(c) is inferred to be j/G with very high pos-
terior probability. Uncertainty remains as to how many of the 
N - G unsampled genes have clade c in their true tree. Under 
our assumptions, the posterior probability of this number de-
pends on the sequence data through the number j only, and 
its shape is roughly the shape of a binomial distribution cen-
tered near j/G and with variance inversely proportional to 
the number G of sampled genes.
Now consider the general case when the number of sam-
pled genes having clade c in their true tree is not estimated 
with high credibility. Instead, for each j between 0 and G, we 
know the posterior probability qj that j of the sampled genes 
have clade c. Then the posterior distribution of the genome-
wide concordance factor of clade c depends on the sequence 
data only through the qj’s. Each value j contributes a distri-
likelihood and proposal ratios cancel. Here, the update does 
not change the number or sizes of clusters, so the prior ratio is 
also 1, and the proposal is always accepted.
Concordance Factor
In order to summarize and visualize the posterior distribu-
tion on GTMs, we consider concordance among genes with 
respect to clades of taxa. We define the “sample-wide concor-
dance factor” of the clade c to be the proportion of genes in 
the sample whose true tree contains clade c, and denote this 
value as ρs(c) where the s refers to sample. As the true GTM 
is unknown, we will typically estimate the sample-wide con-
cordance factor with its posterior mean and with a credibility 
interval, although the modal value can also be useful.
For example, with respect to the previous numerical exam-
ple and the trees in Figure 1, the clade c = {12|345} appears 
in tree 2 and tree 3 but not in tree 4 or tree 15. In Figure 2b, 
the first listed GTM is (2, 3, 3), meaning that all trees contain 
clade c in this case. If these GTMs were correct, the concor-
dance factor would be 3/3 = 1. Each of the next three GTMs 
in the table have exactly two of three trees with c and cor-
respond to concordance factor of 2/3, whereas the last two 
GTMs correspond to a concordance factor of 1/3. In this ex-
ample, no GTMs correspond to a concordance factor of 0 
for clade c. The Bayesian posterior distribution for the sam-
ple concordance factor is obtained by summing the poste-
rior probabilities of the GTMs corresponding to each possi-
ble value. In this case, the complete posterior distribution for 
ρs(c) is as follows: 1/3 with probability 0.0933, 2/3 with prob-
ability 0.2467, and 1 with probability 0.66. The mean of this 
distribution is s(c) = 0.856. The smallest interval that con-
tains 95% of the posterior probability is [1/3, 1]. The modal 
value is 1, implying that all three true trees have clade c, but 
the probability of this estimate is only 0.66.
Primary Concordance Tree
In principle, we can find the posterior distribution of the 
concordance factor for each possible clade and then rank 
these by their posterior means. A useful summary of these re-
sults is the “primary concordance tree” (Baum 2007). This tree 
is built from the clades with highest rank until no more clades 
can be added to the tree. All clades with a posterior mean con-
cordance factor above 50% are necessarily compatible and ap-
pear in the primary concordance tree. The reason is that the 
sum of the concordance factors of two contradictory clades 
cannot exceed 1 given any particular GTM. Therefore, if the 
true concordance factor of a clade is more than 50%, then the 
true concordance factor of any contradictory clade is below 
50%. The same holds true for posterior mean concordance 
factors. When concordance factors can be estimated with high
Table 1
Mean Posterior Concordance Factor s for the Distribution in Figure 2b
Clade    {12|345}  {123|45}  {124|35}  {125|34}  {13|245}  {134|25}
Trees       2,3         4         2       3,15       4          15
with clade
s         0.856      0.053      0.333     0.589     0.053       0.067
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about the number of distinct gene trees. We considered first a 
prior distribution with α = 0.1 for which the prior probability 
of no discordance (one tree shared by all 106 genes) is about 
60%. To examine the effects of this prior assumption, we also 
considered a prior distribution with α = 1, which predicts 
considerably more discordance. These distributions have 1.51 
and 5.24 expected distinct gene trees, respectively, among 
106 genes and are displayed in Figure 3. An interactive Web 
site http://www.stat.wisc.edu/~larget/bucky.html plots the 
distribution of the number of distinct gene trees for a selected 
number of genes, number of taxa, and choice of α.
The software that implements the second-stage MCMC is 
named BUCKy (Larget 2006). For each value of α, we ran 
two independent sets of MCMCMC runs. Each run used one 
cold chain and 7 heated chains, set burn-in for 100,000 cy-
cles, and retained an additional 1,000,000 cycles for analysis. 
Genes were updated one at a time (basic update). On a Dell 
machine with 1 Gb memory and a 2.8-GHz processor, each 
concordance analysis run required approximately 24 min. 
When the second update, wherein clusters of genes are reas-
signed to new trees, was added, the algorithm ran consider-
ably slower (about 6 h) but found similar results. We exam-
ined the output from both runs with the same α for numeri-
cal similarity to check convergence.
For assessing the uncertainty in the genome-wide concor-
dance factor estimate, we used a total number of N = 6,000 
genes in the yeast genome (Goffeau et al. 1996). Addition-
ally, we used the value N = 60,000 in order to assess the ro-
bustness of our method to a change in the value of N. In ad-
dition to determining the posterior distribution of the sam-
ple-wide and genome-wide concordance factors of the major 
bution as described above (centered near j/G), but this dis-
tribution is weighted by the posterior probability qj. In other 
words, each bar in the histogram of the posterior distribution 
of ρs(c) contributes a small histogram, and these small histo-
grams are added together to make the posterior distribution 
of ρ(c). As a result, the posterior distribution of ρ(c) will re-
semble that of ρs(c), but it will be more dispersed, depending 
on the number of sampled genes G.
Multigene Yeast Data Set
Rokas et al. (2003) report apparent discordance among 106 
genes sampled from 8 yeast species, even though a total ev-
idence approach returned a tree with 100% bootstrap sup-
port (see also Phillips et al. 2004; Gatesy and Baker 2005; Bur-
leigh et al. 2006). We reanalyzed this data set using our con-
cordance approach. For each individual gene, we carried out 
an analysis using MrBayes. In each case, we used the gen-
eral time reversible model with invariant sites and gamma 
distributed rates, employing MCMCMC with one cold and 
three heated chains, with default parameters for the prior 
distribution. We used the default values for tuning parame-
ters, running each chain for 550,000 updates, discarding the 
first 50,000 as burn-in, and subsampling every 10th tree re-
sulting in 50,000 sampled trees per gene. The combined sam-
ple included 479 distinct tree topologies. These separate sam-
ples were summarized in a 479 × 106 table where each col-
umn represents a single-gene posterior distribution.
In our approach, we allow different genes to have different 
topologies but allow the information from all other genes to 
improve the estimated tree topology of each particular gene. 
The parameter α modulates the strength of our prior beliefs 
Figure 3—Prior distribution of the number of distinct gene trees as defined by the Dirichlet process with parameter α  = 0.1 (left) and α  = 1 (right) 
on 8-taxon trees and 106 genes.
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YJR068W, and YLR253W). Although the posterior distribu-
tion for the first two of these genes overlaps with the distri-
butions of many of the other genes, the single-gene distribu-
tion from YLR253W has positive probability on a set of tree 
topologies that has no overlap with the set of trees positively 
supported by any of the other 105 genes. The posterior dis-
tribution of the gene tree for YLR253W has probability great-
er than 99% for the clade with Saccharomyces cerevisieae and 
Saccharomyces kudriavzevii, whereas no other single-gene tree 
posterior distribution has measurable support for this clade. 
The collection of most probable trees among the 106 genes 
includes 18 separate trees. Most genes have considerable un-
certainty, however, and the most probable tree is often not 
very strongly supported. Figure 5 shows the topologies with 
highest posterior probabilities for two typical genes and for 




The individual-gene posterior probabilities were subject to 
a second round of MCMC to estimate the posterior distribu-
tion over GTMs. The posterior probability distribution was 
concentrated on GTMs with three distinct gene trees for both 
α = 0.1 and α = 1, with probabilities 0.997 and 0.98, respec-
tively. In both cases, the probability of more than five distinct 
gene trees was negligible, and the probability of a single or 
two distinct gene trees was estimated as 0.
All the clades in the total evidence tree had mean sample-
wide and genome-wide concordance factors that exceeded 
0.92 (Figure 4) for both values of α. Figure 4 shows the pos-
terior mean concordance factor of the dominant clades and 
their 95% credibility intervals. Although the 95% credibili-
ty intervals around these concordance factors are narrow, 
clades, we determined the posterior distribution of the pro-
portion of genes in the sample having the total evidence tree 
as their true tree. The posterior distribution of the genome-
wide proportion of genes with this total evidence tree was 
calculated in a similar way that genome-wide concordance 
factors were inferred from sample-wide concordance factors 
(see Appendix).
Because GTMs contain information about which genes 
share the same tree and which genes do not, for each pair of 
genes we determined the posterior probability that the two 
genes share the same tree. A dissimilarity measure was ob-
tained by subtracting this posterior probability from 1. Clas-
sical multidimensional scaling (Cox TF and Cox MAA 2001) 
was then used to display the dissimilarities among all 106 
genes. This method places the genes on a two- dimensional 
space so that the pairwise distances between genes best ap-




The tree topology for the total evidence analysis in Rokas 
et al. (2003) is displayed in Figure 4. A Bayesian analysis on 
the concatenated data set has nearly 100% posterior proba-
bility for this tree as well. The average single-gene posteri-
or probability of this tree across the 106 genes is 0.38. Equiv-
alent averages for all other tree topologies are below 0.10, 
so this topology is the best single topology to explain all the 
data. Nonetheless, single-gene analyses reveal much poten-
tial discordance. In our analysis of the 106 genes, the tree to-
pology in Figure 4 is the most probable tree in only 44 genes, 
has posterior probability less than 0.10 in 39 genes, has pos-
terior probability less than 0.01 in 16 genes, and has estimat-
ed posterior probability of 0 in 3 of the 106 genes (YGL192W, 
Figure 4—Total evidence tree of the yeast data set, from Rokas et al. (2003). It is also the primary concordance tree. Numbers are posterior mean 
concordance factors and their 95% credibility intervals, obtained with α = 1. Above edges, numbers refer to sample-wide concordance factors 
(qs), and below edges, numbers refer to genome-wide concordance factors.
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distribution of the sample-wide and genome-wide concor-
dance factors of clade {1234|5678} (with α = 1.0) are shown in 
Figure 6. Figure 6 also shows distributions as might been ob-
tained had there been only 26 genes (about a fourth of 106). 
To simulate such a reduced sample, the sample-wide con-
cordance factor was subsampled while retaining the shape 
of the posterior distribution and then the concordance dis-
tribution was extrapolated to the whole genome assuming 
that 26 of 6,000 genes had been sampled. This artificial exam-
ple shows that the posterior distribution of the genome-wide 
concordance factor is expected to become broader and is 
shifted toward low values when a lower number of genes are 
sampled. The shift of the mean genome-wide concordance 
factor toward low values reflects the fact that even with α = 
1.0, the prior probability of a given clade (especially a large 
clade) occurring in many gene trees is low. The total num-
ber of genes N in the genome has little effect on the analysis 
when N  1: the posterior distributions of the genome-wide 
concordance factor (see Figure 6) obtained with N = 6,000 
and N = 60,000 were not distinguishable when rescaled as 
density functions to be comparable to each other.
Table 2 shows both the single-gene and concordance-based 
posterior probabilities for each clade in the total evidence 
tree topology, as well as a few other selected clades, for four 
of the 106 genes. Genes YAL053W and YBR056W had a sin-
gle-gene posterior probability for the total evidence tree to-
pology of 63% and 31%, respectively, largely due to uncer-
tainty in the relationships among S. castelli, S. kluveri, and 
Candida albicans (see Figure 5 as well). After the concordance 
analysis, these two genes have a posterior probability near 1 
for the total evidence topology, as shown in Table 2. On the 
other hand, the concordance analysis pulls the posterior dis-
tribution from gene YGL192W, which initially gives no sup-
port to the total evidence tree, onto the tree that receives the 
highest support from the individual analysis of this gene (see 
Figure 4). In contrast, the single-gene posterior distribution 
the genome-wide concordance factors were subject to great-
er uncertainty, as expected. For example, we infer that the 
clade {12345|678} (translation of numbers into taxon names 
as in Figure 4), uniting S. cerevisieae, S. paradoxus, S. mikatae, 
S. kudriavzevii, and S. bayanus, is shared by all 106 genes (con-
cordance factor of 1) and clade {12|345678}, uniting S. cere-
visieae and S. paradoxus, is shared by all genes except for YL-
R253W with extremely high probability (concordance factor 
of 105/106). However, the genome-wide concordance factors 
for the two aforementioned clades have 95% credibility inter-
vals spanning (0.97, 1) and (0.95, 1), respectively. The posterior
Figure 6—Left: posterior distribution of the sample-wide and ge-
nome-wide concordance factors of clade {1234|5678} (see Figure 
4), obtained with α = 1. The posterior distribution of the genome-
wide concordance factor was obtained assuming a total number 
of N = 6,000. Right: expected posterior distribution of the sample-
wide concordance factor (top) for clade {1234|5678}, as might be ob-
tained from 26 genes only. The genome-wide concordance factor has 
a more dispersed posterior distribution (bottom), reflecting the low-
er number of sampled genes.
Figure 5—Trees with highest posterior probability p from individual-gene analyses. Species labels are as in Figure 4.
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likely belong to the second cluster. As expected, gene YL-
R253W appears as an outlier because it never shares the same 
tree with any other gene. It forms the third cluster by itself.
Discussion
Bayesian Concordance Analysis
The method of analysis we have described provides biol-
ogists an alternative to either analyzing all data together in 
a concatenated matrix or analyzing each data set separately 
without sharing any information. As a Bayesian method, it 
requires that the biologist specifies prior expectations on the 
amount of concordance that is expected. Concordance is here 
modeled using a Dirichlet process prior which allows one to 
summarize expected concordance using a single parameter, 
α, that describes the probability of randomly selected genes 
having the same true gene tree and yields a prior probabili-
tydistribution on the number of distinct gene clusters (where 
a cluster is a set of genes mapped to the same tree). Setting α 
close to 0 embodies the biological assumption that the sam-
pled taxa have not been subject to phenomena such as in-
trogression, lateral gene transfer, or incomplete lineage sort-
ing, in which case analysis of a single concatenated data set 
would be called for. At the other extreme, setting α close to 
infinity, implying independence among genes and pervasive 
genealogical discordance, might be appropriate when all the 
sampled individuals were drawn from a single panmictic 
population (and sampled genes are in linkage equilibrium). 
In this latter case, information from one locus has no infor 
mational value in selecting the correct genealogy for another
Figure 7—Two-dimensional representation of the 106 yeast genes. 
Similarity between pairs of genes is measured as the posterior prob-
ability that the two genes share the same tree (α = 1). Most genes 
cluster in the top-left corner and are not labeled.
for the topology of gene YLR253W is identical to its concor-
dance-based distribution because there was no measurable 
overlap in its single-gene distribution with those from any 
other gene.
After the concordance analysis, 100 genes give most support 
to the total evidence topology (as compared with 44 genes 
without accounting for concordance). Based on the GTMs 
sampled in the second-stage MCMC, the number of genes 
mapped to the total evidence tree is at least 80 (75% of the 
genes) with 100% posterior probability, and most probably 
99 (93% of the genes), for both values of α. The extension to 
the genome-wide proportion showed that there is over 0.98 
posterior probability that at least 85% of the genes in the ge-
nome have the total evidence tree as their true tree. There-
fore, under our model, there is very strong evidence that the 
primary concordance tree shown in Figure 4 reflects the actu-
al history of the majority of the genes in the yeast genome.
Pairwise Gene Dissimilarities
From the concordance analysis, we estimated the posteri-
or probability that two specific genes do not share the same 
tree, which we used as a measure of dissimilarity between 
genes. Figure 7 shows an ordination of genes using classical 
multidimensional scaling with two dimensions, which ex-
plains 92.7% of the variation in gene-gene similarity (see Cox 
TF and Cox MAA [2001]). In this data set, for both values of α 
we considered, most sampled GTMs contained three distinct 
tree topologies, one of which is the total evidence tree topol-
ogy, the second is the topology shown for genes YGL192W 
and YJR068W in Figure 5, and the third is one of the sev-
eral tree topologies supported by YLR253W. Representation 
of gene-gene similarity in Figure 7 reflects this highly sup-
ported structure with three clusters of genes. The horizontal 
axis separates the genes based on how often they belong to 
the total evidence tree cluster, that is, based on their single-
gene posterior probability for the total evidence tree. Most 
genes cluster in the top-left corner and support the total evi-
dence tree, whereas genes on the far right (like YJR068W and 
YGL192W) do not support the total evidence tree and most
Table 3
Absolute Values of Stirling Numbers of the First Kind a(n, k) (left) 
and Second Kind S(n, k) (right)
         k          k
n    0   1   2   3    n   1   2   3
1    0   1   0   0    1   1   0   0
2    0   1   1   0    2   1   1   0
3    0   2   3   1    3   1   3   1
Table 2
Posterior Probability that a Given Clade Is True for a Given Gene from Individual-Gene and Concordance Analyses
           YAL053W       YBR056W       YGL192W       YLR253W
Clade          sing.    conc.      sing.    conc.      sing.    conc.      sing.    conc.
{12|345678}        1.000    1.000      1.000    1.000      0.609    1.000      0.000    0.000
{123}45678}        0.998    1.000      0.843    0.998      0.004    0.000      0.000    0.000
{1234|5678}        0.982    1.000      0.929    0.998      0.000    0.000      0.002    0.002
{12345|678}        1.000    1.000      1.000    1.000      0.508    1.000      1.000    1.000
{123456|78}        0.637    1.000      0.374    0.997      0.001    0.000      0.999    0.999
{1245|3678}        0.002    0.000      0.065    0.002      0.330    1.000      0.410    0.410
{14|235678}        0.000    0.000      0.000    0.000      0.000    0.000      0.996    0.997
Note—sing., single; conc., concordance.
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where τ is any tree on the full taxon set and τi is its subtree re-
stricted to taxa from Li only. Indeed, all trees containing the 
same subtree on Li have the same likelihood given the data 
Xi, and when a uniform prior is used on tree topologies, all 
these trees have the same posterior probability. Each fixed 
tree on the smaller taxon set Li with mi taxa is the sub-tree of 
Ki = (2m = 5)!!/(2mi = 5)!! larger trees on the taxon set L (with 
m taxa), which determines the proportionality constant 1/
Ki. Missing sequences make the posterior distribution on full 
trees very dispersed, which will likely increase the computa-
tional burden with high values of α.
Computation
Our approach involves single-gene analyses being run in-
dependently, with summaries of these runs then being in-
put into the second-stage concordance analysis. This two-
step procedure is computationally efficient because the ini-
tial analyses can be run in parallel. Also, despite the fact 
that the second MCMC is exploring the immense GTM state 
space, the acceptance ratio is easily calculated and mixing 
is quite efficient with the use of a diversity of update proce-
dures. Nonetheless there are two obvious disadvantages of 
this two-step procedure. First, it requires one to assume that 
parameters other than tree topology are independent among 
genes, despite the fact the we might also expect other pa-
rameters such as relative branch lengths, to show some cor-
relation among genes. Second, because the first-stage anal-
ysis retains only a finite sample from the individual-genes’ 
posterior distributions, numerical errors will arise and will 
be propagated into the second stage of concordance analy-
sis. This is a particular issue for tree topologies supported 
by some genes where the posterior probability is measured 
as 0 in other genes. The true posterior probability for every 
tree topology and every gene should be positive, not 0. In 
most cases, we can assume that a tree whose posterior prob-
ability is low enough never to occur in an MCMC sample is 
not the true tree for that gene. However, given an assump-
tion of high concordance (i.e., low α compared with the to-
tal number T of topologies), a tree with a very low posterior 
probability from independent analysis of a single gene could 
nonetheless be a plausible tree for that gene if that tree has 
high posterior support from other genes. More work needs 
to be done to determine the real impact of inaccuracies in 
numerical summaries of single-gene posterior distributions. 
Also, we see some hope for the development of methods for 
estimating the posterior probability of specific tree topolo-
gies that are measured as 0 in standard single-gene Bayes-
ian analyses.
An alternative strategy that could overcome the two prob-
lems with the two-step procedure should be mentioned: a 
one-step MCMC that simultaneously considers the probabil-
ity of each tree for each gene, given both the sequence data 
(under standard priors for Bayesian phylogenetics) and the 
trees assigned to all other sampled genes (under the Dirichlet 
process prior with a specified value of α). Programs such as 
MrBayes already allow multiple genes (partitions) to be ana-
lyzed simultaneously while either assuming a priori that pa-
rameters are “linked” (the parameter is shared between the 
partitions) or “unlinked” (fully independent). A single-step 
Bayesian concordance MCMC analysis would not be forced 
to assume that parameters (tree topology, branch lengths, 
locus, similar to standard consensus methods. Hence, Bayes-
ian concordance analysis, as we call our method, allows one 
to select a point on the continuum from total evidence to con-
sensus assumptions that is judged most plausible for the data 
at hand. Given that in almost all biologically reasonable cases 
a prior assignment of α that is greater than 0 and less than in-
finity would seem desirable, Bayesian concordance analysis 
would seem preferable to either a total evidence or consen-
sus procedure for many multigene data sets.
The concern that might arise, common to other branches of 
Bayesian phylogenetics, is how a value of α should be select-
ed a priori. The practitioner should use as much prior infor-
mation as possible to assess the probability of a given amount 
of concordance. Information might come from previously an-
alyzed data and such ancillary factors as the taxonomic scale 
of the study, population size (hence the chances of incomplete 
lineage sorting), and the propensity for hybridization or lat-
eral gene transfer in the study organisms. Through the use 
of the interactive Web site provided (http://www.stat.wisc.
edu/~larget/bucky.html), a biologist can identify an upper 
and lower bound for their prior expectations of concordance 
and compare the results to determine whether the choice of 
prior has an effect on the posterior distribution, as summa-
rized, for example, in concordance factors. Although we find 
it valuable to be forced to articulate our prior beliefs of the de-
gree of discordance, it is easy enough to imagine modifying 
the method such that one only selected a noncommittal prior 
distribution on a and then used the second-stage MCMC to 
obtain a posterior probability distribution of this parameter.
Missing Data
So far we have assumed that the sequence data of every 
sampled gene is available from every sampled taxon. How-
ever, it is frequent in multigene data sets that some gene se-
quences are missing for some taxa. Such missing data repre-
sents a technical issue, but the Bayesian concordance analy-
sis can still be carried out on such data sets. Suppose, for in-
stance, that gene i has sequence data Xi on a taxon set Li, but 
that Li misses some taxa from the full taxon set L. If Li is not 
the complete list of all taxa, then it means gene i is missing 
for some taxa. In order to carry out the second stage of the 
concordance analysis, we need to know the posterior distri-
bution of trees with all taxa in L from gene i. One naive way 
to proceed is to artificially add sequences of missing data to 
Xi and run MrBayes on this new data set. Although we have 
used such an approach successfully for small data sets (not 
shown), MrBayes (or any program) tends to mix very slowly 
in the presence of missing data. Also, considering the huge 
number of tree topologies that will have equal likelihood due 
to differing only in the position of a taxon with missing data, 
it is not clear if the typical number of sampled trees retained 
during first-stage MCMC will accurately sample the posteri-
or distribution of tree topologies. Another way to proceed is 
to run the individual analysis of gene i on the original data, 
which yields the posterior distribution of trees with taxa in 
Li given the data on gene i. The posterior distribution on full 
trees (with all taxa from L) can then be obtained analytically 
from the posterior distribution on smaller trees with
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the same numbers of distinct trees but where the topologies 
are much more dissimilar. This arises because when a joker 
is drawn during the Dirichlet process, a card is drawn from a 
side deck that contains all trees at uniform frequency, rather 
than a set of trees whose distribution is shaped by the iden-
tity of the trees that are already in the urn. As a result, when 
individual-gene posterior distributions share a positive pos-
terior probability for the same tree, the model does not allow 
that they might each have tracked different, but similar trees, 
with the overlap in their posteriors being due to “bleeding” of 
the posterior from one tree to other similar trees. This means 
that the Dirichlet process prior will tend to favor strong con-
cordance among gene trees when gene trees are actually dif-
ferent but topologically similar. As a result, it may tend to 
overestimate concordance. To deal with this, we plan to ex-
plore a model that places a prior distribution on the pairwise 
distance between the trees of two randomly selected genes 
and also a strategy for using coalescent theory to simultane-
ously estimate the GTM and an underlying divergent popu-
lation tree. Thus, although the use of a Dirichlet process prior 
does not solve all problems in the analysis of multigene data 
sets, it is a valuable step toward a rigorous statistical analysis 
of concordance and provides a leaping off point for future ex-
tensions to yield improvements in computational efficiency 
and to allow the more realistic incorporation of such biologi-
cal phenomena as coalescence and genetic linkage.
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Appendix
Likelihood Model
Consider first the likelihood model P{X|M}. Condition-
al on the GTM M, we assume that the G genes evolve inde-
pendently, each according to its own evolutionary model of 
substitution with parameters θ = (θ1, …, θG). The conditional 
probability of the data X = (X1, …, XG) given M is then
  P{X|M} = {X|M, θ} dπ(θ),      (10)
which depends on the assumption that M and θ are indepen-
dent a priori. If we assume further that the gene-specific evo-
lutionary parameters are mutually independent and that the 
GTM M assigns tree Ti to gene i, the likelihood simplifies to
because π(θ) = (θi) and Ti and θi are independent for 
each i. By applying Bayes’ theorem to each factor and using 
any prior distribution on tree topologies (not related to any 
assumption in our model), the previous expression becomes
so that the likelihood of the map M is proportional to the 
product of the individual-gene ratios of posterior to pri-
etc.) are completely linked or completely independent but 
could allow one to select a level of linkage according to one’s 
prior expectations of concordance. However, our intuition is 
that such a single-step procedure would be computationally 
prohibitive for all but the smallest data sets.
Comparison with Recent Methods Accounting for Different 
Gene Trees
After the review of the manuscript, we became aware of 
a very similar approach used by L.-J. Liang and R.E. Weiss 
(personal communication). They propose a method similar 
to ours, where genes are first analyzed individually and then 
a second-stage analysis places a mixed Dirichlet process pri-
or on the parameter of interest (ti/tv ratio, for instance) and 
uses the individual-gene samples of this parameter for im-
portance sampling and MCMC. As with our method, L.-J. 
Liang and R.E. Weiss (personal communication) do not as-
sume that all genes have tracked the same topology. How-
ever, whereas we make inferences on the tree topology, they 
treat topology as a nuisance variable and instead make in-
ference on one or several continuous evolutionary parame-
ters. Liu and Pearl (2006) have also recently proposed an in-
teresting method for estimating multiple gene trees, under 
the assumption that discordance among gene trees is due to 
lineage sorting. By enforcing a molecular clock on branch 
lengths, their method has the advantage of sharing branch 
length information among genes.
Pros and Cons of the Dirichlet Process Prior
The Dirichlet process prior has some desirable features for 
modeling concordance. In particular, this process can be de-
scribed with a single parameter α and is mathematically well 
understood and tractable. Furthermore, it is relatively easy to 
elicit meaningful priors from biologists based on prior beliefs 
as to the number of distinct gene trees. However, the Dirich-
let process prior has a few disadvantages that should be not-
ed. First, it implies a particular distribution of cluster sizes in 
which the number of genes in the largest cluster will be con-
siderably larger than the number of genes in the second larg-
est cluster. For example, with 100 genes and a low value of α 
compared with the total number of trees (T), the largest clus-
ter contains 86.7 genes on average when there are two clus-
ters. However, it is easy to imagine biological situations, for 
example, cases where a hybrid speciation event is thought to 
have occurred, in which one expects the largest two clusters 
to include a similar number of genes. Likewise, the Dirich-
let process implies that even among minor clusters, equality 
in cluster size is not expected. With 100 genes and a low val-
ue of α, for example, when there are three clusters, the larg-
est one has mean size of 76.5 genes, the second largest cluster 
has mean size of 18.8 genes, and the smallest cluster contains 
only 4.7 genes on average. This is at odds with expectations 
of lineage sorting on a resolved divergent population histo-
ry, for which one expects the two minor histories to be rep-
resented at equal frequency in the genome (Pamilo and Nei 
1988). We plan to explore different models for concordance 
that tend to predict more balanced cluster sizes.
A second, perhaps larger, problem with the Dirichlet pro-
cess prior is its assumption that tree topologies are exchange-
able. A GTM consisting of several distinct trees that are topo-
logically similar would be just as likely a priori as a GTM with 
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(15) as the last factor is very nearly 1. On the other hand, if T 
is small, this probability vanishes when k > T as Ak(T - k + 1) 
would contain a factor of 0. Equation (7) is numerically tracta-
ble because Stirling numbers of the second kind can be com-
puted by a recursive relationship similar to that for Stirling 
numbers of the first kind: S(1, 1) = 1, S(1, k) = 0 for k > 0, S(n, 1) 
= 1 for n ≥ 1, and S(n, k) = S(n - 1, k - 1) + kS(n - 1, k).
Genome-Wide Concordance Factor
Consider a clade c partitioning the n taxa into two groups 
of m and n - m taxa. Consider first the prior distribution of 
the number of trees with clade c among N genes. Let pc be 
the proportion of tree topologies having clade c. This pro-
portion depends on the clade’s sizes only, and pc = UB(m + 
1)UB(n - m + 1)/UB(n) where UB(k) = (2k - 5)!! is the num-
ber of unrooted bifurcating trees with k taxa (and UB(k + 1) 
is the number of rooted trees with k taxa). Under the Dirich-
let process, each time the joker is selected, the next gene tree 
has probability pc of having the clade. If instead a regular tree 
card is selected, the probability of selecting a tree with clade 
c only depends on how many trees currently in the urn have 
the clade. Therefore, if we summarize the gene trees to a se-
quence of zeros and ones, assigning 1 to a gene when its tree 
has the clade and 0 when its tree does not have the clade, 
then this 0/1 process is a Dirichlet process with parameters 
α (weight of the joker) and frequencies f1 = pc and f0 = 1 - 
pc. There are  sequences of zeros and ones with exactly k 
ones, each having the same prior probability. This probabil-
ity is obtained by applying Equation (5) to the new 0/1 Di-
richlet process. It follows that the prior probability of sam-
pling exactly k trees with clade c among N gene trees is
Because the first gene tree (and so any gene tree) has prob-
ability pc of having the clade, the mean of this distribution is 
Npc. However, this distribution is more dispersed than the 
binomial distribution with same sample size N and same 
mean Npc. (The binomial distribution has variance Npc(1 - pc), 
whereas the prior distribution of the number of genes with 
clade c has a variance (N -  α)/(1 + α) times bigger.) Now sup-
pose that we have a genome of N genes for which we have 
sequence data from G genes. Let qj be the posterior probabili-
ty that exactly j of the G sampled genes have clade c. Consid-
er first the case when we know the true sample-wide GTM 
(the GTM of the G sampled genes). In particular, we know 
the exact number j of gene trees among the G genes that have 
clade c, so that qj = 1 and all other qj′ are 0. In this case then, 
sampling an additional N - G genes and mapping the new 
genes to state 1 when the gene tree has clade c and 0 oth-
erwise is again like a Dirichlet process, no matter what the 
sample-wide GTM actually is. For this process, the joker has 
weight α + G—the total weight of all the cards in the urn af-
ter sampling the first G genes and frequencies are f1 = (αpc - 
j)/(α + G) and f0 = (α(1 - pc) + G - j)/ (α + G) (the probabili-
ty of getting or not getting the clade for the first newly sam-
pled gene). The posterior probability that k genes among the 
N genes in the genome have clade c is then the probabili-
ty that k - j of the nonsampled N - G genes have the clade, 
which is then
or probabilities of the tree topology. Further, if we use the 
uniform prior distribution on topologies for each individu-
al gene, we conclude that the likelihood of the map M is pro-
portional to the product of the corresponding individual-
gene posterior probabilities.
        P{X|M}  {Ti|Xi}.                   (13)
GTM Prior Distribution
This expression depends in part on the coefficients of the 
polynomial An(x) which when expanded is seen to be an nth 
degree polynomial in x with the form
         An(x) =                       (14)
The coefficients a(n, k) are integers and are absolute values 
of so-called Stirling numbers of the first kind which arise in 
many combinatorial settings. These numbers can be comput-
ed recursively with a(1, 1) = 1, a(1, k) = 0 for k > 1, a(n, 0) = 0 
for n > 0, and a(n, k) = a(n - 1, k - 1) + (n - 1)a(n - 1, k).
The typical Dirichlet process prior on a continuous param-
eter space generates a new distinct value each time the joker 
is drawn. The prior probability of k distinct sampled values 
in α sample of size n is then
(Antoniak 1974). This expression requires modification in the 
discrete case. We find this expression in the special case of a 
uniform distribution.
A GTM can contain k distinct gene trees if the joker is sam-
pled i times for any i ≥ k. If J is the number of times the joker 
is drawn and if D is the number of distinct gene trees, then
    P{D = k} =  {J = i} P {D = k|J = i},              (16)
where P{J = i} is found from Equation (15). To find an ex-
pression for P{D = k}|J = i}; we begin by noting that every 
sequence of i trees drawn from the uniform distribution has 
probability (1/T)i: we need to simply count the number of 
sequences with k distinct trees. First there are S(i, k) ways 
to specify which of the i draws of the joker correspond to 
each of the k distinct trees where S(i, k) is a Stirling number 
of the second kind. (In general, S(n, k) counts the number of 
ways to partition n objects into k nonempty groups.) Given 
this specified partition, there are T(T - 1)…(T - k + 1) = Ak(T - 
k + 1) ways to choose the specific set of k distinct trees in the 
order selected. Putting this together, we find that P{D = k|J = 
i} = S(i, k)Ak(T – k + 1) = Ti, so that the prior probability distri-
bution for k distinct gene trees among G sampled genes is
Notice that if T is quite large as will be the case for even mod-
erate numbers of taxa and if a is much smaller than T which 
will be the case when we expect few distinct trees a priori, then 
the preceding sum is dominated by the first term (αka(G, k)/
AG(α)) × Ak(T - k + 1)/Tk which is nearly identical to Equation 
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by applying Equation (5) to the new 0/1 Dirichlet process. 
We now turn to the general case, when the sample-wide 
GTM Ms is not known with certainty. Because the sequence 
data X from the G sampled genes and the N - G non-sampled 
gene trees are independent given the sample-wide GTM, it 
follows that the posterior distribution of the genome-wide 
GTM M = (Ms, Mns) is
             P{(Ms, Mns)|X, α} = P{Mns|Ms, α} ∙ P{Ms|X, α}
Furthermore, the posterior distribution of the number of 
trees in Mns with clade c depends on the sample-wide GTM 
Ms only through the number of gene trees in Ms with clade c, 
so that the posterior probability that k genes in the genome 
have clade c is has k trees with c|Ms has j trees 
with c|X, α} P{Ms has j trees with c|X, α}. In the sum, the 
first term is given by Equation (19), whereas the second term 
is just qj, so that the posterior probability that k genes among 
the N genes in the genome have clade c is
The same derivations can be made with any feature looked 
for in gene trees. The feature considered above was the prop-
erty of having the clade c. A similar formula is obtained with, 
for example, the property of being equal to a fixed tree τ, such 
as the total evidence tree. Equation (20) still relates the poste-
rior distribution of the sample-wide proportion of genes with 
tree τ to the posterior distribution of the genome-wide propor-
tion of genes with tree τ. The prior probability pc of the clade 
just needs to be replaced by 1/T, the prior probability of the 
tree τ. We implemented these calculations in the R program-
ming language (Chambers 1998) and made our R functions 
available at http://www.stat.wisc.edu/~larget/bucky.html.
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