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RESUME 
 
 
 
Ce mémoire présente les travaux réalisés dans le cadre d’une thèse CIFRE en collaboration 
avec le Laboratoire National d’Hydraulique et Environnement (LNHE) d’EDF R&D et 
l’Institut de Mécanique des Fluides de Toulouse (IMFT). La thèse a pour objectif in fine de 
fournir au LNHE un outil numérique précis lui permettant d’étudier la fiabilité d’un stockage 
de déchets nucléaires en milieu géologique profond. Les travaux réalisés portent plus 
particulièrement sur le développement et l’implémentation d’une méthode de suivi de 
particules par marche aléatoire pour modéliser le phénomène de transport 3D dans des 
milieux poreux hétérogènes (fracturés). 
 
Dans une première partie, le rapport présente la méthode particulaire utilisée pour modéliser 
le transport en milieu poreux, avec une approche discrète haute résolution. Celle-ci s’appuie 
sur la représentation de l’évolution d’un panache de concentration par le déplacement d’un 
nuage de particules. Les particules de traceur se déplacent selon un schéma lagrangien 
asynchrone, implémenté sur un modèle hydraulique 3D, sur un maillage non structuré 
(éléments finis tétraédriques). L’utilisation de pas de temps asynchrones permet d’éviter, en 
maillage non structuré, le phénomène de ‘dépassement’ inhérent aux autres méthodes 
particulaires. En pré-traitement, afin de lisser les discontinuités des paramètres de transport, 
une méthode de filtrage est mise en place. En post-traitement, les concentrations de traceurs 
sont obtenues à partir des positions de particules en utilisant plusieurs méthodes de filtrage et 
d’échantillonnage de particules. Les méthodes développées sont illustrées et validées via des 
problèmes d’advection-diffusion de traceur en milieux homogènes et hétérogènes. Le modèle 
de suivi de particules à marche aléatoire asynchrone proposé s’avère efficace et satisfaisant. 
Les tests de validations permettent d’optimiser les paramètre de filtrage et donnent des 
résultats très proches des solutions de référence (analytique ou à partir de benchmark) dans les 
cas optimisés. 
 
Lorsque les milieux abordés possèdent des hétérogénéités spatialement denses, comme dans 
le cas des milieux fracturés, le modèle présenté dans la première partie est complété par une 
nouvelle approche permettant de représenter de façon adéquate le milieu étudié.  
 
La seconde partie du travail consiste donc à étendre le modèle particulaire au cas d’un milieu 
fracturé représenté à l’aide d’une approche double-continuum, dans laquelle la matrice 
poreuse et les fractures sont représentées par un continuum Matrice et un continuum Fracture. 
Les propriétés hydrogéologiques qui interviennent dans les équations d’écoulement et de 
transport des continua sont définies par des paramètres équivalents homogénéisés. Les deux 
continua sont couplés par des échanges de fluides et de traceurs. Les échanges inter-
continuum de traceurs sont représentés par des échanges de particules et sont traités sous la 
forme de probabilités de transition de particules d’un continuum à l’autre. Des tests sur le 
modèle de suivi de particules avec l’approche double-continuum sont réalisés sur un réseau 
régulier de fractures. Les tests effectués pour des continua de contrastes modérés montrent 
l’adéquation de la méthode double continuum pour cette classe de modèles.
 
Particules/Marche aléatoire/ Asynchrones/ Maillage non-structuré/ Filtrage, 
Fractures/ Double-continuum/ Paramètres équivalents homogénéisés/ Echanges 
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ABSTRACT 
 
 
 
This PhD research was conducted as a collaboration between Laboratoire National 
d’Hydraulique et Environnement (LNHE) from EDF R&D and the Institut de Mécanique des 
Fluides de Toulouse (IMFT) in the frame of a CIFRE contract. This PhD thesis aims at 
providing LNHE a reliable numerical model to study the feasibility of a nuclear waste storage 
in deep geological structures. The main focus of the thesis is put on developing and 
implementing a Random Walk Particle Method (RWPM) to model contaminant transport in 
3D heterogeneous and fractured porous media. 
 
In its first part, the report presents the lagrangian particle tracking method used to model 
transport in heterogeneous media with a direct high resolution approach. The solute plume is 
discretized into concentration packets: particles. The model tracks each particle based on a 
time-explicit displacement algorithm according to an advective component and a diffusive 
random component. The method is implemented on a hydraulic model discretized on a 3D 
unstructured tetrahedral finite element mesh. We focus on techniques to overcome problems 
due to the discontinuous transport parameters and the unstructured mesh. First, we introduce 
an asynchronous time-stepping approach to deal with the numerical and overshoot errors that 
occur with conventional RWPM. Then, a filtering method is applied to smooth discontinuous 
transport parameters (pre-processing). Finally, once the particle displacements are computed, 
we propose several filtering and sampling methods to obtain concentrations from particle 
positions (post-processing). Applications of these methods are presented with cases of tracer 
advection-dispersion in homogeneous and heterogeneous media.  
 
For dense fracture networks, direct high resolution methods are very time consuming and 
need a lot of computational resources. So, as an alternative to the discrete approach, a dual-
continuum representation is used, in the second part of the report, to describe the porous 
matrix and the fracture network. Each material is separately represented by a continuous 
medium with equivalent homogenised parameters and its own system of governing 
equations coupled by the exchange rate of water and tracer mass between the fractures and 
the porous matrix. The exchange of tracer is interpreted with particles transitional 
probabilities to jump from a continuum to the other. The combination of the asynchronous 
particle tracking method with a double-continuum approach makes the difficulty of the 
method. The dual-continuum approach in transport in 3D heterogeneous porous media is 
applied on a regular fracture network. First results show that the model is adequate for low 
contrast permeability between the matrix and the fractures. 
 
 
 
Particle tracking / RandomWalk / Asynchronous / Filtering / Unstructured 3D mesh. 
Fractures/ Dual-continuum/ equivalent homogenized parameters/Exchange 
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I - Introduction 
 
 
 
I.1 - Contexte 
 
En France, la production de déchets radioactifs est majoritairement le fait de l'industrie 
électro-nucléaire, devant la recherche, l'armée et les industries non nucléaires : irradiation 
médicale, extraction minière, centrales à charbon, etc. L’inventaire des stocks de déchets 
radioactifs s’élevait fin 2004 à plus de 106m3. Les déchets de haute activité à vie longue 
(HAVL) sont essentiellement produits par l'industrie électro-nucléaire. La question de la 
gestion à long terme de ces déchets reste au cœur des débats. 
 
La loi Bataille du 30 décembre 1991 a pour cela organisé les recherches jusqu'en 2006 pour 
étudier trois axes de recherche : 
• Séparation chimique et transmutation,  
• Stockage en couche géologique profonde définitif ou réversible,  
• Entreposage de longue durée en surface ou subsurface. 
L’ANDRA (Agence Nationale pour la gestion des Déchets RAdioactifs) conçoit et exploite 
les filières de stockage adaptées à chaque catégorie de déchets radioactifs. Cela se traduit par 
la collecte, le conditionnement, le stockage et la surveillance des déchets.  
 
La loi Birraux du 28 juin 2006 a ensuite confirmé ce rôle de l'ANDRA et lui demande 
d'étudier la mise en service industriel d'un stockage réversible en couche géologique profonde 
en 2025. L'ANDRA a également en charge l'entreposage de longue durée depuis cette loi.  
 
En application du principe pollueur-payeur, la gestion des déchets est de la responsabilité du 
producteur. EDF, responsable du devenir de ses propres déchets, suit donc de près les travaux 
de l’ANDRA et réalise aussi ses propres études de faisabilité.  
Au sein de la division R&D d’EDF, le Laboratoire National d’Hydraulique et Environnement 
(LNHE) étudie les solutions qui offrent un exutoire définitif et sûr pour les déchets nucléaires 
HAVL. L’évaluation de la performance, de la pérennité et de la sûreté des stockages de 
déchets résultant de la production d’électricité a nécessité la création et le développement 
d’outils de modélisation propres au LNHE. Les outils de calculs utilisés pour réaliser les 
études de faisabilité sont : 
• Un modèle éléments finis (Ecoulements Souterrains TELEMAC) permettant de 
décrire les écoulements souterrains et le transport de radionucléides en milieux 
poreux. Les études réalisées avec cet outil permettent d’identifier les cheminements 
suivis par les radionucléides issus des colis de déchets. 
• Un modèle de transport réactif unidimensionnel (OSIRIS) qui réalise des calculs 
d’impacts multi-1D sur l’ensemble des chemins identifiés à l’aide des simulations 
réalisées avec ESTEL. La relative simplicité de ce modèle permet, du fait de temps de 
calculs relativement courts, de réaliser des études de sensibilité fouillées et des études 
de propagation d’incertitude. 
• Un modèle (OURSON) qui permet de décrire le transfert des radionucléides de la 
géosphère vers la biosphère afin de calculer l’impact du stockage sur l’homme. 
 
Le système TELEMAC mentionné précédemment est une suite logicielle regroupant des 
codes de calculs (hydrologie, sédimentologie, hydrogéologie, houle, …) autour d’une 
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bibliothèque commune appelée BIEF (BIbliothèques des Eléments Finis). Le code ESTEL3D 
est une des composantes du système TELEMAC. 
 
La thèse présentée dans ce rapport est financée par EDF-R&D via un contrat CIFRE liant le 
LNHE à l’IMFT (Institut de Mécanique des Fluides de Toulouse). Elle vise à poursuivre les 
développements sur le code ESTEL3D afin de pouvoir étudier le comportement d’un stockage 
en milieu géologique profond. Elle a pour objectif in fine de fournir au LNHE un outil 
numérique fiable lui permettant de réaliser des études d’impact du même style que celles 
mises en œuvre par l’ANDRA et lui permettre d’avoir un avis critique et de proposer des 
solutions alternatives (moins coûteuses) aux choix de concept.  
 
Sur le plan scientifique, elle a pour but de développer un modèle de transport particulaire 
adapté à des milieux 3D complexes de type milieux poreux fracturés ou fissurés. 
 
 
I.2 - Problématique et objectifs 
 
La description du transport en milieu poreux fracturé constitue un des enjeux majeurs des 
calculs de sûreté. Les calculs réalisés visent à identifier les exutoires vers lesquels les 
radionucléides vont se diriger. Ils nécessitent la mise en œuvre de modèles permettant 
d’identifier les trajectoires suivies par ces radionucléides, à l’échelle régionale, pour un site 
géologique complexe (présence de failles, couches micro-fissurées,…). 
 
Le transport par advection et dispersion correspond au mécanisme de transfert des traceurs en 
milieu poreux. L’étude du phénomène de transport est généralement réalisée par la résolution 
d’une équation aux dérivées partielles appelée équation d’advection-dispersion (EAD), 
décrivant l’évolution spatio-temporelle de la concentration de traceur dans le milieu étudié. La 
résolution numérique de l’EAD s’appuie sur une approche eulérienne basée sur une 
discrétisation spatiale du milieu. Les solutions obtenues par des schémas classiques de type 
Eléments Finis ou Différences Finies sont souvent affectées par des erreurs de diffusion 
numérique lorsque les effets d’advection sont importants dans le domaine. 
 
Une approche lagrangienne est alors envisagée pour modéliser l’expansion de la concentration 
de traceur. La masse totale de traceur est distribuée sur un ensemble de particules dont le 
mouvement global traduit l’évolution du panache de concentration. Le mouvement individuel 
de chaque particule est régi par un schéma de déplacement suivant une composante advective 
et une composante dispersive aléatoire. Les propriétés advectives et dispersives utilisées dans 
le schéma de déplacement de la particule proviennent d’un échantillonnage local des 
propriétés hydrogéologiques du milieu hétérogène. 
 
Dans le cas de simulations sur des milieux à forte densité de fractures ou des milieux micro-
fissurés, une description détaillée de ces hétérogénéités conduit à des modélisations très fines 
et à des temps de calculs très élevés. On est alors amené à utiliser une autre approche pour 
décrire ces milieux fissurés. Dans cette approche, dite « continuum », le milieu poreux 
fracturé est représenté, en tout point, par un double continuum représentant la matrice poreuse 
et le réseau de fractures. L’interaction entre les deux systèmes est caractérisée par des termes 
d’échange de fluide et de soluté.  
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L’objectif de la thèse est donc de proposer un modèle tridimensionnel de transport par suivi 
de particules capable de s’appliquer à des milieux très hétérogènes de type milieux fracturés. 
Le travail s’oriente vers le développement de méthodes particulaires pour modéliser le 
transport dans les milieux poreux hétérogènes et fracturés, aussi bien en simulation directe 
qu’en simulation homogénéisée de type double-milieu.  
 
Le travail présenté dans ce rapport se compose donc de deux parties. La première partie 
concerne l’étude d’un modèle tridimensionnel avec une approche directe discrète (haute 
résolution) des phénomènes d’écoulement-transport en milieux poreux hétérogènes. Le 
transport est décrit par une méthode particulaire adaptée à des milieux hétérogènes à forts 
contrastes.  
 
La seconde partie se concentre plus particulièrement sur l’étude de ces phénomènes dans des 
milieux fracturés. L’extension du milieu poreux à un milieu poreux fracturé nécessite la mise 
en place d’un nouveau modèle de représentation du milieu lui-même et des phénomènes 
physiques qui y ont lieu. Le modèle adopté est un modèle de type double-continuum. 
 
 
I.3 - Structure du rapport 
 
Dans un premier temps, un module d’hydraulique souterraine permettant de modéliser les 
écoulements souterrains en milieux poreux saturés ou non saturés est présenté. Les équations 
d’écoulement sont résolues par une méthode Eléments-Finis classique avec une discrétisation 
de l’espace sur un maillage non structuré. Le chapitre II présente les méthodes de résolution 
de l’équation de Richards ainsi que les tests de validation effectuées. 
 
Dans un deuxième temps, le rapport est centré autour du développement d’un modèle 
particulaire. Cette méthode de suivi particulaire est une approche lagrangienne qui réplique le 
comportement d’un traceur passif en considérant le mouvement d’un ensemble fini de 
particules. La démarche nous amenant à choisir le modèle de suivi de particules à marche 
aléatoire, ainsi que les méthodes permettant de résoudre les difficultés inhérentes au modèle 
sont détaillées dans le chapitre III. 
 
Le chapitre IV propose ensuite des méthodes d’interpolation afin de calculer des panaches de 
concentration à partir des distributions de particules. Les concentrations obtenues doivent être 
suffisamment lisses pour être exploitables par les études avales. Les fonctions de 
régularisation utilisées peuvent cependant introduire des erreurs d’approximation de la 
concentration. La majoration de ces erreurs constitue un des critères de choix de la méthode. 
 
Le chapitre V présente les tests en transport, effectués en milieux homogènes et en milieux 
hétérogènes, qui ont permis la validation de la méthode ainsi que son implémentation. Les 
études et comparaisons sont réalisées sur des cas de transport soumis à des conditions 
d’advection pure, de diffusion pure et d’advection et dispersion combinées.  
 
Afin d’étendre les méthodes de modélisation d’écoulement et de transport, développées dans 
les chapitres précédents, à des milieux poreux plus complexes, le chapitre VI présente 
qualitativement différentes approches permettant d’aboutir à la modélisation d’un milieu 
poreux fracturé. Il a aussi pour but de justifier le choix de l’approche double-continuum 
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comme méthode utilisée dans notre modèle d’écoulement et de transport en milieux fracturés. 
Ce choix est basé sur des critères d’applicabilité et de représentativité du modèle. 
 
Le chapitre VII propose, ensuite, une méthode de détermination des paramètres équivalents 
associés aux continua Matrice et Fractures à partir des propriétés intrinsèques de la matrice 
poreuse et des fractures ainsi que leur agencement spatial dans le domaine. La détermination 
des paramètres équivalents homogénéisés correspond à une étape de pré-traitement des 
données/propriétés hydrogéologiques du domaine à étudier.  
 
Le but du chapitre VIII est de formuler des équations aux dérivées partielles macroscopiques 
de type « double-milieu » pour les écoulements et le transport de soluté dans un milieu poreux 
fracturé. Ce type de modèle tient compte, de façon « homogénéisée », des échanges matrice-
fractures en situation de non-équilibre. Le couplage entre les deux milieux se fait par un terme 
de taux d’échange, typiquement proportionnel à la différence de pression (pour l’hydraulique) 
ou de concentration (pour le soluté) entre les deux milieux.  
 
Un traitement spécifique des termes d’échange établis dans le chapitre VIII est requis pour 
s’adapter au modèle de traçage de particules. Il consiste à modéliser le processus de transfert 
de masse entre les deux continua dans le cadre de méthodes de suivi de particules. Cela nous 
conduit à aborder une difficulté inhérente au problème du transport double-milieu : la gestion 
des échanges de particules entre deux « phases » mobiles, les milieux matrice et fractures 
étant le siège d’écoulements ayant des vitesses différentes. Le chapitre IX propose deux 
approches possibles pour traiter les termes d’échange : les approches déterministes et 
stochastiques.
 
Enfin, le chapitre X présente, de façon qualitative, les tests réalisés sur un réseau régulier de 
fractures avec le modèle double-continuum. Les résultats ainsi obtenus sont comparés avec 
des résultats déterminés à partir du modèle discret, ce dernier ayant déjà été validé à l’aide de 
solutions analytiques ou d’exercices de benchmark dans le chapitre V. Les tests effectués 
mettent l’accent sur l’influence des paramètres équivalents utilisés pour caractériser les 
continua et des méthodes de traitement des termes d’échange permettant le couplage de ces 
continua. 
 
 
La structure du rapport est illustrée sur la Figure I-1. 
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II - Modélisation discrète haute résolution de l’écoulement en 
milieu poreux hétérogène 3D 
 
 
 
II.1 - Introduction 
 
La modélisation des écoulements en milieux poreux est souvent rendue délicate par 
l’existence d’importantes hétérogénéités dans les milieux étudiés. 
 
L’objectif de ce chapitre est de proposer un modèle de résolution 3D des écoulements 
souterrains capable de gérer des domaines à géométries complexes comportant de forts 
contrastes de paramètres de matériaux. Le modèle présente une résolution numérique des 
équations d’écoulement par des méthodes de types Eléments Finis avec une discrétisation de 
l’espace reposant sur un maillage composé de tétraèdres irréguliers. 
 
Ce chapitre détaille les modèles numériques utilisés et les schémas implémentés dans le 
module d’écoulement du code ESTEL3D. Le modèle hydraulique décrit dans ESTEL3D 
permet de modéliser aussi bien des cas d’écoulements en régime permanent qu’en régime 
transitoire, pour des sols saturés ou insaturés. Les tests de validation présentés sont cependant 
uniquement simulés avec des cas en milieux totalement saturés en eau car le modèle 
particulaire développé dans le chapitre III s’applique plus particulièrement à des milieux 
saturés. 
 
 
II.2 - Equations et paramètres en jeu 
 
La théorie des écoulements en milieu poreux saturé ou non saturé repose sur l’équation de 
Richards, une équation aux différences partielles non linéaire. Elle résulte de l’équation de 
continuité et de la loi phénoménologique de Darcy. L’équation de Richards peut être résolue 
avec un schéma itératif de type Picard. 
 
II.2.1 - Equation de continuité en milieu poreux  
 
L’expression de la conservation de la masse d’eau contenue dans un volume V de milieu, de 
surface limite Γ s’écrit :  
 
∫∫ ∫∫∫∫∫∫
Γ
=Γ⋅+∂
∂
VV
SdVdqdivdV
t
ρρθρ )(                                                                        (2.1) 
 
où θ  est la teneur en eau [m3.m-3], 
ρ est la densité de l’eau [kg.m-3] 
q est la densité de flux d’eau dans le milieu poreux [m.s-1] 
S est un terme source [s-1]. 
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Dans notre modèle, l’eau est considérée comme un fluide incompressible (sa densité ρ est 
constante). L’équation de conservation peut alors être ramenée à l’expression : 
 
Sqdiv
t
=+∂
∂ )(θ                                                                                                              (2.2) 
 
Pour des milieux saturés en eau, θ est constante. L’équation de conservation se réduit, dans ce 
cas à l’expression : . Sqdiv =)(
 
II.2.2 - Loi de Darcy 
 
Les équations de Navier-Stokes (loi de dissipation visqueuse) sont en général remplacées par 
la loi de Darcy pour les milieux poreux car on ne connaît pas avec précision les phénomènes 
en jeu à l’échelle microscopique dans les pores. La loi de Darcy (Darcy, 1856) est une loi 
macroscopique valable à l’échelle du domaine élémentaire reliant la vitesse d’écoulement 
dans le milieu poreux à la charge hydraulique et à la perméabilité. Elle s’écrit :  
 
)( zhgradKU D +⋅−=                                                                                                    (2.3) 
 
où UD est la vitesse dans le milieu [m.s-1] correspondant au flux de densité de fluide, 
     K est le tenseur de perméabilité hydraulique [m.s-1], 
     h+ z est la charge hydraulique [m]. 
 
Le tenseur K peut lui-même se décomposer comme le produit de 2 termes : le tenseur de 
perméabilité hydraulique saturé KS [m.s-1] et la perméabilité relative kr [-] liée à la charge h. 
La loi de Darcy s’écrit alors : 
 
)()( zhgradKhkU SrD +⋅−=                                                                                         (2.4) 
 
La perméabilité relative kr(h) est constante et égale à 1 lorsque le milieu est saturé en eau. 
 
II.2.3 - Equation de Richards 
 
L’équation de Richards est la principale équation résolue dans le module d’écoulement du 
code ESTEL3D. Elle est obtenue en injectant l’expression de la vitesse issue de la relation de 
Darcy, dans la loi de conservation. Il en résulte l’expression suivante : 
 
SzhgradKkdiv
t Sr
++⋅=∂
∂ ))((θ                                                                                  (2.5) 
 
On introduit la notion de capacité de rétention C, définie telle que : 
dh
dC θ=  
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C peut alors s’écrire aussi : 
h
t
t
C ∂
∂⋅∂
θ∂=                                                                                (2.6) 
et peut alors se mettre sous la forme : )(hgrad )(1)( θgrad
C
hgrad =                                    (2.7) 
 
On en déduit donc de la relation (2.5) les équations suivantes : 
 
⎪⎪⎩
⎪⎪⎨
⎧
++⋅=∂
∂
++⋅=∂
∂
Szgradgrad
C
Kkdiv
t
SzhgradKkdiv
t
hC
Sr
Sr
))()(1((
))((
θθ
                                                       (2.8 – 2.9) 
 
L’équation (2.8) représente l’équation de Richards sous la forme de pression de charge h [m] 
tandis que l’équation (2.9) est une équation liant les teneurs en eau [m3m-3]. 
 
Remarque: Lorsque le milieu est saturé, comme dans le cas des études qui nous concerne, θ 
correspond à la porosité et est constante en temps. Il vient alors : C = 0. L’équation (2.9) ne 
peut donc être utilisée qu’en milieu insaturé.  
 
 
II.2.4 - Les conditions aux limites 
 
Afin de résoudre l’équation de Richards, on définit des conditions aux limites du domaine 
sous la forme : 
Γ∂
∂β+α=
n
h)r(h)r()t,r(B                                                                                          (2.10) 
 
où r est le vecteur position et n la normale sortante à la surface limite Γ. 
 
On peut définir 3 types de conditions aux limites : 
       - des conditions de type Neumann lorsque α = 0, 
       - des conditions de type Dirichlet lorsque β = 0, 
       - des conditions de type Cauchy lorsque α ≠ 0  et  β ≠ 0. 
 
 
II.3 - Schémas numériques : discrétisations spatio-temporelles 
 
II.3.1 - Discrétisation temporelle et schéma de Picard 
 
La discrétisation temporelle est basée sur un schéma d’Euler implicite. Dans le module 
d’écoulement d’ESTEL3D, le schéma numérique choisi est le schéma de Picard qui utilise 
une approximation par différence finie pour évaluer le terme en dérivée partielle par rapport 
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au temps. Selon l’équation à discrétiser, il est possible d’utiliser soit le schéma de Picard 
standard, soit le schéma de Picard modifié (Ababou et al, 1988; Celia et al., 1990) 
 
II.3.1.1 - Le schéma standard 
 
Le schéma standard est utilisé pour discrétiser l’équation de Richards « en h » (2.8). Pour des 
raisons de stabilité, un degré d’implicitation wh est aussi introduit dans l’expression de h. 
L’équation de Richards est alors discrétisé en remplaçant l’expression de h et celle de sa 
dérivée temporelle par les expressions approchées du schéma suivant : 
 
⎪⎩
⎪⎨
⎧
∆
−≈∂
∂
−+≈
++
++
t
hh
t
h
h)w(hwh
nm,n
n
h
m,n
h
11
11 1
                                                                                       (2.16) 
 
On obtient alors : 
 
 
( )
( ) m,nnm,nm,nnhm,nhmSm,nr
m,nm,nm
S
m,n
rh
m,nm,n
m,n
S
t
hhC)zh)w(hwgradKk(div
hhgradK(divkw
t
hhC
1
1
111
1111
111
1
1 +
+
+++
++++
+++
+
+∆
−−+−+⋅=
−⋅−∆
−
           (2.17) 
 
où h n+1,m+1 représente l’inconnue de cette équation discrétisée.  
 
Dans la suite, le 1er indice en exposant représente le pas de temps et le 2nd le nombre 
d’itérations dans ce pas de temps. 
 
II.3.1.2 - Le schéma modifié 
 
Pour l’équation mixte de Richards (2.5), on utilise le schéma de Picard modifié. En plus des 
approximations faites pour le schéma standard, on utilise un développement de Taylor en h à 
l’ordre 1 autour du point (θ n+1,m, h n+1,m), afin de déterminer la valeur de la teneur en eau θ. 
La discrétisation de l’équation de Richards est obtenue en remplaçant h, θ  et sa dérivée 
temporelle par leurs expressions approchées. 
 
( )⎪⎪⎪
⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
−⎟⎠
⎞⎜⎝
⎛
∂
θ∂+θ≈θ
∆
θ−θ≈∂
θ∂
−+≈
+++
+
+++
++
++
m,nm,n
m,n
m,nm,n
nm,n
n
h
m,n
h
hh
h
tt
h)w(hwh
111
1
111
11
11 1
                                                  (2.18-2.20) 
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De plus, comme
dh
dC θ= , on note
m,n
m,n
h
C
1
1
+
+ ⎟⎠
⎞⎜⎝
⎛
∂
θ∂= . 
 
On obtient alors le schéma suivant : 
 
mn
nmn
n
h
mn
h
m
S
mn
r
mnmnm
S
mn
rh
mnmn
mn
S
t
zhwhwgradKkdiv
hhgradKdivkw
t
hhC
,1
,1
,1,1
,11,1,1
,11,1
,1
)))1(((
))((
+
+
++
++++
+++
+
+∆
−−+−+⋅=
−⋅−∆
−
θθ                      (2.21) 
 
La différence entre les 2 schémas de Picard réside dans l’expression de la variation de la 
masse. Alors que le schéma de Picard modifié est parfaitement conservatif, la conservation de 
la masse n’est pas garantie dans le schéma standard. Un bilan de masse est donc effectué au 
cours des calculs afin de vérifier systématiquement la conservation de la quantité d’eau. 
 
 
II.3.1.3 - Les critères de convergence 
 
La définition d’un critère de convergence permet d’arrêter le processus d’itération et de passer 
au pas de temps suivant. Un bon critère de convergence doit permettre de minimiser le 
nombre d’itérations tout en maximisant la précision du résultat. 
Un premier critère standard de convergence utilisé avec le schéma de Picard est le test sur le 
module de l’incrément entre deux itérations consécutives de la charge h à un temps n. 
 
ε≤−+ m,nm,n hh 1                                                                                                           (2.22) 
 
ε [m] définit la précision sur le module d’incrément sur l’ensemble du domaine d’étude. Ce 
critère peut s’avérer contraignant et entraîner un temps de calcul très long lorsque le champ de 
charges h est localement élevé. En effet, dans ces zones, le critère ε, constant sur le domaine, 
est trop faible. 
 
Pour cette raison, un critère relatif de convergence peut être utilisé comme alternative en 
prenant en compte la valeur de la charge à l’itération m+1. 
 
11 ++ ε+ε≤− m,nrm,nm,n hhh                                                                                          (2.23) 
 
L’addition du facteur εr.hn,m+1 permet d’augmenter la borne de majoration dans les zones où 
les charges sont élevées. Ce critère adaptatif augmente l’efficacité du processus de 
convergence.  
 
Cependant, Huang et al. (1996) a montré que ce critère relatif pouvait entraîner une 
divergence du schéma lorsque les zones à fortes charges côtoient des zones à faibles charges. 
Ce problème peut apparaître lors de la modélisation d’un écoulement à travers un milieu dont 
le champ de perméabilité est spatialement très hétérogène ou à proximité d’une interface entre 
deux sols de perméabilités très différentes. Huang et al. propose ainsi un critère de 
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convergence adapté spécifiquement au schéma de Picard modifié introduisant la capacité C 
dans le critère : 
 
ε≤−+ m,nm,nm,n hhC 1                                                                                                   (2.24) 
 
Pour des conditions sèches, un changement brutal de la charge n’a quasiment aucun effet sur 
la teneur en eau. La capacité Cn,m est faible ainsi la précision requise sur |hn,m+1-hn,m| reste 
faible. Proche des conditions de saturation, même une faible variation du champ de charge a 
un impact conséquent sur la teneur en eau et  pour une certaine teneur en eau intermédiaire, la 
capacité devient maximale (Ababou, 1991). La capacité Cn,m est élevée et la précision 
imposée sur |hn,m+1-hn,m| devient importante. 
 
 
II.3.2 - Discrétisation spatiale : méthode de Galerkin 
 
La discrétisation spatiale repose sur la méthode des éléments finis. Plus précisément, la 
méthode utilisée est la méthode de Galerkin dans laquelle les fonctions de base elles-mêmes  
servent de fonctions tests dans la formulation variationnelle. Le domaine est discrétisé sur une 
grille irrégulière constitué de mailles tétraédriques. Le choix d’un maillage tétraédrique non 
structuré se justifie par une meilleure adaptabilité aux géométries tridimensionnelles 
complexes en comparaison aux maillages structurés. 
 
II.3.2.1 -  Les fonctions de base 
 
Les champs de paramètres de roche C, θ, kr et K sont discrétisés avec un schéma de type 
« centré sur l’élément ». Les valeurs de ces paramètres sont donc constantes par élément. Les 
fonctions de base ϕi associées à ce type de discrétisation sont définies sur l’ensemble P0 des 
polynômes de degré nul telles que sur un domaine Ω décomposé en ne sous-ensembles 
disjoints Ei on ait :   
 
[ ]
⎩⎨
⎧
≠∈=ϕ
∈=ϕΩ∈∀∈∀
ji  et EM  si,)M(
EM  si,)M(
,M,n,)j,i(
ji
ii
e 0
1
1 2                                        (2.25) 
 
Les fonctions de base ainsi définies sont telles que : 1)(  , =Ω∈∀ ∑ MM
i
iϕ                     (2.26) 
 
Le champ de charge, obtenu après dégradation des propriétés des matériaux, est discrétisé sur 
un schéma défini aux noeuds du maillage. Les fonctions de base ϕi correspondantes sont des 
fonctions linéaires de l’ensemble P1 définies telles que pour n le nombre total de nœuds du 
maillage et {Nj}j=1,n l’ensemble de ces nœuds, on ait : 
 
[ ] j,ijii )N(  et    ,n,)j,i( δ=ϕΡ∈ϕ∈∀ 121                                                                  (2.27) 
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Les fonctions de base P1 du maillage tétraédrique sont obtenues à partir de celles du tétraèdre 
de référence composé des nœuds {(0,0,0), (1,0,0), (0,1,0), (0,0,1)} à l’aide d’une 
transformation affine F. Notons A, B, C et D les nœuds d’un tétraèdre du domaine. La 
fonction F est définie telle que : 
 
⎪⎪⎩
⎪⎪⎨
⎧
=
=
=
=
),,(FD
),,(FC
),,(FB
),,(FA
100
010
000
001
 
 
La forme de l’application F est donc donnée par : 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⋅
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−−−
−−−
−−−
=
3
2
1
333333
222222
111111
b
b
b
z
y
x
bdbcba
bdbcba
bdbcba
)z,y,x(F  
 
où sont les coordonnées respectives de A, B,C et D. 3,13,13,13,1 )(et  )( ,)( ,)( ==== iiiiiiii dcba
 
 
Ainsi, à partir des fonctions de base Ψi du tétraèdre de référence, on peut retrouver les 
fonctions de base ϕi du tétraèdre ABCD grâce à l’application F.  
 
⎪⎪⎩
⎪⎪⎨
⎧
ψ=ϕ
ψ=ϕ
ψ=ϕ
ψ=ϕ
⇒
⎪⎪⎩
⎪⎪⎨
⎧
=ψ
=ψ
=ψ
−−−=ψ
−
−
−
−
))w,v,u(F()w,v,u(
))w,v,u(F()w,v,u(
))w,v,u(F()w,v,u(
))w,v,u(F()w,v,u(
                       
z)z,y,x(
y)z,y,x(
x)z,y,x(
zyx)z,y,x( 1
1
44
1
33
1
22
1
1
4
3
2
1 1
             (2.28) 
 
 
Notons que le champ de densité de flux de fluide (ou vitesse de Darcy) est obtenu par la suite 
par application de la loi de Darcy sur le champ de charge calculé à partir de l’équation de 
Richards. Le champ de vitesse de Darcy est discrétisé à l’aide d’un schéma de type P0. 
 
 
II.3.2.2 - Formulation variationnelle de l’équation de Richards 
 
La formulation variationnelle de l’équation de Richards est obtenue dans la méthode de 
Galerkin par l’utilisation des fonctions de base {ϕi}i=1,n en tant que fonctions tests. Ainsi, à 
partir de l’équation mixte, on obtient en intégrant sur le domaine Ω: 
 
[ ] Ω++⋅=Ω∂
∂∈∀ ∫∫∫∫∫∫
ΩΩ
dSzhgradKkdivdni iSri .)))((( .t
     ,,1 ϕϕθ                          (2.29) 
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 donc :           Ω+Ω+⋅=Ω∂
∂ ∫∫∫ ∫∫∫∫∫∫
Ω ΩΩ
dSdzhgradKdivkd iiSri .))(( .t
ϕϕϕθ                      (2.30) 
 
En appliquant la formule de Green au 1er terme du 2nd membre, on a : 
 
Ω+Γ++Ω+⋅−=Ω∂
∂ ∫∫∫ ∫∫∫∫∫∫∫∫
Ω ΩΓΩ
dSndzhgradKkdgradzhgradKkd iSriSri .)(.))(( .t
ϕϕϕθ  
(2.31) 
avec n la normale sortante à la surface Γ délimitant le domaine Ω.                                     
 
De plus, l’intégrale de surface sur Γ correspond à un flux entrant et peut se mettre sous la 
forme :  
∫∫∫∫
ΓΓ
Γ⋅=Γ+ dnvndzhgradKk ibSr ϕ)()(                                                                      (2.32) 
 
D’où la forme variationnelle de l’équation mixte de Richards : [ ]ni ,1∈∀ ,  
 
Ω+Γ⋅+Ω+⋅−=Ω∂
∂ ∫∫∫ ∫∫∫∫∫∫∫∫
Ω ΩΓΩ
dSdnvdgradzhgradKkd iibiSri .)(.))(( .t
ϕϕϕϕθ   (2.33) 
 
De la même manière, on peut obtenir la formulation variationnelle de l’équation "en h". 
 
Le but de la discrétisation spatiale est l’obtention d’un système linéaire que l’on puisse 
résoudre à l’aide de méthodes numériques. 
 
 
II.3.2.3 - Le système linéaire à résoudre 
 
Afin d’obtenir le système linéaire recherché, on applique d’abord la formulation 
variationnelle au schéma de Picard issu de l’équation de Richards (2.21).  
 
∫∫∫∫∫
∫∫∫
∫∫∫
∫∫∫
∫∫∫∫∫∫
ΓΩ
+
Ω
+
Ω
++
Ω
+++
Ω
+++
Ω
+
+
Γ⋅+Ω+
Ω∆
−−
Ω⋅⋅−
Ω⋅−+⋅−=
Ω⋅⋅−Ω∆
dnvdS
d
t
dgradzgradKk
dgradhwhwgradKk
dgradgradKkwd
t
C
ibi
mn
i
nmn
i
mn
s
mn
r
i
n
h
mn
h
mn
s
mn
r
i
mnmn
s
mn
rhi
mn
mn
ϕϕ
ϕθθ
ϕ
ϕ
ϕδϕδ
)(                                   
                                   
)()(                                   
)())1((                                
)())((
,1
,1
,1,1
,1,1,1
,1,1,1,1
,1
    (2.34) 
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avec , l’incrément de la charge hydraulique. m,nm,nm,n hh 1111 ++++ −=δ
 
En remplaçant dans l’expression (2.34), δ n+1,m par sa décomposition sur la base constituée 
des fonctions{ } nii ,1=ϕ  : , on obtient le système linéaire ∑ ϕδ=δ ++
i
i
m,n
i
m,n 11 11 BA =⋅δ  
 
La matrice du système est décrite par les coefficients suivants :  
 
( ) Ω+Ω∆= ∫∫∫∫∫∫ Ω
++
Ω
+
dgradgradKkwd
t
CA ji
mn
s
mn
rhji
mn
ji )()(1
,1,1
,1
, ϕϕϕϕ                         (2.35) 
 
Le vecteur 1B peut se décomposer comme somme de 5 vecteurs : 
 
54321 111111 BBBBBB −−−+=                                                                                 (2.36) 
 
où :   B11 représente l’influence des conditions aux limites 
         B12 est la contribution des termes sources 
         B13 est la contribution des effets de la gravité 
         B14 est l’influence de la teneur en eau, en milieu non saturé 
         B15 représente l’évolution du champ de charge 
 
( )
( )
( )( ) Ω⋅+−=
Ω∆
−=
Ω⋅⋅=
Ω=
Γ⋅=
+
Ω
+
Ω
+
Ω
+
Ω
+
Γ
∫∫∫
∫∫∫
∫∫∫
∫∫∫
∫∫
dgradhwhwgradKkB
d
t
B
dgradzgradKkB
dSB
dnvB
j
mn
h
n
h
m
s
mn
rj
j
nmn
j
j
m
s
mn
rj
j
mn
j
jbj
)(11
1
)()(1
1
1
,1,15
,1
4
,13
,12
1
ϕ
ϕθθ
ϕ
ϕ
ϕ
                             (2.37-2.41) 
 
De plus, lorsque des conditions aux limites de type Cauchy sont appliquées, le vecteur B11 
peut s’écrire sous la forme : B11 = A2⋅ δ + B2. Résoudre le problème revient donc à résoudre 
le système linéaire A ⋅ δ = B  avec  A = A1 - A2  et  B = B12+ B13+ B14+ B15+B2. 
 
Les méthodes de résolutions de ce système linéaire ne seront pas détaillées. Les solveurs 
utilisés sont prédéfinis dans la bibliothèque commune du système TELEMAC. Les méthodes 
de résolution disponibles sont des méthodes itératives de type gradient conjugué. 
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II.4 - Validation du modèle hydraulique dans ESTEL3D 
 
Le but de cette section est de valider le modèle hydraulique implémenté dans le code 
ESTEL3D. La validation est effectuée à l’aide de cas tests en milieux homogènes et en 
milieux hétérogènes avec des géométries simples puis plus complexes. Pour cela, les résultats 
obtenus avec le code sont comparés avec des solutions analytiques lorsqu’elles sont 
disponibles et avec des résultats issus d’exercices internationaux de benchmark. On note que 
les effets de la gravité ne sont pas pris en compte dans les tests qui suivent. 
 
II.4.1 - Source uniforme d’eau dans un cube homogène 
 
II.4.1.1 - Objectifs du test 
 
Les tests effectués dans cette partie ont pour objectif de vérifier dans un premier temps que le 
modèle respecte bien les symétries intrinsèques de la géométrie. On effectue pour cela un test 
de perméamétrie sur le cube homogène. Dans un second temps, les solutions calculées sont 
comparées à une solution analytique obtenue pour un écoulement plan. Ce cas test correspond 
en fait une extension tridimensionnelle d’un cas test Tracy 2D (Tracy, 1995). L’axe Z permet 
d’étendre du 2D au 3D la configuration originale représentée dans le plan (X,Y).
 
II.4.1.2 - Présentation du cas  
 
On considère un écoulement en régime permanent dans un cube de roche poreuse homogène 
de coté 2a [m]. La roche est totalement saturée en eau. Une source de l’eau à débit volumique 
constant est uniformément distribué sur tout le domaine. Le champ de perméabilité à 
l’intérieur du cube est orthotrope. Le tenseur de perméabilité est en effet diagonal avec des 
conductivités dans les directions X et Z supérieures d’un ordre de grandeur à celle dans la 
direction Y. On impose des conditions limites de type Neumann à flux nuls sur les faces 
Z=1000m et Z=-1000m. Les quatre autres faces sont maintenues à une charge hydraulique 
nulle. Les conditions aux limites imposées sont constantes en temps. Le Tableau II.1 et le 
Tableau II.2 résument les paramètres géométriques et hydrauliques du cas modélisé.  
 
Tableau II.1 : Configurations géométriques du cas test « cube » 
Géométrie Maillage 
Nœuds Eléments Côté 2a = 2000 m 90887 518147 
 
 
Tableau II.2 : Données hydrauliques du cas test « cube » 
 Perméabilités Conditions aux limites 
Neumann Dirichlet 
Source 
(par maille) 
Kxx = 0.01 m.s-1 
  Kyy = 0.001 m.s-1 
Kzz = 0.01 m.s-1
Q(x,y,z) = 0 s-1  
sur les faces Z=-1000m 
et Z=1000m 
H(x,y,z) = 0 m  
sur les autres faces S = 0.001 s
-1
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II.4.1.3 - Résultats et conclusions 
 
La distribution des charges est indépendante de l’axe Z. La Figure II-1 et la Figure II-2 
représentent des coupes à Z=0m de la répartition de charge et de la distribution de vitesses 
dans le cube, respectivement. La charge imposée au bord du domaine reste bien égale à 0. 
L’asymétrie du champ de charge et du champ de vitesse s’expliquent par l’anisotropie du 
champ de perméabilité. En effet, comme l’indique la Figure II-2, la direction d’écoulement 
privilégiée est celle suivant l’axe X. La perméabilité de la roche y est plus importante que 
dans la direction Y. La faible perméabilité du matériau dans l’axe Y offre une plus grande 
résistance à l’écoulement de l’eau dans cette direction. L’écoulement se trouve donc favorisé 
dans la direction X. 
 
  
 
 
Figure II-1 : Répartition des charges hydrauliques dans le plan (X,Y) pour Z=0m 
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Figure II-2 : Distribution des vitesses [m.s-1] pour Z=0 m 
 
 
Carslaw et Jaeger (1959) proposent une solution analytique de ce cas test pour un écoulement 
plan. Notons k  le rapport des perméabilités dans les axes principaux : [-]. 
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où S est le terme source [s-1] 
     a est la demi-longueur du cube [m] 
 
La Figure II-3 compare les résultats obtenus par ESTEL3D avec la solution analytique suivant 
la section [BB’] définie sur la Figure II-1. La section [BB’] correspond au plan y=0m. La 
comparaison montre une bonne concordance des solutions. A l’exception des valeurs 
calculées au voisinage des bords, l’erreur relative est inférieure à 1%.  
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Figure II-3 : Comparaison des simulations ESTEL3D avec une solution analytique 
 
 
Les résultats précédents permettent de conclure que le modèle hydraulique implémenté dans 
ESTEL3D est capable de simuler un écoulement tridimensionnel sur une géométrie 
homogène simple avec une source uniforme et continue sur le domaine. Les asymétries 
intrinsèques du milieu (représentées par l’anisotropie du tenseur de perméabilité) sont aussi 
conservées. 
 
 
II.4.2 - Exercice International HYDROCOIN  
 
II.4.2.1 - Objectif de l’exercice 
 
Le cas test Hydrocoin présenté dans cette section est une extension 3D d’un test 
bidimensionnel du Projet International Hydrocoin (Andersson et al., 1986), benchmark 
organisé par l’agence suédoise de sûreté nucléaire (Swedish Nuclear Power Inspectorate). 
L’exercice 2 du test Hydrocoin (niveau 1) consistait à étudier un écoulement stationnaire à 
travers un massif poreux traversé par des fractures à très haute perméabilité. 
L’objectif du benchmark est de mettre à l’épreuve et comparer la capacité des codes à traiter 
un contraste élevé de perméabilité. Considérant la complexité de la géométrie à étudier, 
aucune solution analytique n’a été proposée pour résoudre le problème. La solution présentée 
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comme meilleur résultat pour cet exercice a été obtenue pour un maillage extrêmement 
raffiné. 
 
II.4.2.2 - Définition du benchmark 
 
L’extension tridimensionnelle du cas test consiste à extruder horizontalement la géométrie 2D 
de l’exercice original. La région étudiée comprend deux fractures inclinées de perméabilité 
très largement supérieure à la perméabilité de la roche poreuse hôte. Les fractures sont 
sécantes à une profondeur de –560m. La topographie est simple et comprend deux vallées 
situées à l’intersection des fractures avec le plan horizontale Z=0m. La surface topographique 
est symétrique selon le plan X=800m. La Figure II-4 représente la configuration 3D utilisée. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Roche  
hôte 
fractures 
Figure II-4 : Exercice Hydrocoin I - représentation des couches géologiques 
 
A chaque point de la surface topographique du domaine, on impose une charge équivalente à 
la côte du point. Des flux nuls sont imposés aux autres bords du domaine. Les perméabilités 
isotropes appliquées aux fractures sont de deux ordres de grandeurs plus élevées que celles 
appliquées à la roche poreuse. Le Tableau II.3 détaille les paramètres de roches et les 
conditions aux limites utilisées.  
 
Tableau II.3 : Exercice Hydrocoin I : données hydrauliques 
Conditions aux limites 
 Perméabilités [m.s-1] Dirichlet (à la surface) Neumann (sur les autres faces) 
Matrice poreuse K=10-8
fractures K=10-6
H(x,y,z)=z 
 
Q = 0 s-1
 
 
 
La géométrie du cas Hydrocoin I modélisé dans les calculs ESTEL3D est composée de 69691 
nœuds et 356033 éléments tétraédriques. Ce maillage est peu dense pour une modélisation 
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tridimensionnelle. Une relaxation importante (Figure II-5) est imposée sur la taille des 
tétraèdres constituant la roche hôte par rapport aux tétraèdres qui composent les fractures.  
 
 
Figure II-5 : exem rapport aux 
 
.4.2.3 - Résultats et comparaisons 
 
n étudie l’écoulement stationnaire dans le milieu composé de la roche poreuse et des 
ple de relaxation des tétraèdres dans la roche poreuse par 
tétraèdres dans les fractures. 
II
O
fractures. Le milieu est totalement saturé en eau. Figure II-6 et Figure II-7 illustrent une vue 
globale des résultats simulés par ESTEL3D sur le domaine total. Bien que le domaine possède 
une symétrie planaire selon le plan X=800m, la répartition de charge est asymétrique. 
L’asymétrie du champ de charge s’explique par l’hétérogénéité du milieu. Les perméabilités 
plus élevées dans les fractures favorisent l’écoulement. On retrouve donc des vitesses 
d’écoulement bien plus importantes à l’intérieur des fractures. 
 
 
 
Figure II-6 : Exercice Hydrocoin I - Répartition des charges hydrauliques [m] 
roche hôte 
fractures 
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Figure II-7 : Exercice Hydrocoin I - Module des vitesses de Darcy [m.s-1] 
 
a Figure II-8 illustre, à l’aide de lignes de courant, les trajectoires d’écoulement dans le 
 
L
domaine. On note que l’eau est drainée vers les fractures où les vitesses d ‘écoulement sont 
les plus élevées. 
 
 
 
Figure II-8 : Exercice Hydrocoin I – Lignes de courant dans le milieu modélisé 
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Les résultats présentés par le projet Hydrocoin concernent des distributions de charges suivant 
a comparaison des charges hydrauliques obtenues avec ESTEL3D à Z=-200m et Z=-800m et 
es résultats sous forme de vitesses n’ont pas été présentés à l’exercice international 
des coupes horizontales situées à Z=0m, Z=-200m, Z=-400m, Z=-600m et Z=-800m. Les 
résultats obtenus avec le code ESTEL3D sont présentés sous forme de charges hydrauliques 
et de vitesse de Darcy sur des coupes à Z=-200m et Z=-800m.   
 
L
des résultats du benchmark Hydrocoin est présentée sur la Figure II-9. Les résultats obtenus 
avec notre modèle hydraulique sont très proches des résultats de référence proposés dans le 
rapport (Andersson et al., 1986) dans lequel les résultats des différents codes ayant participé à 
l’exercice sont comparés et discutés. On rappelle que les résultats de référence sont obtenus à 
partir de simulations sur des maillages très raffinés. 
 
L
Hydrocoin. A partir des résultats obtenus avec les charges hydrauliques, en concordance avec 
les solutions proposées par le projet Hydrocoin, on peut affirmer que le benchmark réalisé 
avec le module de calcul hydraulique d’ESTEL3D est concluant.   
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Figure II-9 : Exercice Hydrocoin I : comparaison des charges simulées par ESTEL3D avec les 
 
résultats proposés par le projet  Hydrocoin 
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II.4.3 - Exercice REGIME (Phase II) 
 
II.4.3.1 - Objectif de l’exercice 
 
Le cas test tridimensionnel présenté dans cette section est extrait de la phase II de l’exercice 
REGIME, issu d’un projet franco-allemand lancé par l’Institut de Radioprotection et de 
Sureté Nucléaire (IRSN) et  Gesellschaft für Anlagen und Reaktorsicherheit (GRS) afin 
d’étudier l’influence du raffinement du maillage de la zone excavée endommagée (EDZ) sur 
la modélisation du transport de radionucléides autour des scellements des galeries de 
stockage.  
 
La phase I du projet REGIME consistait à choisir, sur la base d’un profil géologique réaliste, 
des jeux de paramètres d’hydrogéologie pertinents afin de modéliser le phénomène de 
transport. Ce travail, par combinaison de jeux de données géologiques et hydrogéologiques,  
permet d’évaluer le rôle tenu par les différents composants de la structure de stockage dans la 
limitation et le ralentissement de l’expansion des radionucléides. 
 
La phase II prévoit la modélisation du phénomène de transport sur une géométrie 
tridimensionnelle représentant un cube contenant une structure de stockage simplifiée. Cette 
géométrie simplifiée ne représente qu’une petite fraction d’une véritable architecture de 
stockage. Elle en décrit cependant de façon explicite les différents composants. Les tests 
d’inter-comparaison sur la phase II de l’exercice ont été réalisés à l’aide des codes MELODIE 
et SPRING développés par l’IRSN et GRS, respectivement. 
 
L’objectif est ici de comparer les résultats calculés avec ESTEL3D sur la même géométrie 
aux résultats précédemment obtenus avec MELODIE et SPRING. 
 
 
II.4.3.2 - Définition du Benchmark 
 
Le benchmark IRSN-GRS se concentre essentiellement sur l’écoulement et le transport au 
voisinage des scellements. Seuls les résultats de la partie hydraulique seront exploités. La 
zone considérée pour la modélisation se réduit juste à une petite partie d’une galerie. Cette 
restriction permettra de mieux vérifier le traitement de petites zones d’hétérogénéité par le 
module d’écoulement d’ESTEL3D.  
 
La Figure II-10 illustre la géométrie du domaine étudié dans lequel une galerie de 20m de 
long est interrompue en son centre par un scellement de 6m de long et remplie de part et 
d’autre du scellement avec un remblai sur une longueur de 7m. La galerie a une section carrée 
de côté  5,6m et est entourée sur toute sa longueur par une couche d’EDZ d’un mètre 
d’épaisseur. On considère autour de cette structure une extension latérale de 10m de roche 
poreuse. Le volume du domaine total est donc de 27,6m x 20m x 27,6m.  
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Figure II-10 : Exercice REGIME - Vue 3D extrudée du domaine comprenant  la roche hôte (1), 
l’EDZ (2), le remblai (3) et  le scellement (4) 
 
 
La roche hôte est constituée de Munder marl comme définie dans la Phase I du project 
REGIME. Les données géologiques du scellement et du remblai sont obtenues via le projet 
européen BENITA (BENtonite barrier in Integrated Performance Assessment). La 
perméabilité de l’EDZ est  choisie avec deux ordres de magnitude plus élevés que celle de la 
roche hôte. Le Tableau II.4 indique les valeurs de perméabilités isotropes et les types de 
roches constituant le domaine à étudier.  
 
Tableau II.4 : Perméabilités des roches composant la cellule de stockage 
Composant  Milieu géologique Perméabilité [m.s-1] 
Roche hôte Munder marl 10-12
Scellement Bentonite 10-13
EDZ Munder marl endommagé 10
-10
Remblai - 10-6
 
 
Les conditions aux limites sont imposées de sorte que la direction générale d’écoulement 
suive l’axe défini par la galerie. Les charges sont imposées sur les faces Y=0m et Y=20m ( 
Figure II-11). Les valeurs de charges imposées sont indiquées dans le Tableau II.5. Elles sont 
choisies de façon à obtenir un gradient de charge hydraulique égal à 1 m/m sur l’axe Y, 
comme préconisé dans le projet BENIPA. 
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Tableau II.5 : Charges hydrauliques et gradient de charge imposés 
Charge à Y = 0 m 20 m 
Charge à Y = 20 m 0 m 
Gradient de charge 1 m/m 
 
 Figure II-11 : Exercice REGIME – Conditions aux limites imposées sur les faces Y=0m et 
Y=20m du cube comprenant la roche hôte (1), l’EDZ (2), le remblai (3) et  le scellement (4) 
 
 
II.4.3.3 - Résultats et comparaisons 
 
Les éléments de comparaisons sont les champs de charge et les modules des vitesses de 
Darcy. Des simulations définies par l’exercice REGIME (Phase II) sont effectuées avec le 
code ESTEL3D. Les mêmes simulations avaient été auparavant réalisées par GRS et par 
l’IRSN à l’aide des codes SPRING et MELODIE respectivement. Les autres résultats du 
benchmark réalisé par l’IRSN et GRS pour le benchmark REGIME (II) sont présentés dans le 
rapport de l’exercice (REGIME – Phase II report, 2004). Le Tableau II.6 présente les 
principaux paramètres numériques utilisés dans les 3 codes. Tout comme ESTEL3D, les 
codes MELODIE et SPRING utilisent une méthode de discrétisation de type Eléments Finis. 
La principale différence réside dans le type de maille employé et dans le raffinement du 
maillage. En effet, alors qu’ESTEL3D utilise des mailles tétraédriques irrégulières, 
MELODIE utilise des tétraèdres réguliers et SPRING des hexaèdres. La discrétisation spatiale 
est aussi plus fine dans notre modèle. 
 
Tableau II.6 : Paramètres numériques des Simulations avec MELODIE, SPRING et ESTEL3D 
 MELODIE SPRING ESTEL3D 
Méthodes de 
discrétisation Eléments finis Eléments finis Eléments finis 
Type d’éléments Tétraèdres structurés Hexaèdres Tétraèdres non structurés 
Nombre d’éléments 91966 32000 592004 
Nombre de nœuds 17598 30855 101315 
H=20m H=0m 
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Figure II-12 : Exercice REGIME - Distribution de charge simulée avec les codes MELODIE 
(IRSN), SPRING (GRS) et ESTEL3D (EDF-R&D/LNHE) 
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(c) ESTEL3D
(b) SPRING
(a) MELODIE
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure II-13 : Exercice REGIME - Comparaison des distributions de charges dans une section 
horizontale à Z=13.8m entre les codes MELODIE, SPRING et ESTEL-3D 
 
 
Figure II-12 et Figure II-13 présentent les distributions de charges simulées par les codes 
MELODIE, SPRING et ESTEL3D. Les résultats sont visualisés et comparés à l’aide de 
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coupes en 3D (Figure II-12) et de coupes 2D horizontales suivant le plan Z=13,8 m (Figure 
II-13). Le champ de charge montre bien le rôle de ralentisseur joué par les scellements dans 
l’écoulement de l’eau dans la galerie principale. L’efficacité du scellement permet d’isoler les 
tunnels de stockage.  
 
Il n’existe pas de solution analytique pour ce cas tridimensionnel. Les résultats sont vérifiés 
par l’inter comparaison des 3 codes qui simulent des distributions de charges très similaires. 
En effet, on ne retrouve pas de différence significative entre les charges malgré les différents 
maillages utilisés pour discrétiser le domaine. Les résultats des simulations effectuées avec 
MELODIE, SPRING et ESTEL3D montrent une bonne cohérence des charges calculées. Le 
benchmark MELODIE/SPRING/ESTEL3D sur les charges hydrauliques est donc concluant 
sur l’exercice REGIME II. 
 
La Figure II-14 représente les distributions de charge et le champ de vitesses dans le domaine. 
Comme attendu, l’écoulement est très lent dans la roche hôte et dans le scellement où les 
perméabilités sont très faibles. L’écoulement dans le tunnel est interrompu par le scellement 
et le contourne via l’EDZ et la roche hôte. Or, la vitesse d’écoulement est très faible dans la 
roche hôte. Ce dispositif permet donc de ralentir l’écoulement dans le tunnel en créant un 
goulet de vitesse autour du scellement. 
 
  
 
Figure II-14 : Exercice REGIME - Distributions de la charge hydraulique (a) et des modules de 
vitesse de Darcy (b) simulées au voisinage du scellement avec ESTEL3D 
 
Figure II-15 et Figure II-16 comparent les champs de vitesses simulés à l’aide des trois codes 
selon une vue 3D et une coupe 2D à Z=13.8m, respectivement. Sur la Figure II-16a, le champ 
de vitesse simulé par MELODIE est représenté élément par élément. 
 
Il semble y avoir des sauts de vitesses dans l’EDZ au voisinage du scellement avec des 
modules de vitesse dans la zone de remblai légèrement supérieurs aux simulations effectuées 
avec SPRING et ESTEL3D. Ces apparentes différences nous ont amené à échantillonner les 
valeurs du champ de vitesse en différents points du domaine pour obtenir des comparaisons 
quantitatives des simulations. 
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ESTEL3D 
 
SPRING MELODIE 
Figure II-15 : Exercice REGIME - Comparaison  en vue 3D des vitesses de Darcy simulées à 
l’aide des codes MELODIE, SPRING et ESTEL3D 
 
 
 
(b) (d)
(c)(a) 
Figure II-16 : Exercice REGIME - Comparaison des vitesses de Darcy [m.an-1] en coupe 
horizontale à Z=-13,8 m : (a) MELODIE (valeur par élément), (b) SPRING (valeur moyennée) 
et ESTEL3D ( (c) valeur par élément ; (d)  valeur moyennée) 
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Le Tableau II.7 compare les valeurs des modules de vitesse calculés par les trois codes en 
quatre points du domaine définis sur la Figure II-17.On constate des modules de vitesses sur 
les échantillons en 2 (EDZ) et 3 (remblai) plus élevés dans la simulation issue de MELODIE.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure II-17 : Exercice REGIME – localisation des points de mesure des vitesses de Darcy : (1) 
roche hôte, (2) EDZ, (3) Remblai, (4) Scellement 
 
 
Tableau II.7 : Valeurs des modules des vitesses [m.an-1] en 4 points spécifiques du domaine. 
 
 
 
 
 
 
 Coordonnées [m] MELODIE SPRING ESTEL-3D 
Scellement (4) (13.8, 10, 13.8) 1.03 10-5 1.02 10-5 1.01 10-5
EDZ (2) (17.1, 10, 13.8) 9.86 10-3 9.06 10-3 9.42 10-3
Remblai (3) (13.8, 2, 13.8) 8.44 10-3 7.88 10-3 8.13 10-3
Roche hôte (1) (26, 10, 13.8) 3.46 10-5 3.46 10-5 3.46 10-5
2 
3 
1 
4 
 
 
Les valeurs de vitesse obtenues avec ESTEL3D se situent entre les valeurs obtenues avec les 
codes MELODIE et SPRING. L’écart maximal sur les modules de vitesse mesurés aux quatre 
points définis est de 5% entre ESTEL3D et les deux autres codes. Les résultats obtenus avec 
ESTEL3D sont donc in fine proches des résultats obtenus avec SPRING et MELODIE.  
 
On peut donc conclure que le modèle hydraulique implémenté dans ESTEL3D est capable de 
simuler des écoulements souterrains pour une structure de stockage simplifié en milieux 
poreux hétérogènes avec forts contrastes de perméabilité. 
 
 
II.5 - Conclusion 
 
Le modèle d’écoulement implémenté dans ESTEL3D résout l’équation de Richards par une 
méthode d’éléments finis reposant sur une discrétisation spatiale du domaine en tétraèdres 
non-structurés. Les tests de validation (comparaison avec des solutions analytiques et 
benchmark sur différents codes), permettent de conclure sur la robustesse du modèle qui est 
capable de simuler des écoulements dans des milieux à géométries complexes avec forts 
contrastes de perméabilités. 
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Le modèle hydraulique présenté constitue une étape importante dans le processus de 
résolution du phénomène de transport présenté dans le chapitre suivant. Les champs de 
vitesses calculés à l’aide du module d’écoulement d’ESTEL3D représentent en effet un des 
paramètres d’entrée du modèle de transport. 
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III - Modélisation du transport par une méthode particulaire à 
marche aléatoire asynchrone  
 
 
 
III.1 - Introduction aux méthodes particulaires 
 
Le transport par diffusion, convection, dispersion et les phénomènes physico-chimiques qui 
peuvent s’y associer sont les mécanismes qui régissent le transfert d’un traceur en milieu 
poreux.  
 
L’objet de ce chapitre est de proposer un modèle mathématique décrivant le transport (par 
convection et par dispersion/diffusion) d’un soluté en milieu poreux hétérogène saturé. Le 
modèle choisi est un modèle de type traçage de particules qui se présente comme une 
alternative à la résolution directe de l’équation d’advection-dispersion qui décrit le 
phénomène de transport. On appellera « méthodes particulaires » l’ensemble des techniques 
visant à décrire l’expansion spatio-temporelle d’un panache de concentration par l’évolution 
de nuages de particules.  
 
Le travail effectué dans ce chapitre vise, dans un premier temps, à présenter les arguments en 
faveurs des méthodes particulaires vis-à-vis des méthodes de résolution directes de l’équation 
d’advection-dispersion. Il présentera aussi les principes des méthodes de suivi de particules à 
marches aléatoires et en définit les avantages et les limites. Ces méthodes reposent sur l’étude 
du déplacement de particules suivant des mouvements aléatoires browniens.  
 
Le chapitre détaillera, enfin, la méthode déplacement asynchrone développée et implémentée 
dans notre modèle. 
 
 
III.1.1 - L’équation d’advection-dispersion 
 
Le phénomène de transport de traceurs dans un milieu poreux est décrit par l’équation 
d’advection-dispersion : 
 
( ) ( ) 0D =∇θ⋅θ C)C(        3IRx ⊂U ∇−θ⋅∇+∂
∂ C
t
Ω∈                                                 (3.1) 
de traceurs dans le domaine en fonction 
e la vitesse d’écoulement et des paramètres θ  et D.  
 
C(X,t) [kg.m-3] est la concentration de traceurs par volume de solvant. θ(X) [m3/m3] est la 
porosité effective ou la teneur en eau dans le milieu. La quantité θ(X)C(X,t) représente donc la 
concentration de traceurs par volume de domaine. U(X,t) [m.s-1] est la vitesse d’écoulement de 
l’eau dans le milieu. D(X,t) [m2.s-1] est le tenseur de dispersion dynamique. L’équation décrit 
l’évolution spatiale et temporelle de la concentration  
d
 
L’équation (3.1) correspond à un problème couplé (C,U) de la concentration et de la vitesse 
d’écoulement. En effet, à chaque instant t, on cherche à calculer la concentration C et la 
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vitesse U. La résolution classique directe de (3.1) repose sur une approche eulérienne. Elle 
utilise une discrétisation spatiale du domaine. Les méthodes numériques de résolution 
employées sont de type Eléments Finis ou Volume Finis. La résolution s’avère, cependant, 
particulièrement difficile en raison de la non-linéarité de l’équation en cas d’insaturation des 
sols. Dans ce cas, la teneur en eau θ  devient aussi une variable en temps et le problème 
couplé s’étend au triplé (C,U,θ). De plus, lorsque le phénomène d’advection est très 
largement dominant, l’équation d’advection-dispersion tend vers un comportement 
asymptotique rendant sa résolution d’autant plus difficile. Enfin, les solutions obtenues 
numériquement à l’aide de méthodes de différences finies ou éléments finis classiques sont 
fortement affectées par des effets de diffusion numérique. Les résultats obtenus sont donc 
généralement peu fiables ou alors restreints par des critères sévères de discrétisations 
mporelles et spatiales. 
 
 résolution directe de (3.1). Il s’agit du suivi de particules présenté dans la section suivante. 
 
III.1.2 - Les méthodes particulaires 
u volution de concentration 
(X)C(X,t) par l’étude du mouvement d’un ensemble de particules. 
grale d’un produit de convolution avec une 
istribution de Dirac δ (Fadili et al., 1999). 
 
te
 
Pour les raisons citées précédemment, lorsqu’un champ de vitesses hydrauliques est déjà 
disponible, une autre approche pour modéliser le transport de polluants est souvent préférée à
la
 
 
Les méthodes de traçage de particules sont des méthodes lagrangiennes basées sur le suivi du 
mouvement d’un nuage de particules. A chaque particule p sont associées une masse mP et 
ne position Xp(t)∈ IR3. L’objectif de la méthode est de décrire l’é
θ
 
Mathématiquement, le champ de concentration de θ(X)C(X,t) peut être réécrit sans 
approximation sous la forme d’une inté
d
( ) ( ) )t(dXt),t(XC))t(X()t(XX)t,X(C)X( PPPP θ⋅−=θ ∫
Ω
 
dans laquelle la variable en temps t est considérée comme un simple paramètre. La variable 
d’intégration X
                                       (3.2)  
male de fluide contenant 
ne masse θ(XP(t))C(XP(t),t)dXP(t) de traceur. La variable XP(t) est aussi considérée comme 
O ) la masse de traceur contenu dans un volume élémentaire autour du point 
calisé en XP(t). A l’intérieur de ce volume la concentration est équivalente à 
θ(X
 
(t)                                                                               (3.3) 
Une réécriture de (3.2) donne alors : 
 
P(t) représente la position d’une particule infinitési
u
une variable spatiale décrivant tout le domaine Ω à un temps t fixé.  
 
n note dm(XP(t),t)
lo
P(t))C(XP(t),t). 
dm(XP(t),t)=θ(XP(t))C(XP(t),t)dXP
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( ) )t),t(X(d)t(XX)t,X(C)X( PmP∫
Ω
⋅−=θ                                                                 (3.4) 
 
Dans entaire dm(XP(t),t) devient la masse 
P(t) [kg] d’une particule p située en XP(t).  
une formulation discrète de (3.4), la masse élém
m
 
( )∑
∈
−δ=θ
PNP
PP )t(XX)t(m)t,X(C)X(                                                                        (3.5) 
 
NP est l’ensemble des particules p
donc une masse finie mP. L’ensemble NP représente une discrétisation du champ de 
oncentration θ(X)C(X,t). La masse totale M présente dans le domaine Ω est définie par : 
composante dispersive. Il a cependant 
iser l’évolution d’un panache de polluants. Elle ne résout pas l’équation 
articules 
ispersion 
ydrodynamique est modélisée à l’échelle sous-maille comme un processus diffusif (analogue 
 une loi de Fick). 
 
C’e
 
 présentes dans le domaine. Chaque particule p∈NP possède 
c
 
∫ ∑
Ω ∈
=θ=
PNP
PmdX)t,X(CM                                                                                          (3.6) 
 
Il existe plusieurs méthodes de traçage de particules pour modéliser le transport de soluté. 
Elles se distinguent par leur manière de traiter le terme dispersif et par la quantité physique 
qu’elles attribuent à une particule. Raviart (1986) propose, par exemple, une méthode 
déterministe  pour le déplacement advectif et le déplacement dispersif. Une autre méthode très 
répandue est la méthode des caractéristiques (Konikow et al., 1996) dans laquelle une 
concentration est associée à chaque particule. Elle consiste à calculer d’abord le déplacement 
advectif d’une particule et à interpoler la concentration de la particule sur le maillage, puis à 
ésoudre l’équation (3.1) en considérant uniquement la r
été montré que cette méthode ne conservait pas la masse (Pokrajac et al., 2002). D’autres 
méthodes combinent les approches lagrangiennes et eulériennes pour modéliser les termes 
advectif et dispersif mais se révèlent aussi non conservatives car elles utilisent la méthode des 
caractéristiques pour simuler le déplacement advectif.  
 
La marche aléatoire (Random-Walk) reste la méthode particulaire la plus communément 
tilisée pour caractéru
(3.1) mais se propose de résoudre un algorithme analogue de déplacement de p
érivant de l’équation d’advection-dispersion sous certaines hypothèses. La dd
h
à
st la méthode que nous avons choisie pour modéliser le phénomène de transport. 
 
III.2 - Random-Walk: une méthode de marche aléatoire de suivi de 
particule 
 
Très largement documentée (Tompson 1988; Uffink,1988 ; Ackerer et al. 1990 ; Bagtzoglou, 
1990 ; Cordes et al.,1990 ; Semra et al., 1993 ; Labolle et al., 1998 ; Fadili et al. 1999; Delay 
et al, 2005), la méthode de suivi de particules dite Random-Walk repose sur l’utilisation de 
méthodes stochastiques pour décrire la composante dispersive du déplacement des particules.  
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On détaillera dans cette partie les étapes nécessaires à l’établissement de l’équation de 
ouvement de particules de Random-Walk soumises aux effets d’advection et de dispersion. 
Elles s’appuient sur des représentations stochastiques du mouvement brownien d’un nuage de 
particules o-temporelle des 
robabilités de présence des particules. 
 environnant. Entre deux chocs, la 
articule se déplace en ligne droite avec une vitesse constante. La particule est accélérée 
a quantification du mouvement d’une particule brownienne utilise le modèle de Langevin. 
Ce m ouvement d’une particule de masse 
m évo e vitesse u(t). La forme classique de 
équation de Langevin pour un transport en milieux poreux s’écrit (Pottier, 2000 et Delay et 
 
m
et sur la relation de Fokker-Planck pour estimer l’évolution spati
p
 
 
III.2.1 - Représentation du mouvement brownien d’une particule 
 
Le mouvement brownien sert de modèle mathématique pour les processus aléatoires. Il s’agit à 
l’origine d’une description mathématique du mouvement aléatoire d'une « grosse » particule 
immergée dans un fluide. La particule brownienne n'est soumise à aucune autre interaction 
que des chocs avec les « petites » molécules du fluide
p
lorsqu'elle rencontre une molécule de fluide ou une paroi. Il en résulte un mouvement très 
irrégulier de la particule, qui a été décrit pour la première fois en 1827 par le botaniste Robert 
Brown (Pottier, 2000). Le mouvement brownien est utilisé ici pour décrire les déplacements 
aléatoires de particules de soluté dans un milieu poreux. 
 
L
odèle repose sur la conservation de la quantité de m
luant à une vitesse v(t) dans un fluide mouvant à un
l’
al., 2005) : 
[ ] )t(a)t(F)t(u)t(v)t(dv ++−β−=                 
mdt
                                                          (3.7) 
 
où :  v
u
tion entre la particule et le fluide. Elle correspond à 
ne force de volume de type poussée d’Archimède. 
brownien. 
β=6πµrp/m [s-1] est le coefficient de Stokes lié à la force de résistance du fluide.  
µ [kg.m-1.s-1
rp [m] est
 
fin de simplifier l’équation de Langevin, on suppose que la particule est très petite (rp<<1) 
ngevin : 
(t) [m.s-1] est la vitesse de la particule. 
(t) [m.s-1] est la vitesse du fluide. 
F(t) [kg.m.s-2] est la force d’interac
u
m [kg] est la masse de la particule. 
a(t) [m.s-2] est l’accélération de la particule due au mouvement 
] correspond à la viscosité dynamique du fluide. 
 le rayon de la particule. 
A
et légère de façon à négliger l’inertie dans l’équation de La
 
0=
dt
)t(v                                                                                                                        (3.8) d
 décrite par la relation : 
 
La vitesse de la particule est donc
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β
)t(                                                                                              (3.9) +β+=
a
m
)t(F)t(u)t(v
 
En supposant que t soit suffisamment petit pour que u(t) et F(t) soient constants sur 
l’intervalle de temps 0→t, on a : 
 
β+β+=
)t(aF
m
u)t(v 00                                                                                                  (3.10) 
e plus, les travaux d’Einstein de 1905 à 1908 (publié en 1956 par Furth) ont montré que les 
3 composantes indépendantes (a1,a2,a3) de l’accél
obéissent  à processus de type bruit blanc gaussien
ent aléatoire non auto-corrélé). Elles ont les propriétés suivantes : 
 
D
ération a(t) due au mouvement brownien 
 de moyenne nulle (le bruit blanc étant un 
processus temporel purem
 
1,3i       ,0)( =∀=tai                                                                                                (3.11a) 
 
1,3ji,       =∀′−=′ ),tt(
m
)t(a)t(a ijji δδ2kTβ                                                         (3.11b) 
 
ù k [kg.m2.s-2.K-1] est la constante de Boltzmann et T est la température absolue [K]. 
e résultat montre qu’à l’équilibre la valeur moyenne de la vitesse de la particule est nulle en 
l’absence de force extérieure.  
 
La vitesse moyenne du déplacement de la particu
o
 
C
le est alors représentée par la relation : 
mβ0
F
u)t(v += 0                                                                                                           (3.12) 
 
En intégrant l’équation (3.9), on obtient l’équation de mouvement de la particule p : 
 
∫ ττ+⎟⎞⎜⎛ ++= t d)(atFuX)t(X 0 1                                                                      (3.13) β⎟⎠⎜⎝ βP m 000
 
∫ ττβ++=
t
P d)(at)t(vX)t(X 00
1                                                                             (3 .14) 
 
La grandeur ∫= dat 0 )()( ττβξ  représente la portion du déplacement de la particule issue du 
mouvement brownien. Elle est caractérisée par les propriétés suivantes (Delay et al., 2005) : 
t1
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1,3i       ,)t(i =∀= 0                                                   ξ                                            (3.15a) 
 
1,3ji,       ),ji(tkT)t()t( −δ⋅=ξξ 2
mji
=∀β                                                            (3.15b) 
 
Alors que dans un mouvement "habituel", i.e. balistique, le déplacement est proportionnel au 
temps, pour une particule brownienne, c’est le carré du déplacement moyen qui est 
proportionnel au temps. L’équation de mouvement de la particule s’écrit aussi sous la forme: 
 
Z)t(t)t(vX)t(X P ⋅ξ++= 20                                                                           (3.16) 
 
où Z est un vecteur ayant des composantes aléatoires indépendantes de valeur moyenne nulle 
et de déviation standard unitaire. 
 
Dans une méthode de suivi de particules à marche aléatoire, le transport advectif et dispersif 
est représenté par le déplacement de p
Chaque particule se déplace indépe
tervalle de temps ∆t, le déplacement d’une particule p localisée, à l’instant t en XP(t) est 
∆t) - XP(t) = A(XP(t),t)∆t + B(XP(t),t)∆W(t)                                                        (3.17) 
A(X,t) ctive du déplacement de la particule p. 
a vitesse A correspond à la vitesse moyenne du déplacement, i.e., le moment d’ordre 1 du 
articules dans le temps suivant le schéma de Langevin. 
ndamment des autres selon ce schéma. Durant un 
in
donnée par la relation stochastique (Gardiner, 1990; Labolle et al., 1996): 
 
XP(t+
 
 [m.s-1] est un vecteur représentant la vitesse adve
L
déplacement, sur l’intervalle de temps ∆t. 
 
)t(X)tt(X
t PPt ∆→∆ 0limA −∆+=
1                                                                               (3.18) 
(X,t) [m.s-1/2] est un tenseur définissant la direction et l’amplitude de la vitesse dispersive. Le 
tens
lation : 
 
B
eur B est lié à la moyenne quadratique du déplacement (moment d’ordre 2) par la 
re
 
[ ]2
0
TB.B )t(X)tt(X
t
lim PPt
−∆+∆= →∆                                                                     (3.19) 
1
〈∆W(t)〉 = 0                                                                                                                 (3.20a) 
 
∆W(t) [s-1/2] est un processus de Wiener. Il s’agit d’un vecteur dont les composantes ont une 
distribution aléatoire indépendante, de moyenne nulle et de déviation standard 1 telle que : 
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〈∆W(t)                                                              (3.20b) 
n cherche à établir dans cette partie l’équation de Fokker-Planck décrivant l’évolution 
spati
pour cela l’espace euclidien 
onditionnelle de transition d’une particule de la position Y(t)∈Ω à la position Y(t+∆t)∈Ω 
si P(X,t) [m-3] la densité de probabilité de présence 
’une particule à la position X à l’instant t. On montre que sous des conditions de Markov, il y 
a équivalence entre la densité de probabilité conditionnelle de transition Ψ et la densité de 
probabilité de présence P. En effet, si le déplacement
Markov, alors la particule « perd la mémoire » de ses transitions successives. Dans ce cas, la 
ensité de probabilité conditionnelle Ψ(X ,X ,t -t ) est indépendante des positions Xi-1, Xi-2, 
i-1, ti-2, ti-3, …, t0. La densité de 
robabilité Ψ(X,X0,t-t0)de transition X0→X pendant la durée t-t0 est équivalente à la densité de 
proba t0=0, on a alors la relation : 
dre s’écrit :  
 ∆W(t)〉 = ∆t I                                      
 
où I est la matrice identité.  
 
Le produit B(XP(t),t)∆W(t) représente la composante dispersive du mouvement de la particule. 
Il correspond à la covariance du déplacement. 
 
Ce schéma de déplacement, caractéristique des méthodes de Random-Walk, est par nature un 
processus de Markov, i.e., la position d’une particule à un temps t+∆t est indépendante de 
toutes ses positions précédant le temps t. 
 
 
III.2.2 - Equation de Fokker-Planck 
 
O
ale et temporelle de la densité de probabilité de présence des particules. On considère 
Ω ⊂ IR3. On note Ψ(X,Y,∆t) [m-3] la densité de probabilité 
c
durant l’intervalle de temps ∆t. On note aus
d
 des particules suit un processus de 
d i+1 i i+1 i
Xi-3, …, X0 occupée respectivement par la particule aux temps t
p
bilité de présence en X à l’instant t. En prenant 
 
Ψ(X,X0,t)= P(X, t)                                                                                                         (3.21) 
 
La dérivée de Ψ au premier or
 
t
)t,X,X()tt,X,X(
lim
t
)t,X,X(
t ∆
ψ−∆+ψ=∂
ψ∂
→∆
00
0
0                                                   (3.22) 
En uti elation : 
 
lisant l’équivalence entre Ψ  et P, on obtient la r
 
t
)t,X(P)tt,X,X(
lim
t
)t,X(P
t ∆
−∆+ψ=∂
∂
→∆
0
0
                                                               (3.23) 
 
La propriété du processus de Markov, pour des ∆t suffisamment petits, permet de décrire la 
densité de probabilité de transition Ψ(X,X0,t+∆t) à l’aide de l’équation de Chapman-
Kolmogorov (Pottier, 2000): 
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d)t,Y,X()t,X,Y()tt,X,X( ∫
Ω
00
 
∆ψψ=∆+ψ    
                                 (3.24) 
semble 
es positions possibles de Y dans le domaine Ω. En remplaçant (3. 24) dans (3.23), on 
obtient : 
 
dY)t,Y,X()t,X(P                        ∫
Ω
∆ψ=                                    
 
Elle représente la densité de probabilité pour une particule localisée en Y à l’instant t 
d’effectuer un saut de Y→X durant la période ∆t. La probabilité est calculée sur l’en
d
⎥⎦
⎤⎢⎣∆∂ ∫Ω→∆ tlimt t 0
⎡ −∆ψ=∂ )t,X(PdY)t,Y,X()t,X(P)t,X(P 1                                             (3.25) 
orsque ∆t→0, le saut de particule Y→X devient très limité, voire impossible à moins d’avoir 
Y=X. 
 
L
On peut ainsi écrire : 
 
)YX()t,Y,X(lim
t
−δ=∆ψ
→∆ 0
                                                                                       (3.26) 
 
L’expression Ψ(X,Y,∆t) peut alors s’écrire sous la forme d’un développement limité à partir 
e la fonction de δ et de ses dérivés successives (Zaslavsky 2002, Delay et al. 2005) : 
 
d
)YX()t,Y(M
!i
)YX()t,Y,X( ii
i
−δ∆+−δ=∆ψ ∑∞
=1
1                                                   (3.27) 
 
i est la dérivée ième de la fonction de dirac δ. 
Mi est le moment d’ordre i de la transition partant de y et de durée ∆t. 
 
−∆ψ=∆ dX)YX)(t,Y,X()t,Y(M ii                                                                       (3.28) 
n note que M  représente le vecteur de déplacement moyen d’une particule située en y 
du  ∆t. M2 représente la matrice de covariance des déplacements de la particule. 
a troncature de relation (3.27) à l’ordre 2 s’écrit : 
δ
∫
Ω
 
O 1
rant l’intervalle
 
L
 
⎢⎣
⎡ −δ∆+−δ∆=∂
∂ ∫
Ω
dY)YX()t,Y(M)t,X(PdY)XX 11  ∫
Ω→∆
()t,X(P
t
lim
t
)t,X(P
t 0
1
)t,X(PdY)YX()t,Y(M)t,X(P                                                     ⎥⎦
⎤−−δ∆+ ∫          
Ω
22
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 ⎥⎤−δ∆+− ∫ dY)YX()t,Y(M)t,X(PdY)YX( 221    (3.29) ⎦⎢⎣
⎡ δ∆∆=∂
∂ ∫
ΩΩ→∆
)t,Y(M)t,X(P
t
lim
t
)t,X(P
t 10
1
 
Une intégration par parties de l’équation précédente donne: 
 
( ) ( )⎟⎟⎠
⎞⎛ 2
 
me l’existence des limites suivantes : 
⎜⎜⎝
∆∂
∂
∆+⎟⎠
⎞⎜⎝
⎛ ∆∂
∂−∆=∂ →∆→∆ )t,X(M)t,X(PXtlim)t,X(M)t,X(PXtlimt
)t,X(P
tt 22010 2
111               (3.30) ∂
 
Le lemm
 
e de Kolmogorov affir
)X(A)t,X(Mlim =∆11                                                                                          (3tt ∆→∆ 0 .31) 
 
)X(B).X(B)t,X(M
t
T=∆2                                                                             (limt ∆→∆ 0
1 3.32) 
 
201
0
>∀=∆∆→∆ n       ,)t,X(Mtlim nt                                                                               (3.33) 
 
a relation (3.33) justiL fie la troncature à l’ordre 2 de l’expression (3.27). A(X) [m.s-1] 
T 2 -1
’introduction de A(X) et de B(X).BT(X) dans l’expression (3.30) donne l’équation de Fokker-
Planck : 
 
représente la vitesse moyenne d’une particule lors d’un saut et B(X).B (X) [m .s ] représente 
la dispersion statistique de la vitesse autour de la vitesse moyenne.  
 
L
( ) ( ))t,X(P)X(B)X(B
XXt 2
)t,X(P)X(A)t,X(P T2
21
∂
∂+∂−=∂                              (3.34) 
III.2.3 - Equivalence entre l’équation d’advec on-dispersion et le schéma de 
déplacement des particules 
On ch anière explicite la vitesse moyenne A(X) et 
la ma t en fonction des vitesses d’écoulement et des 
oefficients de dispersion et de porosité du milieu. On spécifiera donc les expressions de P, A 
∂∂
 
On note que la vitesse moyenne A(X) et la covariance B(X) définies dans ce paragraphe 
correspondent aux mêmes grandeurs A(X) et B(X) définies dans le paragraphe précédent. 
 
 
ti
 
erche, dans ce paragraphe, à déterminer de m
trice de covariance B(X) du déplacemen
c
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et de B permettant de résoudre le problème de conservation et de transport advectif-dispersif 
de la masse de traceur.  
 
Pour cela, on compare l’équation de Fokker-Planck établie dans le paragraphe précédent et 
l’équation d’advection-d
 
ispersion. L’équation de Fokker-Planck (3.34) peut aussi s’écrire : 
( ) 0
2
=∇⋅+⋅∇∇−∇+∂ PP)()P(t BBBBA  
1∂P T T
 
( )11 =∇⋅∇−⎟⎞⎜⎛ ⎞⎛ ⋅∇−∇+P TT 0
22 ⎟⎠⎜⎝ ⎟⎠⎜⎝∂
∂ PP)(
t
BBBBA                                                    (3.35) 
açon analogue à l’équation de Fokker-Planck (3.35) afin 
tifier les formes de P, A et de B. L’équation (3.1) peut également se mettre sous la 
forme : 
 
n réécrit ensuite (3.1) de fO
d’iden
 
( ) ( ) ( ) 0DDU =θ∇⋅∇+θ∇⋅∇−θ⋅∇+∂
θ∂ C)C(C
t
)C(  
 
( ) 0DDU =θ∇⋅∇−⎟⎟⎠
⎞⎜⎜⎝
⎛
⎥⎦
⎤⎢⎣
⎡
θ
θ∇+θ⋅∇+∂
θ∂ )C(C
t
)C(                                                      (3.36) 
 
Les équations (3.1) et (3.13) sont donc équivalentes si les termes P, A et B sont choisis, par 
identification, tels que : 
 
θ∇
θ
+∇+= DDUA                                                                                                      (3.37) 
B⋅ BT =                                                                                       (3.38) 
 
 2D                              
 
mC /θ=P                                                                                                                     (3.39) 
 
Remplacer les expressions (3.37) et (3.38) dans l’équation (3.17) donne l’équation de 
déplacement des particules : 
 
( )ZDDDU ⋅∆+∆θ∇⋅+⋅∇++=∆+ tt)ln()t(X)tt(X 2                                    (3.40) 
 
Le mouvement d’ensemble d’un panache de particules suivant l’algorithme (3.40) correspond 
à une solution de (3.1). Les composantes du vecteur aléatoire Z peuvent, par exemple,  être 
distribuées selon une gaussienne centrée en 0 et de variation standard 1 ou uniformément 
distribuées entre -1 et 1. On note que (U, D, θ) sont des paramètres de transport variables dans 
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l’espace. Uffink (1988), Kitanidis (1994) et Labolle et al. (1998) ont montré l’importance des 
t à la 
résolution directe de l’équation d’advection-dispersion 
 avantages et des inconvénients. Ils sont détaillés dans la suite. 
alculer le déplacement de 
articules selon des paramètres de transport liés au milieu poreux et des paramètres qui lui 
a méthode du Random-Walk est aussi, par essence, conservative car la masse du traceur est 
ation stochastique des concentrations, 
e se propagent donc pas aux pas de temps suivants. L’indépendance des particules les unes 
ar rapport aux autres favorise aussi le processus de parallélisation des calculs. Chaque 
processeur utilisé pour le calcul gère indépendamment le suivi d’un nombre équivalent de 
par
ients  
ent exploitables pour les études. 
 
De plus, la  Random-Walk ainsi que la discrétisation des 
oncentrations sous forme de paquets de particules entraînent des résultats fluctuants et 
ruités. Un cules est donc requis pour obtenir des résultats plus lisses et 
terprétable
termes correctifs ∇⋅D et D∇⋅lnθ, appelés "drift terms". Négliger ces termes entraînerait une 
accumulation de particules dans les zones de faibles dispersions et de faibles porosités ainsi 
qu’une erreur de conservation de la masse localement.  
 
III.2.4 - Avantages et inconvénients du modèle Random-Walk par rappor
 
Le modèle de Random-Walk présente, tout comme la résolution directe de l’équation d’advection-
dispersion, des
 
III.2.4.1 - Avantages  
 
Un premier avantage de la méthode du Random-Walk est l’absence de diffusion numérique 
car, comme d’autres méthodes particulaires, elle est indépendante de la discrétisation de 
l’espace. Elle permet de se libérer des contraintes liées aux critères de Péclet et de Courant. 
La méthode est, de plus, simple car elle consiste uniquement à c
p
sont propres. La simplicité de la méthode provient du fait que l’on n’ait pas besoin de 
résoudre une équation mais juste de suivre le mouvement d’un nuage de particules dont la 
densité est solution de l’équation d’advection-dispersion.  
 
L
discrétisée et transportée par les particules. La masse est donc automatiquement conservée car 
les particules ne disparaissent pas arbitrairement du domaine. Les concentrations, obtenues 
par sommation des masses portées par les particules, sont aussi toujours positives. 
 
Les particules se déplacent de façon indépendante les unes des autres et selon un processus de 
Markov. Les erreurs statistiques, issues de l’approxim
n
p
ticules. Les étapes d’échanges d’information entre les processeurs sont réduites. 
 
Enfin, il est facile de greffer un modèle particulaire sur un modèle d’écoulement existant. 
L’opération consiste à réutiliser le champ de vitesse préalablement calculé à l’aide du modèle 
hydraulique. 
 
III.2.4.2 -  Inconvén
 
Malgré leurs avantages, les méthodes particulaires présentent aussi des inconvénients. Elles 
ne fournissent pas des solutions directement sous forme de concentration. Une étape de post-
traitement des résultats est donc nécessaire afin de traduire les positions des particules en 
concentration ou flux, plus facilem
 nature stochastique de la méthode de
c
b  grand nombre de parti
s.  in
 43
 
En dépit de son évidente simplicité, certaines difficultés, inhérentes à la complexité des 
géométries et des propriétés physiques des milieux géologiques rencontrés, restent à résoudre 
dans l’implémentation du modèle. Des choix sont à faire sur l’ajustement du pas de temps et 
le réglage du nombre de particules. La gestion des interfaces de discontinuité des coefficients 
de diffusion et de porosité entre plusieurs milieux différents est aussi à traiter avec attention 
en raison des termes correctifs de drift ∇⋅D et D∇⋅lnθ. 
 
 
III.3 - Mise en oeuvre d’une méthode asynchrone de suivi de particules 
 
Théoriquement, la méthode de marche aléatoire n’utilise pas de discrétisation spatiale. 
ependant, le champ de vitesse utilisé dans le calcul des déplacements des particules est 
obten nes. Ces vitesses 
ode ESTEL3D et repose sur la résolution, par une 
n cinématique DC ou le champ de vitesse U sont propres au cas modélisé. Tous les 
aramètres de transport sont définis dans ce modèle maille par maille. Dans notre cas, ils sont 
constants sur chaque tétraèdre du maillage. Les champs de paramètres sont en fait interpolés 
sur la maille hydraulique par des polynômes 
transport sur le maillage est appelée discrétisation P0.  
respond au rapport du volume total des pores sur le volume total 
née d’entrée du modèle. Le 
cha milieu. Il est obtenu à partir 
de 
C
u à partir d’un modèle hydraulique basé sur des approches eulérien
aillage. dépendent donc d’un m
 
Le champ de vitesses U(X,t) utilisé par la suite dans notre modèle, est donné par le module de 
calcul d’écoulements souterrains du c
méthode d’éléments finis, de l’équation de Richards. Il est discrétisé sur un maillage de 
tétraèdres non structurés.  
 
III.3.1 - Les paramètres de transport 
 
III.3.1.1 - Définitions 
 
On appelle paramètres de transport les données permettant d’estimer le déplacement des 
particules dans le milieu. On retrouve parmi ces paramètres, des paramètres intrinsèques du 
matériau comme la porosité θ et la diffusion moléculaire Dme. D’autres paramètres tels que la 
dispersio
p
d’ordre 0. Cette distribution des paramètres de 
 
La porosité θ du milieu cor
du domaine. Elle est un paramètre du matériau étudié et une don
pm  de vitesse U correspond à la vitesse d’écoulement dans le 
ela d nsité de flux d’eau (ou vitesse de Darcy) UD par la relation : 
 
)X(
)t,X(U
)t,X(U D=                                                                                                     (3.41)θ  
Dans toute ilieu. Le paramètre U 
eut aussi être appelé vitesse de pore.  
 
la suite, U fait référence à la vitesse d’écoulement dans le m
p
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La ent à 
avers un milieu poreux, due à la diffusion moléculaire Dme [m2.s-1] et à la non-homogénéité 
 dans toutes les directions de l’espace. La dispersion cinématique représente le 
dispersion dynamique correspond au mouvement d’un soluté au sein d’un écoulem
tr
des vitesses à l’échelle microscopique. On distingue donc deux phénomènes physiques dans 
la définition de la dispersion dynamique : la diffusion moléculaire et la dispersion 
cinématique. La diffusion moléculaire Dme correspond au phénomène physique lié à 
l’agitation moléculaire : dans un fluide au repos, le mouvement brownien envoie des 
articulesp
phénomène de mélange essentiellement lié à l’hétérogénéité des vitesses microscopiques, 
quelle qu’en soit l’échelle d’observation, au sein d’un milieu poreux (de Marsilly, 1981). Le 
tenseur de dispersion dynamique est calculé à partir de la relation définie par Scheidegger 
(1954) : 
 
meTLT DU
)(IUD +⎟⎟⎠⎜
⎜
⎝
α−α+⋅α=                                                                   (3.42)  
I à la matrice identité. 
α
UU ⎞⎛ ×
 
où : 
a matrice D ainsi obtenue est réelle définie positive. 
 
 
r B du schéma de déplacement est lié à la direction et à l’amplitude de la dispersion. Il 
st défini par la relation (3.38):  
haque calcul du produit du tenseur B par le vecteur Z.  
Lest le coefficient de dispersion intrinsèque longitudinal [m] 
αT est le coefficient de dispersion intrinsèque transversal [m] 
Dme est la matrice isotrope de diffusion moléculaire effective [m2.s-1] 
 
L
 
III.3.1.2 - Détermination du tenseur B et des termes de drift 
 
Le tenseu
e
 
B⋅ BT = 2D                                                          
 
Le tenseur B peut être obtenu par diagonalisation du tenseur D. Puisque le tenseur D est défini 
positif, toutes ses valeurs propres sont positives. La méthode consiste à calculer les valeurs et 
les bases propres de D, puis à calculer les racines des valeurs propres et revenir à la base 
initiale.  
 
Dans notre modèle, on utilise une décomposition de Cholesky afin de calculer B. La forme du 
tenseur B obtenu avec la méthode de Cholesky est triangulaire inférieure. Le choix de cette 
méthode permet simplement d’alléger les opérations de calculs de déplacements dans le 
schéma (3.40). En effet, d’un point de vue numérique, on fait l’économie de trois opérations à 
c
 
Une fois le tenseur B obtenu, il reste à calculer les termes de drift afin d’obtenir tous les 
termes permettant de déterminer le déplacement des particules. Le calcul des termes de drift 
D⋅∇  et θθ ∇
D  se fait en deux étapes. Le tenseur de dispersion D et la porosité θ, étant des 
paramètres constants par élément (discrétisation P0), il est nécessaire de les redistribuer sur les 
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nœuds du maillage (discrétisation P1) avant d’effectuer l’étape de différentiation. Les 
gradients de dispersion et de porosité sont finalement obtenus aussi avec une discrétisation P0.  
 
 
III.3.2 - Algorithmes de traçage de particules 
 
Les paramètres de transport (U, D, θ) sont constants par élément et peuvent varier d’un 
élément à l’autre. Ces paramètres ne sont valides que dans l’élément dans lequel ils sont 
définis.  
 
La méthode de marche aléatoire calcule le déplacement d’une particule à partir des paramètres 
de transport évalués au point de départ de la particule. Si la particule est amenée à quitter la 
cellule dans laquelle elle se trouvait initialement, la partie du déplacement se produisant à 
l’extérieur de cette cellule n’est plus valide au regard des paramètres utilisés pour calculer ce 
même déplacement. Ce phénomène est appelé "overshoot". Le phénomène d’overshoot 
apparaît dans deux cas : lors d’un changement de paramètres de matériau dans l’espace 
étérogénéités du milieu) et/ou en présence d’un champ de vitesse hétérogène calculé sur la 
ser un pas de temps très faible, permet de garantir que seuls un très petit 
ombre d’éléments seront entièrement traversés par les particules au cours d’un pas de temps. 
Cepen ershoot, bien que réduit, reste toujours présent même avec des 
pas de thode est en général utilisée avec un pas de temps constant sur 
es rilles cartésiennes régulières de longueur caractéristique ∆x. Elle semble bien moins 
asynchrone induit par la partie 
dvective du déplacement. Le déplacement advectif d’une particule est arrêté à la première 
paroi de maille rencontrée et la dispersion est ensuite implémentée en utilisant les propriétés 
de la cellule a
(statistiquement, seules 50% des particules quitteront la cellule pour la cellule voisine). Une 
eule cellule peut être entièrement traversée par une particule durant un pas de temps. La 
s 
pplications. Cette méthode a été testée sur des mailles cartésiennes mais peut être étendue à 
des m
 
(h
maille hydraulique. 
 
Cordes et al (1991) présente un bref état de l’art des principales méthodes de marche aléatoire 
pour compenser le phénomène d’overshoot. La méthode à pas de temps explicites synchrones, 
la méthode en deux étapes de Tompson (1988) et la méthode à pas conjugués de Cordes et al. 
(1991) sont illustrées dans la Figure III-1. 
 
Dans la méthode à pas de temps synchrones (Figure III-1.a), utilisée par exemple dans Fadili 
et al. (1999) avec le code LPT3D, toutes les particules se déplacent à l’aide des propriétés 
d’advection-dispersion calculées à leurs positions initiales à chaque début de pas de temps ∆t. 
Cette méthode est assez rapide pour chaque pas de temps mais exige un nombre élevé de pas. 
Statistiquement, impo
n
dant, le phénomène d’ov
 temps très petits. La mé
d  g
appropriée pour des maillages adaptatifs ou des maillages non structurés. 
 
La méthode en deux temps de Tompson (1988) est une autre méthode permettant de limiter 
l’overshoot (Figure III-1.b). Elle utilise un pas de temps 
a
ctuelle. L’overshoot n’apparaît que dans la partie diffusive du déplacement 
s
méthode est plus coûteuse en temps de calcul que la précédente par pas de temps car elle 
nécessite la détermination de l’intersection entre la trajectoire advective et le bord de la 
cellule. Mais elle peut se révéler moins exigeante en nombre de pas de temps selon le
a
aillages variables et non structurés. 
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La méthode développée pa
particules à pas de temp
L’adv t advectif utilise une 
méthode sim ps asynchrones 
orrespondant aux premiers éléments rencontrés : les particules sont arrêtées à chaque paroi 
ffets de diffusion ne sont pas 
implémentés à chaque pas de temps d’advection ∆tk (∆tk << T) mais uniquement à chaque 
temps de synchronisation après cumul des déplacements diffusifs sur la période T. Le 
déplacement total (advectif et diffusif) d’une particule p sur l’intervalle de temps [t, t+T] est 
implémenté tel que : 
 
r Cordes et al (1991) (Figure III-1.c) est une méthode de traçage de 
s asynchrones appelée méthode de "Conjugated Course" (C-C). 
ection et la diffusion sont traitées différemment. Le déplacemen
ilaire à la méthode de Tompson (1988) avec des pas de tem
c
d’élément et les propriétés de transport sont réactualisées en utilisant les propriétés de 
l’élément suivant. La partie diffusive du déplacement utilise un pas de temps de 
synchronisation T appelé temps de "rendez-vous". Les e
( ) ( ) ( )( ) ( )( ) Z
T
tXDtttXVtXTtX
Nk
k
k
Nk
k
kkpPP ×⎭⎬
⎫
⎩⎨
⎧ ∆+∆+=+ ∑∑ =
=
=
= 11
2                             (3.43) 
 
où Z est un vecteur aléatoire uniformément ou normalement distribué de moyenne nulle et de 
variance unité. Ce vecteur aléatoire correspond au saut de diffusion isotrope durant 
l’intervalle [t,t+T]. N représente le nombre de déplacements advectifs effectués durant 
l’intervalle T. Le temps de rendez-vous T est choisi tel que : 
 
                                                                                                                   (3.44) 
 
Les déplacements obtenus pour des temps compris entre t et t+T sous-estiment les effets 
diffusifs. Un test sur la méthode est finalement effectué en comparant la déviation cumulée 
σcc et la déviation exacte (théorique) σex afin d’estimer les limites de validité de la méthode. 
 
∑=
=
∆= Nk
k
ktT
1
∑=
=
∆=+ Nk
k
kex tDTtt
1
2),(σ                                                                                            (3.45) 
T
Dtt kkCC 2)( ∆=∆σ                                                                                                   (3.46) 
∑=
=
∆= Nk
k
kCC T
DtT
1
2)(σ                                                                                               (3.47) 
 
La méthode C-C ne permet pas de calculer la position d’une particule à tous les pas de temps 
particulaires. La position correcte n’est obtenue qu’après ajustement à l’aide d’un 
déplacement dispersif tous les pas de temps de rendez-vous.  
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a) Méthode à pas de temps synchrones :  schéma du déplacement d’une particule suivant des paramètres de 
transport (U,D,θ) relevés dans les cellules 1, 2 et 3. L’utilisation de petits pas de temps permet de réduire 
l’overshoot mais un grand nombre de pas est alors requis afin de décrire le déplacement dans son ensemble. 
 
 
 
 
 
 
 
 
 
 
 
 
b) La méthode en deux temps (Tompson, 1988) : schéma du déplacement d’une particule suivant des 
paramètres de transport (U,D,θ) relevés dans les cellules 1, 2 et 3. La méthode est basée sur un pas de temps 
asynchrone permettant à la particule d’atteindre le bord d’une cellule dans un mouvement advectif. La 
composante dispersive est ensuite rajouté au déplacement. L’overshoot n’est due qu’à la partie dispersive du 
mouvement.  
 
 
 
 
 
 
 
 
 
 
 
 
 
c) Algorithme à pas conjugués (Conjugated Course)  (Cordes et al. 1991) schéma du déplacement d’une 
particule suivant des paramètres de transport (U, D, θ) relevés dans les cellules 1, 2 et 3.  
3 
2 1 
1 2 
3
advection 
dispersion 
1 
2 
3 
advection
dispersion
Conjugated Course 
 
Figure III-1 : Exemple de méthodes limitant l’overshoot dans le déplacement des particules 
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III.3.3 - La méthode de "Stop-and-Go" à  pas de temps asynchrones 
 
Les maillages sur lesquelles devra s’appliquer notre algorithme de déplacement de particules 
sont des maillages de type non structuré voire variable (maillages tétraédriques non structurés 
et adaptatifs). La méthode que nous proposons dans cette section est donc une méthode à pas 
de temps asynchrones dans laquelle la particule est arrêtée dans son déplacement à la 
première frontière inter-maille rencontrée. Cependant, contrairement aux méthodes 
asynchrones présentées précédemment, elle estime dans un même pas de temps le 
déplacement advectif et le déplacement dispersif. On définit le pas de temps particulaire 
asynchrone ∆tASYNC comme étant la durée nécessaire à une particule pour traverser 
entièrement une cellule sous l’effet d’un mouvement à la fois advectif et dispersif. La 
difficulté de la méthode provient de la manière de déterminer ce pas de temps (Lam et al., 
2008). Les paragraphes suivants détaillent les différentes étapes de calcul permettant d’obtenir 
la valeur du pas de temps asynchrone. 
 
La méthode de déplacement de particules proposée est appelée méthode de "stop-and-go". 
Elle se décline en deux étapes. 
 
Notons d’abord que, dans notre méthode, pour que le schéma de déplacement reste consistant, 
il est nécessaire que la durée de validité, attribuée à chaque vecteur aléatoire Z dans l’équation 
(3.40) reste la même pour toutes les particules. Or l’asynchronisme des pas de temps ∆tASYNC 
tend à distinguer les durées de validité de Z. Un pas de temps de synchronisation ∆tSYNC est 
alors introduit. Le vecteur Z est maintenu constant mais différent d’une particule à l’autre 
durant ce pas de temps. Pour chaque particule, les pas de temps asynchrones satisfont la 
relation : 
 
∑+
=
∆=∆
1
1
CN
k
ASYNC
k
SYNC tt                                                                                                   (3.48) 
 
où NC est le nombre de cellules entièrement traversées par la particule p. NC est spécifique à 
chaque particule. La Figure III-2 illustre le principe de synchronisation des pas de temps 
particulaires à chaque ∆tSYNC. 
 
synchroniseur 
 
∆t
∆t
∆tP 1
∆t
n
SYNCt
1+n
SYNCtpas de temps 
particulaire 
 
Figure III-2 : schéma de synchronisation des pas de temps particulaires 
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 1 
3 
advection
dispersion 
stop-and-go 
2 
Figure III-3 : Algorithme asynchrone de  déplacement d’une particule 
Représentation schématique d’un déplacement suivant le processus asynchrone de stop-and-go. 
Les particules sont advectées et diffusées sur un même pas de temps asynchrone selon les 
paramètres (U, D, θ) relevés dans les éléments 1, 2 et 3 traversés durant le déplacement. 
 
1ère étape : Algorithme de déplacement d’une particule « a priori ».   
 
Il s’agit dans une 1ère étape, avant détection de la traversée d’une frontière inter-maille, de 
déterminer la position « a priori » de la particule sur le pas de temps synchrone désiré, selon 
le schéma de déplacement (3.40) : 
 
SYNC
nSYNC
n 1+ ⎠⎝nnn
tZ
t
VtXttX 111 )()( ++ ∆⋅⎟⎟
⎞
⎜ ∆++=∆+                                                   (3.49) 
On voit apparaître une vitesse équivalente advective-dispersive : 
 
SYNC D2⎜⎛
 
 Z
t
DVV SYNC
n 1+∆
 
où 
DA 1
2
− +=                                                                                                (3.50) 
V
hétérogénéité du milieu. On notera M1 et M2 les  points localisés respectivement en X(tn) et  
en X
∆tiASY
1 est la pseudo-vitesse advective du fluide, comprenant les termes correctifs dus à 
l’
)( 1nn tt +∆+ . Le choix de nt 1+∆ dans la méthode asynchrone dépend de tous les 
NC précédents : 
SYNC SYNC
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∑n ASYNCSYNCSYNC ttt                                                                                      (3.51) 
=
+ ∆−∆=∆
i
in
1
1
stop-and-go, algorithme asynchrone 
La 2 e
es cellules et à estimer le pas de temps asynchrone ∆  correspondant. Les principales 
sou t
• Si M
et o
 
• Sin
fron
 
- Pour cela, on utilise la trajectoire d’une particule et les équations de plan des 
ection M (cf. III.2.4  pour les 
M en 3D pour un maillage tétraédrique non 
- On stoppe le déplacement au point frontière inter-maille (M) et on estime le 
nouveau  correspondant à ce déplacement tronqué. 
 
Cet algorithme est illustré sur la Figure III-4. 
 
 
 
2ème étape – Détection de traversée inter-maille, 
 
nd  étape consiste à déterminer la position ASYNCnX 1+  de l’intersection trajectoire/interface 
d ASYNCn 1+
s-é apes permettant leur calcul sont les suivantes : 
t
 
1 et  M2 appartiennent à la même cellule, on ne révise pas le déplacement actuel, 
n itère au pas de temps suivant (pour cette particule)  
on, i.e. si M1 et M2 n’appartiennent pas à la même cellule, on arrête la particule à la 
tière inter-maille.  
surfaces support des faces de l’élément dans lequel se trouve la particule pour 
déterminer les coordonnées ASYNCnX 1+  du point d’inters
détails du calcul géométrique de 
structuré)  
 
ASYNC
nt 1+∆
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Etape 2 :  
Etape 1 : 
 
(*) Calcul du point 
d’intersection M  
Calcul de ∆  ASYNCnt 1+ SYNCnASYNCn tt 11 ++ ∆=∆  
Calcul de M2 
NON OUI 
M1 et M2
appartiennent-ils 
au même élément ?
M1 = M, 
ASYNC
nt 1+∆  
 
M = M2
Point de départ : M1, 
ASYNC
n
SYNC
n
SYNC
n ttt ∆−∆=∆ +1  
 
Figure III-4 : Algorithme de détermination du point d’intersection trajectoire/frontière inter-
maille et du pas de temps asynchrone. (*) Le calcul du point d’intersection pour un maillage 
tétraédrique non structuré est détaillé dans la partie III.2.4. 
 
 
Une première idée pour calculer  consiste à supposer la vitesse d’advection-
dispersion constante au cours du temps. Ce modèle simplifié fait une approximation du 
déplacement par une expression linéaire. Le pas de temps ASYNCnt 1+∆  est alors supposé 
roportionnel à la dista
ASYNC
nt 1+∆
p
 
nce parcourue. 
 SYNCn
ASYNC
n tMM
MM
t 1
21
1
1 ++ ∆⋅=∆                                                                          (3.52)
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Survient alors la question de l’effet de l’utilisation de cette approximation sur la proportion 
advection-dispersion. La réponse peut être obtenue par une analyse numérique heuristique du 
schéma Stop-and-Go. En effet, après détection d’une traversée de frontière inter-maille, le 
nouveau chemin (tronqué) de la particule peut-être réinterprété comme suit : 
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r, on a dans tous les cas l’inégalité : 
 
1O
1∆ +SYNCnt
 
La méthode de proportionnalité sous-estime donc la partie dispersive (ou diffus
 
Connaissant la position ASYNCnX 1+ du point d’intersection M, il est possible de déterminer 
1 ≤+n                                                (3.54) 
ive).   
exactement la durée nécessaire à la particule pour atteindre ce point en appliquant 
directem ent (3.40) au pas de temps asynchrone . Cette 
méthode prend bien en compte le caractère non linéaire de la comp
déplacement. L’algorithme de déplacement (3.40) appliqué au pas de temps s’écrit : 
 
∆ ASYNCt
ASYNC
nt 1+∆  
ent l’équation de déplacem ASYNCnt 1+∆
osante dispersive du 
ASYNC
nt 1+∆
ZtDtVXX ASYNCn
ASYNC
nn
ASYNC
n 1111 2 +++ ∆⋅+∆⋅+=  
 
ASYNC
n
ASYNC
nnn tVX 111 ++ ∆⋅=−ASYNC tZDX 12 +∆⋅+  (3.55) 
orme de norm
 temps nt 1+∆
 
On récrit l’équation vectorielle précédente sous f es (i.e., sous forme de distance 
parcourue par la particule au cours du pas de C ) : 
 
ASYN
ASYNC
n
AS
nt11 +∆⋅ YNC tZDVMM 11 2 +∆⋅⋅+=  (3.56) 
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ASYNC
ntT 1+∆= , on obEn effectuant un changement de variable tient donc une équation du 
econd degré en T.  
 
s
TZDTVMM ⋅⋅+⋅= 2211   (3.57) 
e discriminant ∆ de l’équation (3.57) est donné par la relation : 
 
 
L
042 11
2 ≥⋅+⋅=∆ MMVZD   (3.58) 
 
Notons Τ+ et Τ- les deux solutions réelles de l’équation (3.57).  
 
0 0
2 ∆+⋅− ZD
2 1V
≥=+T   ;  2 1V
 
2 ≤∆−⋅−=−
ZD
T   (3.59) 
a valeur de T solution du problème est donnée par la solution positive Τ+. On a donc : 
 
L
0
2
422
1
11
2
≥
⋅+⋅+⋅−
=
V
MMVZDZD
T  (3.60) 
 
On déduit la valeur de ASYNCnt 1+∆  à partir de (3.60). Après simplification, le pas de temps 
asynchrone ASYNCnt 1+∆  s’écrit: 
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V
MMVZDZDMMVZD
t ASYNCn  (3.61) 
e du point M1 pour atteindre le point M. 
es pas de le à l’autre et d’une itération à la 
 
ASYNC
nt 1+∆  st le temps nécessaire à la particule partant 
 temps asynchrones diffèrent d’une particuL
suivante. Dans la pratique, pour des écoulements transitoires, le pas de temps utilisé dans le 
modèle hydraulique peut par exemple être utilisé comme pas de temps de synchronisation. En 
règle général, ∆tSYNC doit être un sous-multiple du pas de temps hydraulique ou du pas de 
temps de sorties graphiques. 
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III.3.4 - Utilisation de coordonnées locales 
 
Les échelles de domaines étudiés peuvent varier du mètre au kilomètre selon les cas. Les 
vitesses d’écoulement dans les différentes couches géologiques peuvent varier aussi de façon 
importante. On rencontre al
(0,0,1) 
(1,0,0) 
 
(0,1,0) (0,0,0) 
v 
u
w 
 
x
y 
z 
G2 
G1 
G4 
G3 
F(u,v,w) 
 
 
 
ors des déplacements des particules qui peuvent être très faibles 
ar rapport à leurs coordonnées spatiales, notamment pour des déplacements diffusifs.  
Des problè lors du calcul des 
oordonnées des points d’intersection. Plus la particule s’éloigne de l’origine, plus le calcul 
02) 
ropose de travailler dans un repère de coordonnées locales. On associe ainsi dans notre 
odèle un re re de coordonnées locales au tétraèdre rencontré par une particule lors de son 
éplacement. Lorsque la particule quitte ce tétraèdre, le repère local utilisé est celui associé au 
ouvea aèdre traversé. 
I .1 coordonné s aux coordonnées locales 
re n étraèdre quelconque G1G2G3G4 du domaine discrétisé. On cherche à déterminer 
ne relation F permettant d’établir une correspondance entre le tétraèdre unitaire de référence 
ui va servir de base au système de coordonnées et le tétraèdre G1G2G3G4 (Figure III-5). 
 
 
n cherche une fonction d’interpolation F telle que, si (u,v,w) sont des coordonnées locales 
de (x,y,z) dans le système global, la correspondance entre coordonnées locales et globales 
s’écrive :   
 
(x, y, z)t = F(u, v, w, (xGi, yGi, zGi)i=1,4)                                                                          (3.62) 
 
où (xGi ,yGi, zGi)i=1,4 sont les coordonnées globales des sommets G1, G2, G3 et G4. 
, 
n définit F telle que :  
 
p
 
mes d’approximations numériques peuvent donc survenir 
c
de l’intersection de sa trajectoire avec un bord de cellule perd en précision. Pour s’affranchir 
de ce problème, il est préférable de travailler avec un système de coordonnées où les positions 
et les déplacements des particules sont du même ordre de grandeur. Pokrajac et al., (20
p
m pè
d
n u tétr
 
 
II.3.4 - Des es globale
 
P no s un t
u
q
 
 
 
 
 
 
 
 
Figure III-5 : Correspondance entre le tétraèdre de référence et un  tétraèdre quelconque 
 
O
 
De plus, pour qu’il y ait coïncidence des sommets des deux tétraèdres après transformation
o
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avec ai, bi, ci, di ∈IR, pour i=1,4.                        (3.64) 
me choisie pour F garantit l’unicité de la fonction car les (Pi)i=1,4 sont des polynômes de 
degré
ppliquant la fonction F aux conditions (3.63), puis en identifiant les coefficients des 
(xGi,yGi,zGi)i=1,4, on obtient les polynômes (Pi)i=1,4 suivants: 
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uisque la fonction d’interpolation peut-être choisie arbitrairemP
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où Pi(u,v,w) = aiu + biv + ciw +di, 
 
La for
 3 utilisés dans un espace de dimension 3. 
 
En a
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Une écriture matricielle de F est : 
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tétraèdre dans lequel le point se trouve.  
 
La transformation est spécifique à chaque cellule considérée car elle est construite à l’aide des 
coordonnées globales des nœuds de cette cellule. Elle permet d’obtenir les coordonnées 
globales d’un point à partir de leurs coordonnées locales et des coordonnées des nœuds du 
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Pour calculer les coordonnées locales d’un point (u,v,w) à partir de ses coordonnées globales 
J(x,y,z), on utilise la fonction inverse de F, obtenue par inversion de la matrice :  
       
(u, v, w)t = F -1(x, y, z, (xGi, yGi, zGi)i=1,4                                                                                                 (3.68) 
 
avec 
⎟⎟
⎟
⎠
⎞⎛ −
−1
xx
⎜⎜
⎜
⎝ −
−⋅= −=
4
4
41
4,1 )),,(,,,(
G
G
G
iGiGiGi
zz
yyJzyxzyxF                                                        (3.69) 
 
rsq vent être recalculées dans le 
s
de la 
uis, on 
le avec une des faces du tétraèdre est notée M. Le point M se situe 
lors sur la droite définie par les points M1 et M2. On peut donc décrire la position de M en 
utilisan ions de droite
 
 
III.3.4.2 - Avantages et inconvénients du repère local 
 
L’utilisation d’un système de coordonnées locales permet d’obtenir une plus grande précision 
des coordonnées des intersections des trajectoires des particules avec les faces des éléments. 
Les équations des plans définissant les faces du tétraèdre de référence sont connues. Il n’est 
pas nécessaire de les calculer. L’utilisation du repère local facilite donc le travail de détection 
de l’intersection trajectoires de particules/ paroi inter-maille (cf. III.3.5). 
 
Mais, lo
re
u’une particule quitte un élément, ses coordonnées doi
père global pui  à nouveau déterminées dans le repère lié à l’élément voisin. Il s’avère que 
le temps de calcul de ces opérations est cependant compensé par le gain de temps dû au fait 
que les équations de plan des faces du tétraèdre de la maille 3D n’ont pas besoin d’être 
systématiquement calculées.  
 
 
III.3.5 - Détection des intersections 
 
n décrit, dans cette partie, la méthode utilisée pour localiser le point d’intersection O
trajectoire de la particule avec le bord de la cellule dans laquelle elle se trouve initialement. 
L’intérêt immédiat des coordonnées locales réside dans le fait qu’il devient inutile de calculer 
les équations des plans liés aux faces des tétraèdres de référence car elles sont déjà connues. 
ans un premier temps, il s’agit d’identifier toutes les intersections potentielles. PD
déterminera les coordonnées du véritable point d’intersection parmi ces possibilités.  
 
III.3.5.1 -  Calcul des points d’intersection potentiels 
 
Notons M1 et M2 les positions respectives de la particule à t et t+∆t. L’intersection de la 
rajectoire de la particut
a
t la forme paramétrée des équat . 
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où (x1, y1, z1) , (x2, y2, z2) et (x, y, z) sont les coordonnées de M1, M2, M, respectivement. 
our obtenir les coordonnées (x, y, z) de M, il reste à trouver le paramètre k. Puisque les faces 
du tétraèdr e point d’intersection cherché, il existe 
uatre valeurs possibles pour k et donc quatre valeurs possibles pour le triplé (x, y, z). 
 
P
e sont toutes susceptibles de contenir l
q
 
Les points d’intersection sont aussi situés sur les plans supportés par les faces des tétraèdres : 
leurs coordonnées vérifient les équations de plan des faces. Or, comme la recherche des points 
d’intersection se fait dans le système de coordonnées local avec un tétraèdre de référence, les 
équations de plan sont déjà connues. Nous obtenons donc, les valeurs suivantes pour le 
paramètre k : 
 
• sur le plan d’équation  x = 0 :  
12
1xk −=                                                         (3.71a) 
xx −
• sur le plan d’équation  y = 0 :  
12
1yk −=                                                        (3.71b)  
yy −
• sur le plan d’équation  z = 0 :  
12
1
zz
zk −−=                                                        (3.71c) 
• sur le plan d’équation  x+y+z = 1 : 
)()( 111222 zyxzyx ++−++
)(1 111 zyxk ++−=               (3.71d) 
 
ne fois les coordonnées (x, y, z)  des points d’intersection calculés, il reste à définir les 
ritères de sélection du véritable point.  
III.3.5.2 - Choix du point d’intersection 
omme les faces du tétraèdre sont considérées comme des plans, parmi les points 
’intersection calculés, il y a des points i ne sont pas situés sur le tétraèdre lui-même mais 
ur le prolongement d’une des faces. Les points M(1) et M(4) illus e cas sur l’exemple 
e la Figure III-6 où M(1), M(2), M(3) et M(4) représentent les points d’intersection liés aux 
uatre faces. Des critères sont imposés pour éviter de choisir des points d’intersection virtuels 
du problème. 
e véritable point d’intersection doit vérifier chacun des critères suivants :  
U
c
 
 
 
C
d  qu
s trent c
d
q
qui ne correspondent pas à la géométrie réelle 
 
L
 
0121 >⋅ MMMM                                                                                                         (3.72) 
 
211 MMMM <                                                                                                           (3.73) 
 ( )MM1min                                                                                                                   (3.74) 
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Figure III-6 : Exemple de positions des points d’intersections calculés pour chaque plan 
a condition (3.72) suppose que l’intersection ne peut pas se trouver derrière le point de 
 
omplé  du critère (3.72), le critère (3.73) assure la présence du point M sur le segment 
M ]. Sur la Figure III-6, le point M(4) est situé en dehors du segment [M1M2] et donc on 
a : 
 
 
 
 
 
 
 
 
  
 
 
 
)1(M
)4(M
)3(M
)2(M M2
M1
supporté par les faces du tétraèdre. 
 
 
L
départ 1M  si l’on se place dans le sens de déplacement de la particule. Cette condition 
élimine sur l’exemple de la Figure III-6 les points M(1) et M (2). La particule ne peut pas 
eculer, par rapport au sens de déplacement calculé, pour atteindre cette intersection. Enr
c
[M
ment
1 2
211 )4( MMMM > . Le point M(3) est donc le point cherché dans notre exemple. 
 
Lorsque plusieurs points vérifient les deux premiers critères, le critère (3.74) est utilisé. En 
choisissant le point M le plus proche de M1 parmi les points compris sur le segment [M1M2], 
on considère que la première surface rencontrée par la particule correspond à la face 
intersectée du tétraèdre. Si aucun des quatre points M ne se situe sur le segment [M1M2], alors 
le point M2 se trouve à l’intérieur du tétraèdre. Dans ce cas, il n’y a pas de véritable point 
d’intersection et M2 devient le point de départ pour le prochain pas de temps. 
 
Les différentes configurations géométriques possibles des points {M(i)}i=1,4 sont présentées 
dans la Figure III-7. Pour des raisons de clarté et pour une meilleure compréhension, le 
schéma est une représentation 2D des véritables configurations 3D. Des triangles tiennent lieu 
et place des tétraèdres dans cette représentation. 
 
La Figure III-7a est un exemple de l’utilisation du critère (3.72) pour déterminer le véritable 
point d’intersection. La Figure III-7b combine les critères (3.72) et (3.73) tandis que la Figure 
III-7c utilise les 3 critères en même temps. 
 
Sur la Figure III-7d, lorsque le point M2 appartient au triangle, la particule n’a, de toute 
évidence, pas encore quitté la cellule. Dans cet exemple, aucun point d’intersection virtuel ne 
vérifie le critère (3.73). Il n’y a donc pas de point d’intersection réel dans cette configuration. 
 
 
face 2
face 1 
face 3
face 4 
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Figure III-7 : Représentation 2D des configurations géométriques possibles des points 
d’intersection trajectoire/frontière inter-maille.  
 
   
III.3.5.3 - Précisions numériques  
 
Toute donnée est représentée, dans la mémoire de l’ordinateur, par une suite de chiffres 
binaires qui en expriment conventionnellement la valeur (par exemple, un réel peut être 
représenté par 4 ou 8 octets). Mathématiquement, certains nombres réels s’écrivent avec un 
nombre très grand, voire infini pour les nombres irrationnels, de chiffres fractionnaires. Mais 
le nombre fini d’octets pour représenter ces réels  ne permet de traduire ces valeurs qu’avec 
un nombre limité de chiffres. La précision machine utilisée pour représenter les réels dans 
notre modèle est la double précision dans laquelle un réel est mémorisé sur 8 octets. La 
précision correspond alors à 15 chiffres décimaux significatifs. 
 
Dans le problème de la localisation de l’intersection de la trajectoire de particule avec la paroi 
inter-maille, la position du point d’intersection est représentée par un triplé de réels. Le triplé 
est calculé au mieux avec une précision de 10-14. Le point d’intersection calculé se trouve 
alors dans un voisinage proche de la paroi des tétraèdres sans être nécessairement sur la paroi 
même. Pour palier à cette incertitude, on introduit une épaisseur artificielle ε à la paroi des 
tétraèdres. Cette épaisseur correspond à une zone de sûreté à l’intérieur de laquelle tout point 
est considéré comme appartenant à la surface du tétraèdre. L’épaisseur ε doit être supérieure à 
la précision machine. Par exemple, ε = 10-13m. Par convention, ce point d’intersection calculé 
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appartient à la cellule voisine et devient le point de départ pour un nouveau calcul de 
trajectoire dans cette nouvelle cellule.  
 
Il est, cependant, important que la particule située à ce point soit physiquement à l’intérieur 
du nouvel élément et non uniquement dans l’épaisseur artificielle créée pour des besoins de 
précision numérique. En effet, sur la Figure III-8, le point d’intersection calculé, devenu point 
de départ M1 du déplacement suivant, est situé dans l’épaisseur extérieure de la paroi du 
tétraèdre. Numériquement, la particule se trouve donc bien sur la surface du tétraèdre mais 
cette position "extérieure-ligne" engendre une erreur dans l’identification du prochain point 
d’intersection. Sur l’exemple de la Figure III-8, si M1 était à l’intérieur du tétraèdre de 
référence, le point Mi se trouverait sur le plan y=0. Or, M1 est très légèrement à l’extérieur du 
tétraèdre. D’après les critères (3.73) et (3.74), un point d’intersection doit toujours être situé 
sur le segment [M1M2] ; le point Mi est donc le point situé sur le plan z=0. Ce point 
d’intersection choisi est pourtant très clairement en dehors du tétraèdre considéré.  
 
Pour éviter ce genre d’erreur, lorsqu’une particule quitte un élément pour rentrer dans un 
élément voisin, on s’assure qu’elle se trouve bien à l’intérieur de cette nouvelle cellule 
voisine. Pour cela, connaissant la face du tétraèdre par laquelle la particule doit sortir, on la 
"pousse" dans cette direction d’une longueur ε égale à une demie-épaisseur de la paroi. En 
pratique, on rajoute à sa position un vecteur de même direction et de même sens que son 
déplacement et de norme ε. 
 
Y 
M1
M2
Z
X
projection sur 
le plan  (Y,Z) 
2ε M2
M1
X 
Z 
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Figure III-8 : Représentation schématique d’un cas d’erreur de précision engendrant le choix 
d’un mauvais point d’intersection 
 
 
III.4 - Traitement des discontinuités de la diffusion et de la porosité aux 
interfaces de matériaux. 
 
Aux interfaces entre différents blocs homogènes, que l’on trouve, par exemple, dans des 
couches d’aquifères stratifiées, les failles ou fissures, les paramètres D et θ sont discontinus. 
Les quantités ∇⋅D et ∇⋅lnθ qui représentent des termes correctifs dans l’équation (3.40) ne 
sont plus définies mathématiquement au niveau de ces interfaces. 
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Pour traiter ce problème de discontinuité, des méthodes telles que l’interpolation ou la 
réflexion sont généralement employées. Les méthodes d’interpolation consistent à définir des 
fonctions de régularisation des paramètres D et/ou θ  au voisinage des interfaces. L’objectif 
est d’approximer et lisser les discontinuités par des fonctions continues (Labolle et al., 1996, 
Spiller, 2002).  Une autre méthode souvent utilisée pour traiter les hétérogénéités est la 
méthode de réflexion. Elle définit sur chaque pas de temps des densités de probabilité de 
transition des particules d’un matériau à l’autre. Les taux de transitions dépendent des 
dispersions des matériaux. De façon analogue au problème de réflexion en optique, seule une 
portion de particules traverse l’interface de discontinuités. Les particules restantes 
rebondissent sur cette interface et sont à nouveau candidates pour une traversée au pas de 
temps suivant. Les méthodes de réflexion (Ackerer, 1985; Uffink, 1985; Cordes et al. 1991; 
Semra et al., 1993) diffèrent par la manière de déterminer les probabilités de transition et 
d’ajuster les pas de temps.  
 
Ces méthodes sont difficilement applicables pour des géométries tridimensionnelles 
complexes car elles nécessitent une détection préalable de toutes les interfaces de matériaux.  
Elles sont aussi très coûteuses en temps de calcul lorsque le milieu est spatialement très 
hétérogène car ces opérations de réflexions ou d’interpolations sont à répéter sur chaque 
interface détectée.  
 
 
Milieu 2 
D2, θ2, U2
Milieu 1 
D1, θ1, U1
 
 
 
 
 
 
 
 
 
 
 
Figure III-9 : Exemple d’un milieu à géométrie hétérogène comprenant de multiples interfaces 
 
Nous proposons dans notre modèle une technique de lissage itérative des grandeurs 
discontinues sur le maillage de tétraèdres non structurés.  
Elle consiste à remplacer les valeurs de D et θ dans chaque élément par leurs valeurs 
moyennes pondérées, calculées à partir des valeurs de D et θ des quatre éléments voisins : 
 
∑ )()( iXiVol
∑
∈ )(
)(
jVi
iVol
 
où )(
∈= )()(~ jVijX                                                                                                  (3.75) 
~ jX est la valeur moyennée de X dans l’élément j, V(j) l’ensemble constitué de l’élément 
j et de ces quatre voisins, Vol(j) le volume de l’élément j. Le lissage est appliqué sur tout le 
domaine mais n’affecte pas les régions homogènes. Une opération de lissage effectuée 
correspond à l’application d’un filtre spatial. Chaque filtre appliqué introduit une épaisseur 
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artificielle supplémentaire à l’interface. Le nombre de filtres appliqués devient le paramètre 
e contrôle du lissage des interfaces. Lorsqu’un filtre est appliqué à l’ensemble du domaine, 
la détection des interfaces n’est plus nécessaire. 
 
d
 
 
 
Figure III-10 : Application du filtre ‘proche-voisin’ à un saut de diffusion sur un maillage 1D 
régulier. 
 
Les itérations successives des filtres permettent d’impacter de proche en proche toutes les 
cellules du domaine. Les discontinuités sont d’autant plus lissées que le nombre d’itérations 
est élevé. 
 
La Figure III-10 est un exemple de filtrage itératif ‘proche-voisin’ appliqué à un maillage 1D 
régulier. La fonction de lissage F s’écrit dans ce cas : 
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kj
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n
j xFxF )(3
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1
1
1
+
=
−=
+ ∑=                                                                                          (3.76) 
 
En notant ∆x le pas de discrétisation, on obtient, après n itérations, une extension de la zone 
de lissage à une épaisseur de 2n∆x.  
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 III.5 - Conclusion 
 
La méthode de suivi de particules à marche aléatoire est une méthode lagrangienne permettant 
de modéliser le phénomène de transport en milieux poreux hétérogènes. L’évolution spatiale 
et temporelle de la concentration de traceur dans le milieu est représentée par le déplacement 
d’un nuage de particules. Chaque particule est porteuse d’une masse de traceur. Elle est aussi 
indépendante des autres particules. Son déplacement est estimé, dans notre modèle, à l’aide de 
paramètres de transport définis sur le maillage hydraulique composé de tétraèdres non 
structurés. Ces paramètres peuvent varier d’un tétraèdre à son voisin immédiat. La méthode 
de Random-Walk présentée dans ce chapitre utilise un nouvel algorithme de déplacement de 
particules appelé "Stop-and-Go". Elle consiste à arrêter la particule avant qu’elle ne quitte la 
cellule dans laquelle elle se trouve pour réactualiser le jeu de paramètres de transport et 
évaluer son déplacement dans la cellule suivante. Il en résulte que le pas de temps particulaire, 
correspondant au temps mis par une particule pour traverser entièrement un élément, est 
asynchrone et indépendant d’une particule à l’autre. Un tel processus nécessite le calcul du 
point d’intersection de la trajectoire de la particule avec les faces des tétraèdres ainsi que la 
durée effective nécessaire à la particule pour atteindre ce point. Une durée de synchronisation 
∆tSYNC commune à toutes les particules est alors introduite afin d’ajuster les pas de temps 
asynchrones particulaires. Un repère de coordonnées locales est aussi utilisé pour simplifier la 
détection des points d’intersection trajectoires de particule/surface inter-mailles. 
 
Les modèles de suivi de particules retournent des résultats sous forme de positions de 
particules.  Les résultats sont difficilement exploitables sous cette forme pour des études. Une 
étape supplémentaire de post-traitement des positions des particules est présentée dans le 
chapitre suivant afin de transcrire les positions des particules en concentrations de traceur. 
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IV - Des particules aux concentrations : post-traitement des 
positions de particules par des méthodes de moyenne et de filtrage 
spatio-temporelles. 
 
 
 
IV.1 - Introduction 
 
Dans la pratique, les études menées sur le transport de soluté reposent sur l’exploitation de 
résultats sous forme de flux ou de concentrations. Or, les méthodes particulaires offrent des 
résultats sous forme de positions et de masses de particules. Utiliser un modèle de suivi de 
particules exige donc des étapes supplémentaires permettant de transcrire des concentrations 
en distributions de particules et de traduire ensuite des panaches de particules en champs de 
concentration. La projection est le processus qui consiste à exprimer le champ de 
concentration à l’aide d’un nuage de particules. Elle a déjà été traitée dans le chapitre III. Ce 
chapitre présente quelques méthodes d’interpolation de particules en champ de concentration. 
On cherche à traduire la densité de présence des particules sous forme de concentrations à 
l’aide de fonctions de régularisation. Les méthodes présentées dans ce chapitre sont non-
exhaustives. 
 
Lors des procédures de projection et d’interpolation du couplage particules-concentration, des 
erreurs d’approximations sont introduites. Il est donc aussi pertinent d’estimer leur influence 
sur les résultats finaux. 
 
 
IV.2 - Filtrage 3D par moyennes spatiales 
 
Les méthodes de filtrage spatial sont des méthodes permettant de comptabiliser et évaluer les 
présences de particules dans une zone de l’espace. Il existe plusieurs méthodes pour obtenir 
des concentrations à partir de la position des particules. On distingue dans cette partie trois 
types de filtres. Les filtres dites à "fenêtres immobiles", des filtres à "fenêtres mobiles" et des 
filtres convolutifs. Le terme "fenêtre" désigne le volume d’échantillonnage des particules, i.e., 
le volume élémentaire de référence sur lequel les concentrations sont calculées.  
 
Les fenêtres d’échantillonnage immobiles sont fixées et n’évoluent pas spatialement au cours 
d’un processus de post-traitement; par opposition aux fenêtres d’échantillonnage mobiles qui 
peuvent balayer tout l’espace. Les filtres convolutifs appliquent à chaque particule une 
extension spatiale correspondant à une zone d’influence autour de la particule. 
 
 
IV.2.1 - Fenêtres immobiles 
  
IV.2.1.1 - Méthode de fenêtres sous-maille : échantillonnage  haute résolution  
 
La méthode de fenêtres sous-maille utilise le maillage employé dans la résolution du modèle 
hydraulique comme grille d’échantillonnage. Il s’agit de la plus fine résolution possible pour 
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la grille. La méthode consiste à sommer le nombre de particules présentes dans une maille, 
puis à diviser le résultat par le volume de la maille afin d’obtenir une densité volumique de 
particules. Cette densité permet de retrouver/calculer la concentration de soluté à l’intérieur de 
chaque élément à l’aide de la masse associée à chaque particule. La concentration Cj de soluté 
dans la cellule j est obtenue par la relation :  
 
∑
=
=
jN
pm
p j
j V
C
1
                                                                                                                    (4.1) 
 
où 
ociée à la particule p,  
j est le nombre de particules présentes dans la cellule j 
 limite cependant son utilisation à des cas où la relaxation du maillage est peu 
portante. Elle offre aussi des résultats très bruités dans les zones à faibles densités de 
articules. 
 
 choisissons d’utiliser une 
iscrétisation de l’espace adaptée à la géométrie du phénomène modélisé. La grille 
ixé, un critère de performance εc. Ce critère 
orrespondant à l’erreur quadratique de la simulation par rapport à une solution de référence 
du cas test en fonction de l’épaisseur ∆r tel que : 
 
                                                                                   (4.2) 
 
où : 
C(∆r,t) est la concentration calculée [kg.m ] 
: 
mp est la masse de soluté ass
N
Vj le volume de la cellule j 
 
La concentration ainsi calculée est constante par élément. Cette méthode est très intuitive. Elle 
a aussi pour principal avantage d’être facile à implémenter. Sa dépendance au maillage 
hydraulique
im
p
 
IV.2.1.2 - Méthode à grilles artificielles 
 
La méthode à grilles artificielles est une variation de la méthode à fenêtre sous-maille. Le 
calcul des concentrations est réalisé de façon similaire à la méthode présentée précédemment. 
La différence réside dans le choix de la grille d’échantillonnage. Elle est, dans ce cas, 
indépendante du maillage utilisé dans le modèle hydraulique. Nous
d
d’échantillonnage est donc à déterminer en fonction du cas étudié.  
 
Par exemple, dans le cas d’une diffusion pure (i.e., sans advection) en milieu isotrope (cf. 
V.I.1), le mouvement des particules suit une symétrie sphérique. L’espace peut alors être 
discrétisé sous forme de coques sphériques concentriques centrées sur le centre de masse des 
particules à l’instant initial (Figure IV-1). La méthode de comptage de particules utilisée pour 
la méthode sous-maille est alors appliquée sur chaque épaisseur de coque ∆r. Dans ce cas de 
figure, le choix de l’épaisseur des coques est très important car trop fine elle donne des 
résultats bruités et trop large elle définit des résultats grossiers. Pour déterminer l’épaisseur 
optimale d’une coque, on calcule, à un temps t f
c
[ ]( ) 2/12)(~),()( ∑ −∆=∆ tCtrCrCε
-3
)(~ tC  est la concentration de référence [kg.m-3] 
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L’épaisseur optimale ∆rC est la valeur qui minimise εc. Un exemple d’utilisation de cette 
éthode est présenté par la suite dans le chapitre V. 
 
m
 
tres fixes Figure IV-1 : Schéma 2D d’un filtrage à fenê concentriques centrés sur le point d’injection de 
traceur 
e alors dans le choix de cette nouvelle 
rille dans des cas géométries physiques complexes. 
 
IV.2.2 - Fenêtres mobiles  
concentration en (x1,x2,x3). 
athématiquement, la concentration est définie par la relation : 
 
 
 
 Cette méthode permet d’éviter les écueils et limites rencontrés dans la méthode sous-maille 
en adaptant la grille d’échantillonnage au cas étudié. Elle exige cependant la définition d’une 
nouvelle grille d’échantillonnage. La difficulté résid
g
 
 
Fadili et al. (1999) proposent une autre méthode de comptage de particules appelée méthode 
des "fenêtres mobiles" dans laquelle on construit une fenêtre rectangulaire centrée en (x1,x2,x3) 
et bornée par les positions (xim) i=1,3 et (xiM)i=1,3. La fenêtre peut décrire tout le domaine par un 
balayage de l’espace par le triplé (x1,x2,x3) suivant les directions x, y et z. Le nombre de 
particules présentes dans le volume défini par la fenêtre est normé par ce volume et pondéré 
par la masse associée à chaque particule pour obtenir la 
M
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∑ ∏
=
=
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iPip ttxfmtxxxC
3
1
321 )),((),,,(                                                                               (4.3) 
  
où 
 
im) i=1,3 et (xiM)i=1,3 sont les positions des bornes de la fenêtre centrée en (x1,x2,x3). [m] 
mp est la masse associée à la particule p [kg] 
fi(x) représente la fonction créneaux dans 
 
: 
t est le temps [s] 
(xip(t))i=1,3 est la position de la particule p au temps t [m]
(x
la direction i: 
( ) ( )()()(1),( txtxHxtxH
L
)xf iMimi −−=                                                                       (4.4) 
ù : 
des particules présentes dans un volume centré en tout point de l’espace. La 
oncentration pourra, par exemple, être calculée à chaque point isobarycentre d’une maille 
umérique. La taille des fenêtres d’échantillonnage reste un paramètre important à prendre en 
compte. 
 
s son proche 
oisinage. L’influence de cette particule décroît cependant avec sa distance au point de 
être gaussienne du filtre 
st centrée à chaque instant t sur la position de la particule. Le support du filtre gaussien 
corres  f(x,t) utilisée pour 
décrir
t
i
 
o
H(x) est la fonction de Heaviside 
Li est la largeur de la fenêtre dans la direction i : Li=xiM-xim [m] 
 
Cette méthode permet d’obtenir une valeur de la concentration interpolée à partir de la 
position 
c
n
 
IV.2.3 - Filtrage spatial convolutif gaussien 
 
Dans les méthodes à filtres spatiaux convolutifs (Winckelmans et al., 1998), la présence d’une 
particule n’est plus uniquement caractérisée par sa position ponctuelle. Elle est aussi  
caractérisée par une zone spatiale. Cette extension spatiale autour de la particule permet de 
définir une zone d’influence de la particule sur la concentration locale du milieu. En effet, la 
présence d’une particule contribue à augmenter la concentration de traceur dan
v
mesure de la concentration. La concentration totale est ensuite obtenue par une superposition 
des concentrations calculées dans les zones d’influence de toutes les particules. 
 
Un filtre spatial convolutif est associé à chaque particule p et la fen
e
pond au volume total du domaine. La fonction de régularisation
e la fenêtre est une fonction de type gaussien tridimensionnel.  
 
2 ⎞⎛
( )32
)(exp
π
⎟⎟⎠
⎜− tx
                                                                                                   (4.5) 
 
où x(t) est un point de l’espace [m]
4
),(
⎜⎝=txf
3 
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 On définit fσ telle que : 
 
⎟⎠⎜⎝= σσσ ),( 3 ftxf                                                                                                (4.6)
  
où σ correspond au paramètre de régularisation de la fonction gaussienne dans chaque 
direction [m]. 
 
Par analogie avec la largeur du filtre à fenêtres mobiles, le
⎞⎛ )(1 tx
 paramètre σ peut être assimilé à la 
rgeur effective de la fenêtre gaussienne. Un filtre définit une zone d’influence de la particule 
sur l on de chaque particule à la 
conce de mesure x(t). La concentration 
e soluté au point x(t) est obtenue en sommant toutes les contributions des particules en ce 
filtres recouvrant le point x. La concentration 
olumique régularisée C (x,t) est définie par la relation :  
 
Elle est continûment hétérogène en espace. 
 
La Figure IV-2 illustre un exemple de filtre gaussien en 1D. Les particules ont la même masse 
unitaire. Après superposition des contributions de chaque particules, on obtient un profil de 
concentration sur le domaine. 
 
la
a concentration. Dans cette méthode, la contributi
ntration est pondérée par leur distance au point de prise 
d
point. Elle correspond à la somme des 
v σ
 
∑ −=
p
p ttXtxfmtxC )),()((),( σσ                                                                                 (4.7) P
 
 
Figure IV-2 : Exemple 1D d’application d’un filtre gaussien 
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Remarque : Lorsque σ→0, on retrouve une distribution discrète de la concentration localisée 
ur les positions des particules.  
Le filtrage convolutif gaussien permet d’obtenir des concentrations lissées en fonction de la 
larg  en fonction du 
as, devra faire l’objet d’une étude supplémentaire.  
rise en compte de façon dégressive au cours du temps. A un point x ou dans son 
roche voisinage, la présence récente d’une particule a plus de poids sur la concentration que 
e spatial à fenêtres fixes avec 
ne méthode de filtrage temporel convolutif. Dans la pratique, nous choisissons la maille du 
modè ge spatial. Elle correspond à la plus fine 
résolu ert la connaissance de la durée de résidence 
’une particule dans une fenêtre fixe ainsi que son temps d’entrée dans cette fenêtre. Nous 
sons comme fonction régularisation la fonction suivante : 
 
s
 
eur σ du filtre. La détermination d’une valeur optimale du paramètre σ,
c
 
 
IV.3 - Filtre temporel: filtrage temporel convolutif gaussien 
 
A l’instar des méthodes de filtrage spatial convolutif qui utilise une extension spatiale, le 
modèle de filtrage présenté dans cette partie définit une extension temporelle de la particule. 
Une particule qui a quitté récemment une zone de l’espace continue à exercer une influence 
sur la concentration dans cette zone. La contribution d’une particule sur la concentration 
locale est p
p
la présence d’une autre particule à un temps encore antérieur. Autrement dit, une particule qui 
a traversé, puis quitté une zone de l’espace à un instant t1 a moins d’influence sur la 
concentration dans cette zone qu’une particule qui s’y trouve encore ou qui l’a quittée à t2 
avec t2>t1. 
 
La méthode que nous proposons combine une méthode de filtrag
u
le hydraulique comme grille d’échantillonna
tion spatiale du modèle. Cette méthode requi
d
propo
( )
⎟⎠
                                                 (4.8) 
Cj(t) est la concentration dans la fenêtre fixe j à l’instant t [kg.m ] 
Vj est le volume de la fenêtre j [m3] 
mp est la ma
Tres(p,j) est la durée de résidence de la particule p dans la fenêtre j [s] 
      τcar est la durée caractéristique du lissage temporel [s] 
car  
Dans le cas d’un transport advectif-diffusif, il est obtenu par la relation : 
⎟⎟⎜⎜
⎜
⎝
carp jV τπ .2
⎟⎜ ⎠⎝= ∑ carjprespj TtC .)( ),(               ⎟⎜ ⎟
⎟⎜⎜−m τ.2exp.2 2
⎟⎞⎜⎛ ⎞⎛ − jpintt 2),(
 
où : 
-3
sse associée à la particule p [kg] 
tin(p,j) est le temps de dernière entrée de la particule p dans la fenêtre j durant le dernier 
intervalle de temps τcar [s] 
 
Le temps caractéristique τ  correspond à un temps caractéristique du phénomène étudié.
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 eff
car V
x∆τ                                                                                                                       (4.9) 
e des particules calculée à 
. 
e moyen des tétraèdres.  
=
 
∆x est la longueur [m] caractéristique du déplacement asynchron
e hydraulique Elle correspond à la longueur partir du volume moyen des tétraèdres du maillag
d’un côté du tétraèdre régulier de volume équivalent au volum
Veff est la norme du vecteur vitesse composé de la vitesse diffusive et de la vitesse advective. 
[m.s-1] 
 
Adveff Vx
DV +∆=                                                                                                              (4.10) 
 
où D est le coefficient de diffusion isotrope dans le milieu [m2.s-1] 
   V  est la vitesse advective du m  adv ilieu [m.s-1] 
 
Cette définition du temps c
caractéristique diffusif et du temps caractéristique advectif. 
car res(p,j) in(p,j) τcar et réinitialisés à 0 pour 
terv  à l’intervalle de durée 
caract
jpres ),(                                                                  (4.11) 
a conservation de la masse sur le volume total durant l’intervalle de temps τcar est vérifiée 
vec cette formulation. On obtient bien : 
aractéristique correspond à la moyenne harmonique du temps 
 
La durée de résidence Tres(p,j) ainsi que le temps de dernière entrée tin(p,j) de la particule p sont 
nuls dans toute fenêtre j non traversée par des particules durant l’intervalle de temps 
aractéristique τ . T  et t ne sont  valides que durant c
l’in alle de temps suivant. Les durées de résidence sont liées
éristique τcar par la relation : 
 
pT ∀=∑         ,τ                              car
j
 
L
a
 
∑∫ ∑
⋅
+t N
jj dttCV
car F
τ'
)(
==t j m' 1                                                                                          (4.12) 
 
p
p
carτ
 
où NF est le nombre de fenêtres de filtrage [-]. 
 
Le filtre temporel vérifie aussi la propriété de régularité des fonctions de régularisation. 
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IV.4 - Approximation particulaire et régularisation 
 
Dans cette partie, on se propose de définir une méthode d’évaluation des erreurs 
d’approximation introduites lors des procédures de projections et des procédures 
 a pour but de distribud’interpolations. On rappelle que l’opération de projection
ontinu de concentration sur un nuage de particules. L’
er un champ 
interpolation consiste à effectuer 
opération inverse : à partir d’une distribution de particules, on cherche à calculer un champ 
continu de concentration. 
 
ojection : des concentrations aux particules 
iscrétiser le 
hamp de concentration, connu à un temps t, sur les positions des particules. L’information 
liée à r ce nuage de particules. On 
herche, à définir l’erreur d’approximation induite par l’opération de projection. 
 
où h est un paramètre destiné à tendre vers 0. 
ation d’erreur sur d’intégration 
umérique de la concentration C associée à la formule de quadrature précédente.  
−= )()()( 3 XChdxxCCE                                                                                    (4.14) 
c
l’
 
IV.4.1 - Approximation due à la pr
 
Dans les méthodes particulaires, l’évolution de la concentration est représentée par le 
éplacement d’un nuage de particules. L’opération de projection consiste à dd
c
la concentration au temps t, est échantillonnée (encodée) su
c
On se donne pour cela une formule de quadrature sur IR3:  
 
∑∫ ≈ pXghdxxg )()( 3 ,   g∈C0(IR3)∩L1(IR3)                                                              (4.13) 
Ω p
 
On note E(C) l’erreur de quadrature correspondant à l’estim
n
 
∑∫
∈Ω 3Zp
p
 
D’après Raviart (1983) et Kong (1993), il existe pour un entier m≥1 et p>3/m, une constante 
K>0 indépendante de la distance interparticulaire h, telle que : 
∀ C ∈ Wm,p(IR3)∩L1(IR3) si m ≤ 2 ou ∀ C ∈ Wm,p(IR3)∩Wm-1,1(IR3) si m ≥ 3, 
 
∑−+≤
p
Bkm p,,
kdm CKhCE )/11()(                                                                                    (4.15) 
 
Bp [m3]est le volume d’intégration autour de la particule p. 
 
ans le cas de l’hypothèse forte en 3D, on a : C ∈ W1,4(IR3). D
 
∑≤
p
B p
C
,4
)(                                                                                              (4CKhE
,1
4/15 .16) 
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L’opération de projection n’est effectuée dans notre modèle qu’au moment de l’introduction 
de traceur dans le domaine. On suppose donc que la concentration C, au moment de la 
projection, est majorée sur chaque volume Bp par la concentration de traceur injecté C0. En 
otant N le nombre de particules dans le domaine, on obtient : 
 
n
0
4/15 .)( CNKhCE ≤                                                                                                      (4.17) 
ance interparticulaire. On a donc : 
 
Soit L une longueur caractéristique du domaine liée au volume d’injection. Le paramètre h est 
assimilé dans ce cas à la dist
 
h
LN ∝  et 330
.
L
mN
L
mC pt ==                                                                                 (4.18-4.19) 
 
où mt [kg] est la masse totale de traceur introduite et mp [kg] est la masse associée à chaque 
articule. On obtient au final une évaluation de l’erreur d’approximation due à la projection 
ée au nombre N de particules de traceurs dans le domaine. 
 
p
li
4/7)( −′≤ NKCE  avec kg.m ]                                                             (4.20) 
Rema  initiale uniforme des 
articules lors de l’injection de traceur. Dans le cas d’une distribution gaussienne, h varie 
t de prendre h comme la valeur 
IV.4.2 - Approximation due à l’interpol
 
a traduction de la densité de présence des particules sous forme de concentration a été traitée 
alculer les concentrations à partir de la distribution des 
p o  partie fε. 
4/3 -3. LmKK p=′ [
 
L’erreur de quadrature E(C) décroît lorsque l’on augmente le nombre de particules N dans le 
domaine. L’erreur est donc d’autant plus petite que le champ de concentration est finement 
discrétisé sur les particules. 
 
 
rque : Cette méthode d’évaluation suppose une distribution
p
avec la position des particules. Une méthode possible serai
oyenne de l’espace interparticulaire. m
 
 
ation : des particules aux concentrations 
L
par les parties IV.2 et IV.3. Il s’agit maintenant d’estimer les erreurs d’approximation 
introduites lors de la reconstitution de la concentration (phase de décodage). 
es filtres mobiles utilisés pour cL
articules sont des foncti ns de régularisation que l’on notera dans cette
 
⎟⎟⎠⎜⎝ 321321 εεεεεεε
⎞⎛1 xxx⎜= 321 ,,ff                                                                                           (4.21) 
 
avec εi  est le paramètre de régularisation dans la direction i. 
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La fonction régularisée s’éc
 
rit : 
( )∑ −==
P
PP tXxfmxftxCtxC )()(*),(),( εεε                                                            (4.22) 
’après Kong (1993), pour toute fonction de régularisation fε respectant les propriétés de 
régularité et de moments r, on a : 
 
∀ v∈ W (IR ), 1≤p≤∞, 
 
D
r,p 3
pr
r
p
vKfvv
,,0
.εε ≤∗−                                                                   (4.23) 
 
avec K > 0 constante indépendante de ε. 
 
Prenons l’hypothèse où C ∈ W2,∞(IR3), on a dans ce cas : 
  
∞∞ ≤− ,22,0 . CKCC εε                                                                                                (4.24) 
 
La précision de la méthode de filtrage dépend du paramètre de régularisation ε. Ce paramètre 
st lié à la taille de la fenêtre d’échantillonnage de es filtres. 
 
 sous forme de concentration C(x). Les méthodes s’apparentent à 
es filtres spatio-temporels qui s’appuient sur des grilles d’échantillonnage dont la nature 
var  méthodes à fenêtres fixes ou mobiles, les présences des 
articules sont comptées et normées par les volumes des fenêtres. Les filtres convolutifs, 
qu’ s porels, déterminent la concentration dans un volume de l’espace 
 par ir de la superposition des contributions de chaque particule sur ce volume. Quelque soit 
la m th  des fenêtres d’échantillonnage restent un paramètre 
portant d iltres présentés dans ce chapitre sont appliqués 
ans les différents cas tests du chapitre V. 
es différents 
iltres afin de déterminer la méthode de filtrage à utiliser selon le type de 
phéno
 
our un même filtre, des études de sensibilité sont à réaliser pour déterminer « la sensibilité » 
• le nombre de particules 
 
•  des fenêtres 
• la taille de la maille numérique 
 
 
IV.5 - Conclusion 
Le chapitre présente des méthodes d’interpolation permettant de traduire les positions des 
particules dans le domaine
d
ie selon le type de filtre. Dans les
p
ils oient spatiaux ou tem
tà
é ode employée, les dimensions
e l’étape de post-traitement. Les fim
d
 
Une étude a été lancée pour évaluer les différents types de filtres à l’aide de critères 
uantitatifs. En particulier, les objectifs de l’étude portent sur la comparaison dq
types de f
mènes physiques rencontré.  
P
aux paramètres suivants : 
 
la taille
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Un critère objectif de performance de ces filtres serait, par exemple, la géométrie du nuage de 
particules représentée par le tenseur de moment de dispersion géométrique M2.  
 
( ) ( )( ) ωdxxxxxCxM jjiiij −−Ω= ∫Ω )(
1)(2                                                                    (4.25) 
où x est le centre de masse du nuage, dω un volume élémentaire et Ω le domaine de calcul. 
 
La variabilité du champ de concentration C, capturée par la variance de C, constituerait aussi 
un bon critère de performance des filtres. 
 
( )∫
Ω
−Ω= ωdCCCVar
21)(      ;      dCCPd )(=ω                                                         (4.26) 
où C est la concentration moyenne sur le volume Ω et P est la probabilité d’occurrence de C. 
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V - Tests, Comparaisons et Benchmarks 
 
 
 
V.1 - Introduction 
 
L’objectif du chapitre est de valider le modèle de suivi de particules à l’aide de comparaisons 
avec des solutions analytiques lorsqu’elles sont disponibles et avec des inter-comparaisons de 
codes. Les tests sont classés en deux catégories. La première concerne les tests en milieux 
homogènes. Le but de cette partie est d’étudier les effets séparés de la diffusion et de 
l’advection à travers trois cas tests simples. La seconde catégorie de tests concerne les tests en 
milieux hétérogènes. Elle comprend l’étude des phénomènes d’advection et de diffusion 
combinés dans des milieux binaires tels qu’un matériau bi-couche ou un matériau de type 
composite. Les différents filtres présentés dans le chapitre IV sont utilisés afin d’établir des 
comparaisons sous forme de concentrations. 
 
 
V.2 - Tests en milieux homogènes 
 
Les tests sont effectués en milieu homogène afin de mieux isoler et étudier les phénomènes 
d’advection et les phénomènes de diffusion. Dans cette partie, les effets d’advection et les 
effets de diffusion sont traités séparément dans des cas tests différents. 
 
 
V.2.1 - Diffusion pure 3D en milieu homogène isotrope infini 
 
 
V.2.1.1 - Objectif 
 
L’objectif de ce test est d’étudier la diffusion pure dans un milieu isotrope. Le phénomène 
modélisé étant à symétrie sphérique, un filtre à fenêtres fixes avec une grille 
d’échantillonnage sphérique est appliqué afin de d’obtenir des concentrations. Une estimation 
de l’épaisseur optimale des sphères concentriques pour ce cas est aussi proposée. 
 
 
V.2.1.2 - Description du cas 
 
Le domaine est pris suffisamment grand pour être considéré comme infini. 
A l’instant t=0s, on introduit 105 particules dans le domaine au point (0,0,0). Seul le 
phénomène de diffusion est pris en compte dans cet exemple. Le champ de vitesse de Darcy 
U est donc nul. De plus, comme le milieu est homogène, le tenseur de dispersion D et la 
porosité θ sont constants dans le domaine. Les termes de drift qui participent à la composante 
advective de la vitesse sont aussi nuls. L’isotropie du milieu entraîne l’égalité des coefficients 
de diffusivité αT et αL. Le Tableau V.1 et le Tableau V.2 résument les paramètres de 
simulation et les paramètres de transport utilisés pour modéliser le cas. 
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Tableau V.1 : Diffusion pure isotrope : géométrie et paramètres de simulation 
∆tSYNC 
[an] 
Nb Particules 
[-] 
Point d’injection 
[m] Distribution 
Durée de 
simulation [an]
10 105 (0,0,0) ponctuelle 104
 
Tableau V.2 : Diffusion pure isotrope : paramètres de transport 
Vitesse de Darcy U 
[m.an-1] 
Porosité θ 
[-] 
Diff. moléculaire 
[m2.an-1] αL [m] αT [m] 
0 0.4 6,31.10-6 5 5 
 
 
V.2.1.3 - Résultats et conclusion 
 
Les champs de concentrations C(∆rc,t) sont obtenus en comptant les particules contenues dans 
des coques sphériques concentriques d’épaisseur ∆rc  et centrées sur le point d’injection 
(0,0,0). Les concentrations calculées sont présentées, sur la Figure V-1, en fonction de la 
distance radiale à l’origine (point d’injection) aux temps t=100, 1000 et 10000 ans. La Figure 
V-1 compare les champs de concentrations simulés avec notre modèle avec une solution 
analytique pour un cas de diffusion pure dans un domaine homogène infini (Carslaw & 
Jaeger, 1959). Le modèle donne des résultats très satisfaisants très proches de la solution 
analytique. Les bruits observés sur la courbe à t=10000ans sont amplifiés par la représentation 
en échelle logarithmique des concentrations. La meilleure estimation des concentrations est 
obtenue avec une épaisseur de coque optimale ∆rc. 
 
Pour déterminer ∆rc, on calcule, à un temps t fixé, un critère de performance εc correspondant 
à l’erreur quadratique de la simulation par rapport à la solution analytique en fonction de 
l’épaisseur ∆r tel que : 
 
[ 2/12)(~),()( ⎟⎠⎞⎜⎝⎛ −∆=∆ ∑ tCtrCrCε ]  (5.1) 
 
où C(∆r,t) est la concentration calculée et )(~ tC la concentration analytique. L’épaisseur 
optimale ∆rC est la valeur qui minimise εc.  
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Figure V-1 : Comparaison entre les solutions modélisées (courbes en couleur) et les solutions 
analytiques (courbes en noir)  pour une diffusion isotrope 3D à t=100, 1000 et 10000 ans 
 
La Figure V-2 montre les courbes de critère de performance en fonction de l’épaisseur des 
coques aux temps t=100, 1000 et 10000 ans. La Figure V-3 compare les courbes de 
performance à t=100ans pour deux maillages de densités différentes. Ces deux courbes ont la 
même évolution et indiquent la valeur ∆rc≈2m comme épaisseur optimale de la grille 
d’échantillonnage. 
 
 
 
 
Figure V-2 : Comparaison des critères de performance (échelle logarithmique sur l’axe des 
ordonnées) pour des temps t=100 ans (bleu), 1000 ans (vert) et 10000 ans (rouge). ∆r est  exprimé 
en mètres. 
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Figure V-3 : Comparaison du critère de performance pour deux maillages différents: 7812 
mailles (courbe rouge) et 12987 mailles (courbe bleue). ∆r est  exprimé en mètres. 
 
Les résultats du cas test sont concluants. Ils attestent du bon comportement du modèle pour un 
as simple de déplacements de particules par une diffusion pure en milieu isotrope. 
V.2.2.1 - Objectif 
e cas test étudie l’advection pure d’un nuage sphérique de particules dans un milieu 
omogène. Il a pour but de vérifier le déplacement du nuage de particules soumis à un champ 
d  
déplacem  
panache sphérique en l’absence 
 
 
2.2.2 - Des ion du cas 
n nuage de particules est advecté par un champ de vitesse constant uniforme en milieu 
ho e 
réduite. La sphère de particules a un diamètre de 5m. Elle est introduite à t=0s dans le milieu 
ho sité ts d orés : la diffusion moléculaire et la 
dispersion cinématique sont nulles. Le Tableau V  et le Tableau V.4 résument les paramètres 
de simu s paramè e transport ut odéliser le cas. 
c
 
 
V.2.2 - Advection pure d’un nuage sphérique de particules dans un champ de 
vitesse constant 
 
 
 
L
h
e vitesse constant. Le phénomène d’advection est isolé afin d’étudier ses effets sur le
ent général des particules. On cherche aussi à vérifier la conservation de la forme du
d’effet de diffusion-dispersion. 
V. cript
 
U
mogène.  Le nuage est constitué de 104 particules distribuées selon une gaussienne centré
mogène de poro θ. Les effe ispersifs sont ign
.3
lation et le tres d ilisés pour m
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Tableau V.3 : Advection pure dans  un champ de vitesse constant : géométrie et paramètres de 
simulation 
∆tSYNC  
[s] 
Nb Particules  
[-] 
Centre de masse 
initial [m] 
Diamètre du 
nuage [m] Distribution 
1 10 (0,0,0) 5 gaussienne 4
 
Tableau V.4 : Advection pure dans  un champ de vitesse constant : paramètres de transport 
Vitesse 
d’écoulement U 
-1
Porosité θ 
[-] 
Diff. moléculaire 
[m2 -1] αL [m] αT [m] .s[m.s ] 
0,3 0,4 0 0 0 
 
 
V.2.2.3 - Résultats et conclusion 
 
Le phénomène de diffusion-dispersion est ici totalement négligé. Le nuage de particules est 
soumis à un champ de vitesse uniforme UX=0,3m.s-1 unidirectionnel suivant l’axe X. La 
Figure V-4 représente la densité de présence des particules dans la direction X à des temps de 
simulation différents. Elle montre le déplacement des particules au cours du temps. Les 
formes identiques des densités de présence indiquent une simple translation du nuage de 
particules dans l’espace. Le nuage ne s’est pas déformé au cours de la simulation. La forme 
initiale du panache de particules reste donc inchangée en l’absence de diffusion.  
  
 
advection pure dans un champ de vitesse constant Vx = 0,3m/s
0,4rt
ic
ul
e
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Figure V-4 : Déplacement d’un nuage sphérique de particules dans un champ de vitesse constant 
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Position du centre de masse selon x au cours du temps
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Figure V-5 : Positions du centre de masse du nuage de particules au cours du temps  
 avec la trajectoire théorique. La 
 , elle correspond au module de 
u terme du cas test, on conclut que l’advection pure dans le milieu homogène induit un 
nuage initial ne subit pas de déformati e et la distribution des particules sont 
conserv
 
 
V.2.3 - Rotation  pure d’un nuage sphérique de particules   
 
bject
 
Il s’agit   phén ne de rot lide d’une forme initiale du nuage de 
particules. Le cas est un test académique perm ettre en évidence et d’évaluer la 
tabilité numérique du schéma de déplacement des particules. Les évolutions et les 
éplacements du nuage de particules sont comparés à des solutions analytiques. 
 
V.2.3.2 - Description du cas 
nstitu
 
Sur la Figure V-5, les positions successives du centre de masse du panache sont comparées à 
la trajectoire rectiligne théorique d’un déplacement dans un champ de vitesses uniforme. Le 
déplacement du centre de masse forme une droite coïncidant
ente de la droite de déplacement est égale à 0,3m.s-1, i.e.p
vitesse d’écoulement dans le milieu homogène. 
 
A
mouvement de translation dans l’espace d’une amplitude correspondant au produit de la 
vitesse d’écoulement par le temps de simulation. En l’absence de diffusion dans le milieu, le 
on. La form
ées. 
V.2.3.1 - O
 ici d’étudier le
if 
omè ation so
ettant de m
s
d
 
 
Un nuage sphérique co é de 105 particules de centre de masse initialement au point 
(60,60,0)m est soumis ici à une rotation solide de matrice Ω : 
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⎟⎠⎜⎝ 100
 
⎟⎟
⎞
⎜⎜
⎛ −
=Ω 00
00
ω
ω
 (5.2) 
e paramètre ω est la vitesse de rotation du milieu. L’axe de rotation est l’axe (50,50,z). En 
l’absence de dispersion, la diffusion α α
nulles. On est ramené à un prob
la ro ω est : V(x,y,z) = (-(y-50)ω, (x-50)ω, 0) [m.s-1].   
tion et les paramètres de 
ansport utilisés pour modéliser le cas. 
 
Tableau V.5 : Advection pure dans un champ de vitesse rotationnel : géométrie et paramètres de 
simulation 
∆tSYNC  
[s] 
Nb Particules  
[-] 
Centre de masse 
initial [m] 
Diamètre du 
nuage [m] Distribution 
L
moléculaire ainsi que les dispersivités L et L sont 
lème bidimensionnel en x et y. Le champ de vecteur associé à 
tation 
 
Le Tableau V.5 et le Tableau V.6 résument les paramètres de simula
tr
1 105 (60,60,0) 5 gaussienne 
 
Tableau V.6 : Advection pure dans un champ de vitesse rotationnel : paramètres de transport 
Vitesse de 
rotation ω [s-1] 
Porosité θ
[-] 
Diff.moléculaire 
[m2.s-1] αL [m] αT [m] 
0,5 1 0 0 0 
 
 
 
V.2.3.3 - Résultats et conclusion 
 
Physiquement, le centre de masse du nuage de particules aurait dû décrire un cercle de centre 
(50,50,0)m et de rayon 200 m. Or, comme le montre la Figure V-6, la trajectoire du nuage 
forme une spirale sortante. Cette trajectoire s’explique par le fait que les déplacements 
calculés de proche en proche sont des droites et non des abscisses curvilignes. Pour des petits 
pas de tem n 
plus
 
héoriquement le rayon R(tn+1) de la trajectoire obtenu par le schéma aux différences finies 
ps la trajectoire se rapproche de celle d’un cercle mais sur des temps de simulatio
 longs, la trajectoire suit inévitablement une spirale. 
T
22est décrit par une suite géométrique de raison 1 t∆+ ω  . Cette équation provient de Fadili 
et al. (1999) dont on a corrigé une erreur sur le terme de rotation. 
 
)(1)( 221 nn tRttR ∆+=+ ω  (5.3) 
 
Le rayon à un instant tn+1 s’écrit en fonction du rayon initial à t=0s : 
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( ) )(1)( 021221 tRttR nn ++ ∆+= ω  (5.4) 
 
 
uage sphérique de partiFigure V-6 : Déplacement d’un n cules dans un champs de vitesse 
rotationnel 
. 
 
e. 
n 
 temps. De même, au-delà d’une certaine taille de pas de temps 
t≤∆x/(R(t0)ω) avec ∆x la distance caractéristique du maillage), c’est le maillage qui joue le 
 de régulateur de la déviation. Le phénomène est observé avec la courbe ∆t=10s. Donc, 
plu on est important. 
 
 
La Figure V-7 indique la variation du rayon en fonction du temps pour plusieurs pas de 
temps. La déviation de la trajectoire est la plus faible pour les pas de temps les plus petits
Dans notre modèle un deuxième facteur entre en jeu : le maillage. Il freine l’effet de déviation
en réactualisant le vecteur vitesse à chaque fois qu’une particule est arrêtée en bord de cellul
Cela explique que la déviation pour ∆t=1s soit moins importante que pour la déviatio
héorique pour le même pas det
(∆
rôle
s le maillage est fin, moins l’effet de déviati
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evolution de la distance origine-centre de masse
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Figur istance centre de rotation-centre de masse au cours du temps pour 
différents pas de temps 
d-go qui s’appuie sur une 
rille à mailles tétraédriques. 
 
 
V.3 - Tests en milieux hétérogènes 
 
Afin de tester le bon comportement du modèle de transport particulaire dans des milieux 
hétérogènes, on m atériau 
bi-couc à des 
solutions de référence e  a é. 
 
V.3.1 - Advection ion dans un eu bi-couch
’objectif du test est d’étudier le transport des particules soumis à des effets advectifs et 
ispersifs dans un milieu constitué de deux blocs homogènes de matériaux différents. Le 
e V-7 : Evolution de la d
 
 
Pour ce test, trois types de résultats ont été considérés : 
- le résultat théorique exact (ou idéal) : il est représenté par la trajectoire circulaire 
montrée sur la Figure V-6.  
- les résultats théoriques numériques donnés par la relation (5.4) : ils correspondent à 
des résultats calculés sans considérer la grille spatiale. 
- les résultats numériques obtenus avec la méthode stop-an
g
odélise dans cette partie deux types de milieux hétérogènes : un m
he et un matériau de type composite. Les résultats obtenus sont comparés 
 et/ou des résultats obt nus avec un utre code valid
-dispers  mili e 
 
V.3.1.1 - Objectif 
 
L
d
15
t (s)
théorique exact 
numérique 
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domaine co amp de dispersion à l’interface entre les deux 
atériaux. La porosité est uniformément constante sur tout le domaine. Des tests sont 
D/LNHE) qui résout en 
D l’équation d’advection-dispersion. 
itiales et conditions aux limites suivantes sont appliquées : 
ΩX,iXXi
mprend une discontinuité du ch
m
effectués avec plusieurs pas de temps de synchronisation différents. On fait également varier 
le rapport des dispersions entre les deux blocs homogènes. Les résultats obtenus sont 
comparés avec des solutions calculées avec le code OSIRIS (EDF-R&
1
 
V.3.1.2 - Description du cas 
 
On considère, dans cet exemple, un domaine infini de porosité constante θ=1. Le plan x=0 
partage le domaine en deux sous-domaines Ω1 lorsque x<0 et Ω2 lorsque x>0 satisfaisant 
l’équation (3.1). Les conditions in
 
)0,(XC 1000     ,   21             ),(= δ ∈=−  (5.5) 
 
 (5.6) 
 
 (5.7) 
 
La continuité des concentrations C(X,t) et du produit D(x)·∇C(X,t) à l’interface x=0 dans (3.1) 
est respectée grâce à la méthode de lissage. La vitesse d’écoulement est donnée par 
U=(UX,0,0). Le problème se réduit donc à un problème unidimensionnel suivant l’axe x.  
Dans toutes les simulations qui suivent, on prend les valeurs : UX=3m.s-1 et D1=1m2.s-1. Les 
simulations particulaires sont lancées avec 105 particules introduites au point X0=(-100,0,0). 
Les densités de particules sont obtenues par sommation des particules à l’intérieur de volumes 
unitaires selon l’axe x (méthode de filtres à fenêtres immobiles). 
 
[m [-] 
0),(),( 21 =+∞=−∞ tCtC
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Tableau V.7 : Advection-Dispersion dans un bi-couche : géométrie et paramètres de simulation 
Injection 
ponctuelle ] 
Nb Particules Distribution 
(-100,0,0) 105 uniforme 
 
Tableau V.8 : Advection-Dispersion dans un bi-couche : paramètres de transport 
[m.s ] [-] [m .s ] 
Vitesse d’écoulement 
-1
Porosité θ Dispersion D1 
2 -1
(3,0,0) 0.2 1 
 
es valeurs de dispersion dans le milieu Ω2 varient selon les cas étudiés. De même pour les 
pas de temp n. 
 
L
s de synchronisatio
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V.3.1.3 - Résultats et conclusion 
 
Les résultats simulés avec notre modèle sont comparés aux solutions proposées par le code 
SIRIS (EDF/LNHE) qui résout l’équation (3.1) en 1D par une méthode Volumes-Finis avec 
une discréti héma de Crank-Nicholson. 
a méthode de lissage a aussi été testée avec des résultats similaires quelque soit le nombre de 
O
sation temporelle suivant le sc
 
La Figure V-8 compare les simulations de densités de particules pour des pas de temps 
∆tSYNC=1s, ∆tSYNC=0.1s et ∆tSYNC=0.01s avec D2=0.1m2.s-1. La précision des simulations est 
d’autant plus importante que le pas de temps synchrone  est faible. Sur la Figure V-9 deux 
simulations correspondant à D2=0.1m2.s-1 et D2=0.01m2.s-1 avec ∆tSYNC=0.01s sont comparés 
aux solutions calculées par OSIRIS. Les simulations particulaires donnent des résultats très 
proches des résultats d’OSIRIS. 
L
filtres appliqués. 
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Figure V-8 : Comparaison avec les solutions proposées par OSIRIS pour des simulations à t=5s 
et t=10s pour D1=1m2.s-1 et D2=0.1 m2.s-1 avec différents pas de temps : 0.01s, 0.1s. 
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V.3.2 - Advect
 
V.3.2.1 - Objectif 
 
n s’intéresse ici au problème de transport "couplé" entre le transport advectif d’un traceur 
injecté dans une fracture et la migration du traceur par diffusio
but est de tester et de comparer diffé
on du cas 
 
n considère un bloc constitué d’une matrice poreuse M saturée en eau. La circulation de 
l’eau dans la matrice est négligée. Comme indi
par une fracture F d’épaisseur 2b, dans laquelle circule, en régime permanent, un fluide à 
itesse VF uniforme parallèle à la fente. L’intérêt du problème réside dans le fait que les 
e bloc composite est infini suivant les directions y et z, transverses à l’écoulement et semi-
x. La fracture correspond à la zone définie par x ≥ 0 et –b ≤ z ≤ 0. Les 
diagonaux et simplifiés : DMXX=DMYY=D t DMZZ=DZFF=D.  
 
Figure V-9 : Comparaison à t=5s et t=10s avec ∆t=0.01s pour D2= 0.1 et D2= 1 entre les 
simulations particulaires et les solutions issues d’OSIRIS. 
ion-dispersion dans un milieu composite Matrice-Fracture 
O
n dans la matrice poreuse. Le 
rents types de filtre sur les concentrations. 
 
V.3.2.2 - Descripti
O
qué sur la Figure V-10, la matrice est traversée 
v
phénomènes de transport advectif d’un polluant injecté dans la fracture F et la migration du 
polluant par diffusion dans la matrice poreuse M se déroulent simultanément.  
 
L
infini dans la direction 
tenseurs de dispersion DM et DF correspondant à la matrice M et à la fracture F sont 
FXX=DFZZ=0 e
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Figure V-10 : Représentation schématique tridimensionnelle du bloc composite Matrice-
Fracture 
 
 
Du fait de sa symétrie, l’étude du problème peut se réduire à un cas bi-dimensionnel 
indépendant en y et limité à x≥ 0 et z≥ 0. Les conditions initiales et les conditions aux limites 
imposées aux concentrations CM(x,t) et CF(x,t) dans la matrice et la fracture sont les 
suivantes : 
 
0      ,0)0,( >= xxC F  (5.8) 
,0),( =∞ tCF (5.9) 
 
0   > t    
 
bzxzxCM >>=    ,0      ,0)0,,(  (5.10) 
 
0   ,0      ,0),,( >>=±∞= txtzxC  (5M .11) 
 
 (5.12) 
 
Le Tableau V.9 et le Tableau V.10 résument les paramètres de simulation et les paramètres de 
transp er le cas. 
 
eau V.9 : Advectio
de simulation 
Géométrie  
[m] 
∆tSYNC  
[s] 
Nb Particules 
[-] 
Point d’injection
[m] 
Type de 
Distribution 
0   ,0      ),,(),,( >>=±= txtxCtbzxC FM
 
ort utilisés pour modélis
 
Tabl n-Dispersion dans un milieu Matrice-Fracture : géométrie et paramètres 
b=10-4 10 105 (0,0,0) uniforme 
 
2b 
V
z 
F
y 
x 
Matr
Matrice 
Fracture 
ice 
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Tableau V.10 : Advection-Dispersion dans un milieu Matrice-Fracture : paramètres de 
transport 
Vitesse 
d’écoulement [m.s-1]
Porosité  
[-] 
Dispersion D 
[m2.s-1] 
VM VF θM θF DM DF
0 10-6 1 1 10-10 10-10
 
 
 
V.3.2.3 - Résultats et conclusion 
 
En raison de la grande différence d’échelle entre l’épaisseur de la fente (b=10-4m) et les 
dimensions de la matrice poreuse supposée infinie, une importante relaxation du maillage 
dans la matrice par rapport au maillage utilisé dans la fracture a été nécessaire. Cette 
opération a permis de limiter le nombre total de mailles à considérer. 
 
La Figure V-11 montre une projection sur le plan (X,Z) de la forme du panache de particules 
après 1000s et 10000s de simulation. Le panache est advecté dans la direction des x  
croissants. L’expansion du panache dans la matrice poreuse (pour |z|>10-4m) est uniquement 
due à la diffusion. 
 
 
 
Figure V-11 : Positions des particules à t=1000s et t=10000s 
 
 
La Figure V-12 compare les résultats modélisés avec 105 particules aux temps t=1000s et 
t=10000s, avec des pas de temps de 10s, avec des solutions semi-analytiques (communication 
personnelle avec Ababou et al) basées sur une solution provenant de Tang et al. (1981).  
 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−⋅−−⋅⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⋅⋅= )(4exp)(2
2**
0
2
3
FF V
x
V
x
FFF
F
F t
A
t
A
V
xtU
V
Mc πθ  (5.13) 
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où:  
bV
xD
A
FF
meM
⋅⋅
⋅⋅= θ
θ*
meFF
meM
D
bz
bV
xD
A −+⋅⋅
⋅⋅= θ
θ**  et    (5.15) 
moyens et courts le phénomène d’advection est dominant, 
s plus longs, l’expansion du front de concentration est ralentie par la 
ène de diffusion est dominant à long terme. La forme globale des 
simulations est assez proche des solutions analytiques. Les différences obtenues dans les 
régions de la matrice les plus éloignées de la fracture, s’expliquent par l’utilisation de mailles 
plus relâches dans cette partie.  
 
 
 
Figure V-12 : Comparaison des concentrations de traceur simulées et calculées analytiquement à 
t=1000s et t=10000s après une injection ponctuelle de polluant à t=0s dans la fracture. 
 
 
On observe que pour des temps 
alors que pour des temp
diffusion. Le phénom
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Figure V-13 : Comparaison des concentrations de polluant simulées et calculées analytiquement 
à t=1000s et t=10000s après une injection ponctuelle de polluant à t=0s dans la fracture. 
(représentation par des isovaleurs) 
a Figure V-14 compare aux temps t=1000s et t=10000s, les concentrations obtenues avec 
dif ù 
phénomène advectif est ction créneaux (courbe 
auve) semble le plus adapté tandis qu’à t=10000s (effet diffusif prépondérant), le filtre 
onvolutif gaussien avec le paramètre de régularisation s=5.10-4m est plus proche de la 
n analytique. 
 
 e  sur un critère absolu permettant de définir le type de filtre à utiliser. 
 
L
férents types de filtres spatiaux avec la solution analytique (courbe rouge). A t=1000s o
dominant, le filtre à fenêtre mobile à fon
m
c
concentratio
Il st difficile de conclure
Il semble que le choix du filtre dépende du cas et de la géométrie à étudier. 
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Figure V-14 : Comparaison des filtres d’interpolation particules-concentration à t=1000s et 
t=10000s avec une concentration analytique. 
 
 
V.4 - Conclusion 
 
Les tests de validations du modèle particulaire ont été effectués aussi bien en milieux 
homogènes qu’en milieux hétérogènes. Les simulations ont donné des résultats satisfaisants, 
très proches de leur élément de comparaison (solutions analytiques, benchmark ou solutions 
de références). Le modèle présenté dans cette première partie du rapport est donc adapté à 
l’étude de cas tridimensionnels hétérogènes.  
 
Cependant, lorsque le milieu est très fortement hétérogène en espace comme dans le cas des 
milieux poreux fissurés qui présentent un réseau dense d’interfaces de discontinuité, 
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l’utilisation du modèle discret peut être limitée par le nombre très important de mailles 
nécessaires à la bonne discrétisation de la géométrie. Dans ce cas, un nouveau modèle 
 le modèle de suivi de particules présenté est à envisager.  r
 
eposant sur
et autre modèle propose une approche double continuum du transport particulaire. Le 
omaine physique, très fortement hétérogène, est alors décomposé en deux sous-domaines 
hom t hétérogènes) superposés: la matrice poreuse et le réseau de 
fractures. Chaque continuum (matrice ou fracture) possède son propre système d’équations 
ydrauliques et de transport, couplé par un terme d’échange témoin de son interaction avec 
C
d
ogènes (ou continûmen
h
l’autre continuum. La détermination des paramètres équivalents homogénéisés ainsi que la 
définition et l’implémentation des termes d’échange entre les deux milieux constituent le 
cœur du travail présenté dans le seconde partie du rapport. 
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VI - Les milieux hétérogènes fracturés: de la description du milieu 
physique à la représentation Double-Continuum 
 
 
 
VI.1 - Introduction 
 
L’objectif de la seconde partie (partie B) du rapport est d’étendre les méthodes de 
odélisation d’écoulement et de transport, développées dans la première partie (partie A), à 
es milieux poreux plus complexes tels que les milieux fracturés. Ces milieux sont souvent 
complexes, tant par leurs structures que par leurs propriétés géophysiques. La caractérisation 
des tape décisive dans l’étude et 
 modélisation des phénomènes physiques qui s’y déroulent. 
num
 
 
 
 
 
L’o
d’ab
d’un de 
ansport en milieux fracturés. Ce choix est basé sur des critères d’applicabilité et de 
r
 
ière étape, une description des milieux fracturés et de leurs caractéristiques est 
présentée afin de mieux comprendre et permettre une classification des différentes familles de 
fractures. 
 
m
d
 milieux fracturés et leur représentation constituent donc une é
la
 
L  a Figure VI-1 résume les différentes étapes permettant d’aboutir à une représentation 
érique à partir d’un milieu naturel. Le modèle numérique correspond au niveau de 
simplification le plus élevé. Il est aussi le modèle qui permet la plus grande applicabilité. 
- formation complexe 
phénomènes physiques 
- représ. conceptuelle de 
phénomènes physiques 
- description 
structures géologiques 
- approches déterministes 
- discrétisation spatio-
- algorithmes numériques 
efficaces et stables 
Milieu naturel Modèle numérique Modèle mathématique Modèle conceptuel 
la formation rocheuse 
- sélection des 
phénomènes physiques 
adaptés 
- représ. conceptuelle des 
mathématique des 
phénomènes physiques 
- description 
mathématique des 
temporelle 
- implémentation des 
conditions aux limites 
- grande nombre de 
phénomènes physiques 
interagissant 
- interaction entre la 
structure rocheuse et ces 
ou stochastiques 
Niveau de complexité 
Niveau de simplification 
Figure VI-1 : Transformation d’une formation rocheuse naturelle complexe à un modèle 
numérique simplifié (Dietrich et al., 2005) 
bjectif de ce chapitre est de présenter qualitativement des approches différentes permettant 
outir à la modélisation d’un milieu poreux fracturé. Il a aussi pour but de justifier le choix 
e de ces approches comme la méthode utilisée dans notre modèle d’écoulement et 
tr
rep ésentativité du modèle. Le chapitre est organisé en trois parties. 
Dans une prem
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Ensuite, une première approche pour représenter les milieux poreux fracturés est présentée. Il 
s’agit d’une représentation discrète du milieu géologique dans laquelle toutes les 
hétérogénéités sont explicitement décrites. 
 
Enfin, des méthodes dites « continuum » sont présentées comme alternative à l’approche 
discrète. Ces méthodes proposent une représentation du milieu fracturé non plus à l’échelle 
des hétérogénéités mais à une échelle plus grande et adaptée à l’échelle des phénomènes à 
modéliser. On distinguera aussi deux types d’approches continuum permettant de représenter 
mathématiquement le milieu fracturé : l’approche simple-continuum et l’appr che double-
continuum. 
 
 
VI.2 - Description physique des milieux fracturés 
 
Au 
• 
 posé de fractures simples et de leurs 
intersections. Les propriétés hydrauliques de ce réseau sont caractérisées par la 
distribution des tailles de fracture, de leurs ouvertures, de leurs orientations et de leurs 
densités. A l’intérieur de chaque fracture simple, on retrouve un matériau poreux de 
remblai caractérisé par une perméabilité et une porosité propre. 
 
Des critères et propriétés sont ier un système de fractures. 
Une roche solide peut, par m le, être classifiée selon des caractéristiques liées à sa 
diagenèse (Kolditz, 1997). Parmi les critères liés à une fracture simple, les plus fréquemment 
utilisés sont les suivants (Dietrich et al., 2005): 
 
• La taille de la fracture correspond à la surface latérale délimitant l’interface entre la 
matrice et la fracture. Cette quantité est difficilement accessible directement. En général, 
la trace de la fracture, ligne d’i rse n ent re et une face externe de la roche, 
est la grandeur réellement mesurée. La taill racture est souvent statistiquement 
déterminée à partir des traces mesurées. 
 
• L’ouverture est définie comme la distance perpendiculaire entre les deux parois d
fracture. Dans des formations naturelles, cette distance varie le long de la fracture. n 
ar 
une simple mesure. Cependant, par souci de simplification, le modèle de fracture 
« parallèle-plane » est souvent utilisé pour représenter une fracture. Dans ce modèle, la 
ité d’une fracture est caractérisée par la rugosité due aux aspérités présentes à la 
surface des deux parois internes de la fracture.  
o
sein d’une roche fracturée, on distingue deux parties : 
la matrice poreuse : elle s’apparente à la roche initiale (i.e., non encore fracturée) et se 
caractérise par des perméabilités et des porosités variées.  
le réseau de fractures : il s’agit d’un système com•
définis pour qualifier ou quantif
exe p
nte ctio re la fractu
e de la f
’une 
 O
retrouve ainsi, comme illustré sur la Figure VI-2, des régions dites « ouvertes » et 
d’autres « fermées ». Il est donc impossible de caractériser l’ouverture d’une fracture p
fracture est représentée par deux plans parallèles séparés par une ouverture moyenne.  
 
• La rugos
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Figure VI-2 : Exemple de rugosité et d’ouverture variable d’une fracture 
 
 
• L’orientation d’une fracture correspond à son agencement spatial dans la roche (). Elle 
peut être définie soit de façon absolue en fonction du Nord N (composantes β et λ), soit 
relativement au repère solide associé (X,Y,Z) à la roche (composantes ϕ et θ). 
L’orientation globale des fractures dans une formation rocheuse est représentative des 
contraintes successives subies durant sa diagenèse. 
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Figure VI-3 : Caractérisation de l’orientation d’une fracture (adapté de Cañamon, 2006) 
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Lorsque l’on étudie des réseaux de fractures, les notions de connectivité et de densité 
surfacique ou volumique s’ajoutent aux critères permettant de caractériser une fracture 
individuelle. 
 
• La connectivité d’un réseau de fractures correspond à des canaux créés par le jeu des 
interconnexions entre les fractures. Les fractures, au sein d’une roche, sont amenées à se 
croiser et s’intersecter, formant ainsi des réseaux de complexités diverses. La fréquence 
de ces intersections perturbe le comportement des fluides à l’intér
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rocheuse. En effet, les réseaux de fractures formés peuvent constituer des c
préférentiel
hemins 
s influençant l’écoulement des fluides. 
 La densité de surface spécifique de fracture représente la surface moyenne de fractures 
par un rminée statistiquement, de la même 
maniè  
 
•
ité de volume de roche considéré. Elle est déte
re que les tailles de fractures, à partir de mesures des traces de fractures sur des
échantillons prélevés. 
 
 
 
 
 
Figure VI-4 : Exemples de milieux fracturés naturels de tailles, formes et orientation différentes 
 
Les fractures peuvent être regroupées par familles selon différents critères basés sur les 
caractéristiques définies précédemment. En raison de la nature diverse et variée de la 
fracturation à l’intérieur d’une roche, il existe plusieurs types de concept pour représenter 
mathématiq ériquement une roche fracturée. Les deux plus communément 
t les approches discrètes et les approches continuum. 
Le premier concep res comme traitée 
ans la première partie du rapport (partie A). La deuxième approche utilise des 
uement et num
utilisées son
 
t repose sur une approche discrète du réseau de fractu
d
représentations stochastiques du milieu en s’appuyant sur des méthodes de changement 
d’échelle et d’homogénéisation. 
 
Remarque : Il existe aussi des approches de type ‘fractal’ dans lesquelles l’organisation des 
réseaux de fractures est représentée par des structures fractales (Darcel et al., 2003 ; de 
Dreuzy et al., 2004). Ces approches ne sont pas traitées dans ce rapport.  
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VI.3 - Approche discrète pour représenter les milieux hétérogènes 
fracturés 
 
VI.3.1 - Principe de la représentation discrète 
onceptuellement, l’approche discrète directe semble être l’approche la plus naturelle pour 
présenter un milieu physique car elle consiste à représenter explicitement chacune des 
n laboratoire, 
s jeux de données disponibles sur le milieu fracturé sont relativement limités. Ces données 
ont obtenues à partir de méthodes de prise de mesures sur des échantillons prélevés sur les 
formations rocheuses. Les résultats ainsi recueillis sont, soit suffisamment détaillés sur des 
volumes d’ mes plus importants. La 
ondition de mesures à la fois détaillées et étendues sur l’ensemble du domaine d’étude n’est 
e genre d’approche « discrète analogue » est souvent utilisée dans l’industrie pétrolière pour 
 réservoirs (Flint & Bryant, 1993; Gautier & Noetinger, 1998).  
 
Les s 
um numériques utilisés, semblables au modèle présenté dans la 
 
C
re
fractures ou hétérogénéités rencontrées dans le milieu étudié. Elle suppose donc, une parfaite 
connaissance des hétérogénéités sur l’ensemble du domaine. 
 
En pratique, on se heurte assez rapidement à des difficultés liées à l’obtention des données 
géologiques. A l’issue des campagnes de mesures effectuées sur le terrain ou e
le
s
échantillonnage très restreints, soit plus étayés sur des volu
c
que très rarement réalisable. On cherchera à généraliser à l’ensemble du domaine, les valeurs 
mesurées sur de multiples volumes restreints judicieusement distribués dans l’espace. Pour 
cela, un modèle de milieu fracturé possédant des propriétés statistiquement équivalentes 
(densité, orientation, taille,…) est généré à partir des mesures, à l’aide de méthodes 
géostatistiques (Chauvet 1993; Rivoirard 1995).  
 
 
 
 
Figure VI-5 : illustration de l’approche discrète analogue 
 
C
caractériser les roches
 modèles physiques et mathématiques appliqués à ce milieu analogue sont ensuite traité
ériquement. Les modèles n
première partie du rapport, s’appuient alors sur une discrétisation spatiale du modèle fracturé 
obtenu. L’influence de chaque fracture sur le phénomène étudié est prise en compte. Cela 
Y
Z
X 
Méthodes  
géostatistiques
densité,  
i i
Roche fracturée naturelle Modèle  analogue équivalent 
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revient à discrétiser chacune des fractures présentes et répertoriées dans le milieu. La Figure 
VI-6 est un exemple 2D de discrétisation spatiale d’un réseau de fractures droites.  
 
 
 
Figure VI-6 : Exemple 2D de discrétisation spatiale d’un réseau simple de fractures (Beyer, 2005) 
 
 
Cette approche discrète est adaptée à des milieux dans lesquels le réseau de fracturation est 
eu dense et p possède une organisation géométrique simple. En revanche, lorsque 
che discrète a ainsi l’avantage de proposer une représentation du milieu fracturé 
La t
l’in i
nues à partir de prélèvements et mesures sur terrain, sont 
isponibles. De plus, en supposant ces données disponibles, on se retrouve alors confronté à 
ne limite d’ordre numérique liée aux moyens de calculs. En effet, la discrétisation spatiale 
explicite de toutes les hétérogénéités du domaine requiert des ressources importantes en 
mémoire et des temps de calculs très élevés. Cette exigence numérique n’est, d’ailleurs, pas 
toujours matériellement réalisable. 
 
Une autre approche est alors envisagée pour représenter un milieu fortement fracturé. Elle 
consiste à décrire le milieu fracturé à l’aide d’une représentation statistiquement équivalente 
au milieu requis à partir d’échantillonnages de données géologiques sur un volume de 
référence. Cette méthode alternative à la méthode discrète est appelée représentation 
l’agencement du réseau de fractures se complexifie ou que sa densité augmente, des limites 
d’ordre numérique apparaissent lors de la discrétisation des fractures. Ces limites sont 
d’autant plus accentuées pour des représentations tridimensionnelles du milieu. 
 
 
VI.3.2 - Avantages et limites de la représentation discrète 
 
Le concept de représentation discrète directe repose sur un principe relativement simple qui 
consiste à représenter le milieu poreux tel qu’il est observé, avec toutes ses hétérogénéités. 
ette approC
très proche de la réalité. Elle ne nécessite pas d’introduire des hypothèses simplificatrices, 
souvent imparfaitement satisfaites dans les milieux naturels.
 
mé hode rencontre cependant des limites d’applicabilité lorsque le réseau de fractures à 
tér eur de la roche est dense. L’utilisation d’une représentation aussi détaillée que la 
représentation discrète devient alors difficile, voire impossible, en raison d’un manque de 
connaissances précises des données géologiques liées au domaine. En général, seules des 
nformations ponctuelles, obtei
d
u
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continuum du milieu hétérogène. La simulation discrète est alors utilisée comme test de 
référence pour cette méthode. 
 
 
VI.4 - Approche de type continuum pour représenter les milieux 
hétérogènes fracturés 
 
Dans une approche continuum, le milieu hétérogène n’est plus décrit dans le détail avec ses 
h éométriques et physiques. Il est représenté par un milieu (ou ensemble de 
milieux) équivalent(s) dont les propriétés et caractéristiques effectives sont déterminées à 
partir de moyennes calculées sur des volumes d’échantillonnage définis. Il s’agit donc d’une 
représentation équivalente du milieu et non plus d’une représentation fidèle de la réalité. 
 
On distingu s cette partie, deux modèles de représentation de type continuum du milieu 
acturé: le modèle simple continuum et le modèle double-continuum. Ces modèles diffèrent 
ar leur manière de traiter le réseau de fractures, i.e., séparément ou non de la matrice 
poreuse. 
 continuum 
 
On p
pore x
enc  
ne présentation de type continuum du milieu poreux. En effet, ces grandeurs sont définies 
perméabilité, porosité, conductivité, etc.) sur 
thodes utilisés pour déterminer les propriétés 
’est au terme de ce second changement d’échelle que l’on obtient une représentation de type 
 du milieu fracturé. 
étérogénéités g
e, dan
fr
p
 
VI.4.1 - Représentation simple continuum pour des milieux fracturés 
 
VI.4.1.1 - Principes de la représentation simple
 ra pelle que la description des phénomènes d’écoulement et de transport dans les milieux 
u  s’appuie, entre autres, sur des propriétés physiques telles que la perméabilité ou 
 ces propriétés physiques repose déjà sur ore la porosité de la roche. Or, la définition de
reu
par rapport à une visualisation et une description du milieu à des échelles mésoscopiques et 
macroscopiques, suffisamment grandes par rapport à l’échelle des pores (Darcy 1856, de 
Marsilly 1994). 
 
Les milieux fracturés étant aussi, par extension, des milieux poreux, l’utilisation d’une 
approche de type continuum pour décrire leurs propriétés est donc cohérente à condition de se 
placer à une échelle adaptée. De façon évidente, l’approche continuum suppose que l’échelle 
des phénomènes étudiés dans le milieu fracturé soit très largement supérieure à celle associée 
aux hétérogénéités du milieu. Ainsi, au lieu de se placer à l’échelle des hétérogénéités (pores 
et fractures), on considère une échelle plus grande permettant d’effectuer une distribution 
spatiale moyennée des propriétés du milieu (
haque point du domaine. Les procédés et méc
équivalentes du continuum sont appelés procédés d’homogénéisation ou de changement 
d’échelle. 
 
Le problème de changement d’échelle type est illustré sur la Figure VI-7, où on distingue 
deux changements d’échelle importants : 
- le passage de l’échelle du pore à une échelle mésoscopique, dite échelle de Darcy 
- le passage de l’échelle de Darcy à une échelle macroscopique adaptée aux modèles 
d’études. 
C
continuum
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- des grandeurs macroscopiques (densité de flux, teneurs en fluides, charges, etc) 
- des équations de transferts macroscopiques, avec l’introduction de propriétés 
effe
- des conditions aux limites macroscopiques.
ela revien tions macroscopiques 
 et développées dans la littérature pour déterminer les paramètres 
ndépendante de 
987). 
 
 
Figure VI-7 : Schéma du principe de changement d’échelle (IMFT, 2002) 
 
échelle de 
Darcy 
échelle de van 
der Waals 
échelle 
échelle du 
modèle 
échelle du 
pore 
intermédiaire 
 
Le problème de changement d’échelle consiste à étudier la possibilité de définir, à partir de 
l’échelle sous-jacente, un problème de transferts à l’échelle macroscopique caractérisé par : 
- une représentation macroscopique de la géométrie, 
ctives estimées à partir des propriétés physiques à l’échelle inférieure, 
 
 
C t à déterminer un continuum équivalent, régi par des équa
adaptées et dans lequel les valeurs des propriétés physiques sont déterminées en fonction de la 
répartition des hétérogénéités dans le milieu réel (pores, roches et fractures) associé. A chaque 
point de ce continuum, est associé un volume élémentaire de référence (VER) de milieu réel 
sur lequel sont calculées les valeurs des propriétés équivalentes. Les équations 
macroscopiques peuvent être obtenues à l'aide d'hypothèses simplificatrices sur le degré 
d'hétérogénéité et sur la séparation des échelles micro/méso/macroscopiques. Des approches 
ifférentes sont utiliséesd
équivalents (Bagtzoglou et al., 1994 ; Renard et al., 1996): prise de moyenne spatiale 
(Quintard & Whitaker, 1993 ; Renard, 1997), homogénéisation multi-échelles (Kfoury et al., 
2004) et analyse stochastique (Ababou, 1988). 
 
Les valeurs effectives obtenues à partir de ces méthodes varient de façon continue dans le 
milieu équivalent.  
 
Pour des raisons de stabilité des paramètres effectifs équivalents, l’approche continuum pour 
écrire un milieu fracturé est soumise à l’hypothèse que la taille du VER est id
la position dans le domaine. On suppose aussi que le réseau de fractures est suffisamment 
dense pour que la taille du VER soit indépendante des paramètres à homogénéiser (Bear, 
1972; Shapiro, 1
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VI.4.1.2 - Avantages et limites de la représentation simple continuum 
 
L’utilisation d’une approche con représenter un milieu fracturé nécessite moins 
d’effort d’investigation en termes de collecte de données géologiques que la méthode discrète 
car la méthode s’appuie sur une représentation stochastique des propriétés du milieu. Les 
paramètres équivalents du continuum sont homogénéisés et extrapolés à partir d’un nombre 
fini de données, sur des volumes de référence. Pour toutes ces raisons, on dispose d’une 
représentation globale et équivalente du domaine moins détaillée que la représentation 
discrète. L’approche continuum est, en ce sens, aussi plus abordable numériquement avec des 
exigences en mémoire et en temps de calculs moins restrictives. 
 
La méthode continuum suppose, en revanche, l’utilisation d’hypothèses de simplification du 
milieu qui peuvent tendre vers des limites de représentativité du milieu, lorsque les échelles 
d’hom  sont pas adaptées. En effet, le milieu représenté par un continuum n’est 
plu entique du milieu réel mais un modèle dont les propriétés sont 
équiv plus grande échelle. Certains phénomènes physiques associés au milieu naturel 
sont alors masqués par les effets de lissages propres au procédé de  d’échelle.   
Une représentation simple continuum peut s’avérer insuffisante, par , pour décrire les 
phénomènes de transport de soluté car elle cache les interactions de type échanges de fluide et 
de soluté entre les fractures et la matrice poreuse qui ont lieu aux niveaux des interfaces
hysiques matrice/fractures (Shapiro, 1987).  
 
Afin de compléte
lors envisagé. Il s’agit du concept de double-milieu ou double-continuum. 
 
 son propre jeu de paramètres et de propriétés 
ydrauliques (perméabilité, porosité, dispersion, etc) déterminés à partir des méthodes 
d’homogénéisation ou de changement d’échelles. Ces propriétés sont pondérées par des 
facteurs de répartition, les fractions volumiques, qui correspondent, aux portions de volume 
de formation rocheuse naturelle, associées à la roche poreuse et aux fractures. 
 
tinuum pour 
ogénéisation ne
s une copie à l’id
alentes à 
 changement
 exemple
 
p
r le modèle continuum, un autre modèle de type continuum, plus élaboré, est 
a
 
 
VI.4.2 - Représentation Double continuum pour des milieux fracturés 
 
VI.4.2.1 - Principes de la représentation double continuum 
 
En raison de la nature diverse des ‘espaces de vides’ (pores et fractures) au sein d’une 
formation poreuse fracturée, le comportement du fluide au cours des processus d’écoulement 
et de transport est très différent qu’il soit situé à l’intérieur de la matrice poreuse ou dans une 
fracture. Une extension naturelle du concept de simple continuum consiste, dans ce cas, à
considérer le fluide au sein de la matrice poreuse et le fluide à travers une fracture comme 
deux continua distincts. 
 
Le concept de représentation double continuum (encore appelé double milieu ou double 
porosité) consiste alors à modéliser séparément les composants « matrice poreuse » et 
« fractures » d’un milieu hétérogène fracturé. Chacune de ces composantes est caractérisée 
par un milieu continu équivalent et possède
h
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La Figure VI-8 illustre les principales étapes de la représentation double continuum d’un 
milieu fracturé. 
 
 
 
Figure VI-8 : Principes de la représentation double-continuum 
i cette approche sophistiquée permet de mieux décrire la physique du transport par rapport 
u simple continuum ent de 
teraction e matière. 
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Dans cette conceptualisation de la roche fracturée, on introduit une séparation artificielle du 
fluide présent dans la matrice poreuse et du fluide présent dans les fractures. Le milieu 
fracturé réel est mathématiquement représenté en tout point de l’espace par la superposition 
de deux milieux distincts continûment hétérogènes correspondant aux continua matrice et 
fracture. Les équations de conservation de la masse de fluide ou de soluté au sein de chaque 
continuum sont donc aussi écrites séparément (Barenblatt et al., 1960).  
 
S
a , elle requiert, désormais, que l’on traite plus particulièrem
 entre les deux phases du fluide sous la forme d’échanges de quantité dl’in
 
Dans l’approche discrète, l’échange de fluide et de soluté entre la matrice poreuse et les 
fractures s’effectue aux interfaces physiques entre les deux matériaux. Dans le modèle double 
continuum, ces interfaces ne sont plus détectables. L’échange a lieu en chaque point 
mathématique du domaine (Figure VI-9). Un coefficient d’échange, proportionnel à la densité 
locale de fracture autour du point d’échange (Warren & Root, 1963) est alors utilisé comme 
régulateur de l’intensité des flux d’échange. 
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Figure VI-9 : représentation schématique des échanges (de fluide et/ou de soluté) entre les deux 
continua en chaque point du domaine 
 
 
Remarque : Il est possible, en théorie, d’étendre ce concept de double continuum à un concept 
de type multi-continuum (Vogel et al., 2000, Dietrich et al., 2005) en faisant une distinction 
entre les familles de fractures et en leur attribuant un continuum différent. Cependant, on a vu 
que l’introduction artificielle de chaque nouveau continuum exigeait la nécessaire prise en 
compte des termes d’échange entre tous les continua considérés. Pour n continua considérés, 
on se retrouverait alors avec
Continuum 
Matrice 
Continuum 
Fracture 
échanges 
 
2
)1n(n −  termes d’échange à traiter. Le modèle devient d’autant 
plus complexe que le nombre de familles de fractures considéré est élevé. 
 
 
VI.4.2.2 - Avantages et limites de la représentation double continuum 
 
L’approche double-continuum hérite des mêmes avantages que l’approche simple continuum 
en termes d’applicabilité. En ce sens, il est aussi adapté aux études en champs lointains que le 
modèle simple continuum. Ce deuxième modèle de type continuum est, cependant,  
physiquement plus complet que le précédent. Les phénomènes physiques issus des 
interactions entre la matrice poreuse et les fractures, qui étaient totalement masqués dans 
l’approche simple-continuum, sont traités de façon explicite dans l’approche double-
. Le concept double-continuum est donc plus représentatif des phénomènes 
hysiques intervenant dans le milieu fracturé. 
 
double continuum introduit, aussi, une difficulté supplémentaire liée au traitement des termes 
continuum
p
En raison de cette complexification, l’extension du modèle simple continuum au modèle 
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d’échange représentant l’interaction des deux continua. Ces termes d’échange ne sont pas 
irectement accessibles et leurs expressions ne se déduisent pas de manière évidente. 
elon des critères de besoins en données géologiques, d’applicabilité et de 
 
 
Figure VI-10 : classification des modèles de représentation directes et continuum d’un milieu 
fracturé selon leurs degrés d’exigence, d’applicabilité et de représentativité (Teutsch et al., 1991) 
d
 
 
VI.5 - Synthèse et Conclusion 
 
 
Ce chapitre a détaillé différentes méthodes de représentation du milieu poreux fracturé basées 
sur les approches discrètes et continuum.  
 
Dans la pratique, des combinaisons de ces approches peuvent aussi être appliquées pour 
représenter un milieu naturel. Ainsi, il est possible d’allier une méthode de type discret pour 
décrire les fractures les plus marquantes avec une approche de type simple continuum pour 
représenter la matrice poreuse et les fractures plus anodines ou isolées.  
 
La Figure VI-10 présente des combinaisons possibles entre ces deux types d’approches et 
leurs classifications s
représentativité du milieu réel.  
 
 
MILIEU FRACTURE REEL 
MODELES DE REPRESENTATION 
Continuum Double-Continuum Discret-Continuum Discret analogue Discret direct
Applicabilité 
faible élevéBesoin en données 
Représentativité des hétérogénéités 
élevée
élevée
faible
faible
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L’approche discrète, semblable à celle utilisée dans la première partie du rapport, permettrait 
d’obtenir une représentation plus fidèle du milieu fracturé réel. Cependant, elle se heurte très 
rapidement, lorsque le réseau de fractures se densifie, à une première limitation due à 
l’indisponibilité des données géologiques. En effet, l’obtention de données géologiques 
précises des milieux étudiés constitue une des difficultés majeures des études géologiques des 
milieux hétérogènes. Les techniques d’échantillonnage et de prélèvements sur le terrain ne 
permettent pas toujours d’obtenir les données nécessaires et des méthodes géostatistiques sont 
souvent développées pour compléter les informations mesurées. 
 
De plus, en supposant que ces données géologiques sont disponibles, souvent au prix d’efforts 
importants d’investigation en terme d’acquisition de données, la méthode rencontre alors une 
deuxième limite, d’ordre numérique cette fois. La description détaillée du milieu 
s’accompagne d’une discrétisation très fine des hétérogénéités, nécessitant des capacités de 
mémoire et des temps de calculs très élevés. 
Ces limites rendent donc l’approche discrète difficilement applicable lorsque le milieu est 
densément fracturé. 
 
Les approches continuum, comme alternatives possibles à l’approche discrète, présentent 
l’avantage d’une grande applicabilité et d’une plus faible exigence en données géologiques 
par rapport à la méthode discrète. En effet, elles reposent sur des représentations stochastiques 
du domaine construites à partir de données effectivement disponibles. L’utilisation de 
méthodes de changement d’échelle permet d’obtenir des paramètres de matériau continûment 
hétérogènes. Le milieu fracturé ainsi homogénéisé devient moins consommateur en 
ressources de calcul.  
 
On distingue au sein de cette approche continuum, plusieurs méthodes. Les approches 
continuum sont, cependant, moins représentatives des hétérogénéités du milieu en raison de la 
nature même de la méthode. Le milieu modélisé n’est plus, dans ce cas, une représentation 
fidèle du milieu réel mais une représentation équivalente.  
 
Dans le contexte (industriel) des études menées, les critères importants qui conditionnent le 
choix d’un modèle sont avant tout l’applicabilité et les contraintes en données d’entrée. La 
représentativité demeure cependant aussi un critère important. Le modèle double-continuum 
est, en ce sens, un bon compromis entre les critères d’exigence en données, d’applicabilité et 
de représentativité du milieu. C’est donc le concept de double-continuum qui a été retenu 
pour notre modèle de transport en milieux poreux fracturés. 
 
L’adaptation et la mise en place du concept de double-continuum pour traiter des phénomènes 
d’écoulement et de transport en milieux poreux fracturés sont traitées dans les chapitres 
suivants.  
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VII - Détermination des paramètres équivalents du modèle 
double-continuum d’écoulement et de transport : perméabilité, 
diffusion et coefficients d’échange 
 
 
 
VII.1 - Introduction 
 
L’objectif de ce chapitre est de représenter un réseau discret de fractures sous la forme de 
deux milieux continus auxquels sont associés des paramètres homogénéisés équivalents. Le 
« continuum Matrice » garde les mêmes propriétés que la matrice poreuse intacte (ie, non 
acturée). Le jeu de paramètres équivalents associé au « continuum Fracture » est obtenu à 
artir de méthodes de superpositions linéaires. Elles consistent à sommer sur des sous-
domaines d’hom éthode 
prend en c ent spatial 
ans le domaine. 
 étape, la 
aleur équivalente homogénéisée est obtenue par une superposition les contributions 
n calcule les coefficients d’échange équivalents hydraulique  et 
e transport  représentant l’interaction entre le continuum Matrice M et le continuum 
Fracture F. Pour cela, on propose un modèle de superposition analogue aux méthodes de 
filtrages gaussiens du chapitre V. Une notion de « distance généralisée » est définie pour 
caractériser le facteur de pondération associé à la contribution d’une fracture sur les 
coefficients d’échange.  
 
Dans un second temps, on calcule les tenseurs de conductivité équivalents hydraulique  et 
de transport . La méthode de calcul de ces tenseurs s’appuie sur le modèle de 
superposition développé par Cañamon (2006) pour déterminer les conductivités hydrauliques 
équivalentes. 
 
Ce travail de détermination des paramètres équivalents homogénéisés correspond à une étape 
de pré-traitement des données/propriétés hydrogéologiques du domaine à étudier. Il est 
effectué indépendamment de la simulation écoulement/transport.  
 
 
VII.2 - Calcul des coefficients d’échange d’hydraulique et de transport 
 
Les coefficients d’échange corres  de masse de fluide ou de masse 
de soluté entre la matrice poreuse et les fractures. Ce taux dépend de la surface effective de 
fr
p
ogénéisation les contributions individuelles de chaque fracture. La m
ompte les propriétés intrinsèques des fractures ainsi que leur agencem
d
 
Que ce soit pour déterminer les coefficients d’échange ou les conductivités équivalentes, le 
travail se décline suivant deux étapes. La première étape consiste à déterminer l’influence 
d’une fracture seule sur la grandeur physique à homogénéiser. Puis dans une seconde
v
pondérées de chaque fracture. 
 
Dans un premier temps, o eqHα
eq
Sαd
eq
FK
eq
meD
entre les deux milieux 
pondent aux taux d’échange
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contact entre les deux milieux. On distinguera dans cette section le coefficient d’échange de 
VII.2.1 - Généralisation de la notion de distance point/fracture 
 
L t 
c  
fractures dans le milieu. Le diam  la taille de la fracture associée. 
otons, pour la suite, N  le nombre de fractures répertoriées dans le domaine étudié. 
 l’éloignement du point de mesure x aux centroïdes xi de chaque fracture i ainsi que 
e la taille des fractures.  
 
e plan de la fracture. Les fractures sont représentées en coupe transversale et ont 
la même orientation dans l’espace. a) La projection est à l’intérieur du disque. b) La projection 
est à l’extérieur du disque. 
masse d’eau αH associé au modèle hydraulique et le coefficient d’échange de soluté αS lié au 
modèle de transport. La définition de ces coefficients est locale aux interfaces matrice/fracture 
et à leur voisinage proche. On dispose donc d’une distribution discrète des coefficients 
d’échange.  
 
L’objectif de cette section est de généraliser la définition de coefficient d’échange à tout 
l’espace. Pour cela, on utilise une méthode d’interpolation par filtrage gaussien à partir des 
valeurs de αΗ et αS définies aux centroïdes des fractures. Cette méthode est proche de la 
méthode de filtrage employée au chapitre IV. En effet, les coefficients d’échange associés à 
chaque fracture sont pondérés par une fonction gaussienne en fonction de la distance di du 
point de mesure x à la fracture i. Le modèle superpose ensuite, en tout point x de l’espace, les 
contributions pondérées des fractures pour obtenir une distribution continue du coefficient 
d’échange équivalent homogénéisé.  
 
 
es fractures sont représentées, dans notre modèle, par des surfaces planes. Elles son
aractérisées par des disques générés aléatoirement en fonction de la densité volumique de
ètre d’un disque dépend de
N f
 
On définit dans une première étape la notion de "distance" utilisée. Cette distance tient 
compte de
d
x ni
ai Ri
(xi-x).ni
x 
(x -x
||x-xi|| xi
fracture i 
i
i ).ni
n
ai Ri
||x-xi|| xi
fracture i ai>0 ai<0 
a) b)
 
Figure VII-1 : Exemple de l’influence de la taille d’une fracture lors de la projection orthogonale 
du point x sur l
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x 
Figure VII-2 : Exemple de l’influence de l’orientation d’une fracture lors de la projection 
orthogonale du point x sur le plan de la fracture. Les fractures sont représentées en coupe 
transversale et ont la même taille. a) La projection est à l’intérieur du disque. b) La projection 
est à l’extérieur du disque.  
 
Notons ai la mesure algébrique de la plus petite distance reliant la projection orthogonale de x 
sur le plan de la fracture i au périmètre du disque i. ai est une fonction de x définie par la 
relation : 
 
( )( )( ) 2/122)( iiiii nxxxxRxa ⋅−−−−=        (7.1) 
 
où : 
i est
ni est le vecteur normal au plan de la fracture i [-] 
es
xi est le vecteur pos
 
Considérer la mesure algébrique ai permet de prendre en compte la taille et l’orientation des 
fracture centre de la 
fracture  est identique mais la mesure ai est différente. Dans les cas (a), la projection 
orthogon , 
elle se trouve à l’extérieur. La Figure VII-1 montre l’influence de la taille des fractures sur la 
me re portance de l’orientation des fractures par 
rap rt d’intégrer ai comme paramètre supplémentaire 
ans la notion de distance point/fracture pour représenter l’influence de la taille et 
orientation de la fracture i sur le poids à imposer au coefficient d’échange αΗ(xi). Par 
R  le rayon du disque i [m] 
x t le vecteur position du point de prise de mesure [m] 
ition du centre de la fracture i [m] 
s. En effet, sur la Figure VII-1 et la Figure VII-2, la distance de x au 
xi
ale de x sur le plan de la fracture est à l’intérieur du disque alors que dans les cas (b)
su  ai tandis que la Figure VII-2 montre l’im
po  au point de mesure. On choisit donc 
d
l’
construction, ai(x) est positif lorsque la projection de x appartient au disque i et négatif dans le 
cas contraire.  
 
||x-xi|| xi
fracture i 
(xi-x).ni
ni
ai Ri
ai<0 
a)
x 
i
(xi-x).ni
i
ai
Ri
||x-xi|| x n
fracture i 
ai>0 
b)
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On définit une distance généralisée di(x) en fonction de la mesure algébrique ai. Cette distance 
est représentée par la relation suivante : 
 
2
2
2 ⎠⎝
 
On a donc: 
)()(
)( xx
xaxa
xd i
ii
i −+⎟⎟
⎞
⎜⎜
⎛ −=        (7.2) 
 
⎪⎩
⎪⎧ ≥−=
0)( si                         , xaxx ii
⎨ <−+ 0)( si       ,)(
)(
22 xaxxxa
xd
iii
i      (7.3) 
On définit ensuite à partir de la distance di une zone d’homogénéisation pour chaque fracture 
i. Le facteur de pondération λi au point x est représenté par la fonction gaussienne  
 
 
⎟⎟
⎞
22
)(
exp( σ
xdi
i .   ⎠⎜
⎜
⎝
⎛−=
2
)λ x       (7.4) 
orrespond à la largeur effective des zones de lissage. La distance généralisée 
i ainsi définie, permet de diminuer les effets d’une fracture i sur les zones de l’espace dont la 
rojection orthogonale sur le plan de la fracture se trouve à l’extérieur du disque i.  
 
 
es coefficients d’échange hydraulique αΗ entre les milieux matrice M et fracture F s’écrivent 
selon Warren & Root (1963) comme suit : 
 
              (7.5) 
• K est la moyenne harmonique des perméabilités pondérées par les fractions 
volumiques de chaque milieu [m.s-1]. 
 
Le paramètre σ  représente la déviation de la fonction gaussienne dans chacune des trois 
direction [m] et c
d
p
VII.2.2 - Homogénéisation du coefficient αH par méthode de filtrage gaussien 
 
L
( ) KH 232.ρπα =
où : 
 
F
F
M
M
KKK
φφ +=1          (
 
• ρ32 est la densité de surface spécifique dans le volume homogénéisé [m-1] 
7.6) 
 
t
 
V32
       (7.7) 
• S est la surface effective des fractures [m2] 
• Vt est le volume total du domaine [m3] 
 
S=ρ     
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Les coefficients d’échange hydraulique αΗ  sont définis à l’interface matrice/fracture. Dans la 
pratique, ils sont définis aux points {xi}i=1,Nf correspondant aux centroïdes des fractures i. 
our interpoler ces coefficients en tout point x de l’espace, on leur applique les facteurs de 
ondération λi(x). On a alors pour chaque fracture i, un coefficient d’échange régularisé sur 
tout le dom
       (7.8) 
H  s’écrit alors : 
 
iiH
eq
H ∑
P
p
aine : 
 
Ωxxxx iiH
i
H ∈∀=            ),()()( λαα
 
Le coefficient d’échange équivalent homogénéisé )(xeqHα est finalement obtenu au point x en 
superposant tous les coefficients régularisés associés aux fractures. Le coefficient d’échange 
quivalent eqα )(xé
 x)(xαx
fN
= λ
i=
)()(α         (7.9) 
1
 
ou encore : 
 
 xdS
V
Kx
fN
i
i
i
t
eq
H ∑
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛−=
1
2
2
2
2 2
)(
exp)( σπα                  (7.10) 
 
( )
 
xx
xaxa
SKx
fN i
i
eq
H ∑ ⎟⎟⎜⎜−= 222 4exp)( πα V i
ii
t = ⎟⎟
⎟⎞
⎜⎜
⎜⎛ −+−
1
2
2
2
)()(
σ                         (7.11)  
 
a méthode d’interpolation corresp
⎠⎝
ond au final à une pondération de la surface effective L
d’échange associée à une fracture en fonction de la distance du point de mesure x au centroïde 
xi de la fracture. 
 
 
VII.2.3 - Homogénéisation du coefficient αS par une méthode de filtrage gaussien 
 
Par analogie avec la méthode utilisée pour calculer le coefficient )(xeqHα , le coefficient 
d’échange de soluté équivalent homogénéisé )(xeqSα  est obtenu à l’aide de la relation : 
 
 x)(xαx
fN
i
iiS
eq
S ∑
=
=
1
)()( λα   ;   ( ) meS D232.ρπα =              (7.12) 
 
La relation peut aussi s’écrire sous la forme suivante : 
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xx
Sx
i
meeq
S ∑
xaxa
D fN
ii ⎟⎞⎜⎜
⎛ − 22)()(
V i
i
t =
⎟
⎠⎝
−+
−= 2 4exp)( πα                         (7.13) 
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⎟
⎜⎜
⎜
1
22 2σ
 
où Dme est la moyenne harmonique pondérée des diffusions moléculaires effectives des 
milieux matrice et fracture [m2.s-1]. 
 
F
me
F
M
me
M
me DDD
φφ +=1                   (7.14) 
 
 
Remarque : On justifiera l’utilisation de l’analogie entre le tenseur de (conductivité 
ydraulique) perméabilité et le tenseur (de conductivité) de diffusion/dispersion dans le 
hapitre VIII. 
VII.3 - Calculs des tenseurs de perméabilités et de diffusion équivalents 
L’objectif dans cette partie est de déterminer les tenseurs de perméabilité et de diffusion 
équivalents dans les milieux Matrice et Fractu e. On s’attardera plus particulièrement sur la 
éthode de calcul des tenseurs de perméabilité. Le tenseur de diffusion équivalent se déduira 
ar analogie. 
 
atrice poreuse qui compose la roche intacte est homogène isotrope. La 
K
K
K
K
00
00
00
                (7.15) 
 
 n’est donc pas nécessaire d’homogénéiser le milieu Matrice.  
flux de Cañamon (2006). Cette méthode tient compte de la 
erméabilité du milieu Matrice pour déterminer celle du milieu Fracture. On considère une 
matrice res. Dans cette approche, la configuration 
h
c
 
 
 
r
m
p
 
VII.3.1 - Tenseur de perméabilité équivalent dans le milieu Matrice 
On suppose que la m
perméabilité homogénéisée du milieu Matrice est équivalente à la perméabilité locale de la 
matrice poreuse autour des fractures : 
 
( ) ( )
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
==
M
M
M
M
eq
M K  
Il
 
VII.3.2 - Détermination du tenseur de perméabilité équivalent dans le milieu 
Fracture par une méthode de fenêtrage mobile 
 
La méthode de calcul de la perméabilité équivalente dans le milieu Fracture s’inspire du 
modèle de superposition de 
p
poreuse perméable autour des fractu
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géométrique du réseau de fractures est prise en compte et la condition de percolation du 
seau n’est pas nécessaire. 
 
La méthode de superposition considère, dans un premier temps, uniquement l’influence d’une 
seule fr ure. n cal abilité associée à un volume de référence composé 
’un blo de atrice ar une simple fracture. Pour cela, on travaillera 
aines. Afin d’obtenir un 
hamp de perméabilité équivalent continu sur le domaine, on choisit d’appliquer la méthode 
de Cañamon à un volume mobile qui effectue un balayage sur l’ensemble du domaine (cf. 
méthode à fenêtre mobile, IV.2.2). 
 
VII.3.2.1 - Equations directrices dans un bloc de référence 
Avant d’appliquer la méthode de calcul des paramètres équivalents, on cherche à mettre en 
place le système d équations régissant l’écouleme ’ n bloc de référence (ou 
bloc unité) constitué d’une roche de référence contenant une seule fracture. Le bloc de 
référence est représenté par un pavé constitué d’une matrice poreuse M traversée par une 
acture plane F. La configuration du bloc est similaire à celle utilisée pour le cas test présenté 
loc ‘unité’ 
omme indiqué sur la Figure VII-3. Les coordonnées locales seront annotées avec un 
astérisque *
 
 
 
éma d’un bloc ‘unitaire’ de roche Ω contenant une fracture simple ΩF 
intercalée entre deux couches ΩM de matrice poreuse. 
éabilités intrinsèques de la matrice et de la fracture sont représentées 
ans le repère (e1,e2,e3) par : 
 
ré
act  O culera donc la permé
c m  poreuse traversée pd
d’abord dans un repère local associé à ce volume ; puis on se ramènera par des opérations de 
transformation au repère global. Dans un second temps, on superposera l’influence de 
chacune des fractures traversant le volume pour déterminer la perméabilité équivalente 
ssociée à ce volume. a
 
Dans la méthode proposée par Cañamon, les paramètres calculés sont constants par blocs. Ces 
locs correspondent au pré-découpage du volume total en sous-domb
c
 
nt à l intérieur d’u
fr
dans la section V.2.2. On utilise un système local de coordonnées (e1,e2,e3) lié au b
c
. 
 
 
 
 
 
 
 
 
 
 
 
Figure VII-3 : Sch
 
es tenseurs de permL
d
ΩM
ΩM
ΓΙ
e3 ΓΕ
e
ΩF
1 
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n note que la fracture est anisotrope.  représente la perméabilité dans les directions 
arallèle à la acture e déterminée à partir de l’écoulement de Poiseuille. est 
sve
n étudi l’év lution e la  local q* sur le volume Ω. Elle est décrite par le 
                                                   
(7.17) 
 
avec les conditions aux limites suivantes : 
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                        (7.19) 
Les conditions aux limites sur ΓI imposent la continuité de la densité de flux transversale à la 
fracture. Elles traduisent aussi la continuité de la charge hydraulique * et du gradient de 
charge dans le plan parallèle à la fracture. 
19), on 
KM ⎞⎛
00 HKq llF
ll
F
F ∇⎟⎟⎜⎜−=Ω  ,   avec
( )
ll
FKO
⊥
FKp s fr . Elle peut êtr
la perméabilité dans le direction tran rsale à la fracture. Elle est considérée comme étant 
uasi-infinie. q
 
O e o  d densité de flux
système d’équations suivant : 
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Au final, après résolution du système (7.17) avec les conditions aux limites (7.18-7.
btient les expressions suivantes pour chaque sous-domaine: o
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La résolution complète du système est détaillée dans la thèse de Cañamon (2006).  
 
VII.3.2.2 -  Paramètres équivalents homogénéisés dans le bloc unité en repère 
local 
 
La première étape de la méthode consiste à déterminer les paramètres équivalents à l’intérieur 
our obtenir des expressions homogénéisées des équations précédentes, on définit une densité 
e flux de fluide moyennée et un gradient de charge moyen à l’échelle du bloc. On établit une 
quation du type :  
du bloc unité dans le repère local associé au bloc. 
 
P
d
é
 
( ) ** .
00
00
00
H
K
K
K
q ∇
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
=
Ω
Ω                               (7.22) 
a densité de flux moyennée est obtenue par intégration de la densité de flux sur le volume du 
loc de référence Ω. 
 
L
b
 
( ) ( )∫
∫
Ω
d
Ω
Ω
Ω = ω
ωdq
q
*
*                   (7.23) 
n obtient : O
 
( ) ( ) ( ) ( ) ( ) ( )( ) ( )Ω
n remplaçant les densités de flux 
ΩΩ
Ω
Ω
ΩΩ
ΩΩ
Ω +−=+=⋅+⋅= ****
**
* 1 FFMFF
F
M
MFFMM qqq
V
Vq
V
V
V
qVqV
q φφ         (7.24) 
 
où φF est la fraction volumique du milieu Fracture. 
 
E ( )Ω*Mq  et ( )Ω*Fq  dans (7.24)  par leurs expressions dans 
(7.20-.21), il vient la relation suivante :  
 
( ) ( ) ( ) ** .
00 K
FFMF ⎟⎜⎝
Ω 010
001
HKK
KK
q
M
ll
ll
FFMF
∇⎟⎟
⎠
⎞
⎜⎜
⎛
+−
+−
= φφ
φφ
             (7.25) 
On réitère les mêmes opérations sur tenir un gradient de charge moyenné sur Ω. 
 
 
*H∇  pour ob
( )( ) ( )( ) ( )ΩΩ
Ω
Ω
Ω ∇+∇−==∇ *** 1 FFMF HHdH φφω               (7.26) 
dans l’équation (7.26), on obtient la relation : 
 
Ω∇∫ * dH ω
∫
 
n remplaçant les expressions (7.20) et (7.21) E
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Au final, l’écoulement moyenné sur le volume Ω dans le continuum Fracture est représenté 
par le système d’équations : 
 
( ) ( ) ( ) ( )ΩΩ ∇⎟⎟⎟
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olume de référence est : 
 
entification, le tenseur de perméabilité équivalent du milieu Fracture à l’intérieur du Par id
v
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=Ω                 (7.29) 
⎟⎜
 
où KA et KH représentent les moyennes arithmétiques et harmoniques, respectivement. 
  ( )
1
1
1
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
+−=
F
F
M
F
H
ll
FFMFA
KK
K
KKK
φφ
φφ
                 (7.30) 
 
Les relation
l’
s (7.29) et (7.30) représ ntent  perm quiv ieu Fracture à 
échelle d’un volume de référence. Elle est définie dans le système de coordonnées locales lié 
me.
e la éabilité é alente du mil
à ce volu   
 
Il reste à exprimer ( )Ω*FK  dans le système de coordonnées global (x,y,z). 
 
VII.3.2.3 - Paramètres équivalents homogénéisés dans le bloc unité en repère 
re global ( né
 
global 
 
Le but, ici, est de définir une transformation du système de repère local (e1,e2,e3) au système 
de repè x,y,z) et de l’appliquer ensuite au tenseur de perméabilité moyen  ( )Ω*FK . 
Seul le mouvement de rotation est pris en compte dans la transformation local-global. En 
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effet, l’orientation de la fracture est le facteur déterminant qui permettant de moduler la valeur 
du tenseur 
 
n note (n ,n ,n ) les coordonnées dans le repère (x,y,z) du vecteur normal n au plan de 
 
 
Figure VII-4 : Schéma des transformations du repère (e1,e2,e3) au repère (x,y,z) 
 
La trans n  consécutives: une rotation d’angle θ = (n,z) 
’axe nΛz, suivie d’une rotation d’angle ϕ = (u,y) d’axe n. Le vecteur u représente la position 
 la manière 
uivante : 
 
⎟⎜⎛ −⎟⎞⎜⎛⎟⎞⎜⎛ − ϕϕθϕθθϕϕ sincossincoscossin0cos0sincos
e vecteur normal n étant connu, on réécrit la matrice P en fonction des coordonnées de n 
(Cañamon, 2006). 
 
de perméabilité calculé en (7.30) dans le système local. 
O 1 2 3
fracture. n correspond, comme indiqué sur la Figure VII-3, au vecteur unité e3 du repère local. 
 
 
 
 
 
 
z 
e
x e
e1
u 
3=n 
θ 
 
 
 
 
 
ϕ o y 
 
2
 
formation est composée de deux rotatio s
d
du vecteur e2 après la première rotation. Lors de cette transformation, on fait correspondre les 
vecteurs e1 et x, e2 et y, n et z. La matrice de passage P du repère local au repère global 
correspond au produit des deux matrices de rotation. La matrice P s’écrit de
s
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7.32) 
 ( )ΩFK  dans le repère global est défini par de perméabilités équivalent r la relation : 
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( ) ( ) TFF PKPK ⋅⋅= ΩΩ *                  (7.33) 
 
o
 
ù PT est la matrice transposée de P. 
Après calc re de 
coordonné
uls, le tenseur de perméabilités équivalent au bloc de référence dans le repè
es global s’écrit : 
 ( ) ( ) HjiAjiijijF KnnKnnK +⋅−=Ω δ                 (7.34) 
 
 
L’expression (7.34) représente le tenseur de perméabilité équivalent au milieu Fracture 
correspondant à l’influence d’une seule fracture. L’étape suivante consiste à superpo
fluences de toutes les fractures traversant le volume d’homogénéisation. 
Remarque e 
par férence 
de f géométriques 
adaptab
 
ser les 
in
 
 
 : Les raisonnements effectués pour le volume de référence de form
allélépipédique (utilisé dans le modèle) sont aussi applicables à des volumes de ré
ormes diverses. La Figure VII-5 montre quelques exemples de formes 
les au modèle décrit précédemment.  
 
 
Figure VII-5 : Exemple de configurations géométriques valides pour le modèle (Cañamon, 2006) 
 
 
VII.3.2.4 - Perméabilités équivalentes homogénéisées : modèle de superposition 
 
On cherche maintenant à déterminer la perméabilité équivalente issue de toutes les fractures 
ans cette méthode de superposition, on effectue une sommation des flux associés à chaque 
acture afin de déterminer le flux total 
traversant le volume d’homogénéisation. Pour cela, on utilise une approche par superposition 
des contributions de chaque fracture dans ce volume. 
 
D
fr ( )ΩQ  traversant le volume Ω. L’utilisation de flux 
dans la méthode de superposition est justifiée par son caractère extensif : il s’agit d’une 
grandeur sommable sur le volume Ω. C’est à partir de cette relation de superposition que l’on 
déterminera la perméabilité équivalente.  
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( ) ( )∑ ΩΩ =
k
k
QQ                   (7.35) 
 
Le flux ( )kQ Ω associé à la fracture k est calculé à partir de la densité de flux d’eau ( )kq Ω  définie 
en (7.28) et de la matrice de surfaces spécifiques  sortant de Ω,  dans chaque direction. Il 
est défini par la relation :  
 
k
OUTA
( ) ( ) ( )kkOUT
k
k
qA
dsq
Q E Ω
Γ Ω
Ω ⋅== ∫ 2                 (7.36) 
 
Les surfaces spécifiques correspondent aux projections orthogonales des ‘surfaces de flux 
sortants’ sur les plans normaux de chaque composant de la direction  du flux. La Figure VII-6 
est un exemple d’écoulement à travers un volume incliné suivant un gradient de 
charge ( )Ω∇= HJ . Les surfaces spécifiques sont représentées en gris sur la figure. 
 
 
 
Figure VII-6 : Exemple de calcul de surfaces spécifiques (Cañamon, 2006) 
 
La figure géométrique résultant de l’intersection entre une fracture et le volume 
parallélépipédique d’homogénéisation est un prisme éventuellement de forme irrégulière. Par 
exemple, lorsque la fracture traverse totalement ce volume, comme sur l’exemple de la Figure 
VII-6, le prisme correspond à un pavé droit. Si la fracture est totalement incluse dans le 
volume alors le prisme correspond à la fracture elle-même. Le prisme peut prendre d’autres 
formes intermédiaires plus complexes selon l’angle avec lequel la fracture intersecte le 
volume d’homogénéisation. 
 
Quelque soit la forme de l’intersection, la méthode de calcul des surfaces spécifiques reste la 
même. Notons pour cela la sième surface du prisme issu de l’intersection entre la fracture k 
et le volume d’homogénéisation. La surface spécifique 
k
sA  ( )ikOUTA  sortante de Ω dans la direction 
ui est déterminée par la relation : 
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( ) ( ) ,ksiNk
s
k
si
k
OUT nAA ⋅= ∑  ( ) ( )( )0,max iksksi qnn ⋅=                (7.37) 
 
ù : 
Nk est le nombre de faces du prisme k 
 est le vecteur normal sortant à la face 
Par superposition des flux pour chacune des fractures traversant le domaine Ω, on obtient à 
par (7.36), le flux total
o
( )ksn ksA  
 
 ( )kQ Ω  pour chaque direction i : tir des expressions (7.28) et 
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(7.38) 
 
Pour obtenir les perméabilités équivalentes, il suffit alors de diviser le flux total sortant par la 
surface totale effective sortante, dans chaque direction. Par identification des termes dans 
l’équation de superposition des flux, on déduit l’expression de la perméabilité équivalente : 
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(7.39) 
 
⋅ kk
ù : 
Nf est le nombre de fractures présentes dans le volume homogénéisé 
 global 
φF (k)est la fraction volumique de la fracture k dans le volume homogénéisé. 
Par analogie avec la méthode utilisée pour déterminer le tenseur équivalent K , le tenseur de 
diffusion molécula elation : 
o
ni(k) est la ième composante du vecteur normal à la fracture k dans le système
 
Remarque : Contrairement aux flux à l’intérieur du volume d’homogénéisation, le tenseur de 
perméabilité équivalent est indépendant de la direction du gradient de charge. 
 
 
VII.3.3 - Calcul du tenseur de diffusion moléculaire effective équivalent par 
méthode de fenêtrage mobile 
 
eq
F
ire effectif équivalent homogénéisé eqmeD   est obtenu à l’aide de la r
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(7.40) 
où 
 homogénéisé 
 est la i  composante du vecteur normal à la fracture k dans le système global 
Remarque : Le cal r  fracture 
ntraîne la déformation du tenseur de diffusi
ontinuum. 
une méthode de régularisation s’appuyant sur 
la définition d’une distan
fonction du centroïde d’une fracture. Les tenseurs ont été calculés à l’aide d’un modèle de 
superposition de flux de fluide et de soluté à travers le volume d’homogénéisation.  
 
La détermination de ces paramètres équivalents constitue une étape préalable et nécessaire à 
l’application du modèle do
chapitre suivant. 
 
 
k si
sis
θ
 
: 
 est le nombre de fractures présentes dans le volumeNf
ni(k) ème
φF (k)est la fraction volumique de la fracture k dans le volume homogénéisé. 
Dme est la diffusion moléculaire effective dans la fracture k [m2.s-1] 
 
cul des paramèt es équivalents homogénéisés du continuum
on moléculaire qui n’est plus isotrope comme e
dans un milieu homogène physique. Le tenseur conserve sa symétrie. Cependant, des termes 
extra-diagonaux non nuls apparaissent. Ils caractérisent d’éventuelles directions privilégiées 
dues à l’orientation initiale du réseau de fractures. 
 
 
VII.4 - Conclusions 
 
Les méthodes de calculs de paramètres équivalents présentées dans ce chapitre ont permis de 
déterminer, les coefficients d’échange homogénéisés entre les deux continua ainsi que les 
nseurs de perméabilités et de diffusion associés à chaque cte
Les coefficients d’échange ont été obtenus par 
ce généralisée. Cette distance caractérise la position d’un point en 
uble-continuum d’écoulement et de transport développé dans le 
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VIII - Modèles double-continuum d’écoulement et de transport : 
établissement des équations homogénéisées couplées Matrice-
Fractures 
 
 
 
ilieu poreux 
acturé. Ce type de modèle tient compte, de façon « homogénéisée », des échanges matrice-
ogénéisé 
ique, un 
quilibre effectif entre les deux milieux, matrice et fractures. Le couplage entre les deux 
milieux se fait par un terme de  différence de 
pression (po raulique) ou de concentratio ilieux.  
odèles d’EDP double-milieu proposés ici sont largement empruntés à la littérature, bien 
que s soient de notre fait (en 
par x récents de l’équipe de 
l’IM iques (Ababou, Quintard et al.). 
, afin de vérifier la consistance 
des différents termes des EDP (formulation conservative de ces EDP). 
 
priétés caractéristiques d’un double-continuum 
ilieu est la superposition 
 sous-systèmes sur le volume total du domaine à étudier. Chaque milieu possède 
des caractéristiques intrinsèques liées à leur volume physique dans le domaine, pouvant être 
ramenées au volume total du domaine par le biais de leur fraction volumique.  
On définit ainsi pour une roche poreuse fracturée les fractions volum  
milieu "matrice poreuse M" φM [-] et au milieu "fracture F" φF [-]:  
 
VIII.1 - Introduction  
 
Le but de ce chapitre est de formuler des équations aux dérivées partielles macroscopiques de 
ype « double-milieu » pour les écoulements et le transport de soluté dans un mt
fr
fractures en situation de non-équilibre, à la différence du modèle de type hom
 simple milieu » qui suppose implicitement qu’il règne, à l’échelle macroscop«
é
 taux d’échange, typiquement proportionnel à la
ur l’hyd n (pour le soluté) entre les deux m
 
Les m
 certaines propositions de modifications des termes d’échange
ticulier pour le transport de solutés), ou s’appuient sur les travau
FT sur les milieux poreux géolog
 
Les systèmes d’EDP proposés seront ensuite réexaminés à la lumière des formulations de type 
« bilan », i.e., conservation de masse sur un volume de contrôle
 
VIII.2 - Pro
 
Conceptuellement, dans une approche double-continuum, le domaine est partagé en deux  
ous-ensembles distincts considérés homogènes. Le modèle double-ms
de ces deux
iques correspondant au
T
M V
=φ           et              MTV ,
T
F V
=φ                                                                   (8.1) 
où :  
FTV ,
VT,M est le volume total de la matrice poreuse [m3] 
VT,F e
VT est le volume total du domaine (VT,M+ VT,F) [m3]  
st le volume total de la partie fracture [m3] 
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On note θM [-] et θF [-] les porosités intrinsèques du milieu M et et F respectivement. Elles 
sont définies telles que : 
 
MT
MPV ,=θ           et              M V , FT
FPV ,=θ           F V ,                                                         (8.2) 
où : 
VP,M est le volume de pore de la matrice poreuse [m3] 
VP,F est le volume de pore de la partie fracture [m3] 
  
La porosité globale θ∗M [-] du continuum matrice et la porosité globale θ∗F [-] du continuum 
fracture sont obtenues par le produit des porosités intrinsèques θM, θF et de l  
olumiques  respectives φ  et φ  : 
ans le  deviennent des teneurs en fluide mouillant (teneurs en 
au). Le θ∗M et θ∗F  peuvent être calculées à partir de taux de 
ilités, champ de vitesse, tenseur de dispersion hydraulique, …). Cependant, c’est à 
échelle du milieu fracturé que l’on cherche à étudier les phénomènes physiques. Il est donc 
tile de définir des propriétés globales rapportées au volume total (MF) du domaine. On 
éfinit ainsi une porosité globale θ∗ correspondant au rapport du volume total des pores dans 
s milieux M et F sur le volume du domaine total.  
 
eurs fractions
v M F
 
MMM θφθ =*           et              FFF θφθ =*                                                                 (8.3) 
 
D cas non saturé, les porosités
s teneurs en eau globales e
saturation SM [-] et SF. [-] de chaque continuum.  
 
Chaque sous-système possède aussi son propre jeu de propriétés (distribution des 
erméabp
l’
u
d
le
TV
 
FPMP ,,* =θ                                                                                                      (8.4) VV +
FT
FPFTMPMTFPMP VVVV
V
V
V
V ,,,,,,* ⋅+⋅=+=θ  
TMTTTT VVVV ,,
 
 
 
I
 
Com odèle 
ydraulique en double continuum utilise l’équation de Richards pour modéliser la répartition 
érence de cette approche réside dans 
Cette partie du chapitre a pour 
obj
FFMM θφθφθ +=*                                                                                                   (8.5) 
V II.3 - Le modèle hydraulique double-continuum 
me pour le modèle hydraulique discret direct, présenté dans le chapitre II, le m
h
de charge dans un milieu poreux fracturé. La diff
l’utilisation de l’équation de Richards dans un système couplé. 
ectif de définir le système équationnel couplé du modèle hydraulique. 
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 VIII.3.1 - Equations et coefficients exprimés en terme de pression 
 
On cherche ici à mettre en place les équations directrices de l’écoulement dans chaque 
continuum à partir des lois de conservation et de la loi de Darcy. Les  
conservation de la masse du fluide dans chaque milieu s’écrivent: 
 
équations de
( ) ( ) FFHFFFFFFF Aqt∂
 
ρρφρθφρ =Γ−⋅∇+∂                                                          (8.6) 
( ) ( ) MMHMMMM Aqt ρρφρ =Γ+⋅∇+∂                MMM
θφρ
                   
∂
                (8.7) 
 
où : 
ρ est la densité massique du fluide dans le milieu "fracture" F, [kg.m-3] 
ρM -3
φ raction volumique liée au milieu F, [-] 
φM est la fraction volumique lié
θF e
θM est la porosité intrinsèque du milieu M, [-] 
3 -1 2
F
 milieu M, [s-1] 
La variation de la masse de fluide 
F 
est " M, [kg.m ]   la densité massique du fluide dans le milieu "matrice poreuse
F est la f
e au milieu M, [-] 
st la porosité intrinsèque du milieu F, [-] 
qF est la densité de flux de fluide dans le milieu F, [m .s /(m  de milieu total)] 
qM est la densité de flux de fluide dans le milieu M, [m3.s-1/(m2 de milieu total)] 
ΓH est le taux d’échange de fluide entre les deux milieux, [s-1] 
A  est le terme source dans le milieu F, [s-1] 
AM est le terme source dans le
 
( )
t∂
∂ ρφθ  dans les milieux F et M, peut se définir comme le 
produit de la variation en temps de la pression et de la capacité 
milieu : 
de rétention C du fluide par le 
 
( )
t
PC
t
F
FFFF
FFF
∂
∂=∂
∂ θφρθφρ                                                                                (8.8) 
 
( )
t
PC MMMMMMMM
∂= θφρθφρ                                                            
t ∂∂
∂
               (8.9) 
ù : 
CF est la capacité élastique de rétention du milieu F [Pa-1] 
 
o
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CM est la capacité éla -1
PF est la pression to  
PM est la pression totale dans le milieu M [Pa] 
 obtient donc le système couplé d’équations 
stique de rétention du milieu M [Pa ] 
tale dans le milieu F [Pa] 
 
onEn introduisant ces relations dans (8.6) et (8.7), 
e conservation de la masse de fluide suivant : d
 
( )
( )⎪⎪⎩
⎪⎪⎨
⎧ ∂P
=Γ+⋅∇+∂
=Γ−⋅∇+∂
MMHMMMM
M
MMMM
FFHFFFF
F
FFFF
Aq
t
C
Aq
t
C
ρρφρθφρ
ρρφρθφρ
emarque : Nous avons inclus les fractions volumiques dans l’opérateur divergence, 
’équation de Darcy dans les milieux "fracture" et "matrice" s’écrit respectivement : 
∂P
                                     (8.10) 
 
 
R
contrairement à Vogel et al. (2000) (d’après Gerke et VanGenuchten (1993)), qui le placent a 
l’extérieur de cet opérateur. Ceci pourrait avoir des conséquences pour un double milieu 
inhomogène, avec φF et φM lentement variables en espace. En ce sens, notre modèle nous 
paraît plus complet car il considère des fractions volumiques variables en espace. 
 
 
L
 
FF µ
F Pkq ∇−=    et  MM µ
M Pk ∇−                                             
 
kF est le tenseur de perméabilité homogénéisé du milieu F [m2] 
emarque : Pour une approche de type simple-milieu homogénéisé, on définit la densité de 
ux de fluide « globale » à travers le domaine par la relation : 
 
                               (8.12) 
n remplaçant qF et qM dans les équations de conservation de la masse, on obtient les 
équations d’écoulement du modèle double continuum : 
 
q =                      (8.11) 
où : 
kM est le tenseur de perméabilité homogénéisé du milieu M [m2] 
µ est la viscosité du fluide [Pa.s] 
 
R
fl
FFMM qqq φφ +=*                                                                 
 
Cette définition de la densité de flux est liée à la définition des porosités étoiles ou globales, 
donnée en (8.5).  
 
E
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⎪⎪
⎪ ⎞⎛∂ MM kP
⎩
⎨
+Γ−⎟⎟⎠⎜
⎜
⎝ ∇⋅∇=∂ MMHMMMMMMMM APtC ρρµφρθφρ
                         (8.13) 
 
Le terme d’échange hydraulique ΓH, est traité comme un terme source. Il est proportionnel à 
la différence de pression entre les deux milieux et peut s’écrire :  
 
⎪⎪
⎪⎧ +Γ+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∇⋅∇=∂
∂
FFHFF
F
FF
F
FFFF AP
k
t
PC ρρµφρθφρ
( )FMH PP −=Γ µ
α                                                                                                   (8.14) 
 α est le coef
 
 
 
où ficient d’échange homogénéisé entre les deux milieux [-]. L’échange est 
d’autant plus important que la viscosité µ du fluide est faible. On remarque que lorsque  
> 0, l’échange a lieu de la mΓH atrice vers les fractures.  
 
système d’équLe ations couplées s’écrit finalement :  
 
( )
( )⎪⎪
⎪
⎩
+−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∇⋅∇=∂
∂ MM APPPk
t
PC ρµ
αρµφρθφρ
⎪⎨
⎪⎪
+−+⎟⎟⎠⎜
⎜
⎝ ∇⋅∇=∂ FFMFF
F
FF
F
FFFF PPPt
C ρµρµφρθφρ
⎧ ⎞⎛∂ kP
MMFMMMMMMMMM
FA
α
          (8.15) 
ressible. De plus, sa 
el le fluide circule 
ρF=ρM=ρ). On peut alors simplifier le système précédent comme suit: 
 
Le fluide utilisé dans le modèle (l’eau) est considéré comme incomp
masse volumique est intrinsèque et indépendante du milieu dans lequ
(
  
( )
( )⎪⎪⎩ +−−⎟⎟
⎞
⎜⎜⎝
⎛ ∇⋅∇=∂ MFMMMMMMMM APPPkPC µ
α
µφθφ
                              (8.16) 
 
stème est semblable au système formulé par Kfoury, et al. (CRAS, 2004) mais ici les 
term e de flux) et les termes sources (« A ») ont été 
ajou
 
 
⎪⎨
    ⎪
⎪⎪
⎧ +−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∇⋅∇=∂
∂
FFMF
F
F
F
FFF APPP
k
t
PC µ
α
µφθφ
⎠∂t
Ce sy
es d’écoulement darcien (divergenc
tés. 
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VIII.3.2 - Equations et coefficients exprimés en termes de charge hydraulique 
 
orsque le fluide est considéré incompressible, commL e c’est, ici, le cas pour l’eau, l’équation 
e Richards peut s’écrire de façon simplifiée sous la forme de charges hydrauliques. Le 
modèle est donc réécrit en remplaçant la pression par une expression équivalente en terme de 
charges hydrauliques. 
 
d
( )zhgP FFF += ρ  
                                                                                                                                (8.17) 
MMM ( )zhgP += ρ  
 
où : 
hF est l
hM est la pression de charge hydraulique dans le milieu M [ ] 
-2
e plus, pour compléter ce qui précède, notons que :  
 de charges 
 
a pression de charge hydraulique dans le milieu F [m] 
 m
g est l’accélération de la gravité, constante [m.s ] 
 
D
HF = hF+z représente la charge hydraulique totale dans le milieu F [m] 
HM = hM+z représente la charge hydraulique totale dans le milieu M [m] 
 
es équations d’écoulement double-milieu s’écrivent alors, en termeL
hydrauliques :
( ) ( ) ( )
( ) ( ) ( )⎪⎪ +−−⎟⎟⎞⎜⎜⎛ ∇⋅∇=∂ MM AHHgHgkHgC ραρφρθφ⎪⎩
⎪
⎨
⎧
⎠⎝∂
+−+⎟⎟
⎞
⎜⎜
⎛ ∇⋅∇=∂
MFMMMMMM
FFMF
F
F
F
FFF
t
AHHgHgk
t
HgC
µµ
ραρφρθφ
         (8.18) 
 
C*F tion du milieu F [m-1] 
C M est la capacité élastique de rétention du milieu M [m-1] 
 
⎪⎪ ⎠⎝∂ µµ
 
Afin de simplifier l’écriture de ces équations, posons : 
FFF                                                                                                    (8.19) F gCC ρθφ=*
 est la capacité élastique de réten
 
MMMM gCC ρθφ=*                                                                                                 (8.20) 
*
FFFFF KkK µ
g φρφ ==*                                                                                         (8.21) 
K*F est le tenseur de conductivité hydraulique homogénéisée du milieu F [m.s-1] 
 
MM KφMMM kgK µ
ρφ=*
K*M est le tenseur de conductivité hydraulique homogénéisée du milieu M [m.s-1] 
 
=                                                                                     (8.22) 
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Enfin, on définit : 
αµ
ρα g=*                            H                                                                                   (8.23) 
e coeff  entre les deux icient α*H est le coefficient homogénéisé d’échange hydrauliqueL
milieux [m-1.s-1]. On peut interpréter α*H [m-1.s-1] comme des m3/s échangés par m3 de 
domaine et par mètre de différence de charge (hM-hF).  
 
n obtient alors la formulation : O
 ( ) ( )( ) ( )
( ) ( )( ) ( )⎪⎪⎩
⎪⎨
∂t⎪
⎧
⋅=∂
∂
+−+∇⋅∇=∂
MM
FFMHFF
F
F
KHC
AHHHKHC
**
* α
                                          (8.24) 
ionnel à la moyenne harmonique K [m.s-1] des perméabilités et à 
 densité surfacique spécifique des fractures ρ32 [m-1] dans le total volume de milieu. (Warren 
**
+−−∇∇ MFMHMM AhhHt
*α
 
Le coefficient α*h est proport
la
& Root, 1963; Cañamon, 2006) 
 
( ) KH 232* .ρπα =                                                                                                      (8.25) 
 
avec : 
 
FM
FM
KKK
φφ +=1           et              
T
 
V32
2
S=ρ                                                    (8.26-8.27) 
S est la surface effective totale des fractures [m ]  
VT est le volume total du domaine (M + F) [m3] 
 
La vitesse de pore « U » dans chaque milieu est obtenue à partir de la densité de flux du 
fluide : 
 
F
F
θ=      et   F
qU
M
MU θ=                           
Mq                                                         (8.28) 
-1
res ; dans le système de fractures, UF  
st la vitesse moyenne du fluide dans la fracture (éventuellem  
grand nombre de fractures le cas échéant). En conséqu
acroscopique de l’eau dans les milieux F et M respectivement.  
ple milieu » est obtenue par la relation : 
FFMM UUU φφ +=*                         (8.29) 
 
UF et UM [m.s-1] sont les vitesses du fluide dans le milieu fracture et le milieu matrice 
respectivement.  
 
Remarque : Les vitesses « U » [m.s ] sont assez délicates à interpréter : ce sont des vitesses 
de pore macroscopiques. Plus précisément, dans la matrice poreuse, UM représente la vitesse 
de pore moyennée à l’échelle d’un grand nombre de po
e ent moyennée à l’échelle d’un
ence, UF et UM représentent la vitesse 
m
 
• La vitesse d’écoulement dans le domaine en « sim
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• Le 
( )hh −=Γ *α , 
Remarque: Pour les travaux présentés dans cette thèse, on suppose que les deux continua ont 
tteint l’équilibre hydraulique. 
VIII.4 - Le modèle de trans rt d uble conti
un modèle double 
reux). Puis on introduit 
ans ces EDP des termes de couplage par échange de masse entre les deux milieux, qui 
permettent ent 
pour certa es deux milieux. On 
( )
taux de fluide échangé entre les deux milieux : 
FMH
joue le rôle d’un terme source/puits dans chacun des milieux. 
 
a
 
 
po o - nuum 
 
De la même manière que pour le modèle hydraulique, on cherche à définir 
continuum de transport. On commence par une formulation macroscopique de type EDP. 
 
VIII.4.1 - Equation générale de transport double-milieu 
 
Pour la formulation EDP, on utilise pour chaque milieu l’EDP d’advection-diffusion, ou plus 
généralement, d’advection-dispersion (dans laquelle la diffusion isotrope classique est 
remplacée par une dispersion hydrodynamique tensorielle en milieu po
d
de gérer les situations de non-équilibre. Ces termes d’échange sont typiquem
ins) proportionnels à la différence de concentration entre l(
verra cependant que ce couplage est plus compliqué ; diverses composantes doivent être 
considérées (diffusive, advective locale, advective « régionale »...). 
 
L’équation régissant le transport double-milieu est de la forme :  
 
( ) ( )
( ) ( ) ( ) Γ−∇−∇⋅∇=∂ MMMM cUcDRc θφθφθφ⎪⎪⎩
⎧
−∂
∂
MMMMSMMMMMMMM ct
Rc
λθφ
θφ
(8.32) 
où : 
 
• g de soluté/m3 d’eau dans le 
eu M]  
DM est le tenseur de dispersion hydraulique dans le milieu M [m2.s-1] 
⎪⎪⎨
−Γ+∇−∇⋅∇=∂ FFFFSFFFFFFFF
FFFF ccUcD
t
λθφθφθφ
 
c  est la concentration volumique de soluté dans le milieu F [kF
milieu F] 
• c  est la concentration volumique de soluté dans le milieu M [kg de soluté/mM 3 d’eau dans 
le mili
• RF est le coefficient de retard dans le milieu F [-] 
• RM est le coefficient de retard dans le milieu M [-] 
• DF est le tenseur de dispersion hydraulique dans le milieu F [m2.s-1] 
• 
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• ΓS est le taux de transfert de masse x mi ux pa  unité 
total du domaine [kg. s-1 m-3], i.e., c’est un flux massique par m3.  
λF est le coefficient de dégradation du 1er ordre dans le milieu F [s-1] 
• λM est l
u milieu 
atrice, des « pores » du milieu fracture, et des solides). 
Les coefficients de retard des continua équivalents sont définis par : 
de soluté entre les deu lie r de volume 
• 
e coefficient de dégradation du 1er ordre dans le milieu M [s-1] 
 
Le système d’équation présenté fait état d’un bilan de masse de soluté sur le domaine total, 
i.e., par unité de volume du domaine total « pores+roche » (composé des pores d
m
 
FF
D
FF kρ .+=FR θφ1           et             MM
D
MM kρ .+=MR θφ1                                        (8.33) 
où :  
ρF est la densité du milieu F [kg.m-3] 
ρM est la densité du milieu M [kg.m-3] 
kDF est le coefficient d’adsorption du milieu F [kg-1.m3] 
kDM est le coefficient d’adsorption du milieu M [kg-1.m3] 
ans notre modèle, le soluté est considéré comme un traceur passif. Le phénomène étudié est 
onc un phénomène de transport non réactif : il n’y a ni adsorption ( 0== DMDF kk ) ni 
dégradation (λ λ
 )
 
D
d
F = M =0). On est ramené à l’étude du système suivant : 
( ( ) ( )
( ) ( ) ( )⎪⎪⎩
⎨
Γ−∇−∇⋅∇=∂
∂
SMMMMMMMM
MMM cUcD
t
c θφθφθφ
                          (8.34) 
 
 
⎪⎪
Γ+∇−∇⋅∇=∂ SFFFFFFFF
FF cUcD
t
c θφθφ
VIII.4.2 - Termes d’échange de transport de soluté en double-milieu 
Le terme d’échange de soluté ΓS est traité comme un terme source dans ces équations : c’est 
une densité .m-3].   
 
Γ   + ΓDiff                                                                                                       (8.35)
ΓAdv = ΓAdv,L + ΓAdv,R                                                                                               (8.36) 
⎧∂ Fθφ
 
 volumique de flux d’échange entre les deux milieux [kg.s-1
Dans la littérature (Gerke & Van Genuchten, 1993 ; Birkhölzer, 1994 ; Vogel et al., 2000), on 
retrouve souvent trois termes d’échange : un terme lié à la diffusion ΓDiff et deux termes liés à 
l’advection. La contribution advective ΓAdv distingue deux types de taux d’échange ΓAdv,L et 
ΓAdv,R correspondant à des effets locaux et régionaux respectivement, tels que : 
 
s = ΓAdv
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donc :  Γs =  ΓAdv,L + ΓAdv,R + ΓDiff                                                                                      (8.37) 
 
Remarque : Les différents termes d’échanges sont pris en compte à travers une hypothèse de 
superposition linéaire de flux d’échanges (advectifs et/ou diffusifs).   
 
VIII.4.2.1 - Echange diffusif  
 
 
Gerke & VanGenuchten (1993) propose une expression de la contribution de la diffusion à 
l’échange de soluté sous la forme : 
 ( )FMMMsdiff cc −=Γ θφα                                                                                       (8.38) 
avec α ] le coefficient homogénéisé de transfert de soluté défini à partir du tenseur de 
2 -1
mes 32                                   (8.39) 
où Dme onique pondérée de ives des 
ilieux matrice et fracture [m2.s-1]. 
 
-1
s s[
diffusion moléculaire effective Dme [m .s ] des deux milieux matrice et fracture et des 
paramètres géométriques homogénéisés des fractures. 
 
D2).( ρπα =                                                                  
 
 est la moyenne harm s diffusions moléculaires effect
m
 
F
F
M
M
DDD
φφ +=1                                
mememe
                                                                  (8.40) 
 ce type d’écoulement, on a de 
 diffusion hydraulique. Plus précisément, dans le problème hydraulique, nous avions : 
 
( )2* ⇔  
 
La formule (8.39) d’échange diffusif de soluté est déduite à partir d’une analogie avec le 
roblème d’écoulement darcien faiblement compressible. Dansp
la
KH 32.ρπα =  ( ) CC 32.ρπ=
KH 2
*α                                                                 (8.41) 
 
En faisant l’analogie suivante : 
 
S
H
C
α * α≡   et HYDRAULICDC
K ≡                                                            (8.42-8.43) 
on obtient la relation (8.39). 
 donne la diffusivité effective 
atrice/fracture - par analogie avec les équations (8.26-8.27) qui donnent, plus haut, la 
n remarque que l’analogie entre les opérateurs EDP d’écoulement double-milieu et de 
transport milieu est complète (ou exacte) à condition que : 
 
 
Notons que C [m-1] est la capacité élastique effective matrice/fracture à l’interface des deux 
milieux. Il en est de même pour la formule (8.40), qui
m
perméabilité effective matrice/fracture (ou perméabilité « moyenne » matrice/fracture).   
O
 double-
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• les capacités élastiques C des deux milieux soient spatialement constantes dans le 
problème d’écoulement, et 
• de fa n dans le problème de transport. 
On maintient, malgré tout, cette analogie car,  
flux d’échanges, chaque type d’échange est  
insi, lorsqu’on définit le terme d’échange diffusif, le phénomène d’advection n’est pas 
ieux, matrice et fracture, localement. Il est calculé via la différence 
ocale) de pression PM-PF.  
 
Dans le modèle de Gerke & VanGenuchten (1993), le terme d’échange advectif « locale » fait 
intervenir le taux d’échange du modèle hydraulique ΓH. 
 
çon plus restrictive, qu’il n’y ait pas d’advectio
 
 dans notre modèle de superposition linéaire de
 pris en compte indépendamment des autres.
A
considéré. Il sera pris en compte séparément dans les termes d’échange advectifs. On notera 
d’ailleurs que le coefficient αS n’intervient que dans les échanges diffusifs. 
 
VIII.4.2.2 -  Echange advectif « local »  
 
La contribution advective « locale » représente le transfert de soluté du à l’échange de fluide 
(solvant) entre les deux mil
(l
( )( ) ( ) FFHHMMHH cdcd ΨΓΓ+ΨΓΓ−=Γ 1LAdv,                                                   (8.44) 
 
ans cette relation, d est un coefficient non-linéaire de « direction », déterminant le sens des D
échanges hydrauliques entre les deux systèmes [-] :  
 
  0     ,       1
2
1 ≠Γ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Γ
Γ−= H
H
Hd  (d prend uniquement les valeurs 0 ou 1).          (8.45) 
 
La formulation équivalente pour le terme d’échange advectif local est la suivante :  
 
( ) ( ) FFHHMMHH cc ΨΓ−Γ+ΨΓ+Γ=Γ 2121LAdv,                                                 (8.46) 
 
Le terme ΨF et ΨM sont les coefficients reliant la concentration de soluté du milieu F et M 
spectivement à la masse unitaire de soluté dans le domaine :  
 
re
θφ
*θ
FF
F =Ψ     FMMM Ψ−==Ψ 1*θφ θ                                       (8.47) 
dvectif régional étant 
égligé en raison du modèle "mobile-immobile" utilisé par ces auteurs en milieu non saturé. 
eur argument est que l u  
d’écoulement dans ce milie
 
où θ∗ est la teneur en fluide du domaine composé des deux milieux M et F. 
Le terme d’échange advectif (8.46) proposé par Gerke & VanGenuchten correspond 
uniquement au taux d’échange advectif local. Le taux d’échange a
n
L ’eau d  milieu matrice est immobile, et donc, il n’y a pas
u (|qM|=0). 
 
On essaie de proposer un modèle plus complet en prenant en compte la vitesse de l’eau dans 
le milieu matrice. Le modèle proposé est alors de type mobile-mobile. 
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 VIII.4.2.3 -  Echange advectif « régional » (macroscopique) 
 
L’échange advectif régional représente les échanges d trans  
macroscopique à travers un grand nombre de structures m
Les solutés échangés correspondent aux solutés entraînés d’un milieu à l’autre lors du 
déplacement du fluide (l’eau) dans le domaine. Ce dernier terme régional dépend directement 
es vitesses dans les deux milieux.  
e solutés dus à un port advectif
atrice/fractures (dans le milieu réel). 
d
 
Pour le taux d’échange advectif « régional », Birkhölzer et al. (1994)  propose une expression 
e la forme : d
( )FMwMRAdv ccq −Ω=Γ ,                                                                                      (8.48) 
 Ωw [m-1] est le rapport de la surface effective de fracture perpendiculaire à l’écoulement 
sur le volume total, et  
• qM la densité de flux (ou vitesse de Darcy) dans le milieu M. 
Avec ce terme d’échange advectif régional, notre modèle devient un modèle de ty
mobile" : il subsiste un écoulement, même faible, dans le milieu matrice, dont le modèle tient 
compte.  
a surface effective Ωw de Birkhölzer (1994) est à rapprocher de la surface effective ρ32 
dé nie ans n  I nous  modèle de Birkhölzer devrait être 
odifié comme suit dans notre formulation (en terme de densité de flux de fluide ramenée au 
où :  
•
pe "mobile-
L
fi  d otre modèle (8.27). l semble que le
m
volume total de domaine) :  
 
( )FMMMMRAdv ccq −=Γ θφρ32,                                               (8.49) 
 
 
VIII.4.2.4 - Formulation complète du terme d’échange pour le transport double-
milieu 
ti s
 
Finalement, le terme d’échange u li é dans notre modèle est une superposition des trois 
termes décrits précédemment. Le terme d’échange complet advectif-diffusif s’écrit : 
 ( ) ( ) ( ){ }FMMMMFFHMMHFMMMsS cc −= θφα ccqcdcd −+ΨΓ+ΨΓ−+Γ θφρ32.1           (8.50) 
 
Une autre écriture de ΓS reprenant l’expression (8.46) est :    
 ( )
) ( ) ]([
( )FMMMM
FFFHHMMMH
ccq
cc
−
+Γ−Γ+
θφρ
θφθφθ
32
2
                                    (8.51) 
 
H
FMMMsS cc
Γ+Γ
+−=Γ θφα
*
1
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VIII.5 - Retour sur les EDP d’échange - formulation intégrale de type 
« bilan » 
 
Les systèmes d’EDP double-milieu proposés ci-dessus sont réexaminés ici en utilisant une 
rmulation de type « bilan », i.e., conservation de masse sur un volume de contrôle. On 
éveloppe cette formulation alternative afin de vérifier plus clairement la consistance des 
différents termes des EDP (formulation conservative de ces EDP) notamment dans le cas de 
coe ntement variables en espace, tels que : φ(x), θ(x) ou θ(x,t), α(x), 
(x), D(x), etc.   
n cherche dans cette partie à étudier le bilan massique des quantités d’eau présentes dans le 
fo
d
fficients macroscopiques le
K
 
 
VIII.5.1 - Equations bilan de l’écoulement double-milieu  
 
O
milieu matrice poreuse M et le milieu fracture F lors de l’écoulement. Le bilan massique est 
étudié sur un volume Ω [m3] de domaine composé de milieu matrice M (ΩΜ [m3]) et de milieu 
fracture F (ΩΜ [m3]) tel que Ω=ΩMUΩF. Les grandeurs ηM et ηF [kg.m-3] correspondent aux 
densités volumiques de l’eau dans les milieux M et F, respectivement.  
 
MMM θρφη =    et    FFF θρφη =                                                                         (8.52) 
On rappelle que ρ [kg.m-3] est la densité massique intrinsèque de l’eau. 
La masse d’eau dans chaque continuum est égale à l’intégrale volumique des densités η{M,F}. 
La variation au cours du temps des masses d’eau dans les milieux M et F dépend des 
éventuels phénomènes de production et/ou de dissipation internes. Cette variation se traduit 
par la relation :  
 
 
( ) ii Fddtd =∫Ω ωη . ,                                                                                  (8.53) 
 
où les phénomènes de production/dissipation Fi jouent le rôle de termes de source/puits et 
contribuent à un apport/retrait d’eau dans le volume Ω. Ces termes peuvent être de plusieurs 
natures. Dans notre cas, on retrouve un terme source/puits Ai propre à chaque continuum et un 
terme de couplage ΓΗ correspondant au taux  d’échange en eau entre les deux milieux. On 
rappelle d’après (8.14) l’expression de ΓH : 
 
{ }FMi ,∈
( )fmH PP −=Γ µα   
 
Les vitesses d’écoulement de l’eau dans les milieux M et F sont notées UM et UF, 
respectivement. La loi de conservation fait apparaître la dérivée particulaire de l’intégrale de 
volume de la densité η (Germain-Muller, 1986 ; Ababou, 1999) : 
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 ( ) ( ) ( )∫∫∫ Ω∂ΩΩ ⋅+∂∂= σηωηωη dnUdtddtd iiii .  ,          { }FMi ,∈                            (8.54) 
 
où dω désigne un élément de volume intérieur à Ω, dσ un élément de la surface frontière Ω∂  
et n est le vecteur unitaire normal sortant de Ω∂ . 
 
L’évolution de la masse d’eau dans chaque milieu, à l’intérieur du volume Ω, au cours du 
temps est décrite par les équations de conservation suivantes : 
 
( ) ( ) ( )
( ) ( ) ( )⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
−−=⋅+∂
∂
−+=⋅+∂
∂
∫∫∫∫
∫∫∫∫
ΩΩΩ∂Ω
ΩΩΩ∂Ω
ωµ
αρωρσηωη
ωµ
αρωρσηωη
dPPdAdnUd
t
dPPdAdnUd
t
FMFFFFFF
FMMMMMMM
       (8.55) 
                                                                                                  
 
En remplaçant ηM et ηF par leurs définitions données en (8.52), on obtient : 
 
( ) ( ) ( )
( ) ( ) ( )⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
−−=⋅+∂
∂
−+=⋅+∂
∂
∫∫∫∫
∫∫∫∫
ΩΩΩ∂Ω
ΩΩΩ∂Ω
ωµ
αρωρσθρφωθρφ
ωµ
αρωρσθρφωθρφ
dPPdAdnUd
t
dPPdAdnUd
t
FMFFFFFF
FMMMMMMM
           (8.56) 
                                                                                                                                                                              
Le flux massique d’eau à travers la surface Ω∂  ainsi que les termes sources/puits impliquent 
une variation de la quantité d’eau à l’intérieur du volume Ω.  
 
On rappelle que les densités de flux d’eau dans chaque continuum s’écrit d’après (8.28) : 
 
MMM Uq θ=     et    FFF Uq θ=  
 
D’après la loi de Darcy, sous forme de charge hydraulique, on obtient : 
 
( ) MMMMMM HkggHkU ∇−=∇−= µρρµθ                                                               (8.57) 
 
( ) FFFFFF HkggHkU ∇−=∇−= µρρµθ                                                                  (8.58) 
 
On considère, de plus, l’eau comme un fluide incompressible. Ses hypothèses nous permettent 
de réécrire les expressions (8.56) sous la forme suivante :  
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( ) ( )
( ) ( )⎪⎪⎩
⎧
−−+⋅∇∂
∂
∂
∫∫∫
∫
ΩΩΩ
ΩΩΩ∂Ω
ωµ
αρωρσµφ
µµρφ
dHHgdAndHk
t
FMFF
F
F
M
22
  (8.59)                          
 l’aide des expressions (8.23) à (8.27), et en utilisant les quantités (8.21-8.23), le système 
−++⋅∇= ∫∫∫ ωαρωρσφρωθ dHHgdAndHkgd FMMMMMM 22
⎪⎨
⎪⎪
⎪
=∂ ∫ Ω∂ ρωθρφ gdt FF
 
A
d’équations bilan s’écrit :  
  
( ) ( )
( ) ( )⎪⎪⎩
⎪⎪⎨
⎧
−−+⋅∇=∂
∂
−++⋅∇=∂
∂
∫∫∫∫
∫∫∫∫
ΩΩ∂Ω
ΩΩΩ∂Ω
ωραωρσρωθρφ
ωραωρσρωθρφ
dHHdAndHKd
t
dHHdAndHKd
t
FMHFFFFF
FMHMMMMM
**
**
            (8.60) 
Ω
hamps de paramètres φi, θi, αΗ* et K*i avec i∈{M,F} sont continûment 
ariables en espace, la variation de masse d’eau dans le volume Ω, dans chaque milieu dépend 
gradsky  
lux-divergence) à l’équation de bilan (8.60). 
 
VIII.5.2 - Equations bilan de transport double-milieu  
= ωθφ dcm MMMM    et    = ωθφ dcm FFFF                                                         (8.61) 
 
On rappelle que KI*  (8.21et 8.22) contient la fraction volumique φΙ. 
La masse d’eau présente dans chaque milieu dépend de la variation du flux massique à travers 
la surface Ω∂  ainsi que par les apports/retraits induits par les flux volumiques des sources. En 
supposant que les c
v
aussi de la variation de ces paramètres. 
 
Les équations de bilan ci-dessus permettent de vérifier que la formulation des EDP que nous 
proposons est correcte et conservative, en appliquant le théorème de Green- Ostro
(f
 
 
La quantité à conserver dans le problème de transport est la masse de traceur présente dans le 
domaine de volume Ω. cM (resp. cF) est la concentration de traceur (kg de soluté par m3 d’eau) 
dans le milieu matrice poreuse M (resp. dans le milieu fracture F). La même concentration 
ramenée au volume Ω de domaine est donnée par l’expression : φMθMcM (resp. φFθFcF). On 
note mM et  mF les masses de traceur présents dans les milieux M et F.  
 
∫
Ω Ω
∫
 
La variation au cours du temps de la masse de traceur dans les milieux M et F est décrite par 
les équations suivantes : 
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( )
( )⎪⎪
⎪
⎩
⎪⎪⎨
Ω∂Ω
                                          (8.62) 
⎪⎧
+∂
∂=
+∂
∂=
∫∫
∫∫
Ω∂Ω
σθφωθφ
σθφωφ
ndUcdc
tdt
dm
ndUcdc
tdt
dm
FFFFFFF
F
MMMMMMM
M
.
.
 
s volumiques dans les membres 
e droites, par la relation d’advection-dispersion (8.34), on obtient : 
 
θ
En remplaçant la dérivée partielle en temps des concentration
d
( ) ( ){ }
( ) ( ){ }⎪⎪
⎪
⎪⎪
⎪
⎨
⎧
+Γ−∇−∇⋅∇=
+Γ+∇−∇⋅∇=
∫∫
∫∫
Ω
σθφωθφθφ
σθφωθφθφ
ndUcdcUcD
dt
dm
ndUcdcUcD
dt
dm
FFFFSFFFFFFFF
F
MMMMMMM
M
.
.
       (8.63) 
Ω∂
MMMMSM
⎩ Ω∂Ω
 
En utilisant la relation de Green-Ostrogradsky, on obtient le système suivant : 
 
( )
( ) +Γ−−∇⋅= ∫∫∫ σθφωσθφθφ ndUcdndcUcD F ..⎪⎩ Ω∂ΩΩ∂dt FFFSFFFFFFFF⎪
⎪
⎪⎪
⎪
⎨
⎧ +Γ+−∇⋅= ∫∫∫
Ω∂ΩΩ∂
σθφωσθφθφ
dm
ndUcdndcUcD
dt
dm
F
MMMMSMMMMMMMM
M ..
       (8.64) 
 
⎪⎩ ΩΩ∂dt
 
En comparant les systèmes d’équations (8.62) et (8.65), on obtient les équations bilan 
suivantes :  
 
⎪⎪
⎨
Γ−∇⋅= ωσθφ dndcDdmF .
                               (8.65) ⎪
⎪⎪
⎧ Γ+
∫∫
∫
ΩΩ∂
ωσ dndc
dt
dm
SFFFF
SM
M .∇⋅= ∫ θφ DMMM
( )
( )⎪⎩ Γ−∇⋅=∂+= ∫∫∫∫ ΩΩ∂ΩΩ∂ ωσθφωθφσθφ dndcDdctndUcdt SFFFFFFFFFFF ..
 
Les concentrations volumiques φ
⎪⎪
⎪⎨
∂
Γ+∇⋅=∂
∂+= ∫∫∫∫
ΩΩ∂ΩΩ∂
ωσθφωθφσθφ
dm
dndcDdc
t
ndUc
dt
dm
F
SMMMMMMMMMMM
M ..
 (8.66) 
⎪⎪
⎧
MθMcM et φFθFcF étant les quantités à conserver, il est 
judicieux de réécrire le système (8.66) de la façon suivante : 
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( ) ( ) ( )
( )
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ωθφσθφ cFFF
                  (8.67) 
( ) ( ) ( )⎪
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σθφθφσθφ ndcDndcD
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FFFFFFFFFF .ln.⎪⎩
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∫∫∫
∫∫
ΩΩ∂Ω∂
Ω
ΩΩ∂
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ωσθφθφσθφ
σθφ
d
dcndU
dndcDndcD
ndUc
S
FFFF
SMMMMMMMMMM
MMMM
.
.ln.
.
es volumiques et des termes surfaciques. La 
roduction et/ou dissipation de masse de traceur dans chaque milieu est contrebalancée par le 
terme de couplage ΓS du système. Une partie de la masse de traceur est transférée d’un milieu 
à l’autre. Le transfert se fait de la ma
la matrice lorsque ΓS<0. 
∂
∂ ωθφ dc
t MMM
⎪⎪
 
Ces équations mettent en évidence des term
p
trice vers les fractures lorsque ΓS>0 et des fractures vers 
 
Le flux net de traceur à travers la surface Ω∂  est compensé dans le second membre par un 
rme de dispersion. Le flux dispersif ( )∫
Ω∂
∇⋅− σθφ ndcD iiii . ,te  i∈{M,F} participe à la dissipation 
de la masse de traceur.  
La deuxième intégrale de surface du second membre fait intervenir un gradient sur la porosité 
 i (ram
φi et/o n i
est constant en espace, ce flux 
urfacique devient nul et n’impacte pas la variation de la masse de traceur. 
V I.6 - C
q n transport, sont couplées entre 
ermes d’échange. L’accent a été mis sur la définition des termes d’échange en 
i que sur leurs représentations physiques. Les expressions que nous avons 
é
 
On 
pore
par 
transport, on appliquera la méthode particulaire à marche aléatoire développée au chapitre III 
n
l’ap
 
φiθi du milieu ené au volume de domaine Ω). Lorsque la porosité φiθi varie spatialement 
(variation en u e  θ ), ce flux d’échange participe aussi à l’échange de quantité de 
traceur traversant la paroi Ω∂ . Lorsque le produit φiθi 
s
 
 
II onclusions 
 
Ce chapitre a mis en place les systèmes d’équations à utiliser en hydraulique et en transport 
double-continuum. Chaque continuum est régi par sa propre équation suivant des paramètres 
ui lui sont propres. Les équations, autant en hydraulique u’eq
elles par des t
transport ains
proposées s’appuient sur la litt rature tout en intégrant nos propres modifications.  
dispose, à ce stade, de deux systèmes d’EDP pour l’écoulement et le transport en milieux 
ux en double-continuum. On peut résoudre directement le système associé à l’écoulement 
la méthode présentée au chapitre II. Pour résoudre le système d’équations régissant le 
da s chacun des deux milieux. Il reste donc à lier les termes d’échange de transport à 
proche particulaire utilisée. Ce travail est présenté dans le chapitre suivant. 
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IX - Formulation particulaire des termes d’échange 
IX.1 - Introduction 
éthodes de suivi de particules à 
tures étant le 
les de soluté d’une phase à l’autre. Ces probabilités de transition sont 
inées à partir des paramètres hydrogéologiques associées à chaque continuum. 
 
ie sur l’expression du terme 
’échange (8.51) en fonction d’un gradient de concentration. La première étape consiste à 
traduire les concentrations sous forme de panache, à partir de la méthode de projection 
présentée dans la section IV.2.1.1. On cherche ensuite à exprimer le te
forme de différence de particules entre les deux continua. Cette différence locale de particules 
ermettra de déterminer le nombre de particules susceptibles de transiter d’un continuum à 
IX.2.1 - Reformulation du terme d’échange 
On rappelle l’équation du terme d’échange de soluté (8.51), établie dans le chapitre VIII, entre 
s deux continua : 
 
 
 
 
 
La problématique associée aux termes d’échange consiste à modéliser le processus de 
ansfert de masse entre les deux continua dans le cadre de mtr
marches aléatoires. En effet, de façon analogue à la méthode directe, le phénomène de 
transport en double-continuum est représenté par une méthode particulaire. Le traçage 
asynchrone des particules s’applique dans chaque continuum. Cela nous conduit à aborder 
une difficulté particulière, inhérente au problème du transport double-milieu : la gestion des 
changes de particules entre deux « phases » mobiles, les milieux matrice et fracé
siège d’écoulements ayant des vitesses différentes. 
 
Ce chapitre propose deux approches possibles pour traiter les termes d’échange. La première 
méthode tend à traiter de façon déterministe la différence locale de concentration et utilise les 
techniques de distribution des concentrations sur des champs de particules. Elle vise à traduire 
directement sous forme de quantité de particules les termes d’échanges définis dans le 
hapitre précédent. c
 
La seconde méthode aborde les échanges entre les deux milieux par une approche 
stochastique Les termes d’échange sont réinterprétés sous la forme de probabilités de 
ansition des particutr
déterm
 
IX.2 - Approche déterministe de traitement du terme d’échange de soluté 
 
L’approche déterministe proposée dans cette section s’appu
d
rme d’échange sous la 
p
l’autre. 
 
 
le
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( )
( ) ( )[ ]
( )FMMMM
FFFHHMMMHH
FMMMsS
ccq
cc
cc
−
+Γ−Γ+Γ+Γ
+−=Γ
θφρ
θφθφθ
θφα
32
*2
1   
 
vec FFMM θφθφθ +=*  a
 
Une réécriture du terme d’échange permet de mettre en facteur les termes de concentrations : 
 
FFF
MM
M
HH
FF
MM
sMMMM
HH
sS cqcq θφθφ
θφρθφ
θφαθφρθα ⎥⎦
⎤⎢⎣
⎡ Γ−Γ−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +Γ+Γ+=Γ 3232*2  FFθ ++ *2
(9.1) 
 
Afin de simplifier l’expression du terme d’échange, on note : 
FFFF θφθθφ 2
MMHHMM qW θφρθφα +Γ−Γ+=
  
MsF
M
H
sMW θα
32*
32*2
+Γ+=
 (9.2) 
Le terme WM [s-1] (resp. WF [s-1]) correspond à un taux de transfert de soluté du milieu M vers 
le milieu F (resp. du milieu F vers le milieu M). WM et WF peuvent s’interpréter comme des 
intensités de transfert de soluté d’un continuum à l’autre. Ainsi, lorsque la concentration 
φΜθΜcM de soluté, pondérée par le coefficient WM, dans le milieu M est plus forte que sa 
concentration φFθFcF, pondérée par 
concentration apparaît. Afin de rétabl
soluté du continuum M vers le continuum F. Le raisonnement est analogue pour un transfert 
de soluté du continuum F vers le continuum M. 
 
La relation (9.1) peut s’écrire de manière simplifiée sous la forme : 
H qρ+Γ
 
le coefficient WF,dans le milieu F, un déséquilibre de 
ir l’équilibre, il se produit un mouvement de transfert de 
 
FFFFMMMMS cWcW θφθφ −=Γ    (9.3) 
 
Le terme d’échange de soluté oncentrations pondérées par les 
taux de tra
L’étape sui en (9.3) la 
uantité de particules susceptible d’être impactée lors du processus d’échange. Elle revient à 
aduire la différence pondérée de concentration sous la forme de différence de particules 
ΓS est lié à une différence de c
nsferts entre les deux phases.  
 
vante du travail consiste à déterminer à partir du taux d’échange défini 
q
tr
entre les deux continua. Pour cela, on peut utiliser les méthodes de projections et de 
distribution des concentrations sur des particules. 
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IX.2.2 - Détermination de la quantité de particules échangées 
La mé centrations/particules utilisée dans ce paragraphe repose sur la 
éthode de comptage de particules sur un volume défini. La concentration de traceur dans un 
olume VT est évaluée en fonction du nombre de particules de traceurs présentes dans ce 
 
thode de projection con
m
v
volume. En considérant les masses mP [kg] de traceurs associées à chaque particule 
constantes, on déduit la relation liant les concentrations au nombre de particules : 
 
T
PM
MMM V
mNc ⋅=θφ  e  t
T
PF
FFF V
mNc ⋅=θφ    (9.4) 
 
3• VT [m ] représente le volume d’échantillonnage sur lequel est effectué le comptage du 
nombre de particules. Les volumes d’échantillonnage dans le continuum matrice et dans 
le ontinu aturel 
tota
 NM et NF correspondent au nombre de particules, à l’intérieur du volume VT, situées dans 
le continuum M et dans le continuum F respectivement. 
 
En remplaçant les relations de concentrations dans l’expression du terme d’échange (9.3), on 
btient la relation: 
c um fracture sont égaux et représentent la même portion du domaine n
l. 
•
o
 
T
PF
F
T
PM
MS V
mNW
V
mNW ⋅−⋅=Γ    ( .5) 9
ette relation peut aussi s’écrire de la manière suivante : 
 
C
 
FFMM
TS V⋅Γ
P
NWNW
m
−=    (9.6) 
 
La quantité 
P
TS
m
V⋅Γ
 [s-1] représente
continua. Le sens des échanges est caractérisé de sorte que : 
 alors le taux de particules échangées entre les deux 
 
• Si 
P
TS V⋅Γ  > 0 alors les particule
m
s sont transférées de M vers F 
 
 Si •
Pm
TS V⋅Γ  < 0 alors les particules sont transférées de F vers M 
Le nombre de particules à transiter d’un continuum à l’autre est défini par le produit du pas de 
temps de synchronisation par le taux de transfert : ∆tSYNC .
 
 
P
TS
m
V⋅Γ
. 
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Rema
Le produit ∆t  .
rques:  
 • SYNC
Pm
TS V⋅Γ  obtenu n’est pas de façon évidente un entier. Dans la pratique, 
on fait une approximation du nombre de particules à échanger en prenant la partie entière 
de ce produit. Cette méthode tend alors à sous-estimer les échanges entre les continua. 
Cependant, plus le nombre de particules est élevé, plus cette sous-estimation devient 
négligeable.  
• Le volume d’échantillonnage VT implém
des tétraèdres du maillage hydraulique. Ce choix correspond à la méthode de filtrage 
présentée à la section IV.2.1.1. 
ste a l’avantage de fournir une solution directe à l’expression du terme 
’échange. En ce sens, elle ne nécessite pas l’utilisation d’hypothèses ou l’implémentation de 
métho ur résoudre le problème posé. En principe, une étape de 
projection des concentrati
ns la pratique, comme l’évolution du panache de concentration est déjà modélisée par une 
méthode de suivi de particules, le nombre de particules présentes dans un volume donné est 
déjà connu. Les étapes successives d’extrapolation de particules à concentration, puis de 
projection des concentrations sur particules n
 
Cependant, l’approximation effectuée au niveau du décompte des particules en jeu lors de 
l’échange est génératrice d’erreur. En effet, en ne considérant que la partie entière du produit 
∆tSYNC .
enté dans notre modèle s’apparente au volume 
 
IX.2.3 - Avantages et inconvénients de la méthode déterministe 
 
La méthode détermini
d
des supplémentaires po
ons en positions de particules est suffisante.  
Da
e sont pas effectuées de façon systématique.  
 
Pm
éviter cette sous-estimation systématique, on peut envisager d’arrondir aléatoirement le 
produit par sa valeur entière inférieure ou par sa valeur entière supérieure.  
 
De plus, l’approximation du champ de concentration, à l’aide d’une méthode d
TS V⋅Γ , on tend à sous-estimer l’intensité des échanges entre les deux milieux. Pour 
e projection sur 
n panache de particules, n’est réellement efficace que lorsque le nombre de particules 
résentes es
 e
section est de présenter une méthode de détermination et d’implémentation de ces 
ansitions de phases.  
u
p t élevé.   
 
Afin d’éviter ces approximations, une autre méthode est proposée dans ce chapitre, comme 
alternative à l’approche dite déterministe. Cette méthode repose sur un traitement stochastique 
des termes d’échange.  
 
 
IX.3 - Approche stochastique du traitement du terme d’échange de 
soluté 
 
ans l’approche stochastique, la gestion des termes d’échange s’appuie sur la définition de D
probabilités de transition de phase d’une particule. Ces probabilités sont déterminées n 
fonction de paramètres hydrogéologiques locaux associées à chaque continuum. Chaque 
particule est vue individuellement et possède sa propre probabilité de transition. L’objectif de 
ette c
tr
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Il est aussi à noter que l’utilisation d’une méthode stochasti
fluide et de soluté entre les continua, est plus en cohérence avec la logique de la m
que pour traiter les échanges de 
éthode 
particulaire dans laquelle les déplacements dispersifs sont aussi traités de manière 
stochastique. 
 
IX.3.1 - Réinterprétation du terme d’échange en transport 
 
On se propose, dans cette section, de donner une nouvelle interprétation du terme d’échange 
ΓS à partir de l’équation exacte définie en (9.3) : 
 
FFFFMMMMS cWcW θφθφ −=Γ  
 
ΓS est le taux de transfert de masse de soluté entre les deux milieux par unité de volume total 
u domaine [kg s-1 m-3]. Il peut aussi s’interpréter comme un taux de transfert de 
oncentration de traceur du continuum M vers le continuum F. 
 
d
c
FFFFMMMM
MF cWcW
dt
θφθφ −=    (9.7) dC
-3
es particules étant indépendantes les unes des autres et la phase dans laquelle elles se 
ouvent à l’instant t étant indépendants des états antérieurs, il est, en effet, possible de 
modéliser ux états conditionnés 
par les pro e de changements de 
hases d’une particule entre deux états : le continuum Matrice ou le continuum Fracture. A 
éveloppés notamment 
cules ne prennent que des 
tats discontinus (Matrice ou Fracture), l’équation maîtresse (Gardiner, 1990) est appliquée 
our représenter les probabilités de transitions des particules.  
 
où CMF [kg.m ] représente la masse de soluté transférée du continuum M vers le continuum F 
par unité de volume.  
 
L’équation (9.7) est analogue à un processus de Markov continu en temps à deux états 
(Parzen, 1962; Huang et al, 2003), dans lequel, les particules peuvent prendre successivement 
les états M ou F selon qu’elles se trouvent dans le continuum M ou dans le continuum F à 
l’instant. On notera Ep(t) l’état dans lequel se trouve la particule p à l’instant t.  
 
L
tr
leurs changements de phases par une chaîne de Markov à de
babilités transitionnelles. On considère pour cela une séquenc
p
chaque instant, la particule ne peut exister que dans l’un de ces deux états. 
 
L’expression de la séquence de Markov utilisée est détaillée dans le paragraphe suivant. Ce 
modèle est apparenté aux automates de Markov utilisés en physique et d
par Gillespie (1976). 
 
IX.3.2 - Processus de saut et équation maîtresse 
 
Les transitions des particules d’un milieu à l’autre sont assimilées à des sauts d’une phase à 
l’autre. Pour ce type de phénomènes de sauts, dans lesquels les parti
é
p
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[∑=′′∂t WtntnP ),/,( ]′′−′′
m
tntnPtnmWtntmPtmn ),/,(),/(),/,(),/(    (9.8) 
 n et n’ sont les états rencontrés par l’évènement EP aux instants t et t’. 
 
• L’indice m correspond aux états possibles rencontrés par l’évènement EP.. 
 
•
 
• ),/,( tntnP ′′  [-] est la probabilité conditionnelle d’avoir au temps t un état n sachant 
qu’au temps t’<t on avait un état n’. 
 
• ),/( tnmW  [s-1] est le taux de transition de l’état n vers l’état m au temps t. 
 
Dans notre modèle, on ne rencontre que deux états discontinus: { }FM,mnn    , , ∈′ . On déduit 
alors de l’équation (9.8), quatre configurations possibles :  
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )tMtFPtFMWtMtMPtMFWtMtFP
tMtMPtMFWtMtFPtFMWtMtMP
tFtMPtMFWtFtFPtFMWtFtMP
t
t
t
t
′−′=′∂
′−′=′∂
′−′=′∂
tFtFPtFMWtFtMPtMFWtFtFP ′−′=′∂ ,/,,/,/,,/,/,
me phase alors que 
,/,,/,/,,/,/,
,/,,/,/,,/,/,
,/,,/,/,,/,/,
   (9.9) 
 
Si on considère une particule présente, au temps t’, dans le milieu F (ou dans l’état F) alors ( )tFtFPt ′∂ ,/,  est le taux de variation temporelle de probabilité qu’elle soit encore au temps 
t>t’ dans la mê ( )tFtMPt ′∂ ,/,  représente la probabilité qu’elle se retrouve 
au temps t dans la phase M. De même, ( )tMtMPt ′∂ ,/,  est la densité de probabilité qu’une 
particule présente en M à l’instant t’, s’y trouve encore à l’instant t alors que ( )tMtFPt ′∂ ,/,  
représente la densité de  probabilité qu’elle ait migré dans le milieu F au temps t. 
 
Par analogie avec les notations appliquées dans l’expression (9.3), on a : 
, le taux d’échange de particules de M vers F [s-1] 
, le taux d’échange de particules de F vers M [s-1] 
 
Afin de simplifier les expressions, notons aussi : 
MWtMFW =),/(
FWtFMW =),/(
JIPtJtIP →=′),/,( .  
 
Les probabilités de transition sont alors liées par le système équationnel suivant: 
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⎪⎪
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−=∂
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FMFMMMFMt
MMMFMFMMt
MFMFFFMFt
FFFMFMFFt
PWPWP
PWPWP
PWPWP
PWPWP
 (9.10) 
 
La chaîne de Markov est totalement définie lorsque l’on connaît toutes les probabilités 
transitionnelles (correspondant aux probabilités de transition des particules) qui la composent. 
 
IX.3.3 - Probabilité de transition d’une particule 
 
IX.3.3.1 - Détermination de la probabilité de transition d’une particule 
 
 
Les probabilités transitionnelles d’une particule évaluent sa probabilité à changer de phase 
parmi les combinaisons à deux états suivantes (M→M, M→F, F→M, F→F). Elles sont 
obtenues par la résolution du système (9.10) sur l’intervalle de temps t’ à t, avec les 
conditions aux limites suivantes : 
 
• Loi de conservation : 
 
 (9.11) 
 
Une particule identifiée dans l’état F (i.e., appartenant au continuum F), à un instant t, n’a que 
deux possibilités d’évolution à l’instant suivant: soit elle reste dans son état de départ F, soit 
elle transite dans l’état M. Les évènements M et F sont complémentaires. La somme de la 
probabilité conditionnelle  que la particule initialement en F transite en M et de la 
probabilité conditionnelle  que la particule initialement en F demeure en F, est donc 
égale à 1. 
Le raisonnement est analogue pour une particule identifiée dans l’état M à l’instant t. 
 
 
• Conditions initiales
1
1
=+
=+
→→
→→
MMFM
MFFF
PP
PP
MFP →
FFP →
 (à chaque début de pas de temps de synchronisation) 
 
 (9.12) 
 
( ) ( )
( ) ( ) 1et            0
1et            0
==
==
→→
→→
'tP'tP
'tP'tP
MMFM
FFMF
 149
Le t 
des pas de tem
éfinition. Sa probabilité de transitio ieu complémentaire est donc nulle : 
 et . Par conséquent, on a aussi : 
s probabilités de transition sont évaluées à chaque pas de temps ∆tSYNC indépendammen
ps précédents. En début de pas de temps, la particule reste dans son état de 
n dans le mild
0)'( =→ tP MF 0)'( =→ tP FM 1)'( =→ tP MM  et 
 des conditions (9.11) et (9.12), les systèmes 
’é
n résout d’abord le système (9.13) 
9.13), on obtient: 
1)'( =→ tP FF . 
 
 
On obtient alors, à partir du système (9.10) et
d quations suivants: 
 
⎧ −=∂ →→→ FFFMFMFFt PWPWP
⎪⎩
⎨
=+ →→ 1MFFF PP
 (9.13) 
⎪⎩
⎪⎨
⎧
=+
−=∂
→→
→→→
1MMFM
FMFMMMFMt
PP
PWPWP
 (9.14) 
 
⎪
O
 
( )
⎪⎩
⎪⎨
⎧
=+
++−=∂
→→
→→
1MFFF
FMFMFMFt
PP
WPWWP
 (9.15) 
 
Après intégration de la première équation de (
 
( )[ ] ( )
⎪⎨
+ →→ MFMFMF WW  
⎩
⎪⎧
=+
+−=
→→
+−+−
1
)'(1
MFFF
tWWtWWF
PP
etPeWP MFMF
(9.16) 
( )[ ]
( )[ ]⎪⎪⎩
⎨
−+−=
+−
→
tWW
MF
F
FF
MFe
WW
WP 11
 (9.17) 
 
En résolvant le système (9.14) de manière analogue au système (9.13), on obtient : 
 
⎪⎪
⎧
+→ MFMF WW
P −= +− tWWF MFeW 1
( )[ ]
( )[ ]⎪
⎪⎪⎨
⎧
−−=
−+=
+−
+−
→
tWWM
tWW
MF
M
FM
MF
MF
eWP
e
WW
WP
11
1
 (9.18) 
⎪ →MM⎩ + MF WW
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L’évaluation des probabilités de transition est effectuée tous les ∆tSYNC pour que toutes les 
particules transitent (ou non) en même temps d’un milieu à l’autre. Les probabilités utilisées 
our définir la transition sont donc obtenue pour t=∆tSYNC. On obtient alors les probabilités de 
transition suivantes : 
 
p
( )[ ]
( )[ ]⎪⎪⎩
⎪⎪⎨
⎧
−+−=
−+=
∆+−
→
∆+−
→
SYNCMF
SYNCMF
tWW
MF
M
MM
tWW
MF
M
FM
e
WW
WP
e
WW
WP
11
1
 (9.19) 
et 
( )[ ]
( )[ ]⎪⎪⎩
⎪⎨
−+−=
+
∆+−
→
∆+−
SYNCMF
SYNCMF
tWW
MF
F
FF
tWW
MF
e
WW
WP
e
WW
11
 (9.20) 
 
 
Les probabilités transitionnelles obtenues correspondent à des relations de décroissances 
exponentielles pondérées par les taux de transfert d’un continuum à l’autre. En ne les évaluant 
qu’en fin de pas de temps synchronisé obtient des valeurs maximales pour  et 
 sur l’intervalle [t’, t’+∆tSYNC], favorisant ainsi les échanges entre les continua. 
 
 
IX.3.3.2 - Transition d’une particule d’un milieu à l’autre milieu 
 
Chaque particule possède une propension à changer de phase, déterminée par sa probabilité de 
t
alculées dans le paragraphe précédent, permettent de fixer des seuils quantitatifs de 
SYNC p rée à la 
• Si  alors 
⎪⎧ −=→ FMF
WP 1
s, on MFP →
FMP →
ransition, mais cette propension n’est pas toujours réalisée. Les probabilités de transitions, 
c
comparaison pour définir la transition effective de la particule d’un milieu à l’autre. 
 
En pratique, pour déterminer si une particule change de phase, on utilise la méthode décrite 
par Huang et al. (2003). Ainsi, à chaque particule p est associée, au terme de chaque pas de 
emps ∆t , une variable aléatoire a , comprise entre 0 et 1. Cette variable est compat
probabilité de transition de phase de la particule afin de juger si la transition a réellement lieu.  
 
L’état dans lequel se trouve la particule p, à l’instant t’, est noté Ep(t’). Ep(t’+∆tSYNC) 
correspond à son état à la fin du pas de temps de synchronisation. Il est déterminé de sorte 
que: 
 
MtE p =)'(
( )
( )⎩ ∆≤ → SYNCFM tPaF     si        
et 
• Si FtE p =)'(  alors 
⎨⎧ ∆>=∆+ → SYNCFMSYNCp
tPaM
ttE
   si       
)'(  
( )
( )⎩⎨
⎧
∆≤
∆>=∆+
→
→
SYNCMF
SYNCMF
SYNCp tPaM
tPaF
ttE
    si      
   si       
)'(  
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Cet algorithme est appelé méthode de rejet ou méthode d’exclusion. Seules les particules dont 
 valeur aléatoire associée ap est inférieure à la probabilité de transition sont susceptibles de 
transiter dans le continuum opposé. Cette méthode peut être illustrée par la Figure IX-1 qui 
définit deux zones délimitées par une probabilité de transition. La zone supérieure représente 
le domaine de valeurs aléatoires pour lesquelles la particule reste dans son milieu initial alors 
que la zone inférieure marque le domaine de valeurs de ap pour lesquelles la particule va 
changer de milieu.  
 
 
la
0,2
0,6
0,8
1
va
l
éa
to
 a
 ti
ré
es
[-]
ire
s
0
0 100 200 300 400 500
tirages aléatoires [-]
0,4
eu
rs
 a
l la particule
change de
de transition
phase
la particule
reste dans
la même
phase
probabilité 
robabilités de transitions de chaque particule sont 
réévaluées à partir des pr
temps. De nouvelles v cules. Le procédé est 
répété à chaque intervalle de temps e
 
 
IX.3.4 - Avantage et inconvéni pproche prob
’approche probabiliste a l’avantage d’être une méthode facile à implémenter car elle consiste 
en une simple comparaison de valeurs entre le nombre aléatoire et la probabilité de transition 
 
 
Figure IX-1 : Schéma de la méthode de rejet pour déterminer les transitions de particules d’un 
milieu à l’autre 
 
L’estimation de l’évènement Ep(t’+∆tSYNC) est effectuée indépendamment pour chaque 
particule p présente dans le domaine.  
 
u début du pas de temps suivant, les pA
opriétés hydrogéologiques réactualisés pour ce nouveau pas de 
aleurs aléatoires sont tirées et associées aux parti
pendant toute la duré  de simulation.  
ent de l’a abiliste 
 
L
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afin de déterminer le passage d’une particule d’un milieu à l’autre. De plus, elle n’utilise pas 
d’hypothèse simplificatrice génératrice d’approximations importantes.  
ependant, la nature stochastique de la méthode suppose qu’il existe des incertitudes (de 
fluctuations) liées à la résolution du système équivalent, l’équation maîtresse, par rapport à la 
résolution directe de du terme d’échange. 
Cette méthode 
C
probabiliste est néanmoins privilégiée dans notre modèle en raison de son 
pplicabilité et de sa cohérence avec le modèle de suivi de particules mis en place. Les 
particules considérées sont indépendantes les unes des autres et possèdent une composante 
aléatoire dans leurs déplacements dans l’espace et entre les phases. 
 
 
 
IX.4 - Conclusion 
 
Dans ce chapitre, deux méthodes de gestion des termes d’échange en transport ont été 
présentées. Ces méthodes permettent de traiter les échanges de soluté par le biais de 
représentations particulaires. 
 
La première méthode tend à évaluer le terme d’échange «directement» à partir de la 
différence de concentrations définies pour chaque continuum. Ces concentrations sont 
traduites sous forme de particules par des méthodes de projections et de distributions 
spatiales. La méthode de projection détaillée dans ce chapitre correspond à une méthode de 
répartition spatiale uniforme des concentrations sur des particules, par unité de volume. 
L’échange de masse de soluté est alors caractérisé par la différence entre les nombres de 
particules comptabilisées dans chaque continuum.  
Cette méthode de concept simple, est cependant limitée par l’utilisation de plusieurs 
approximations. La qualité et la précision des résultats sont ainsi fortement liées à la méthode 
de proje
a
ction utilisée, ainsi qu’au nombre de particules considérées. 
 
La seconde méthode fait appel à une approche probabiliste analogue pour représenter le 
phénomène d’échange de soluté entre les continua. Les probabilités de transition d’une 
particule d’un milieu à l’autre sont déterminées en fonction des paramètres hydrogéologiques 
associés à chaque continuum. Elle s’appuie sur une simple technique de rejet pour déterminer 
les conditions de transition de phase d’une particule. Les particules sont ici traitées 
indépendamment les unes des autres et possèdent leurs propres probabilités de transition. La 
méthode stochastique est donc plus en cohérence avec la nature markovienne du modèle de 
suivi de particules mis en place pour traiter le problème de transport. 
 
Ces deux approches ont été implémentées dans notre modèle de transport. Les résultats 
obtenus avec ces deux méthodes sont comparés, dans le chapitre suivant, lors des simulations 
effectuées sur un réseau régulier de fractures. 
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X - Tests d’advection et de dispersion sur un réseau régulier de 
 
 
 
X.1 - Introduction 
 
a validation de modèles de transport 3D en milieux fracturés s’avère être une tâche 
omplexe, rendue plus difficile par la rareté des solutions de références disponibles.  
u modèle double-continuum implémenté 
ans le code ESTEL3D, en le comparant avec le modèle discret, présenté dans la partie A de 
ce rapport, ce dern
d’exercices d  à l’aide du 
modèle disc  une sol férence. Ce choix de comparaison est justifié 
par le fait que les phénomènes d’a sion, chaque continuum Matrice 
et Fracture, sont traités par la même m e traçage de
la partie A.  
es tests effectués mettent l’accent sur l’influence des paramètres équivalents utilisés pour 
caractériser les continua et de ent des termes d’échange permettant le 
couplage de ces continua. Leur but est de comparer qualitativement les solutions calculées à 
aide du modèle double-continuum et du modèle discret en fonction des paramètres de 
étrie du milieu poreux fracturé 
 
a méthode d’auto-validation du modèle de transport implémenté repose sur une comparaison 
es résultats simulés avec le modèle double continuum et le modèle discret. Or, comme 
ns le chapitre VI, la représentation numérique d’un milieu fracturé par une 
mé t 
dan
seau de fractures à représenter est relativement dense. 
ans un souci de compromis entre les deux approches, et afin de faciliter la discrétisation 
spatiale de  modèle de milieu fracturé s’est porté sur un réseau de 
ractures o étrie régulière. 
fractures 
L
c
 
On propose d’effectuer une « auto-validation » d
d
ier ayant déjà été validé auparavant à l’aide de solutions analytiques ou 
e benchmark. On considèrera, dans ce chapitre, la solution calculée
ret comme étant ution de ré
dvection-disper  au sein de 
éthode d  particules que celle présentée dans 
 
L
s méthodes de traitem
l’
transport utilisés et de la méthode de traitement des échanges appliquée. 
 
Afin de simplifier le modèle, le milieu poreux fracturé est représenté par une matrice poreuse  
traversée par un réseau régulier de fractures.  
 
 
X.2 - Présentation de la géom
 
X.2.1 - Un réseau régulier de fractures 
L
d
expliqué da
thode discrète devient difficile, voire impossible, lorsque le réseau de fractures présen
s le milieu est dense et complexe. Une approche de type continuum, au contraire, prend 
tout son sens lorsque le ré
 
D
s fractures, le choix du
rganisé suivant une géomf
 
De plus, l’utilisation d’un réseau régulier de fractures permet aussi de s’affranchir de la 
contrainte d’identification des volumes élémentaires de référence. Cette particularité 
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s’explique par le fait que, dans ce cas, au-delà d’un volume d’échantillonnage, choisi 
suffisamment grand, la distribution volumique des fractures reste la même. 
 
X.2.2 - Configuration initialement envisagée : un réseau régulier cartésien 
 
On a consi constitué d’un empilement de cubes de 
atrice poreuse régulièrement espacés et de perméabilité KM=10-4m.s-1. Les cubes ont des 
oler chacun de ces phénomènes afin de mieux les 
aractériser (Figure X-1).  
 
 
 
Figure X-1 : de fractures 
 
Un balaya e advec é à t ne à  gradien arge ∆H 
constan  deu ées de étrie. On i se sur les faces des 
conditions de flux nuls. Au temps t=0s articules son jectées dans le domaine, à 
l’intérie  vol représen  rectangle ro e sur la Figure X-2).  
 
Les pr résu port par s calculés  la méthode discrète, pour 
différen eurs aient la propension des particules à s’engouffrer dans les 
fracture lèles nt advectif lorsque 10.KM F. Les part malgré la 
résence de dispersion 10-8m2s-1 et =10-6m2s-1), ont tendance à suivre la direction 
éfinie par le gradient de charge et à quitter rapidement le domaine sans interagir 
avec la ma
déré, dans un premier temps, un domaine 
m
côtés de 4m et sont espacés entre eux d’une longueur de 1m. L’espace inter-cube définit un 
réseau de fractures à ouverture constante et de perméabilité KF=10-3m.s-1. Les cubes de 
matrice poreuse sont orientés suivant les axes du repère cartésien. Cette géométrie simplifiée 
et régulière du réseau devait permettre d’étudier plus aisément les phénomènes d’advection et 
de diffusion/dispersion, l’objectif étant d’is
c
Y 
X 
Z 
Q=0 
Schéma d’un milieu fracturé comprenant un réseau régulier cartésien 
g tif est impos ravers le domai  l’aide d’un t de ch
t entre x faces oppos la géom
, des p
mpo
t in
autres 
ur d’un ume délimité ( té par le ug
emiers ltats de trans ticulaire par
 de KF, montr
 au mouveme
tes val
s paral ≤ K icules, 
( MmeD =
F
meDp
privilégiée d
trice poreuse. 
 
Ce phénomène est d’autant plus marqué par le fait que les ouvertures des fractures ne sont pas 
négligeables par rapport à la taille des blocs de matrice. Cette taille d’ouverture favorise la 
formation de canaux de circulation préférentielle pour les particules. Cependant, utiliser des 
ouvertures beaucoup plus fines, augmenterait de manière importante le nombre de mailles 
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nécessaires pour discrétiser le milieu fracturé. On se heurterait rapidement à une limite 
d’ordre numérique. 
 
 
Figure X-2 : Schéma des vitesses d’écoulement selon une coupe transversale à l’axe Z 
 
Cette configuration du réseau de fractures n’a donc pas été retenue et le choix d’une nouvelle 
configuration s’est porté sur un réseau non cartésien.  
 
X.2.3 - Géométrie et configuration retenue : un réseau régulier non-cartésien 
 
Afin d’éviter des trajectoires de particules trop privilégiées, un nouvel agencement du réseau 
de fractures a été considéré. Le réseau utilisé reste régulier mais il n’est plus orienté suivant 
les axes orthogonaux du repère cartésien. Le domaine utilisé est en fait constitué par un 
assemblage de cubes de matrice poreuse de 4m de côté et orientés à 45° par rapport aux axes 
X et Y du repère cartésien. La distance constante entre chaque cube est de 0,5m. Cette 
distance représente l’ouverture des fractures du réseau. On obtient alors, comme illustré sur 
Figure X-3, un réseau de fractures orientées d’un angle de 45° par rapport aux axes X et Y. 
 
L
a
continuum. Dans l’approche continuu e et la phase Fracture sont toutes les 
eux représentées par le même maillage. 
bre de nœuds 
X 
Y 
e Tableau X.1 indique les paramètres numériques (nombre de mailles et de nœuds) utilisés 
fin de représenter le milieu poreux suivant une approche discrète et une approche double-
m, la phase Matric
d
 
Tableau X.1 : Propriétés du maillage tétraédrique 
 Nombre de mailles Nom
Cas discret 1352865 219385 
Cas continuum 219868 41459 
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Le volume d’échantillonnage utilisé pour déterminer les paramètres équivalents de chaque 
continuum correspond à un pavé droit de dimension 10m x 10m x 4m. La fraction volumique 
φF associée aux fractures à l’intérieur du volume échantillon est égale à 0,64. La fraction 
volumique φF sur l’ensemble du domaine est aussi de 0,64. Le choix de cette taille est motivé 
par le fait qu’elle contienne 4 cellules périodiques et a la même fraction volumique que le 
domaine total. 
 
 
Figure X-3 : Schéma d’agencement des ans le milieu poreux fracturé 
 
La perméabil e sont fixées 
dient de charge constant ∆H = 1m est imposé suivant la direction Y afin de générer un 
alayage advectif régional dans le domaine. Des particules sont injectées à t=0s, dans une 
Figure X-3) de dimension 5,66m x 0,5m x 0,5m, située à une 
dis n faisant 
ar
’influence du type de traitement des termes d’échange fait également l’objet d’une série de 
tests. 
X 
Y 
Volume 
d’échantillonnage
fractures d
ité KM et la diffusion moléculaire effective MD  de la matrice poreusme
respectivement à 10-4m.s-1 et 10-8 m2.s-1, dans tout ce chapitre, tandis la perméabilité KF et la 
diffusion moléculaire effective FmeD  des fractures sont des paramètres que l’on fera varier au 
gré des tests. A titre d’exemple, la Figure X-4 représente la composante Kyy du tenseur de 
perméabilité équivalent homogénéisé du continuum Fracture. Il est déterminé à partir de la 
méthode décrite dans le chapitre VII avec KF=10-3m.s-1. Le résultat est le même pour la 
composante Kxx car localement le domaine est isotrope dans le plan xy. L’implémentation du 
code ne prend par encore en compte les termes extradiagonaux du tenseur de perméabilité. 
 
n graU
b
zone (rectangle rouge de la 
tance de 3,18m du bord Y=0m du domaine. On va considérer différents scénarii, e
ier les paramètres du réseau de fractures: la perméabilité et la diffusion effective. v
L
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Figure X-4 :  Kyy du éabi nte homo isée dans le 
continuum Fracture 
 
X.3 - Test de « pseudo-hétérogénéité » 
dant, la prise en compte d’un réseau artificiel de 
actures permet d’appliquer le modèle de calcul des paramètres équivalents ainsi que le 
es paramètres hydrogéologiques définis dans ce test sont identiques pour le réseau de 
 Composante  tenseur de perm lité équivale géné
 
X.3.1 - Objectif du test 
 
Le premier test consiste à vérifier la cohérence du modèle double continuum par rapport au 
modèle discret à travers une comparaison dite de « pseudo-hétérogénéité ». A cet effet, on 
considère un milieu poreux traversé par un réseau cartésien de fractures tel que défini dans la 
section X.2.3, dans lequel les fractures ont les mêmes propriétés hydrogéologiques 
(perméabilité, porosité, diffusion moléculaire, etc.) que la matrice poreuse. La roche ainsi 
représentée est, en fait, homogène. Cepen
fr
modèle de transport double continuum. 
 
X.3.2 - Présentation des conditions de test 
 
L
fractures et pour la matrice poreuse. Ces paramètres sont résumés dans le Tableau X.2. 
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Tableau X.2: Test de pseudo-hétérogénéité: paramètres de transport de la matrice poreuse et 
 Perméabilité [m.s-1] 
Diffusion 
[m2.s-1] 
Porosité 
[-] 
des fractures 
Matrice poreuse 10-4 10-8 0,15 
Réseau de fractures 10-4 10-8 0,15 
 
 
Les paramètres de simulation utilisés sont indiqués dans le Tableau X.3. Le traitement des 
échanges de particules est de nature stochastique.  
 
Tableau X.3: Test de pseudo-hétérogénéité: paramètres de simulation 
Type de terme 
d’échange 
Durée de 
simulation [s] 
Pas de temps 
∆tSYNC [s] 
Nb particules 
[-] 
stochastique 50000 10s 50000 
 
 
X.3.3 - Résultat et Conclusion 
 
Les positions, suivant l’axe Y, du centre de masse du panache de particules au cours du temps 
pour le modèle discret et le modèle double-continuum sont présentées sur la Figure X-5. 
L’écart relatif des positions du centre de masse est inférieur à 4%. Cette écart relatif semble 
quasiment constant au cours du temps. Compte tenu de la nature stochastique des méthodes 
utilisées, un écart relatif de cette faible ampleur nous permet de conclure à une bonne 
cohérence entre les deux méthodes. 
Ce premier test nous permet aussi de recaler le modèle double-continuum par rapport au 
modèle discret pour les tests suivants. 
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Figure X-5 : Comparaison de l’évolution au cours du temps du centre de masse  du panache de 
particules entre les méthodes double-continuum et discrète sur un test de pseudo-hétérogénéité 
 
 
X.4 - Effet du rapport des perméabilités KF/KM sur le transport double-
milieu 
 
 
X.4.1 - Objectif du test 
 
On cherche à observer, dans cette partie, l’influence du rapport R des perméabilités KM et KF 
(R=KF/KM) sur le modèle double continuum proposé. Nous utiliserons ici l’algorithme 
stochastique d’échange de particules. On donnera une estimation des premières limites de 
alidité de notre modèle concernant ce rapport de perméabilités. On comparera ainsi les 
sol e-
con
 
v
utions du problème présenté en X.2.3 et déterminées par les méthodes discrète et doubl
tinuum pour différentes valeurs de R. 
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X.4.2 - Présentation des conditions du test 
 
Pour chaque modèle de transport (discret ou double-continuum), on compare les résultats 
btenus avec quatre configurations différentes. Ces configurations sont détaillées dans le 
ableau X.4. La porosité est maintenue constante dans les quatre cas. On fait varier le rapport 
R en imposant des perméabilités différentes dans les fractures. La diffusion moléculaire Dme 
varie aussi avec la configuration proposée. 
 
Tableau X.4: Influence du rapport KF/KM : paramètres de transport des fractures 
 Perméabilité KF [m.s-1] 
Diffusion Dme
[m2.s-1] 
Porosité 
[-] 
o
T
Cas 1 10-4 10-8 0.15 
Cas 2 5.10-4 10-8 0.15 
Cas 3 10-3 10-6 0.15 
Cas 4 5.10-3 10-5 0.15 
 
 
De la même manière, chacun des quatre cas possède son propre jeu de paramètres de 
simulation, présentés dans le Tableau X.5. 
 
Tableau X.5: Influence du rapport KF/KM : paramètres de simulation 
 Type de terme d’échange 
Durée de 
simulation [s] 
Pas de temps 
∆tSYNC [s] 
Nb particules 
[-] 
Cas 1 Stochastique 20000 10 50000 
Cas 2 Stochastique 20000 5 50000 
Cas 3 Stochastique 15000 4 50000 
Cas 4 Stochastique 5000 0,5 50000 
 
a Figure X-10 est une illustration des solutions calculées, pour les cas 1 et 3, avec les 
approches discrète et double-continuum au temps t=10000s. Pour le cas où R=10, dans 
l’approche discrète, on constate une répartition hétérogène des particules dans le domaine. On 
perçoit d’ailleurs la géométrie du réseau de fractures parcouru. On note aussi une 
accumulation des particules dans les zones à plus basses perméabilités (et donc à basses 
vitesses) que sont les portions de matrice poreuse. La distribution spatiale du panache de 
articules dans l’approche double-continuum est plus régulière. Les particules représentées en 
 
X.4.3 - Résultat et Conclusion 
 
L
a
p
rouge se trouvent dans le continuum Fracture tandis que les particules en vert sont situées 
dans le continuum Matrice. Les positions globales des nuages de particules dans le domaine 
sont semblables pour les deux modèles. 
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Figure X-6 sitions de particules pour des rapports de perméabilité R=1 (à 
gauche) et R=10 (à droite) par les méthodes discrète (en haut) et double-continuum (en bas), à 
re configurations en fonction du temps. Les résultats présentés tiennent compte 
u calage effectué à partir du test de "pseudo-hétérogénéité".  
très 
roches (avec un écart relatif stabilisé en dessous de 2%). Pour R=10, l’écart relatif atteint 5% 
mais reste très acceptable (Figure X-8). En revanche, lorsque le rapport de perméabilités entre 
les continua augmente d’avantage, les solutions déterminées avec les deux différentes 
approches sont très éloignées avec un écart relatif important.  
 
Discret 
2-Continuum 
t=10000s 
R=1 
t=10000s 
R=10 
t=10000s 
R=1 
t=10000s 
R=10 
 : Comparaison des po
l’instant t=10000s. 
 
 
La Figure X-7 compare les évolutions des positions (suivant la direction Y) des centres de 
masse des quat
d
 
Lorsque R ≤ 5, les résultats obtenus avec les méthodes discrète et double-continuum sont 
p
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Figure X-7 : Influence du rapport des perméabilités KF/KM sur la validité du modèle double-
continuum par rapport au modèle discret 
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Figure X-8 : Influence du rapport KF/KM : courbes d’écarts relatives 
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L’explication de uble-continuum 
is en place est de type mobile-m s 
ans chaque continuum. Lorsque le rapport R est important, les vitesses d’écoulement dans le 
ontinuum Matrice deviennent négligeables devant les vitesses du continuum Fracture, 
obile-immobile. Ce test montre l’inadéquation du modèle 
mo  contrastes de vitesses élevés entre les continua. 
e sager une optimisation de la méthode de calcul des perméabilités 
X.5 - Influence de la méthode de traitement des termes d’échange 
odes déterministe et stochastique de traitement des 
changes de particules entre les continua Matrice et Fracture s’appuie sur des simulations 
l’évolution de l’écart se trouve dans le fait que le modèle do
obile, i.e. des champs de vitesses non nulles sont considérém
d
c
tendant vers un concept de type m
bile-mobile pour des
 plus, on peut enviD
équivalentes présentée dans le chapitre VII qui permettrait de travailler avec un rapport R plus 
élevé. 
 
 
 
X.5.1 - Objectif du test 
 
Les méthodes de traitement des échanges de particules entre les milieux Matrice et Fractures 
sont propres aux approches double-continuum. Il s’agit ici de comparer les méthodes 
déterministe et stochastique d’échanges de particules présentées dans le chapitre IX sur des 
simulations en double-continuum. La solution discrète considérée comme solution de 
référence ne sera pas présentée dans ce test. 
 
X.5.2 - Présentation des conditions du test 
 
La comparaison entre les deux méth
é
effectuées avec un rapport de perméabilité KF/KM égal à 10. Les paramètres d’écoulement et 
de transport associés à la matrice poreuse et aux fractures sont rappelés dans le Tableau X.6. 
Les paramètres de simulation utilisés sont indiqués dans le Tableau X.7.  
 
Tableau X.6 : Influence du traitement des échanges de particules: paramètres de transport de la 
matrice poreuse et des fractures 
 Perméabilité [m.s-1] 
Diffusion 
[m2.s-1] 
Porosité 
[-] 
Matrice poreuse 10-4 10-8 0,15 
Réseau de fractures 10-3 10-6 0,15 
 
 
Tableau X.7 : Influence du traitement des échanges de particules : paramètres de simulation 
Type de terme 
d’échange 
Durée de 
simulation [s] 
Pas de temps 
∆tSYNC [s] 
Nb particules 
[-] 
stochastique 18000 4s 50000 
déterministe 18000 4s 50000 
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X.5.3 - Résultat et Conclusion 
 
La Figure X-9 représente des clichés des positions des particules dans le domaine à t=5000s, 
t=10000s et t=15000s, selon les méthodes de traitement des échanges inter-continuum 
stochastique et déterministe. On constate une expansion longitudinale du panache de 
particules plus important dans le cas déterministe. Ce phénomène s’explique par la sous-
estimation des termes d’échange pour ce modèle, évoquée lors de la présentation de la 
méthode déterministe dans le chapitre IX.  
 
En effet, dans ce cas de figure, les changements de particules entre continuum (Matrice ou 
u 
ontinuum Fracture (où les vitesses sont plus élevées) en tête de panache.  
Fracture) sont moins favorisées. A paramètres égaux, une particule appartenant au continuum 
Matrice aura moins de chance de transiter vers le continuum Fracture avec la méthode 
déterministe qu’avec la méthode stochastique. Le raisonnement est le même pour une 
particule identifiée dans le continuum Fracture. 
 
Dans la méthode déterministe, on doit donc retrouver, dans un premier temps, un pourcentage 
plus élevé de particules appartenant au continuum Matrice (siège de vitesses moins élevées) 
en queue de panache et par conséquent une plus forte densité de particules appartenant a
c
On rappelle la relation (9.6) de la méthode déterministe : 
 
FFMM
P
TS NWNW
m
V −=⋅Γ  
 
qui établit le taux de particules échangé 
P
TS
m
V⋅Γ
 comme une différence locale pondérée du 
nombre de particules entre les continua. La tendance s’inversera donc au cours du temps 
lorsque la différence locale de densité de particules entre les continua sera suffisante pour 
voriser les transitions des particules. En queue de panache, une quantité plus importante de 
sité de particules autour d’elles.  
fa
particules passeront du continuum Matrice vers le continuum Fracture. Le phénomène est 
inversé en tête de panache. On aura, de ce fait, au cours du temps, des oscillations spatiales du 
panache de particules. 
 
On observe pour la méthode stochastique une évolution plus régulière du nuage de particules. 
Dans ce modèle, les particules sont indépendantes les unes des autres. En ce sens, leurs 
transitions d’une phase à l’autre ne dépendent pas de la den
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Figure X-9 : Evolution dans le temps de panaches de particules dont les échanges entre les 
continua sont déterminés de façon stochastique (à gauche) ou déterministe (à droite) 
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La Figure X-10 compare l’évolution des centres de masse des panaches de particules pour les 
deux méthodes. On peut y observer les oscillations du "centre de masse déterministe" autour 
u "centre de masse stochastique". d
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Figure X-10 : Comparaison des méthodes de traitement des termes d’échange 
 
La solution obtenue par la méthode déterministe tend à diverger de la solution obtenue avec la 
méthode stochastique sur des durées de simulations plus longues. La méthode stochastique 
permet de calculer une évolution plus régulière du déplacement du nuage de particules. 
 
X.6 - Conclusions et perspectives 
 
X.6.1 - Conclusions 
 
Il s’agissait avant tout de présenter, dans ce chapitre, des observations qualitatives sur le 
comportement du modèle double-continuum à travers des tests sur une géométrie régulière. 
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Les tests sont effectués sur un réseau régulier de fractures orientés à 45° par rapport aux axes 
X et Y du repère cartésien.  
 
On a vérifié, dans une première étape, la cohérence entre les approches discrète et double-
continuum en milieux poreux homogènes (ou pseudo-hétérogènes) afin de recaler si 
nécessaire le modèle double-continuum. Ce test montre que les solutions calculées avec les 
deux approches sont très proches. 
 
On a aussi déterminé l’influence du rapport R des perméabilités (et donc des vitesses) entre 
les continua. Les résultats montrent une bonne concordance entre les deux approches jusqu’à 
R<50. Notre modèle double-continuum est de type mobile-mobile. Or, l’utilisation d’un 
rapport R élevé (KF/KM ≥50) ferait tendre le cas étudié vers un modèle de type mobile-
immobile dans lequel le continua Matrice est considéré comme immobile par rapport au 
continuum Fracture car la différence de vitesses devient importante. Dans de cas, le modèle 
mobile-mobile n’est plus valable. L’implémentation d’un modèle de type mobile-immobile 
est à envisager pour traiter le cas où R≥50.  
 
Une comparaison entre les méthodes de traitements déterministe et stochastique des échanges 
de particules est effectuée. Les résultats montrent que, si en moyenne, les résultats sont 
proches, la méthode stochastique permet d’obtenir des résultats plus lisses que la méthode 
déterministe. La solution calculée par la méthode déterministe est soumise à des oscillations 
et tend à diverger lorsque la durée de simulation augmente. La méthode déterministe 
implémentée souffre de son extrême localité en espace car la méthode de projection utilisée, 
pour ce test, correspond à la plus fine résolution (maille tétraédrique). Pour appliquer la 
méthode déterministe correctement il faudrait utiliser les filtres définis dans le chapitre V 
dans lesquels les fenêtres de filtrage sont plus étendues. Cette méthode n’a pas été appliquée 
en raison des temps de calcul très longs des opérations de filtrage. 
 
 
X.6.2 - Perspectives 
 
Une première perspective au travail déjà réalisé consisterait à trouver un test permettant de 
comparer de façon plus efficace les deux méthodes de traitement (déterministe et 
stochastique) des termes d’échange. On peut aussi s’interroger sur le fait que l’équilibre de 
concentration entre les deux continua peut être atteint trop rapidement avec la méthode
stochastique ? 
 
L’amélioration de la m
aussi ê . 
 
éthode de détermination des paramètres équivalents homogénéisés peut 
tre un facteur pour l’augmenter le rapport des perméabilités utilisé dans les calculs
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XI - Synthèse erspectives 
 
e travail présenté dans ce rapport correspond au développement d’un modèle 3D 
approche 
développe
étape a é
l’équation de Richards obtenue à partir de la loi de Darcy et de l’équation de conservation. Le 
odèle est discrétisé sur une grille eulérienne constituée de tétraèdres irréguliers et résolu 
schéma d nt sur 
es routines de la BIbliothèque Eléments Finis (BIEF), bibliothèque commune du système 
Le modè  été validé à l’aide de 
olutions analytiques ainsi que de benchmarks sur des exercices internationaux tels que le cas 
 
Une méthode de suivi de particules a ensuite été développée pour modéliser le phénomène de 
transport d’un traceur passif. Elle utilise une approche de marche aléatoire ou Random-Walk. 
dispersio
Elle repo
mouvem
par natur cules tracées ne disparaissent pas de façon arbitraire. Un 
utre avantage majeur est l’absence d’effets de diffusions numériques inhérents aux méthodes 
éléments finis classiques. La méthode offre aussi l’avantage indéniable de s’affranchir de 
utilisation d’un solveur numérique de système matriciel linéaire, puisque la modélisation du 
uages de particules 
ont la densité massique est solution de l’équation d’advection-dispersion. 
des choix es particules 
ans le modèle ainsi que le traitement des paramètres de transport (vitesse de pore, tenseur de 
une appr
paramètr
est const t non structuré et composé de tétraèdres irréguliers. 
e suivi des particules est rendu difficile par l’utilisation de ce type de maillage car le 
déplacement des particules est calculé à partir de paramètres de transport définis et constants 
, Conclusions et P
 
 
 
XI.1 - Synthèse 
L
d’écoulement et de transport en milieu poreux hétérogènes à forts contrastes avec une 
directe haute résolution, puis une approche de type double-continuum. Les 
ments numériques sont implémentés dans le code ESTEL3D. 
 
 
XI.1.1 - Synthèse sur l’approche discrète 
 
La première étape du travail consistait à mettre en place un modèle d’écoulement en 3D. Cette 
té effectuée lors d’une précédente étude. L’équation en jeu dans cette partie est 
m
selon une méthode résolution de type éléments finis. Le schéma numérique utilisé est le 
e Picard. La construction et l’implémentation du schéma numérique s’appuie
d
TELEMAC dont fait partie le code ESTEL3D. 
le hydraulique (distribution de charges et champ de vitesse) a
s
HYDROCOIN I et le test REGIME II. 
La méthode de suivi de particules est équivalente à la résolution de l’équation d’advection-
n, sous l’hypothèse de déplacements de particules suivant un processus de Markov. 
se sur la discrétisation de la masse de soluté en paquets de particules dont le 
ent représente l’évolution du panache de polluant. La méthode de Random-Walk est 
e conservative car les parti
a
de résolution directe de l’équation d’advection-dispersion basées sur des méthodes aux 
l’
phénomène de transport consiste, dans ce cas, à suivre le mouvement de n
d
Si la méthode de suivi de particules peut paraître simple de prime abord, il reste néanmoins 
 importants à définir concernant l’implémentation du déplacement d
d
dispersion et porosité des matériaux). En effet, la méthode de traçage de particules repose sur 
oche lagrangienne indépendante du maillage. Mais elle est aussi restreinte par les 
es de transport définis sur le maillage sur lequel le modèle hydraulique sous-jacent 
ruit. Dans notre cas, le maillage es
L
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sur chaque tétraèdre du maillage. Ces paramètres peuvent varier d’une maille à la suivante. 
lisons donc le schéma « Stop-and-Go » pour décrire le déplacement d’une particule. 
te à arrêter la particul
Nous uti
Il consis e avant qu’elle ne quitte la cellule dans laquelle elle se trouve 
our réactualiser le jeu de paramètres de transport afin d’évaluer son déplacement dans la 
la particu
pour atte ps particulaire, correspondant au temps 
is par une particule pour traverser entièrement un élément, est asynchrone et indépendant 
est alors
coordonn
trajectoir inter-mailles. 
porosité aissent au niveau des interfaces entre les différents matériaux. Ces 
iscontinuités rendent l’algorithme de traçage de particules mathématiquement incorrecte au 
porosité. de moyenne sur les 
léments proches, est appliquée comme alternative aux méthodes classiques de réflexion 
(Spiller, 
 
ne étape de post-traitement des résultats est nécessaire afin d’obtenir des concentrations de 
de tradui ’aide de 
éthodes de projections/interpolations appelées filtres. Différentes méthodes de filtrage 
convolut
d’approx anmoins générées lors des processus de projections et de 
gularisation. Ces erreurs dépendent du nombre de particules simulées, de leur distribution et 
choix du type de filtre à utiliser reste fonction du cas et de la géométrie à étudier. 
homogèn ats des simulations ont été comparés à des 
olutions analytiques lorsqu’elles sont disponibles ou à des simulations provenant d’autres 
isolés d’a
ont auss es simulations ont donné des résultats 
atisfaisants, très proches de leur élément de comparaison. 
 
poreux f
modèle 
bonne d  ce cas, un nouveau modèle reposant sur le 
présenté a été mis en place. Ce modèle propose une approche 
p
cellule suivante. Un tel processus nécessite le calcul du point d’intersection de la trajectoire de 
le avec les faces des tétraèdres ainsi que la durée effective nécessaire à la particule 
indre ce point. Il en résulte que le pas de tem
m
d’une particule à l’autre. Une durée de synchronisation ∆tSYNC commune à toutes les particules 
 introduite afin d’ajuster les pas de temps asynchrones particulaires. Un repère de 
ées locales est aussi utilisé pour simplifier la détection des points d’intersection 
es de particule/surface 
 
Dans le cas de milieux hétérogènes, des discontinuités des champs de dispersion et/ou de 
appar
d
voisinage de ces interfaces en raison de la présence de termes de gradient de dispersion et de 
 Une méthode de lissage itérative de ces discontinuités, par prise 
é
(Ackerer, 1985; Uffink, 1985; Semra et al., 1993; Labolle et al. 1996) et d’interpolation 
2002) qui se révèlent peu adaptées à des géométries tridimensionnelles complexes.  
U
traceurs à partir des positions des particules et rendre exploitables les résultats. L’objectif est 
re la densité de présence des particules sous forme de concentrations à l
m
spatial (méthode de comptage sur fenêtres spatialement fixes ou mobiles) et temporel (filtrage 
if gaussien sur le paramètre temps) ont été détaillées dans ce rapport. Des erreurs 
imation sont né
ré
du type et de la taille des filtres utilisés. Il n’y a pas de modèle a priori absolu de filtre. Le 
 
Des tests de validation du modèle particulaire ont été effectués aussi bien en milieux 
es qu’en milieux hétérogènes. Les résult
s
codes dans le cas de benchmark. Les différents tests ont mis en avant l’étude des phénomènes 
dvection, puis de diffusion. Les phénomènes d’advection et de dispersion combinés 
i été étudiés sur des cas plus complexes. L
s
 
XI.1.2 - Synthèse sur l’approche double-continuum 
 
Lorsque le milieu est très fortement hétérogène en espace comme dans le cas des milieux 
issurés qui présentent un réseau dense d’interfaces de discontinuité, l’utilisation du 
discret peut être limitée par le nombre très important de mailles nécessaires à la 
iscrétisation de la géométrie. Pour traiter
modèle de suivi de particules 
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double-continuum du transport particulaire. Le domaine physique, très fortement hétérogène, 
s décomposé en deux sous-domaines homogènes (ou continûment hétérogènes) 
és: la matrice poreuse e
est alor
superpos t le réseau de fractures. Chaque continuum (matrice ou 
acture) possède son propre système d’équations hydrauliques et de transport, couplé par un 
 
rmination des paramètres équivalents homogénéisés ainsi que la définition et 
nouveau
 
n a ainsi mis en place des méthodes de calculs de paramètres équivalents permettant de 
perméab s à chaque continuum. Les coefficients d’échange 
orrespondent aux taux d’échange de masse de fluide ou de masse de soluté entre la matrice 
milieux.  de régularisation 
ondérée s’appuyant sur la définition d’une distance généralisée. Cette nouvelle distance 
fracture. 
modèle de superposition de flux de fluide et de soluté à travers le volume d’homogénéisation, 
n s’inspirant du travail de Cañamon (2006). Cette méthode tient compte de la perméabilité 
réseau d rcolation du réseau n’est pas 
écessaire. La méthode de superposition considère, d’abord, uniquement l’influence d’une 
composé
ensuite l’influence de chacune des fractures traversant le volume pour déterminer la 
erméabilité équivalente associée à ce volume. La détermination de ces paramètres 
continuu
 
ne formulation des systèmes d’équations pour modéliser les écoulements et le transport en 
équation s est 
ffectuée de manière indépendante dans chaque continuum à l’aide de la méthode Eléments 
présentée es équations régissant le continuum 
oisin à l’aide de termes d’échange représentant le transfert de masse de fluide et de soluté. A 
leurs rep
littérature tout en intégrant nos propres modifications.  
d’approc rministe et évalue le terme 
’échange directement à partir de la différence de concentrations définies pour chaque 
rticules 
ar unité de volume. L’échange de masse de soluté est alors caractérisé par la différence entre 
fr
terme d’échange témoin de son interaction avec l’autre continuum.  
La déte
l’implémentation des termes d’échange entre les deux milieux constituent le cœur du 
 modèle.  
O
déterminer, les coefficients d’échange homogénéisés entre les deux continua et les tenseurs de 
ilité et de diffusion associé
c
poreuse et les fractures. Ce taux dépend de la surface effective de contact entre les deux 
Ces coefficients d’échange ont été obtenus par une méthode
p
proposée caractérise la position d’un point de l’espace en fonction du centroïde d’une 
 
 
Les tenseurs de perméabilité et les tenseurs de diffusion ont, ensuite, été calculés à l’aide d’un 
e
du milieu Matrice pour déterminer celle du milieu Fracture. La configuration géométrique du 
e fractures est prise en compte et la condition de pe
n
fracture. On calcule la perméabilité et la diffusion associées à un volume de référence 
 d’un bloc de matrice poreuse traversée par une simple fracture. On superpose 
p
équivalents constitue une étape préalable et nécessaire à l’application du modèle double-
m d’écoulement et de transport. 
U
double-continuum a été proposée. Dans ce modèle, chaque continuum est régi par une 
 d’écoulement et une équation de transport. La résolution de ces équation
e
Finis (schéma de Picard) et de la méthode de suivi asynchrone des particules, précédemment 
s. Ces équations sont ensuite couplées avec l
v
ce stade, l’accent a été mis sur la définition des termes d’échange en transport ainsi que sur 
résentations physiques. Les expressions que nous avons proposées s’appuient sur la 
 
Deux méthodes ont été proposées pour traiter les termes d’échange de transport sous forme 
he particulaire. La première méthode est de type déte
d
continuum. Les concentrations sont traduites et projetées sous forme de nombre de pa
p
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les nombres de particules comptabilisées dans chaque continuum. La qualité et la précision 
tats sont ainsi fortement liées à la méthode de projection utilisée.  des résul
 
a seconde méthode proposée fait appel à une approche probabiliste pour représenter le 
transition
associés à chaque continuum. Les transitions de phase d’une particule sont définies à partir 
’une technique dite de rejet. Les particules sont ici traitées indépendamment les unes des 
 
Des tests sur un réseau régulier de fractures ont été effectués pour valider le modèle double 
ontinuum. Il s’agit avant tout de présenter des observations qualitatives sur le comportement 
validée d e auxquelles 
ont comparées les solutions calculées avec l’approche double-continuum. Les tests réalisés 
les vitess
 
XI.2
des écou
plémentées dans la chaîne de calculs sont illustrées sur le schéma en Figure XI-1. 
numériquement des réseaux de fractures statistiquement équivalents au réseau de fractures 
de fractu
équivalen
éthode  fracturés. Il permet de 
Matrice 
caractéri
ée ent et de transport en milieux souterrains 
Le code E  
particules
asynchron tenseurs de dispersion et lissage des hétérogénéités du milieu, etc.). Les 
chniques de traitement des échanges de particules y sont aussi implémentées. Le code 
 
L
phénomène d’échange de soluté entre les continua. On détermine des probabilités de 
 d’une particule d’un milieu à l’autre en fonction des paramètres hydrogéologiques 
d
autres et possèdent leurs propres probabilités de transition. 
c
du modèle double-continuum. Les résultats obtenus avec l’approche discrète, développée et 
ans la première partie du travail, constituent les solutions de référenc
s
montrent une bonne cohérence générale entre les deux approches même si les disparités entre 
es dans les continua constituent une limite au modèle double-continuum. 
 
 - Implémentations et Conclusion 
 
Le travail effectué lors de la thèse a permis de mettre en place une chaîne complète de calculs 
lements et du transport en milieux poreux fracturés. Les différentes étapes 
im
 
Sur ce schéma, le générateur de fractures correspond à un programme permettant de créer 
existant dans une roche naturelle dont on connaît les principales caractéristiques (densité, 
orientations et tailles de fractures). L’agencement spatial et la géométrie du réseau équivalent 
res constituent les données d’entrée à la méthode de calcul des paramètres 
ts homogénéisés. 
 
Le programme dit « Homogénéisation » regroupe les développements réalisés à partir des 
s de détermination de paramètres équivalents issus des milieuxm
calculer les coefficients d’échange hydraulique et de transport entre les deux continua ainsi 
que les tenseurs de perméabilité et de diffusion. Les fractions volumiques des continua 
et Fracture et les surfaces effectives d’échange y sont également déterminés. Ces 
stiques du milieu fracturé et paramètres homogénéisés correspondent à des données 
dans le code de calcul d’écoulemd’entr
ESTEL3D. 
 
STEL3D intègre les modèles hydrauliques discret et double-continuum, basés sur
une résolution de type Eléments Finis, ainsi que les modèles de transport discret et double-
continuum. Les modèles de transport reposent sur la méthode de suivi asynchrone de 
 (schéma de déplacements des particules, détermination des pas de temps 
es, calcul 
te
ESTEL3D regroupe la majorité des travaux de développement réalisés au cours de la thèse. 
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Les modules de post-traitement permettent d’obtenir des résultats sous forme de concentration 
développ
 
 
Fi x poreux fracturés 
 
 ce stad es avec cette chaîne de calculs 
solutio ouble-continuum. Des efforts supplémentaires concernant le calcul des 
à partir des positions de particules. Les modèles de filtres particules/concentrations 
és dans le chapitre IV sont implémentés dans ces modules. 
Milieu fracturé naturel 
(densité, orientations, tailles, …) 
 
 
gure XI-1 : Organisation de la chaîne de calcul pour des milieu
 
 
e, les résultats obtenus à l’aide des simulations réaliséA
sont satisfaisants. La méthode de traçage de particules développée pour résoudre les 
problèmes de transport en milieux poreux est applicable pour des approches directe haute 
n et dré
paramètres hydrogéologiques équivalents homogénéisés et le traitement des termes 
d’échanges sont toutefois nécessaires dans l’approche double-continuum.  
Homogénéisation 
ESTEL3D 
Générateur de fractures
Fichier de fractures 
 
- fractures planes (disques) 
- tailles / rayons 
- épaisseurs 
- orientation
Fichier de paramètres 
- tenseur de perméabilité 
- tenseur de diffusion 
- coefficients d’échange hydro e
 
t transport 
- surface spécifique d’échange 
- fraction volumique 
Fichier de résultats 
- champ de vitesses 
- positions de particules/concentration 
- … 
Post-traitement 
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Des améliorations restent à prévoir au niveau du modèle double-continuum où le facteur 
L’implém
continuu
équivalen  voie d’amélioration possible. 
 
XI.3 - Perspectives et pistes de recherche à venir 
es résultats obtenus et décrits remplissent les objectifs définis au cours de cette thèse, soit la 
poreu  f isés sur des cas à géométries 
 
exhaustiv
es filtre quantitatifs d’utilisation adaptée aux cas testés. 
de la m
coefficie
ettre d’augmenter les rapports des perméabilités valables pour le modèle actuel. La 
éthode de calcul des paramètres homogénéisés empruntée à Cañamon (2006) a le mérite de 
souffre p
haque v amon). 
phénomè
plex ction des fractures 
poreuse é
 
e modèle présenté dans cette thèse concerne l’étude de phénomènes d’écoulement et de 
 été ég odèle de suivi de 
 
limitant, constitué par la différence de vitesse entre les continua, est assez rapidement atteint. 
entation d’un modèle de type mobile-immobile pour traiter les échanges entre 
m est à envisager pour traiter ce cas. L’optimisation du calcul des paramètres 
ts homogénéisés constitue aussi une
 
 
 
 
L
proposition et l’implémentation d’un modèle d’écoulement et de transport adapté aux milieux 
racturés. Les tests en transport présentés sont réalx
les ou appréciés sous un angle qualitatif. simp Il reste à mener des tests supplémentaires 
permettant de valider le modèle sur des tests plus complexes avec des critères quantitatifs. 
On peut aussi identifier des études supplémentaires autour des modèles de traitements et de 
filtrages des particules vers les concentrations. Le modèle actuel propose une liste non 
e de filtres implémentés et utilisés lors des calculs. Une étude complémentaire de 
s permettrait d’établir des critères c
 
De plus, une possible amélioration du modèle double-continuum concernerait l’optimisation 
éthode de calcul des paramètres équivalents homogénéisés. La recherche d’un 
nt de « calage » lors du calcul des perméabilités équivalentes pourrait notamment 
perm
m
proposer une approche non empirique du calcul des paramètres équivalents. Cependant, elle 
eut-être d’un manque de conservatisme quant à la masse de fracture présente dans 
olume d’échantillonnage (d’après des discussions personnelles avec I.Cañc
 
Le modèle de superposition linéaire des flux proposé représente aussi une simplification des 
nes présents dans le volume homogénéisé. Un modèle plus complet et donc plus 
e devrait, en toute rigueur, tenir compte des effets d’intersecom
présentes au sein d’un volume d’homogénéisation. Le modèle utilisé s’explique, néanmoins, 
par le fait que le critère de percolation n’est pas pris en compte, la perméabilité de la matrice 
tant incluse dans le calcul de la perméabilité équivalente du continuum Fracture. 
 
Une autre extension possible du modèle proposé consisterait aussi à introduire une notion de 
durée de vie à chaque particule afin de traiter le problème de décroissance radioactive. 
L
transport en milieu poreux saturé. Il est, cependant, à noter qu’un modèle en milieu non saturé 
alement implémenté. Ce modèle n’a pas encore été testé. Le ma
particules, direct ou double-continuum, présenté dans ce mémoire, est aussi applicable en 
milieu non saturé, moyennant des reformulations des termes d’échanges (hydrauliques).  
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