Introduction
The origins of this paper lie in a question posed to us by Frank Spitzer who, in fact, ended up solving most of his problem on his own. His problem is the following. Consider an infinite system of independent (^-dimensional branching Brownian motions which at their branching times disappear or double with equal probabilities, and assume that the initial distribution of the system is a Poisson point process. Denote by 5?,(-O, *^0 and r^<% Rd , the number of particles in F at time t. The first question is to determine if ^t( e ) has a non-trivial limiting distribution (as measure-valued random variables) when £->oo. The answer is yes if d>3 and no if d -\ or 2 (cf. [2] , [4] , [6] and for a related situation [3] [2] recently discovered the same result. The idea in this paper is to study what happens if one reverses the limit procedures just described (a similar but somewhat different limit problem was studied by Martm-Lof in [7] , In fact a minor modification of our procedure can be used to prove his result). That is, consider and think of rf u } as a continuous process with values in tempered distributions. What we have shown is that, when d>3, the distribution of rf a } as a-»oo tends to the distribution of the Ornstein-Uhlenbeck process N. determined by the relation:
where W is the standard Siegel process on tempered distributions. When d = 2 the situation reduces to one which has been studied extensively by Dawson (see [2] , [13] , and [14] and the remark following Theorem (4. 11) below.) We next classify all the invariant measures for the process N. and show that they are all closely related to the Gaussian measure found by Spitzer et. al. Finally, we have isolated a dense F a subspace of the tempered distributions on which N, is concentrated and for which N. is ergodic.
Throughout this paper we will use £P (R d ) to denote the Schwartz space of raz/-vaiued C°°-function which together with all their derivatives are rapidly decreasing. The space £f' (R d In particular,
Proof : The second part follows from the first part lapplied to A(p. To prove (1.8) , note that by Theorem 1.4, 
for all n>\ and
for all sufficiently large w's. We are now nearly ready to describe the branching Brownian motion with which we will be concerned. However, before doing so, we need a little more notation. First, if F^C(E) has the property that its restriction 
With this convention we now define K on C(E) so that KF(<f>) =0
and for all n>l :
The branching Brownian motion which we want is the Levy process on E having "diffusion part" determined by 1/2 A and "jump part" governed by K. That is, <f> is absorbing and for n>\ the process
consists of n indepedent J-dimensional Brownian motions, each of which waits a unit exponential holding time and then with equal probabilities splits into two independent copies of itself (moving the process to (^) (B+1) ) or disappears (moving the process to (fl') 0 " 1 ')-For our purposes it is best to characterize the above process in terms of a martingale problem. Let i2 £ =D([0, oo) 3 E) be the space of right continuous functions [0, oo) into E having left limits, and endow @ E with the usual Skorohod topology (this is possible since it is clear that E admits a metrization in which it becomes a Polish space). We will denote a generic element of E by rj and for w^Q E we will use r)(t, o>) to denote the position of a) at time £>0. is Feller continuous and strong Markov.
6) The process P, behaves in the manner described in the preceding paragraph.
Alternatively, one can use the results of [5] to arrive at a) and b).
For future reference, we will spend the rest of this section deriving some facts and estimates satisfied by the P/s. In the first place, it is not hard to see that if S([0, oo) x£) stands for the class of
w , t>0 and n>l, is in C!((-R') W ) ; and In this section we again discuss processes of the sort introduced in section (2), only now we allow there to be infinitely many particles initially. The approach that we adopt mimicks, for our setting, the construction by Durrett [3] .
For each x^R d let Q X =Q E and ^x=^. Given a probability space (£?, ^, P) on which there is an .Revalued point process ŝ atisfying Thus, by (3. 1) :
Q.E.D.
Define *M t for t>0 to be the a-algebra of subsets of & generated by 9, (0>) for 0<s<£ and <p£=£f (R d ).
The next theorem plays a crucial role in our future results. is a martingale. But, using (3. 3), it is easy to check that as w-*oo in L X (P).
a-E. D.
We conclude this section with some preparations for the next two sections. From now on we will be making the following assumption about j] (in addition to (3. 1)) :
for some l<C<oo. Notice that both (3.1) and (3.7) are satisfied by a Poisson random field. Also, observe that, in view of (3. 1), (3.7) is an estimate on the variance of (3. 8) Lemma : For all t>Q and (3.9) and (3. 10) Proof: To see (3.9), note that by (3. 1) and (2. 12) :
Next, by (2. 12) and (2. 14) :
We next introduce a "central limit" type scaling of the process f).
Given #>0, we set and define (3. 12) Observe that (3.13) and That is:
(3. 14)
We next want to see what must be subtracted from /($"' (?0 ) to get a P-martingale. First observe that by (3. 
is an (A ^_ 2j , P) martingale for all f^CKR 1 *) and co We have now proved the next theorem (the details here, given (4. 4) and (4. 5), are essentially the same as those given in preparation for Theorem 1. 23) (4.10) Theorem:
The family {P Indeed, each of these facts is an immediate consequence of (3. 14). 
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We have therefore proved (4.13).
Q. E. D.
The reader should remark that it is only in the derivation of (4. 13) that we have used the assumption that d>3. When d = 2 one can proceed as follows. Denote by P U) , a>l, the distribution under P of f) 2 (^( a) ). Observe that P (a) is concentrated on paths as with values in the space of "tempered measures" (i. e. non-negative elements of ^'(P 2 )). One can then use the preceding to show that [P a : «>1) is precompact and that any limit P as a-^-oo has the properties that P(iV 0 =Lebesgue measure) =1 and (4. 14)
is a P-martingale for all <pe^(P 2 ) and /eQ 0^1 )-G. Papanicolau has pointed out to us that if [P N : N a tempered measure) is a family of measures satisfying P N (N Q =N) =1 and (4.14) is a P^ martingale for all ^e^(P 2 ) and /eCr(P 2 ) then it is the Markov family of measures studied by Dawson in [2] , [13] , and [14] , To see this let
g(t, x) solve the equation -^-=-^-^g -^-g 2 with g(Q, x)=<p(x)>Q.
Then setting f(x) =e~x in (4. 14) one sees that for all tempered measures N, exp[-N t (g(T-t, -))] is a P^ martingale for 0<t<T.
(A careful proof of this uses critically the positivity of (p and hence of g (t, .) 
and N t (g(T-t, • ))). Thus
This proves uniqueness of the solution to the martingale problem in (4. 14) and identifies the process. Dawson [14] 
. Ergodic Theorems for Generalized OrnsteinUhlenbeck Processses
In this section we consider O-U processes with characteristics A and /. Throughout this section we assume that the semi-group, T t generated by A satisfies, in addition to the assumptions in Section 1, the following : Proof: Suppose first that S is compact. Then AT is a distribution with compact support and hence there is a number C>0 and an integer n such that for all (p for all M^X. At the same time, this subspace must be chosen so that P 0 is concentrated on C([0, oo) 3 X) and in addition that t->y t *M is strongly continuous into X for all M^X (this latter condition is needed in order to assure that P M is also concentrated on C([0, oo), X)). Finally, X must have the property that the one-dimensional time marginals P^N^1 of P 0 are tight. Considering all the conditions that must be met, it is somewhat surprising that X is so easy to describe. 
