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Numerical approach for stochastic differential
equations of fragmentation; application to avalanches
Lucian Beznea∗, Madalina Deaconu†and Oana Lupaşcu‡
Abstract
This paper builds and develops an unifying method for the construction of a
continuous time fragmentation-branching processes on the space of all fragmenta-
tion sizes, induced either by continuous fragmentation kernels or by discontinuous
ones. This construction leads to a stochastic model for the fragmentation phase of
an avalanche. We introduce also an approximation scheme for the process which
solves the corresponding stochastic differential equations of fragmentation. A new
achievement of the paper is to compute the distributions of the branching processes
approximating the forthcoming branching-fragmentation process. This numerical
approach of the associated branching-fragmentation process, is, to our knowledge,
one of the first in this direction. We present also numerical results that confirm
the validity of the fractal property which was emphasized by our model for an
avalanche.
AMS subject classification: 60J80, 65C30, 60K35, 82C80 60J45, 60J35.
Keywords: Fragmentation equation and kernel, avalanche, branching process and kernel,
stochastic equation of fragmentation, numerical methods, space of fragmentation sizes,
measure-valued process.
1 Introduction
Modeling avalanche formation of soils, snow, granular materials, or other geomaterials,
is a complex, real-life three dimensional problem, possessing many challenges; see e.g.
[18, 1]. A deterministic numerical approach for the transport fragmentation–coagulation
equation with power fragmentation rates and separable coagulation kernels is given in
[16], by using a Laguerre pseudo-spectral method. In [9] it is presented a numerical
method for an interacting one-dimensional avalanche process, by considering a related
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mean-field coagulation–fragmentation model. In the time discrete case, a probabilistic
study of the Smoluchowski’s coagulation equation and a numerical method are developed
in [11].
In this paper we give a probabilistic numerical approach for the time evolution of an
avalanche-type process, by using a stochastic model for the fragmentation process of an
infinite particles system, introduced previously by the authors in [4], and [5]. Let us also
mention the study of coagulation-fragmentation models by probabilistic methods done in
[10].
The key point of the model is to consider a particular fragmentation kernel related
to a ”rupture-type” property that occurs in the physical deterministic models for the
avalanches, see for example [19]. More precisely, such a specific property means that
the ratio between the dimensions of the resulting fragments after a particle splitting is
constant in time.
A theoretical stochastic avalanche model involving these rupture properties was ini-
tiated in [5]. In particular, the continuous time evolution of the number of the resulting
fragments is described by a specific branching Markov processes on the finite configura-
tions of particles sizes. The main difficulty in simulating such an avalanche process is the
discontinuity of the corresponding avalanche kernel. In order to overcome this problem,
we consider a stochastic differential equation of fragmentation for avalanches associated
to the first order integral operator induced by a discontinuous kernel. We present an al-
gorithm to approximate the process, the weak solution of the specific stochastic equation.
We also approximate the distribution of the branching process related to the fragmenta-
tion processes we investigate.
The paper is organized as follows.
In Section 2 we introduce the stochastic model for the pure fragmentation phenomenon
with a continuous fragmentation kernel (see [10] and [4]), under hypotheses which ensure
existence and uniqueness results. In Subsection 2.2 we present the case of a discontinuous
bounded fragmentation kernel (cf. [5]), that we need further in our numerical scheme. In
particular, we state and solve a stochastic differential equation of fragmentation associ-
ated to the integral operator induced by the discontinuous kernel for avalanches.
In Section 3 we briefly treat the related branching processes with state space the set
of all finite configurations of the interval [0, 1]. We remark the fractal property of such a
branching-fragmentation process, in the case of the model for the avalanches, stated in
assertion (iv) of Corollary 6.
Section 4 is reserved to a probabilistic approach to simulate a fragmentation pro-
cess and we give numerical results for some continuous and discontinuous fragmentation
kernels. We also compute an exact solution of the fragmentation equation with con-
stant fragmentation rate. Then we compare it with the approximation obtained by our
algorithm and we observe that our approximation is very close to the exact solution.
Subsection 4.2 is devoted to the probabilistic simulation of an avalanche-type process,
the solution of the stochastic differential equation of fragmentation studied in Subsection
2.2. Finally, in Subsection 4.3 we state an algorithm approximating the distribution of
the branching process occurring in our stochastic model of an avalanche. In particular,
the numerical results illustrate the fractal property (from Section 3) we mentioned before.
The first two sections are based on results obtained in [4] and [5], where complements
and related details may be found.
2
2 Stochastic differential equations of fragmentation
We introduce in this section a binary fragmentation model. Consider an infinite system
of particles, each particle being characterized by its mass. As time evolves the parti-
cles perform fragmentation, that is one particle can split into two smaller particles by
conserving the total mass.
Let us introduce the fragmentation kernel F , that is, a symmetric function F :
(0, 1]2 −→ R+. Recall that F (x, y) represents the rate of fragmentation of a particle
of size x+ y into two particles of sizes x and y.
2.1 Continuous fragmentation kernels
The fragmentation equation describes the evolution of the concentration of particles of











F (y, x− y)dy for all t>0 and x ∈ [0, 1],
c(0, x) = c0(x) for all x ∈ [0, 1].
(2.1)
For a detailed description of the model see [10].
Assume that the fragmentation kernel F : (0, 1]2 −→ R+ is a continuous symmetric
map and moreover, F is supposed continuous from [0, 1]2 to R+ ∪ {+∞} and define the






y(x− y)F (y, x− y)dy for x > 0 and ψ(0) := 0, (2.2)
and we suppose that
ψ is a continuous function on [0, 1]. (2.3)
Recall that ψ(x) represents the rate of loss of mass of particles of mass x.




[f(x− y)− f(x)]x− y
x
F (y, x− y)dy, x ∈ [0, 1], (2.4)
where Ff is well-defined for every Lipschitz continuous function f on E, according to
the above assumption (2.3) on ψ. We intend to write F as a first order integral operator
and we present some preliminaries.
Let
E := [0, 1]
and N be a kernel on E, N 6= 0. For all x ∈ E we denote by Nx the measure on E induced








[f(y)− f(x)]Nx(dy) for all x ∈ E,
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where f belongs to the space of all Lipschitz continuous functions on E. If N is a bounded
kernel then Ñ becomes a bounded linear operator on the space bB(E) of all bounded Borel
measurable real-valued functions on E, and it is the generator of a (continuous time) jump
Markov process.







F (x− z, z)dz, x ∈ E. (2.5)
The condition imposed to the function ψ defined in (2.2) implies that NF satisfies the
above mentioned integrability condition necessary to define the operator ÑF and one can
see immediately that F = ÑF .




xc(t, x)dx = 1, for all t ∈ R+, g is a probability distribution function
and we ca associate the stochastic differential equation of fragmentation associated with
the kernel F :










p(ds, dy, du), t > 0, (2.6)
where p(ds, dy, du) is an adapted Poisson measure on [0,+∞)× (0, 1]× (0, 1] with inten-
sity measure dsdydu; see [10]. The relation between the fragmentation equation (2.1) and
the stochastic differential equation of fragmentation (2.6) is that the density ofXt is g(t, ·).
The Fellerian case. We consider the fragmentation equation for the mass distribution:
〈Qt, φ〉 = 〈Q0, φ〉+
∫ t
0
〈Qs,Fφ〉ds for all φ ∈ C1(E) and t ≥ 0, (2.7)
where we denote 〈Qt, φ〉 =
∫ 1
0




[φ(x− y)− φ(x)]x− y
x
F (y, x− y)dy. (2.8)








y(x−y)F (y, x−y)1{F (y,x−y)>k}dy = 0.
Then for each probability Q0 on E there exists a solution X of (2.6), the stochastic dif-
ferential equation of fragmentation associated with the kernel F , with initial distribution
Q0 = L(X0). If we put Qt := L(Xt), t>0, then the family (Qt)t>0 is a solution of (2.7),
the fragmentation equation for the mass distribution; see [10] and Proposition 2.1 from
[4].
For each x ∈ E let Xx = (Xx,t)t≥0 be the solution of the stochastic differential equation
of fragmentation (2.6) associated with the kernel F and the initial distribution δx, i.e.,
Q0 = δx.
Proposition 1. Suppose that for each x ∈ E, taking Q0 = δx, the equation (2.7) has
a unique solution (Qt,x)t≥0 and the function E 3 x 7−→ 〈Qt,x, φ〉 is continuous for each
φ ∈ C1(E) and t > 0. Then the family of kernels (Qt)t≥0 on [0, 1], defined as
Qtf(x) := 〈Qt,x, f〉, f ∈ pbB(E), x ∈ E,
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induces a Feller semigroup on E and consequently it is the transition function of a stan-
dard (Markov) process X0 = (Ω,F ,Ft, X0t ,Px) with state space E; here pbB(E) denotes
the positive, real-valued Borel measurable functions defined on E. In addition, for all
t ≥ 0 and x ∈ E, the solution Xx,t of the stochastic differential equation of fragmentation
(2.6) and (X0t ,Px) have the same distribution.
Proof. The semigroup property of (Qt)t>0 is rather a straight-forward consequence of the
uniqueness. Indeed, we have to show that Qt′+tφ = Qt(Qt′φ), so, it is enough to prove
that the mapping s 7−→ Qt′+s,x verifies the equation (2.7) (with Q0 = δx, x ∈ E) and
Qt′φ instead of φ. We have











We claim that (Qt)t≥0 is a Feller semigroup on E. Indeed, if φ ∈ C1(E) then Fφ(x) ≤
||φ′||∞ψ(x), x ∈ E, and by (2.7) ||Qtφ−φ||∞ ≤ t||φ′||∞||ψ||∞ for all t > 0. The assertion
follows by the density of C1(E) in C(E). The existence of the standard process X0 having
(Qt)t≥0 as transition function is now a consequence of a main result on Feller processes,
see e.g., [8], Theorem (9.4).
By Proposition 2.1 from [4], for each x ∈ E we have L(Xx,t) = Qt,x = L(X0t ).
We fix a sequence (dn)n>1 ⊂ (0, 1) of thresholds for the fragmentation dimensions,
strictly decreasing to zero. For each n > 1 let En := [dn, 1] and E ′n := [dn+1, dn),
E ′0 := E1.
As in Section 3 from [4], the main hypotheses are the following.
(H1) For each n>1 there exists a conservative right Markov process Xn with state
space En and transition function (P
n




t,x for all n>1, t>0, and
x ∈ En.
(H2) For every n>0 the set E ′n is absorbing in En+1 with respect to the process X
n+1.
The hypotheses (H1) and (H2) are tailor-made for the application to the fragmen-
tation processes. The compatibility between P n+1t and P
n
t stated in (H1) illustrates the
fact that the Markov process Xn is induced by a fragmentation in particles with ”sizes”
smaller than dn, while the interpretation of condition (H2) is the following: if a particle
is already smaller than dn, then it cannot produce further ”fragments” with bigger size
than dn. The hypotheses (H1) and (H2) imply that the set En is also absorbing in En+1
with respect to the process Xn+1.
Truncated fragmentation kernels. Define for n ≥ 1
Fn(x, y) := 1(dn,1](x ∧ y)F (x, y), x, y ∈ E := [0, 1].
One can see that the kernel NF
n
is bounded and therefore the operator ÑFn is the
generator of a jump Markov process with state space E.
Proposition 2. If n>1 then En is an absorbing set with respect to the Markov process
generated by ÑFn and the following assertions hold for the restriction Xn = (Xnt )t>0 of
this process to En.
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(i) If t > 0 and x ∈ En then P nt (1(x,1])(x) = 0 and the hypotheses (H1) and (H2) are
satisfied.
(ii) Let Ln be the infinitesimal generator of (P nt )t>0, regarded as a C0-semigroup of con-






where Fk is given by (2.8) with Fk instead of F , and φ ∈ bB(E) is an exten-








s )ds, t>0, is a martingale under Pν =
∫
Pxν(dx),
with respect to the filtration of Xn.
(iii) For every x ∈ En the stochastic differential equation of fragmentation associated
with the kernel Fn with the initial distribution δx has a solution which is equal in
distribution with (Xn,Px), where p(ds, dy, du) is an adapted Poisson measure on
[0,+∞)× (0, 1]× (0, 1] with intensity measure dsdydu.
For the proof of the above proposition see [4], the proofs of Proposition 2.2 and
Proposition 5.2 (for assertion (ii)). The martingale property from assertion (ii) is a
consequence of the Markov property of the process Xn.
2.2 Discontinuous fragmentation kernels for avalanches
In general, we cannot associate a stochastic equation of fragmentation like in assertion
(iii) of Proposition 2 as the assumption that F is continuous is not always valid. However,
in Theorem 3 below it is written down and solved an appropriate stochastic equation of
fragmentation, for the avalanche case, although the appropriate fragmentation kernel is
discontinuous and we complete so results from [5]; for more details see Remark 4 below.
Consider again a fragmentation kernel F : (0, 1]2 −→ R+. The following assumption
is suggested by the so called rupture properties, emphasized in the deterministic modeling
of the snow avalanches:





for all x, y >
0.






for all z > 0. We give an example of such a fragmentation kernel as follows.
Fix a ”ratio” r, 0 < r < 1, and consider the fragmentation kernel F r : [0, 1]2 −→ R+,








)), if x, y > 0, and F r(x, y) := 0 if xy = 0.
We have F r(x, y) = Φr(x
y
) for all x, y > 0, where Φr : (0,∞) −→ (0,∞) is defined
as Φr(z) := 1
2
(δr(z) + δ1/r(z)), z > 0. Clearly, the function Φ
r is not continuous. By
approximating the function Φr with a convenient sequence of continuous functions, one
can see that the kernelNF
r








with β := r
1+r
. In this case the kernel NF
r
is no more Markovian
and has no density with respect to the Lebesgue measure. We assume that d1 < β 6 1/2















(f1E′k−1) for all f ∈ pbB(En).
Further, we consider the first order integral operator Ñ rn,
F rnf(x) := Ñ rnf(x) =
∫
En
[f(y)− f(x)](N rn)x(dy) for all f ∈ pbB(En) and x ∈ En.
The operator F rn is the generator of a (continuous time) jump Markov process Xr,n =
(Xr,nt )t>0. Its transition function is P
r,n
t := e
Frnt, t > 0.
For every x ∈ E let
Eβ,x := { βi(1− β)jx : i, j ∈ N} ∪ {0} and Eβ,x,n := Eβ,x ∩ En for n > 1.
Theorem 3. If n>1 then En is an absorbing set with respect to the Markov process Xr,n
with state space En and the following assertions hold.
(i) If t > 0 and x ∈ En then P r,nt (1(x,1])(x) = 0 and the hypotheses (H1) and (H2) are
satisfied.




t>0, is a martingale under Pν, with respect to the natural filtration of Xr,n.
(iii) If x ∈ En, n > 1, then the following stochastic differential equation of fragmentation
for avalanches, with the initial distribution δx, has a solution which is equal in
distribution with (Xr,n,Px):



































where p(dα, ds) is a Poisson measure with intensity q := dαds.
(iv) If x ∈ En then Px-a.s. Xr,nt ∈ Eβ,x,n for all t > 0.
Proof. For the proof of the assertions (i), (ii), and (iv) we refer to Proposition 2.2 and
Remark 2.1 (ii) from [5].
(iii) We argue as in the proof of Theorem 3.1 from [5]. Define the bounded kernel
Kn on R by Knx := λox[β1E′k−1(βx)δ(β−1)x + (1 − β)1E′k−1((1 − β)x)δ−βx] if x ∈ E
′
k−1,
1 6 k 6 n, and Knx := 0 else. One can see that F rnf(x) =
∫
R[f(x + y) − f(x)]K
n
x (dy)
for all f ∈ pbB(R) and x ∈ R, where on the left hand side the kernel N rn occurring
in the definition of F rn is extended from En to R with zero on the complement of En.
In particular, we have Knf(x) =
∫
f(y − x)(N rn)x(dy) for x ∈ En. By Lemma (2.2)
7




n(x, s))ds, where τn(x, s) := inf{v > 0 : (N rn)x((0, v]) > s} − x if
0 6 s, x ∈ En, and τn(x, s) := 0 else with the convention f(∞) = 0. Consider the




t dpt − wnt 1[|wnt |61]dqt,
where
bn(x) := 2λoβ(β−1)x2(1E′k−1(βx)+1E′k−1((1−β)x)) if x ∈ E
′
k−1, 1 6 k 6 n, and b
n(x) := 0 elsewhere,







The existence of the process wnt follows by Theorem (14.53) from [13], applied to the
measure ds. Here we can take wnt (·, s) = τn(Xt−, s), hence
wnt (·, s) = 1[0,∞)(s)
n∑
k=1










































τn(x, s)ds, x ∈ R.
Consequently, the stochastic differential equation considered by Jacod takes the form
claimed in assertion (iii). Let further (Kn, C1b (R)) be the operator defined as:
Knf(x) = bn(x)f ′(x) +
∫
R
[f(x+ y)− f(x)− y1{|y|≤1}f ′(x)]Knx (dy), x ∈ R;
cf. [13], page 434. From the above considerations we have F rn = Kn. Since by assertion
(ii) we know that the martingale problem associated with the bounded operator F rn has
a solution, Theorem (14.80) from [13], page 481, implies the existence of the solution of
the stochastic differential equation (2.10).
Remark 4. A simplified version of (2.10), the stochastic differential equation of frag-
mentation for avalanches, was stated and solved in [5], the equation (3.1) and Theorem
3.1 respectively. Essentially, the completion in Theorem 3 is to take into account the
sequence of thresholds for the fragmentation dimensions (dn)n>1.
3 Branching-fragmentation processes
3.1 Branching processes on the space of all fragmentation sizes
For a Borel subset A of [0, 1] define the space of finite configurations of A, which is the





δxk : k0 ∈ N∗, xk ∈ A for all 16k6k0} ∪ {0},
where 0 denotes the zero measure.




where A(0) := {0}; see, e.g., [12], [7], [6], and [17]. The set Â is endowed with the topology
of disjoint union of topological spaces and the corresponding Borel σ-algebra B(Â).
If p1, p2 are two finite measures on Â, then their convolution p1∗p2 is the finite measure
on Â defined for every h ∈ pB(Â) by∫
Â






p2(dν2)h(ν1 + ν2). (3.1)




ϕ(xk), if x = (xk)k>1 ∈ Â,x 6= 0, and ϕ̂(0) := 1.
Recall that a bounded kernel N on Â is called branching kernel if Nµ+ν = Nµ ∗
Nν for all µ, ν ∈ Â, where Nµ denotes the measure on Ê such that
∫
gdNµ = Ng(µ), for
all g ∈ pB(Â). Note that if N is a branching kernel on Â then N0 = δ0 ∈M(Ê).
A right (Markov) process with state space Â is called branching process provided that
its transition function is formed by branching kernels. The probabilistic description of a
branching process is the following: if we take two independent versions X and X ′ of the
process, starting respectively from two measures µ and µ′, then X +X ′ and the process
starting from µ+ µ′ are equal in distribution.
Suppose that for all n > 1, Bn is a given Markovian kernel from Ên to En such that
(H3) supx∈En B
nl1(x) <∞ and Bn+1x = Bnx for all x ∈ En, n > 1,
where for a function f ∈ pB(En) we consider the mapping lf : Ên −→ R+ defined
as lf (µ) :=
∫
fdµ, µ ∈ Ên. The kernel Bn will control the non-local branching of a
forthcoming process with state space the finite configurations of En. The first step is to
apply Proposition 4.1 from [6], to construct a transition function of branching kernels
(P̂ nt )t>0 on Ên, induced by (P
n
t )t>0 and by the kernel B
n.
As in [4], we intend to construct a process with state space the set S↓ of all decreasing
numerical sequences bounded above from 1 and with limit 0,
S↓ := {x = (xk)k>1 ⊆ [0, 1] : (xk)k>1 decreasing, limk xk = 0}.
Recall that a sequence x from S↓ may be considered as ”the sizes of the fragments
resulting from the split of some block with unit size” (cf. [2], page 16). It is convenient
to identify a sequence x = (xk)k>1 from S
↓ with the σ-finite measure µx on [0, 1], defined
as µx :=
∑
k δxk if x 6= 0 and µ0 = 0, where the zero constant sequence 0 is identified
with the zero measure, µ0 = 0. For x ∈ S↓ we write x = µx where it is necessary to
emphasize the identification of the sequence x with the measure µx.
In order to consider branching kernels on S↓ we need to have a convolution operation
between finite measures on S↓. We first endow S↓ with a semigroup structure: if x,y ∈ S↓
then the sequence x + y ∈ S↓ is by definition the decreasing rearrangement of the terms
of the sequences x and y. The convolution may be now introduced as in the case of the
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space of all finite configurations, cf. (3.1): if p1, p2 are two finite measures on S
↓, then
their convolution p1 ∗ p2 is the finite measure on S↓, defined for every h ∈ pB(S↓) by:∫
S↓







The branching kernels on S↓ and the branching process with state space S↓ are now de-
fined analogously, and the probabilistic interpretation remains valid. Define the mapping
αn : S
↓ 7−→ Ên as αn(x) := µx|En , x = µx ∈ S↓. We have αn(0) = 0 and αn|Ên = IdÊn .
Below, the notation y 6 x for x ∈ Ê and y ∈ S↓, means that yk 6 xj for all k > 1 and
some index j.
The next theorem extends essentially the main results from [4] and [5] on the con-
struction of branching processes on the space of all finite configurations; see Corollary 6
below for particular applications.
Theorem 5. Assume that (H1), (H2), and (H3) are in force. Then the following asser-
tions hold.
(i) There exists a branching semigroup (P̂t)t>0 on S
↓, obtained as the projective limit of
the sequence (P̂ nt )n>1, i.e., for every x ∈ S↓, xn := αn(x) ∈ Ên, n>1, and t > 0 the
sequence of probability measures (P̂ nt,xn)n>1 is projective with respect to (Ên, αn)n>1
and its limit is P̂t,x, that is P̂
n+1
t,xn+1 ◦ α−1n = P̂ nt,xn and P̂t,x ◦ α−1n = P̂ nt,xn for all n>1.
(ii) Suppose in addition that for every n > 1 (P̂ nt )t>0 is the transition function of a
standard Markov process with state space Ên and P
n
t (1(x,1])(x) = 0 for all t > 0 and
x ∈ En. Then (P̂t)t>0 is the transition function of a branching process X̂ = (X̂t)t>0
with state S↓, and the following fragmentation property holds: if x ∈ Ê and y ∈ S↓,
y 6 x, then Py–a.s. X̂t 6 x.
Sketch of the proof.
(i) By Proposition 4.6 from [4], using the hypothesis (H3), we deduce that for each
t > 0 the sequence of probability measures (P̂ nt,xn)n>1 is projective as it was claimed. Let
S∞ := {(xn)n>1 ∈
∏
n>1 Ên : x
n = αn(x
m) or all m > n>1}. By Proposition 4.5 from
[4] the mapping i : S↓ −→ S∞, defined as i(x) := (αn(x))n>1, x ∈ S↓, is a bijection.
Using this identification of S↓ with S∞ (equipped with the product topology), the above
projective system of probabilities may be used to apply Bochner-Kolmogorov Theorem
(see, e.g., [3]) in order to obtain the transition function (P̂t)t>0 on S
↓, as in Proposition
4.7 from [4].
To show that each kernel P̂t, t > 0, is a branching kernel on S↓, we can proceed
as in the particular case from [5], the proof of assertion (i) of Theorem 4.3. For the
reader convenience we write down here the main arguments. We have to check that
P̂t,x+y(g) = P̂t,x ∗ P̂t,y(g) for all x,y ∈ S↓, and g ∈ pbB(S↓). By a monotone class argu-
ment and using (5.10) from [4], we may assume that g = f ◦ αn for some n > 1, with
f ∈ pbB(Ên). It remains to prove that P̂ nt,xn+yn(f) = P̂ nt,xn ∗ P̂ nt,yn(f) for all f ∈ pbB(Ên),
however, this equality is precisely the branching property of the kernel P̂ nt on En, which
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clearly holds.
(ii) The existence of the process X̂ with the transition function (P̂t)t>0 is a consequence
of Theorem 5.3 from [4]. By assertion (i) it follows that X̂ is a branching process with
state S↓. To prove the fragmentation property of X̂, that is the last part of assertion
(ii), we may argue as in the proof of Corollary 5.5 from [4]. 
3.2 Construction of branching-fragmentation processes; appli-
cation to avalanches
If d > 0 and g ∈ pbB([d, 1]) we consider the function dg ∈ pbB([0, 1]), the extension of g
to [0, 1] with the value g(d) on [0, d),
dg(y) := g(d)1[0,d)(y) + g(y)1[d,1](y), y ∈ [0, 1].






y(x− y)d(h(2))(y)dy, x ∈ [d, 1],
where for every h ∈ pbB([̂d, 1]) the function h(2) ∈ pbB([d, 1]) is defined as
h(2)(y) := h|[d,1](2)(2δy) for all y ∈ [d, 1],
with [d, 1](2) = {δx1 + δx2 : x1, x2 ∈ [d, 1]}. The kernel Bd is Markovian and for each
x>d the probability measure Bd,x is carried by [d, 1](2); recall that Bd,x is the probability
measure induced by the Markovian kernel Bd, Bd,x(A) := Bd(1A)(x) for all A ∈ B([d, 1]).





Bdkh, h ∈ pbB(Ên).
In particular, B1 = Bd1 , for each n>1 the kernel B
n is Markovian, and the probability
measure Bnx , x ∈ En, is carried by the diagonal of E
(2)
n = {δx1 + δx2 : x1, x2 ∈ En}; see [4]
for further properties of the kernel Bn, related to fragmentation.
For the announced application to the avalanche model, we consider some specific
branching mechanisms, cf. [5]. Fix a rupture factor r ∈ (0, 1), corresponding to an
uniform proportionality of the fragments, which remains constant in time. For all n > 1









(x)dkh(y, y)y(x− y), h ∈ pbB(Ên), x ∈ En,
where a(x) :=
∑
Eβ,x3y≤x y(x− y) <∞ for all x ∈ En.






Corollary 6. Let n > 1. Then the following assertions hold.
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(i) There exists a branching standard process with state space Ên, induced by the tran-
sition function (P nt )t>0 and by the kernel B
n.
(ii) There exists a branching standard process X̂r,n = (X̂r,nt )t>0 with state space Ên,
induced by the transition function (P r,nt )t>0 and by the kernel B
r,n. For every x ∈ Ên,
y ∈ Êβ,x,n , and t > 0 we have Py–a.s. X̂r,nt ∈ Êβ,x,n.
(iii) There exists a branching right (Markov) process with state space S↓, having càdlàg
trajectories, as stated in Theorem 5, associated with a continuous fragmentation
kernel F.
(iv) There exists a branching right process X̂r = (X̂rt )t>0 with state space S
↓, having
càdlàg trajectories, as stated in Theorem 5, associated with the discontinuous frag-
mentation kernel F r for avalanches. For each x ∈ Ê, the set S↓β,x := {y = (yk)k>1 ∈
S↓ : yk ∈ Eβ,x for all k>1} is absorbing in S↓, that is, if y ∈ S↓β,x then Py–a.s.
X̂rt ∈ S
↓
β,x for all t > 0.
Proof. Observe first that both kernels Bn and Br,n satisfy hypothesis (H3). The asser-
tions follow applying Theorem 5, using Proposition 2 and Theorem 3.
Assertion (iv) of Corollary 6 gives a stochastic model for the fragmentation phase of an
avalanche. The last part of assertion (iv) emphasizes a fractal property of an avalanche,
closed to its real physical properties: if we regard the fragmentation–branching process
X̂r on the set S↓β,x (which is possible by restriction, since S
↓
β,x is absorbing according to
assertion (iv) of Corollary 6), then independently with respect to the sequence of sizes
x of the initial fragments, from the moment when the avalanche started, and remaining
constant in time, the ratio between the resulting fragments are all powers of β.
4 Simulation for fragmentation processes
4.1 Continuous fragmentation kernel
In this section we present numerical results obtained by approximating the process which
is the weak solution of the stochastic differential equation of fragmentation in the case
of a continuous fragmentation kernel. It is precisely the equation (2.6) from assertion
(iii) of Proposition 2, with F instead of Fn. We test also our results on a particular
fragmentation kernel, for which an explicit solution exists.
Recall that, according to the probabilistic interpretation for the solution of the stochas-
tic differential equation of fragmentation (2.6), the fragmentations occur at some Poisson
random instants smaller than a final time T . Below we present the numerical algorithm.
We denote by U([a, b]) the uniform law on the interval [a, b], for a < b, and by Exp(λ)
the exponential law of parameter λ.
Algorithm
Initialization: Sample the initial particle X0 ∼ Q0. Set T0 = 0.
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F (y,Xp−1 − y).
Sample a random variable Sp ∼ Exp(mp).
Set Tp = Tp−1 + Sp.
Sample a random variable u ∼ U([0, 1]).
If u ≤ mp, then a fragmentation occurs and set Xp = Xp−1 − y.
Else set Xp = Xp−1.
Stop: When Tp > T.
Outcome: The approximated particle mass at T, Xp−1.
Numerical results. In order to perform numerical calculus we consider the following
context. First, we take the size of the initial particle to be Q0 ∼ U([0, 1]) and we
also fix the final time T . We consider the following fragmentation rates: F (x, y) =
x+ y, F (x, y) = 2, F (x, y) = 1
x+y+1
, and F (x, y) = 2
(x+y)3
with the assumption x · y 6= 0.
In Figure 1 we illustrate the paths of the processes corresponding to the above men-
tioned fragmentation rates for T = 50.
We can note that the path of the stochastic process strongly depends on the form of
the fragmentation kernel. For example for the kernel F (x, y) = 2/(x + y)3 the paths is
rapidly decreasing to 0, this means that the initial particle splits quickly and the time
between successive fragmentations is very short. The size of the fragment is thus close
to zero after a small time. Among the four kernels this one is the larger one when x+ y
is close to 0 and this contributes to define the fragmentation time and the size of the
fragments.
F (x, y) Mean ÎM Confidence interval size (half)
x+ y 0.3609 0.0044
2 0.0319 0.0012
1





Table 1: Monte Carlo estimators for M = 104 simulations, with Q0 ∼ U([0, 1]) and
T = 50.
We give now an unbiased estimator of the mean of these random variables E(XT ),
by using Monte Carlo method. In Table 1 it is written the Monte Carlo estimator of




T for each continuous fragmentation rate considered above.
We consider here again T = 50, Q0 ∼ U([0, 1]), and the Monte Carlo parameter is 104.
The variance of this estimator is given by V̂M/M where V̂M is the estimator of the
variance Var(XT ). We report in the Table 1 also the confidence interval size.
The mean by Euler and Monte-Carlo. We represent in Figure 2 and Figure 3 the
evolution in time of E(Xt) for t ∈ [0, 50]. We observe that this function is decreasing and
13











































Figure 1: The paths of the fragmentation process for F (x, y) = x + y, F (x, y) =
2, F (x, y) = 1/(x+ y + 1), F (x, y) = 2/(x+ y)3, with Q0 ∼ U([0, 1]) and T = 50.
its form depends on the fragmentation kernel with similar behaviors as those observed
for the Table 1.
Comparison with the exact solution of the fragmentation equa-
tion
We consider the fragmentation kernel F (x, y) = 2 for x, y ∈ [0,∞). In this case the
fragmentation equation (2.1) writes
∂
∂t
c(t, x) = 2
∫ ∞
x
c(t, y)dy − xc(t, x) for all x > 0,
c(0, x) = c0(x) for all x > 0.
(4.1)
By [15] there exists an exact solution c for the deterministic fragmentation equation
14
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Figure 2: The path of t 7→ ÎM(t) for F (x, y) = x + y (left) and F (x, y) = 2 (right) for
t ∈ [0, 50], the Monte Carlo parameter is 104, and the Euler step 10−3.
t
























Figure 3: The path of t 7→ ÎM(t) for F (x, y) = 1/(1+x+y) (left) and F (x, y) = 2/(x+y)3
(right) for t ∈ [0, 50], the Monte Carlo parameter is 104, and the time-step 10−3.
(4.1). Its form is





c(0, y)(2t+ t2(x− y))dy
)
and if we chose the initial condition c(0, x) = e−x we obtain this solution as
c(t, x) = (1 + t)2e−x(1+t) for all t > 0 and x > 0.
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We compare this exact solution with the approximation of the stochastic process. We
take the initial condition to be Q0(dx) = xe
−x, if x > 0. To simulate such a density one
can simply do the sum of two independent exponential random variables of parameter 1.
In the Table 2 we compare for the fragmentation rate F (x, y) = 2 the theoretical
mean of the exact solution, which equals 2
1+t
, with the Monte Carlo mean, for different
values of t by using the associated stochastic process and the corresponding algorithm.




Table 2: Monte Carlo estimators and exact solutions for F (x, y) = 2, Q0(dx) = xe
−x,
M = 106, and T = 50.
4.2 Fragmentation kernels for avalanches
The first step in the numerical modeling of the fragmentation phase of an avalanche is
based on the stochastic differential equation of fragmentation (2.10) with the discontin-
uous kernel F r. We fix the parameter β < 1
2
and a final time T . Using the numerical
scheme stated in [5], Section 5, we have the following algorithm to obtain the paths of
the process (Xt)t≥0, solution of the equation (2.10).
Algorithm
Step 0: Sampling the initial particle X0 ∼ Q0
Step p: Sampling a random variable Sp ∼ Exp(λ0)
Set Tp = Tp−1 + Sp
Set Xt = Xp−1 for each t ∈ [Tp−1, Tp)
Set Xp = βXp−1 with probability βXp−1,
Xp = (1− β)Xp−1 with probability (1− β)Xp−1,
or Xp = Xp−1 with probability 1−Xp−1
Stop: When Tp > T.
Outcome: The approximated particle mass at time T , Xp−1.
In Figure 4 below we illustrate several paths of the processes XT , using the above al-
gorithm, corresponding to the fragmentation kernel related to the avalanches, as solution
of the stochastic differential equation (2.10).
In Table 3 below we give the Monte Carlo estimator of the mean and the length of
the confidence interval in the case of the discontinuous fragmentation kernel F r.
The mean by Euler and Monte-Carlo. As in the case of a continuous fragmentation
kernel, we sketch the evolution in time of E(Xt) for t ∈ [0, 50], see Figure 5 below.
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Figure 4: The paths of the fragmentation process with discontinuous kernel F r and the
size of the initial particle 1.










Table 3: Monte Carlo estimators for 104 simulations and T = 50.
4.3 The distribution of the branching process
Considered on each interval En the process X
n from Propostion 2, having the transition
function (P nt )t>0. It becomes the base process of the forthcoming branching process
X̂n = (X̂nt )t>0. We present now a numerical approach to compute the transition function
(P̂ nt )t>0 of the branching process X̂
n.
In Section 5 from [5] we gave an algorithm of approximating ht = P̂ nt ϕ̂|En by Picard
iterations hkt , k > 0, t 6 T , ϕ ≤ 1. Below, in order to compute the distribution of
the branching process, we complete this method, approximating also P nt ϕ with iterations
pkt (ϕ), k > 0.
In the sequel, to simplify the notations, we put E = En, X̂ = X̂n, B
n = B, F = F rn ,
and Pt = P
n
t .
• Initialization step: Set h0t = e−tPtϕ, p0t (ϕ) = ϕ





























Figure 5: The path of t 7→ ÎM(t) for Monte Carlo parameter M = 106, Euler step 10−3,








• Fix ε > 0 and m > 1. By Remark 4.2 (iv) from [5], which explains the connection
between the transition functions of X and of the branching process, we have P̂tϕ̂|E(m) =
ĥt|E(m) . By Remark 4.2 (i) and (A3.2) from [6] and using (4.2) we can estimate the
approximation errors:








+ ‖Ptϕ− pkt (ϕ)‖∞ +
∫ t
0
eu‖Pt(Bĥk−1u )− pk−1t−u (Bĥk−1u )‖∞du),






for all j 6 m and t 6 t0, (4.4)
where µo := ||F||.










The following proposition shows that the above algorithm approximates indeed the
distribution of the branching process.
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Proposition 7. Let k be such that the inequality (4.5) holds, take ϕ = 1A with A ∈ B(E),
x ∈ E(j), and j 6 m. Then ĥ′kt (x) approximates with error less than ε the probability that
the branching process X̂ starting from x lies at the time moment t in the set Aj, i.e.,
|Ex(X̂t ∈ Aj)− ĥ′kt (x)| < ε.
Proof. The assertion follows from (4.3), (4.4), and (4.5).
Numerical results. In order to give an approximation value for the distribution of the
branching process X̂n, we implement the numerical scheme introduced above as follows.
We take: m = 2, n = 1 and so E = E1 = [
1
4
, 1], β = 4
9




further x = (1, 1, . . .).
Consider A := E 4
9










. By assertion (iv) of Theorem 3 we know
that Ex(X̂t ∈ Â) = P̂t(1Â)(x) = 1.














algorithm for k = 1 in the Picard method (4.2), taking ε = 0.5 and t0 = 0.05, one can
see that (4.5) holds and we have h′1t0 = 0.9998. According to Proposition 7, we conclude
by this computation that the approximate value of Ex(X̂t0 ∈ Â) (= the probability that
the branching process X̂ starting from x lies in the set Â at the time moment t0) is
ĥ′1t0(x) = 0.9996, which is indeed a value from the error interval (1− ε, 1].
We finally note that the above Picard iterations have been recently used in [14] to
give a probabilistic numerical approach for a nonlinear Dirichlet problem associated with
a branching process.
Summary
We investigate real-life phenomena of rupture-type, using probabilistic methods, having
as application a probabilistic model for the fragmentation phase of an avalanche. First, we
present the theoretical model, based on branching-fragmentation processes and specific
stochastic differential equations. The efficiency of this approach is emphasized by the
numerical results, obtained with our simulation methods in Section 4, results which are
close to the theoretical ones.
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[3] L. Beznea and I. Ĉımpean, On Bochner–Kolmogorov theorem, in Séminaire de Prob-
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