Abstract-A hybrid model incorporating wavelet and feed forward back propagation neural network (WFFB-NN) is presented which is used to detect, identify and characterize the acoustic signals due to surface discharge (SD) activity and hence differentiate abnormal operating conditions from the normal ones. The tests were carried out on cleaned and polluted high voltage glass insulators by using surface tracking and erosion test procedure of IEC 60587. A laboratory experiment was conducted by preparing the prototypes of the discharges. This study suggests a feature extraction and classification algorithm for SD classification, which when combined together reduced the dimensionality of the feature space to a manageable dimension. Wavelet signal processing toolbox is used to recover the surface discharge acoustic signals by eliminating the noisy portion and to reduce the dimension of the feature input vector. The test results show that the proposed approach is efficient and reliable. The error during training process was acceptable and very low which attained 0.0074 in only 14 iterations.
I. INTRODUCTION
Atmospheric elements when accumulated on insulator's surface form a layer of pollutant over time. The dielectric properties of the insulator does not diminish significantly, due to the pollutant layer especially when the layer is dry, but due to high humidity, light rain and even fog, it gets wet, and generates a leakage current resulting in a flashover which eventually leads to a disaster in service reliability [1] .
The acoustic technology for target detection has developed very rapidly in the past few years. So strong tools are required, such as signal processing and feature extraction for the detection of such a condition [2] . Several researchers successfully used a method of acoustic detection for studying the characteristics of electrical discharges on insulators [3] [4] . Many techniques on signal analysis have been used such as Fourier transform, wavelet transform (WT) as well as neural network in order to characterize and classify the electrical discharge signals [5] [6] . In some applications, electrical surface discharge detection methods are not very effective, typically as a result of excessive interfering signal [7] . Acoustic method has been used which has advantages over electrical surface discharge detection methods in that they are immune and non-invasive to electromagnetic noise. For the signal analysis, wavelet signal processing was used to de-noise the surface discharge acoustic signal by discarding the noise [8] [9] . This paper presents a technique to discriminate between a fault and the other normal operating conditions of the suspension glass insulators by combining wavelet transform with neural network.
II. THE WAVELET TRANSFORMS
The acoustic signals have some non-linear characteristics due to the surface discharge and that makes some difficulties to deal with because of nonlinear and the random like behavior of system. The problem of non-linearity of the acoustic signal is overcome by using wavelet transform which is a strong tool for feature picking-up. It is equivalent to filters. Details (dn) are produce by high pass filters and approximations (an) are produced by low-pass filters. Due to the multidimensional characters which the wavelets possess, there are able to adjust their scale to the nature of the signal features [10] . It can zoom in or zoom out the required details just like a microscope.
Furthermore, wavelets can decompose a signal to give dilations and translations parameters, so the information in the signal is presented by these parameters in the form of frequencies. The matlab wavelet toolbox is used to verify the algorithm where discrete wavelet transform (DWT) are used to analyze the signals. The coefficients are generated and the features from the signal are extracted. Wavelet is a good tool to analyze the non-linear signals as it represents the features both in time and frequency domains [11] . The WT analyses the non-periodic surface discharge signal and adopts the principle of linking of frequency scales. Generally the discrete wavelet transform (DWT) is used for this mission.
III. BACK-PROPAGATION LEARNING ALGORITHM
This method was first proposed in 1969 (Bryson and Ho, 1969), but was ignored because of its demanding computations. Only in the mid-1980s was the back-propagation learning algorithm rediscovered. Learning in a multilayer network proceeds the same way as for a perceptron. A training set of input patterns is presented to the network. The network computes its output pattern, and if there is an error -or in other words a difference between actual and desired output patterns -the weights are adjusted to reduce this error. In a perceptron, there is only one weight for each input and only one output. But in the multilayer network, there are many weights, each of which contributes to more than one output [12] . Solution of NaCl was prepared and fed to the peristaltic pump of which the flow rate was adjusted to be very low in order to develop a conducting film on the insulator surface. A high resolution 4-channel digital oscilloscope (Tektronixs TDS55000B series) was used to capture the surface discharge acoustic signals at 5000 samples per second. A sensitive ultrasonic detector with a parabolic antenna was placed on a tripod to capture the acoustic signals. Many trials were done using the experiment setup and the most logical data was finalized Four test conditions were conducted in the laboratory including first condition in which the insulator was kept clean, second condition in which the insulator was lightly contaminated by a layer of NaCl solution (10mg/liter), third condition in which the insulator was medium contaminated by a layer of NaCl solution (20mg/liter) and fourth condition in which the insulator was heavily contaminated by a layer of NaCl solution (30mg/liter). In the first condition the insulator was kept clean and the result is shown in Fig. 2 . This signal is been processed by using wavelet analysis to remove the noise. It can clearly been seen from the black in color signal that the clean insulator has no or very small surface discharge activity. So this pattern could be considered to be the reference, default pattern or the target to FFB-NN. Fig.3, 4 and 5 shows the second condition, the third condition and the fourth condition and its de-noising signals respectively.
V. DECOMPOSITION OF SURFACE DISCHARGE SIGNALS
In this work the feature vector is obtained by applying wavelet transform. For a single decomposition the number of coefficients produced by Db2 is 7 that is 1 approximation coefficient and 6 detailed coefficients. This approximation coefficient that is low frequency component is further decomposed into approximation and detailed coefficients. In using the DWT certain features of the signal that is not immediately obvious in the time domain become more apparent through this multi scale differential operator. The features selected to represent the most important part of the data are: Mean , standard deviation , normalized skewness and normalized kurtosis k, at each decomposition node and were used as a finger-print for each type of SD and as an input to the classifier. The mean , the standard deviation , the normalized skewness and the normalized kurtosis k, were estimated from the following equations: where x[n] is the wavelet coefficient at positive n and N is the total no. of wavelet coefficients used at each scale. By taking 6-detailed coefficients and 1-approixmation coefficients from the wavelet analysis for the 4-conditions mentioned early, we will have the feature which uses four descriptors for each scale, therefore a feature vector of dimensions was needed to represent the data. So the feature vector is of dimension 42x4 i.e. 21 samples for the 3-contaminated conditions and other 21 samples for the clean condition that totally gives us 42 dimensional vector each having 4-features. These coefficients are used to train the FFB neural network, so that it should discriminate SD activity from normal operating conditions. 
VI. RESULTS AND ANALYSIS
The SD dataset is divided as follows, (0.6%, 0.2%, 0.2%) are selected randomly for training/validation/testing, respectively. By training the FFB-NN with the normalized inputs we can see the result in Fig. 6 which shows us a very perfect training performance. Training performance nearly hit the goal in 12 epochs only giving a very good performance. This means that the neural network had recognized the inputs with a100% accuracy. The error during training process in Fig. 7 was acceptable and very low which attained 0.0074 in only 14 iterations. The regression in Fig. 8 is approximately 1 that means the fitting is perfect, in which the SD dataset perfectly overlapped the target. The target vector consists of two classes that are designated as: The first class is denoted by (0) which shows no or very small SD activity. The second class is denoted by (1) which shows high SD activity. Testing the FFB-NN is shown in Fig. 9 where the 4-inputs are the features of the SD activity, hence most of the data is accumulated at 1 that means high discharge activity can be found and a small SD activity can be seen at 0.
VII. CONCLUSION
The proposed hybrid model has proved to characterize the SD activity with a high degree of integrity which is attributed to the combined effect of the WT and FFB-NN. The high rate of classification acquired by the FFB-NN is due to the preprocessing of data by the WT. The model is quite versatile for a wide range of applications in the field of power system analyses. 
