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論文の内容の要旨 
（目的） 
 通常我々は意思決定を行う際、複数の選択肢の中からそれぞれの選択をした場合に得られる結果
を予測し、最善の解を求めて合理的な行動をとる。選択行動が常に合理的であれば、どのような状
況でも一貫した価値の推定が行われるため、同じ労働で同じ報酬が得られるのであれば、その行動
成績は同じになることが期待される。その一方で、記憶課題やアナグラム課題では、遂行する課題
を自分自身で選択することで行動成績が向上するという自己選択効果が知られている。従って、報
酬探索課題を行う場面においても、課題の自己選択がその後の行動成績を変化させる可能性が考え
られるが、この効果は科学的に証明されていない。そこで本研究は、報酬に向かう目的志向的行動
における自己選択効果の検証を目的とし、動物が報酬を目的とした課題を行う場面において、同じ
労働、同じ報酬のとき、その内容を自分で選んだか否かによって課題の行動成績が変化するかどう
かを調べた。また、行動成績を説明する数理モデルを導入し、課題進行に伴う状態価値変化を推定
することにより、自己選択がある場合とない場合における状態価値の比較を行った。 
 
(対象と方法) 
 アカゲザル３頭を用い、行動決定型報酬スケジュール課題と、行動決定のない通常の報酬スケジ
ュール課題を行わせ、課題遂行中の行動成績を記録した。行動決定型課題は、自己選択パートと報
酬スケジュールパートから構成され、通常型の課題は報酬スケジュールパートのみで構成される。
両課題に共通する報酬スケジュールパートでは、視覚弁別試行を最小 1回、最大 4回成功すること
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により、報酬である水を最小 1滴、最大 4滴得る。サルは報酬を得るまでに行わなければならない
視覚弁別試行数と、最終的に得られる報酬の量をモニタ上部に提示されるキューの長さと明るさで
知ることができる。行動決定型課題の自己選択パートでは、スケジュールの長さと報酬量の情報を
持つ 2つのターゲットがモニタに提示され、サルが片方を選択すると選択側の報酬スケジュールパ
ートが開始される。通常型課題では、行動決定型課題でサルが実際に選択したターゲットの割合を
反映させた報酬スケジュールを提示する。行動成績の指標として、視覚弁別試行の誤答率と反応時
間を解析した。また、強化学習理論における temporal-difference learning ruleを応用した数理
モデルを用い、行動決定型および通常型報酬スケジュール課題それぞれについて、課題進行に伴う
状態価値の変化を計算した。 
 
 (結果) 
 サルの行動成績を、行動決定型と通常型の報酬スケジュール課題で比較した結果、全てのサルに
おいて、行動決定型の方が誤答率は低く、反応時間は短くなった。報酬スケジュールに関する事前
情報の有無の影響を排除すべく、第一試行を除くデータセットを用いた解析でもこの結果は同じで
あった。 
 数理モデルにより各課題の進行に伴う状態価値の変化を推定した結果、行動決定型報酬スケジュ
ール課題の方が通常型よりも状態価値が高く、その差は報酬に近づくほど大きくなった。サルがタ
ーゲットを選択するに要した時間と、数理モデルで推定したそれぞれのターゲットの状態価値の差
の間には負の相関が見られたことから、本数理モデルは妥当と考えられた。 
 通常型の報酬スケジュールではサルが課題を行わなくなるような難易度が高い（報酬までのスケ
ジュールが長い）課題であっても、行動決定型スケジュールであれば、サルが課題を遂行すること
が確かめられた。この結果は、自己選択することが課題の状態価値を大きく引き上げていることを
示唆した。また、３頭とも、課題の総試行数が行動決定型よりも通常型課題で多かったため、報酬
である水の摂取も多くなっており、モチベーション低下による通常型課題後半での行動成績低下の
可能性が考えられた。そこで、飲水量を統制したデータセットを用いて解析を行った結果、この場
合においても、行動決定型報酬スケジュール課題の方が誤答率は低く、数理モデルが推定する状態
価値も高かった。 
 
 (考察) 
 本研究により、報酬探索課題において自己選択効果が存在することが明らかとなった。数理モデ
ル解析の結果、課題内容を自己選択したか実験者が選んだかという文脈に依存し、最終的な報酬価
値の推定にバイアスがかかる可能性が示唆され、この推定報酬価値の差が行動成績の差を生じたと
考察された。 
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審査の結果の要旨 
(批評) 
 本研究では、アカゲザルを用い、行動決定型報酬スケジュール課題を開発し、報酬探索課題を行
う場面での自己選択効果の検証を試みた。その結果、動物が課題を自己選択すると、誤答率の低下
や反応時間の短縮といった行動成績の向上が見られることが明らかとなり、自己選択効果の存在が
実証された。さらに、強化学習理論における temporal-difference learning ruleを応用した数理
モデル解析により、自己選択は得られる報酬の価値を引き上げるという可能性が示唆された。 
 従来の多くの報酬系の研究は、報酬の価値は得られる報酬量や報酬確率、報酬までの遅延や仕事
量といった要因によって一意に決定されるという仮定の下で行われてきた。しかしながら、本研究
結果は、報酬の価値がそのときの状況に応じて変化する場合があることを指摘している。さらに、
本研究では、目的志向的行動において、報酬価値の情報が脳内でどのように表現されているかを理
解するための新しい理論的アプローチを提示しており、学位論文として高く評価できる。 
 
平成２６年１月２９日、学位論文審査委員会において、審査委員全員出席のもと論文について説
明を求め、関連事項について質疑応答を行い、最終試験を行った。その結果、審査委員全員が合格
と判定した。 
よって、著者は博士（神経科学）の学位を受けるのに十分な資格を有するものと認める。 
 
