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ON THE HO¨RMANDER CLASSES OF BILINEAR
PSEUDODIFFERENTIAL OPERATORS II
A´RPAD BE´NYI, FRE´DE´RIC BERNICOT, DIEGO MALDONADO, VIRGINIA NAIBO,
AND RODOLFO H. TORRES
Abstract. Boundedness properties for pseudodifferential operators with symbols
in the bilinear Ho¨rmander classes of sufficiently negative order are proved. The
results are obtained in the scale of Lebesgue spaces and, in some cases, end-point
estimates involving weak-type spaces and BMO are provided as well. From the
Lebesgue space estimates, Sobolev ones are then easily obtained using functional
calculus and interpolation. In addition, it is shown that, in contrast with the linear
case, operators associated with symbols of order zero may fail to be bounded on
product of Lebesgue spaces.
1. Introduction
In this article we continue the systematic study of the general Ho¨rmander classes
of bilinear pseudodifferential operators BSmρ,δ (see the next section for definitions)
started in [2]. While the work in [2] focussed mainly on basic properties related to
the symbolic calculus of the bilinear pseudodifferential operators and some point-wise
estimates for their kernels, the present work addresses boundedness properties on the
full scale of Lebesgue spaces. The general properties developed in [2] will become
very useful in this current work and will allow us to provide a fairly complete range
of results.
The literature on bilinear pseudodifferential operators continues to grow and [2]
gives also a historical account and motivations, as well as numerous references in
the subject. We would like to reiterate here that most results so far have dealt
with the cases ρ = 1 and ρ = 0. For the first value of ρ the available boundedness
and unboundedness results, and other properties of the classes BS01,δ are similar to
the ones in the linear situation. They are closely tied to the (bilinear) Caldero´n-
Zygmund theory, which was started by Coiman-Meyer in the 70’s (see e.g. [13] and
the references therein) and was further developed by Christ-Journe´ [11], Kenig-Stein
[21] and Grafakos-Torres [15]. See also Be´nyi-Torres [3] and Maldonado-Naibo [23].
The value of ρ = 0, however, produces some surprises and the possible theory deviates
from the linear situation. In particular the famous Caldero´n-Villancourt theorem
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[10] does not hold unless further properties on the symbols in BS00,0 are imposed; see
Be´nyi-Torres [4] and Bernicot-Shrivastava [9].
One important contribution for other values of ρ, almost the exception so far, is
the recent work of Michalowski-Rule-Staubach [24]. Since, for example, the class
BS00,0 does not map L
∞ × L2 → L2, it was asked in [2] (and some answers were
provided) about results of the form X × L2 → L2 with some functional space X
smaller than L∞ and symbols in BS0ρ,δ. The question of whether the classes BS
0
ρ,δ
produce operators that are bounded on some product of Lebesgue spaces when 0 ≤
δ < ρ was left unanswered in [2] (recall the keystone result that the linear class
S0ρ,δ is bounded on L
2, as proved by Ho¨rmander [17]). Likewise in [24] the authors
asked about which negative values of m = m(ρ) produce classes BSmρ,δ for which the
corresponding bilinear pseudodifferential operators are bounded from Lp1 × Lp2 into
Lp with 1/p1 + 1/p2 = 1/p and 1 < p1, p2, p ≤ ∞. Here, we will expand and improve
some of the results in [24] in several directions.
First, we will show that it is very much relevant to look at negative values ofm when
ρ < 1 because operators with symbols in the classes BS0ρ,δ may fail to be bounded on
any product of Lebesgue spaces. This is proved in Theorem 1 below, thus answering
in the negative the question left unanswered in [2]. Next we show in Theorem 2 that
the values of m provided in [24] can be taken much larger (smaller in absolute value).
We succeed in doing so using kernel estimates and the symbolic calculus from [2], also
used in [24], but adding arguments involving the complex interpolation of the classes
BSmρ,δ. Moreover, bringing back the bilinear Caldero´n-Zygmund theory for sufficiently
negative values of m and using further interpolation arguments we also obtain results
outside the Banach triangle; i.e., for 1/p1 + 1/p2 = 1/p, but 1/2 < p < 1. We also
obtain appropriate weak-type end-point estimates at one end and a strong one at
another. This last is the bilinear analog of a result of C. Fefferman, which was also
a keystone in the understanding of linear pseudodifferential operators.
Fefferman [14] showed, in particular, that the linear classes S
−(1−ρ)n
2
ρ,0 , for 0 < ρ < 1,
map L∞ → BMO. The natural conjecture then is that BS−(1−ρ)nρ,0 should map
L∞ × L∞ → BMO, since often the role of n in the linear case is played by 2n in
the bilinear setting. We are able to prove this conjecture in Theorem 4 at least for
0 < ρ < 1/2. Though we use some ideas from [14], new technical difficulties not
present in the linear case need to be overcome. In fact, Fefferman used the result of
Ho¨rmander that operators with symbols in S0ρ,δ are bounded on L
2 but, as Theorem 1
establishes, the analogous result for bilinear operators is false. Instead we rely on the
L2 × L2 → L2 boundedness of certain classes of symbols as proved in Theorem 3.
The article is organized as follows. In the next section we include the main defi-
nitions, some basic properties and the precise statements of the main theorems. We
also provide some further motivation and applications. The subsequence sections,
Sections 3-7, contain the detailed proof of each of the main theorems in the order
we list them, except that a series of technical lemmata used in the proof of Theo-
rem 4 are postponed until Section 8. Section 9 contains some weighted versions of
the results. Further remarks about the results and comparisons to other linear and
bilinear ones are provided throughout the paper as well. Upper-case letters are used
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to label theorems corresponding to known results while single numbers are used for
theorems, lemmas and corollaries that are proved in this article.
Unless otherwise indicated, the underlying space for the functional classes used will
be Euclidean space Rn. In particular, Lp will stand for Lp(Rn) and W s,p will stand for
W s,p(Rn), the Sobolev space of functions with “s derivatives” in Lp. Their respective
norms will be denoted ‖f‖Lp and ‖f‖W s,p . Finally, S will indicate the Schwartz class
on Rn.
Throughout the symbol . will be used in inequalities where constants are inde-
pendent of its left and right hand sides.
2. Main Results
Let δ, ρ ≥ 0 and m ∈ R. In [17], Ho¨rmander introduced the class of symbols Smρ,δ :
σ = σ(x, ξ), x, ξ ∈ Rn, belongs to Smρ,δ if for all multi-indices α and β
sup
x, ξ∈Rn
|∂αx∂βξ σ(x, ξ)|(1 + |ξ|)−m−δ|α|+ρ|β| <∞.
For each symbol σ there is an associated linear pseudodifferential operator Tσ defined
by
Tσ(f)(x) =
∫
Rn
σ(x, ξ)f̂(ξ) eix·ξ dξ, f ∈ S,
where f̂ denotes the Fourier transform of f.
The bilinear counterpart of Smρ,δ is denoted BS
m
ρ,δ. A bilinear symbol σ(x, ξ, η),
x, ξ, η ∈ Rn, belongs to the bilinear Ho¨rmander class BSmρ,δ if for all multi-indices
α, β and γ,
sup
x,ξ,η∈Rn
|∂αx∂βξ ∂γησ(x, ξ, η)|(1 + |ξ|+ |η|)−m−δ|α|+ρ(|β|+|γ|) <∞.
For σ ∈ BSmρ,δ and non-negative integers K and N define
‖σ‖K,N := sup|α|≤K
|β|,|γ|≤N
sup
x,ξ,η∈Rn
|∂αx∂βξ ∂γησ(x, ξ, η)|(1 + |ξ|+ |η|)−m−δ|α|+ρ(|β|+|γ|).
Then the family of norms {‖ · ‖K,N}K,N∈N0 turns BSmρ,δ into a Fre´chet space.
For σ ∈ BSmρ,δ we consider the bilinear pseudodifferential operator defined by
Tσ(f, g)(x) :=
∫
Rn
∫
Rn
σ(x, ξ, η)fˆ(ξ)gˆ(η) eix·(ξ+η) dξ dη, f, g ∈ S.
We know proceed to state the new results in this article.
Theorem 1. Let 0 ≤ ρ < 1, 0 ≤ δ ≤ 1, and 1 ≤ p, p1, p2 <∞ such that 1p = 1p1 + 1p2 .
There exist symbols in BS0ρ,δ that give rise to unbounded operators from L
p1 × Lp2
into Lp.
As mentioned in the introduction, the result in Theorem 1 is in contrast with
the fact that linear pseudodifferential operators of order zero do produce bounded
operators on L2. The case ρ = δ = 0 of Theorem 1 was proved by Be´nyi and Torres
in [4].
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Theorem 2. Let 0 ≤ δ ≤ ρ ≤ 1, δ < 1, 1 ≤ p1, p2 ≤ ∞, p given by 1p = 1p1 + 1p2 ,
m < m(p1, p2) := n(ρ− 1)
(
max{1
2
, 1
p1
, 1
p2
, 1− 1
p
}+ max{1
p
− 1, 0}
)
,
and σ ∈ BSmρ,δ.
(i) If p ≥ 1 then there exist K, N ∈ N0 such that
‖Tσ(f, g)‖Lp . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2
for all f ∈ Lp1 and g ∈ Lp2 .
(ii) If 0 < ρ, p < 1, p1 6= 1 and p2 6= 1 then there exist K, N ∈ N0 such that
‖Tσ(f, g)‖Lp . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2
for all f ∈ Lp1 and g ∈ Lp2 .
(iii) If 0 < ρ, p < 1 and p1 = 1 or p2 = 1 then then there exist K, N ∈ N0 such that
‖Tσ(f, g)‖Lp,∞ . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2
for all f ∈ Lp1 and g ∈ Lp2 .
When p ≥ 1 (Banach case), Theorem 2 improves the results in [24, Theorem 5.5]
by Michalowski, Rule and Staubach which require m < n(ρ−1) max{1
2
, ( 2
p1
− 1
2
), ( 2
p2
−
1
2
), (3
2
− 2
p
)}. This improvement is based on the following facts:
(1) Bilinear pseudodifferential operators with symbols in the classes BSmρ,δ with
m < n(ρ − 1) (as opposed to m < 3
2
n(ρ − 1) used in [24]) are bounded from
L∞ × L∞ into L∞, with norm bounded by the norm of the symbol (see also
Remark 4.1).
(2) Roughly speaking, the intermediate spaces in the complex interpolation of
two bilinear Ho¨rmander classes are other bilinear Ho¨rmander classes.
When p < 1 (non-Banach case), the result of Theorem 2 relies on interpolation
arguments using boundedness of operators in the Banach case and bilinear Caldero´n-
Zygmund theory.
We remark that the operator Tσ is a priori defined on S×S. In Theorem 2, Tσ(f, g)
for f ∈ Lp1 and g ∈ Lp2 denotes the “value” given by a bounded extension of the
operator, which exists and is unique in the cases p1 <∞ and p2 <∞, and is shown
to exist when p1 =∞ or p2 =∞.
Theorem 3. If σ(x, ξ, η), x, ξ, η ∈ Rn, is a bilinear symbol such that
C(σ) := sup
|β|≤[n2 ]+1
|α|≤2(2n+1)
sup
ξ,y∈Rn
‖∂αξ ∂βy σ(y, ξ − ·, ·)‖L2 <∞,
then Tσ maps continuously L
2 × L2 into L2 with
‖Tσ‖L2×L2→L2 . C(σ).
Theorem 4. If σ ∈ BSn(ρ−1)ρ,0 , 0 ≤ ρ < 12 , then there exists K, N ∈ N0 such that
‖Tσ(f, g)‖BMO . ‖σ‖K,N ‖f‖L∞ ‖g‖L∞ , f, g ∈ S.
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Theorem 4, which complements the endpoint m = n(ρ − 1) for p1 = p2 = ∞ in
Theorem 2, can be thought of as a bilinear counterpart (when 0 ≤ ρ < 1
2
and δ = 0)
to the following linear result proved by C. Fefferman in [14].
Theorem A (Fefferman [14]). If σ is a symbol in the linear Ho¨rmander class S
−n
2
(1−ρ)
ρ,δ
with 0 ≤ δ < ρ < 1, then Tσ maps L∞ continuously into BMO.
The proof of Theorem A uses the fact that the linear class S0ρ,δ, 0 < δ < ρ ≤ 1,
maps L2 continuously into L2. The bilinear counterpart of this result is false by
Theorem 1. Our proof of Theorem 4 relies on Fefferman’s ideas and the result given
by Theorem 3.
Next, we present a result concerning boundedness properties of bilinear pseudo-
differential operators on Lebesgue spaces with indices that satisfy the Sobolev scaling,
as opposed to the Ho¨lder scaling employed in the previous theorems.
Theorem 5. Let 0 ≤ δ ≤ 1, 0 < ρ ≤ 1, s ∈ (0, 2n), and ms := 2n(ρ − 1) − ρs. If
σ ∈ BSmρ,δ, m ≤ ms, 1 < p1, p2 < ∞, and q > 0 is given by 1q = 1p1 + 1p1 − sn , then
there exist K, N ∈ N such that
‖Tσ(f, g)‖Lq . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2
for all f ∈ Lp1 and g ∈ Lp2 .
We end this section by briefly featuring some remarks, motivations and applications
in the next three subsections.
2.1. The operator norm, the number of derivatives, and complex interpola-
tion of the classes of symbols. Theorems 2 and 5 state that the operator norm of
Tσ, as a bounded operator from a product of Lebesgue spaces into another Lebesgue
space, is controlled by ‖σ‖K,N for some nonnegative integers K and N . Even though
this is a consequence of the proof provided in each case, it can be shown to be a
necessary condition. More precisely,
Lemma 6. Let 0 < p ≤ ∞, 1 ≤ p1, p2 <∞, 0 ≤ δ, ρ ≤ 1 and suppose Tσ is bounded
from Lp1 × Lp2 into Lp for all σ ∈ BSmρ,δ. Then there exist K, N ∈ N0 such that
‖Tσ‖ . ‖σ‖K,N for all σ ∈ BSmρ,δ.
Indeed, Lemma 6 is a consequence of the Closed Graph Theorem. Consider in
BSmρ,δ the topology induced by the family of norms {‖·‖K,N}K,N∈N0 , as defined above,
which turns BSmρ,δ into a Fre´chet space. If Tσ is bounded from L
p1 × Lp2 into Lp for
all σ ∈ BSmρ,δ we can define the linear transformation
U : BSmρ,δ → L(Lp1 × Lp2 , Lp), U(σ) = Tσ,
where L(Lp1 × Lp2 , Lp) denotes the quasi-Banach space (Banach space if p ≥ 1) of
all bilinear bounded operators from Lp1 × Lp2 into Lp endowed with the operator
quasi-norm (norm if p ≥ 1). If {(σk, Tσk)}k∈N is a sequence in the graph of U that
converges to (σ, T ), for some σ ∈ BSmρ,δ and T ∈ L(Lp1 × Lp2 , Lp), then it easily
follows that T (f, g) = Tσ(f, g) for any f, g ∈ S(Rn). Since Tσ and T are bilinear
bounded operators from Lp1 ×Lp2 into Lp, by density, we obtain that T = Tσ. Then
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the graph of U is closed and therefore, by the closed Graph Theorem, U is continuous
and the desired result follows.
In regards to the number of derivates required for the symbols, we remark that the
following modified versions of the bilinear Ho¨rmander classes can be considered: For
K, N ∈ N0,
BSmρ,δ,K,N := {σ(x, ξ, η) ∈ CK,N(R3n) : ‖σ‖K,N <∞},
where CK,N(R3n) means derivatives up to order K in x and up to order N in ξ and
η. Then BSmρ,δ,K,N is a Banach space with norm ‖ · ‖K,N that contains BSmρ,δ as a
dense subset and therefore the results of Theorem 2, 4, and 5 remain true if BSmρ,δ is
replaced with BSmρ,δ,K,N for appropriate values of K, N ∈ N0, possibly depending on
m, ρ, and δ. We will not pursue in this paper the question regarding the minimum
number of derivatives needed to achieve the results presented, though some estimates
can be inferred from the proofs.
We close this subsection with a result on the complex interpolation of the classes
BSmρ,ρ,N,N which will be useful in the proof of Theorem 2.
Lemma 7. If m0,m1 ∈ R, 0 ≤ ρ < 1 and m = θm0 + (1− θ)m1 for some θ ∈ (0, 1)
then (
BSm0ρ,ρ,N,N , BS
m1
ρ,ρ,N,N
)
[θ]
= BSmρ,ρ,N,N .
Indeed, the lemma follows using the same arguments as in the work of Pa¨iva¨rinta-
Somersalo [27, Lemma 3.1], where the analogous result for the linear Ho¨rmander
classes is proved.
2.2. Leibniz-type rules. In terms of applications of the bilinear Lp-theory for the
class BSmρ,δ, the results in this paper allow for enriched versions of the fractional
Leibniz rule
(2.1) ‖fg‖W s,p ≤ C (‖f‖W s,p1 ‖g‖Lp2 + ‖f‖Lp1 ‖g‖W s,p2 ) ,
where s ≥ 0, 1
p
= 1
p1
+ 1
p2
and 1 < p1, p2 < ∞ (see Kato-Ponce [18], Christ-
Weinstein [12], and Kenig-Ponce-Vega [19]).
Inequalities of the type (2.1) for pseudodifferential operators Tσ(f, g) instead of the
product fg (σ ≡ 1) can be easily obtained following what is by now a well-known
procedure that uses results going back to Coifman and Meyer and has become part
of the folklore in the subject. The idea, as already used in [18], is to (smoothly) split
the symbol into frequency regions where the derivatives can be distributed among the
functions. See also Semmes [28] and Gulisashvili-Kon [16] where both homogeneous
and inhomogeneous derivatives were considered in similar fashion.
Consider σ ∈ BSmρ,δ and φ ∈ C∞(R) such that 0 ≤ φ ≤ 1, supp(φ) ⊂ [−2, 2] and
φ(r) + φ(1/r) = 1 on [0,∞). For s > 0, the symbols σ1 and σ2 given by
σ1(x, ξ, η) = σ(x, ξ, η)φ
(
1 + |η|2
1 + |ξ|2
)
(1 + |ξ|2)−(m+s))/2,
σ2(x, ξ, η) = σ(x, ξ, η)φ
(
1 + |ξ|2
1 + |η|2
)
(1 + |η|2)−(m+s))/2,
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satisfy σ1, σ2 ∈ BS−sρ,δ , and the corresponding operators Tσ, Tσ1 , and Tσ2 are related
through
Tσ(f, g) = Tσ1(J
m+sf, g) + Tσ2(f, J
m+sg),
where Jm+s denotes the linear Fourier multiplier with symbol (1+ | · |2)(m+s)/2. Thus,
the boundedness properties on Lebesgue spaces of bilinear pseudodifferential opera-
tors given in Theorems 2 and 5 imply
(2.2) ‖Tσ(f, g)‖Lp ≤ C (‖f‖Wm+s,p1 ‖g‖Lp2 + ‖f‖Lq1 ‖g‖Wm+s,q2 ) , f, g ∈ S,
for appropriate values of p1, p2, q1, q2 and s. We refer the reader to Bernicot et al [8]
for additional Leibniz-type rules.
In the same spirit, using the functional rule
∂xiTσ(f, g) = T∂xiσ(f, g) + Tσ(∂xif, g) + Tσ(f, ∂xig),
the fact that σ ∈ BSmρ,δ yields ∂xiσ ∈ BSm+δρ,δ , and bilinear complex interpolation,
Theorem 2 and Theorem 5 imply the following corollaries:
Corollary 8. Let 0 ≤ δ ≤ ρ ≤ 1, δ < 1, 1 ≤ p1, p2 ≤ ∞, p given by 1p = 1p1 + 1p2 and
m(p1, p2) as in Theorem 2. If σ ∈ BSmρ,δ, m < m(p1, p2) − kδ for some nonnegative
integer k, and r ∈ [0, k], then there exists K, N ∈ N0 such that
‖Tσ(f, g)‖W r,p . ‖σ‖K,N ‖f‖W r,p1 ‖g‖W r,p2 ,
for all f ∈ W r,p1 and g ∈ W r,p2 .
Corollary 9. Let 0 ≤ δ ≤ 1, 0 < ρ ≤ 1, s ∈ (0, 2n), ms = 2n(ρ − 1) − ρ as in
Theorem 5, 1 < p1, p2 < ∞, and q > 0 such that 1q = 1p1 + 1p1 − sn . . If σ ∈ BSmρ,δ,
m ≤ ms − kδ, for some nonnegative integer k, and r ∈ [0, k], then there exists
K, N ∈ N0 such that
‖Tσ(f, g)‖W r,q . ‖σ‖K,N ‖f‖W r,p1 ‖g‖W r,p2 ,
for all f ∈ W r,p1 and g ∈ W r,p2 .
2.3. Applications to the scattering of PDEs. Consider the system of partial
differential equations for u = u(t, x), v = v(t, x), and w = w(t, x), t ∈ R, x ∈ Rn,
(2.3)
 ∂tu+ a(D)u = vw, u(0, x) = 0,∂tv + b(D)v = 0, v(0, x) = f(x),
∂tw + c(D)w = 0, w(0, x) = g(x).
where a(D), b(D) and c(D) are linear multipliers with symbols a(ξ), b(ξ) and c(ξ),
ξ ∈ Rn, respectively. Then, formally,
v(t, x) =
∫
Rn
e−tb(ξ)f̂(ξ) eix·ξ dξ, w(t, x) =
∫
Rn
e−tc(η)ĝ(η) eix·η dη,
and
v(t, x)w(t, x) =
∫
R2n
e−t(b(ξ)+c(η))f̂(ξ)ĝ(η) eix·(ξ+η) dξ dη.
Another formal computation then yields
u(t, x) = (e−ta(D)F (t, ·))(x),
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where
F (t, x) =
∫ t
0
esa(D)(v(s, ·)w(s, ·))(x)ds
=
∫
R2n
(∫ t
0
es(a(ξ+η)−b(ξ)−c(η))ds
)
f̂(ξ)ĝ(η) eix·(ξ+η) dξ dη.
Therefore, if the phase function λ(ξ, η) := a(ξ + η)− b(ξ)− c(η) does not vanish,
F (t, x) = T etλ−1
λ
(f, g)(x).
As a consequence, assuming that λ < 0, the solution u of (2.3) scatters in the
Sobolev space W r,p if
lim
t→∞
T etλ−1
λ
(f, g) = T−λ−1(f, g) ∈ W r,p.
According to Corollary 8, T−λ−1 is a bounded operator on Sobolev spaces if −λ−1
belongs to BSmρ,δ for suitable exponents.
As an example consider b(D) = 1−∆ and c(D) = |D|. Then for a(D) = 0, we get
−λ(ξ, η)−1 = (1 + |ξ|2 + |η|)−1
and
λ(ξ, η)−1ϕ(ξ, η) ∈ BS−11
2
,0
,
for any smooth function ϕ such that ϕ = 1 away from the set {(ξ, η) : η = 0}. In the
case that a(D) = ∆, we get
−λ(ξ, η)−1 = (1 + |ξ + η|2 + |ξ|2 + |η|)−1
and
λ(ξ, η)−1ϕ(ξ, η) ∈ BS−21,0 .
When the phase function λ vanishes, the situation is more difficult. We refer the
reader to [5, 6], where a more precise study has been developed to obtain bilinear
dispersive estimates (instead of scattering properties).
3. Proof of Theorem 1
As we will show, Theorem 1 follows from the case corresponding to ρ = δ = 0, a
scaling argument and Lemma 6. We first need to recall the following result.
Theorem B (Be´nyi-Torres [4, Proposition 1]). There exist x-independent symbols in
BS00,0 that give rise to unbounded operators from L
p1×Lp2 into Lp for 1 ≤ p1, p2, p <
∞, 1
p
= 1
p1
+ 1
p2
.
Proof of Theorem 1. Fix δ, ρ, p1, p2, p as in the hypothesis. Suppose, on the contrary,
that Tσ is bounded from L
p1 × Lp2 into Lp for all σ ∈ BS0ρ,δ.
Consider an x-independent symbol σ ∈ BS0ρ,δ and, for multi-indices β, γ, set
Cβ,γ(σ) := sup
ξ,η∈Rn
|∂βξ ∂γησ(ξ, η)|(1 + |ξ|+ |η|)ρ(|β|+|γ|).
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For λ > 0 define σλ(ξ, η) := σ(λξ, λη), ξ, η ∈ Rn. Then, for all multi-indices β, γ and
0 < λ < 1, we have
|∂βξ ∂γησλ(ξ, η)| = λ|β|+|γ||∂βξ ∂γησ(λξ, λη)|
≤ λ(1−ρ)(|β|+|γ|)Cβ,γ(σ)(1 + |ξ|+ |η|)−ρ(|β|+|γ|),
giving
(3.4) Cβ,γ(σλ) ≤ λ(1−ρ)(|β|+|γ|)Cβ,γ(σ).
Let f, g ∈ S and define fλ(x) := f
(
x
λ
)
and gλ(x) := g
(
x
λ
)
, x ∈ Rn. Then
Tσ(f, g)(x) =
∫
R2n
σ(ξ, η)fˆ(ξ)gˆ(η)eix·(ξ+η) dξdη
=
∫
R2n
σ
(
λ
ξ
λ
, λ
η
λ
)
fˆ
(
λ
ξ
λ
)
gˆ
(
λ
η
λ
)
eiλx·(
ξ
λ
+ η
λ) dξdη
=
∫
R2n
σλ(ξ, η)f̂λ(ξ)ĝλ(η)e
iλx·(ξ+η) dξdη
= Tσλ(fλ, gλ)(λx).
Let K, N ∈ N0 be given by Lemma 6 for the class BS0ρ,δ and, without loss of
generality, assume K = N . Then using that ‖σλ‖N,N =
(
sup
|β|, |γ|≤N
Cβ,γ(σλ)
)
, 1
p
=
1
p1
+ 1
p2
, and (3.4), we obtain
‖Tσ(f, g)‖Lp = ‖Tσλ(fλ, gλ)(λ·)‖Lp = λ−
n
p ‖Tσλ(fλ, gλ)‖Lp
. λ−
n
p
(
sup
|β|, |γ|≤N
Cβ,γ(σλ)
)
‖fλ‖Lp1 ‖gλ‖Lp2
= λ
−n
p
+ n
p1
+ n
p2
(
sup
|β|, |γ|≤N
Cβ,γ(σλ)
)
‖f‖Lp1 ‖g‖Lp2
.
(
sup
|β|, |γ|≤N
λ(1−ρ)(|β|+|γ|)Cβ,γ(σ)
)
‖f‖Lp1 ‖g‖Lp2 ,
and letting λ→ 0, it follows that
(3.5) ‖Tσ(f, g)‖Lp . C0,0(σ) ‖f‖Lp1 ‖g‖Lp2 f ∈ Lp1 , g ∈ Lp2 .
However, (3.5) cannot be true since this contradicts Theorem B. Indeed, take σ ∈
BS00,0 x-independent such that Tσ is not bounded from L
p1×Lp2 into Lp and let ϕ be
an infinitely differentiable function in R2n supported in |(ξ, η)| ≤ 2 and equal to one
on |(ξ, η)| ≤ 1. For each ε > 0, set σε(ξ, η) := ϕ(ε ξ, ε η)σ(ξ, η). Then σε ∈ BS0ρ,δ(Rn)
and C0,0(σε) ≤ C0,0(σ) for all ε > 0. If (3.5) were true we would have
‖Tσε(f, g)‖Lp . C0,0(σ) ‖f‖Lp1 ‖g‖Lp2 f, g ∈ S, for all ε > 0.
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As ε→ 0, Tσε(f, g)→ Tσ(f, g) pointwise; this and Fatou Lemma yield
‖Tσ(f, g)‖Lp . C0,0(σ) ‖f‖Lp1 ‖g‖Lp2 f, g ∈ S,
a contradiction.

4. Proof of Theorem 2
4.1. Preliminary results. We will use the following results in the proof of Theo-
rem 2.
Theorem C (Symbolic calculus, Be´nyi-Maldonado-Naibo-Torres [2]). Assume that
0 ≤ δ ≤ ρ ≤ 1, δ < 1, and σ ∈ BSmρ,δ. Then, for j = 1, 2, T ∗jσ = Tσ∗j , where
σ∗j ∈ BSmρ,δ. Moreover, if 0 ≤ δ < ρ ≤ 1 and σ ∈ BSmρ,δ, then σ∗1 and σ∗2 have
explicit asymptotic expansions.
Theorem D (Michalowski-Rule-Staubach [24, Theorem 5.5]). Let 0 ≤ δ ≤ ρ ≤ 1,
δ < 1, 1 ≤ p1, p2, p ≤ ∞, 1p = 1p1 + 1p2 and
m < n(ρ− 1) max{1
2
, ( 2
p1
− 1
2
), ( 2
p2
− 1
2
), (3
2
− 2
p
)}.
If σ ∈ BSmρ,δ, then there exist K, N ∈ N0 such that
‖Tσ(f, g)‖Lp . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2 .
Set m˜(p1, p2) = n(ρ − 1) max{12 , ( 2p1 − 12), ( 2p2 − 12), (32 − 2p)} and note that, when
p > 1, we have m(p1, p2) = n(ρ − 1) max{12 , 1p1 , 1p2 , (1 − 1p)}. Referring to Figure 1,
we then have that m(p1, p2) = n(ρ − 1) 1p2 and m˜(p1, p2) = n(ρ − 1)( 2p2 − 12) in
region I, m(p1, p2) = n(ρ − 1) 1p1 and m˜(p1, p2) = n(ρ − 1)( 2p1 − 12) in region II,
m(p1, p2) = n(ρ − 1)(1 − 1p) and m˜(p1, p2) = n(ρ − 1)(32 − 2p) in region III, and
m(p1, p2) = m˜(p1, p2) = n(ρ − 1)12 in region IV. Then m˜ < m in regions I, II and
III, and therefore the Banach case of Theorem 2 is an improvement on Theorem D.
In the non-Banach case (p < 1), we will use bilinear Caldero´n-Zygmund theory
to get the boundedness results stated in Theorem 2. Indeed, we have the following
result:
Theorem 10 (Bilinear Caldero´n-Zygmund operators). Let 0 ≤ δ ≤ ρ ≤ 1, δ < 1,
0 < ρ, and set mcz := 2n(ρ − 1). If σ ∈ BSmρ,δ and m < mcz, then Tσ is a bilinear
Caldero´n-Zygmund operator. As a consequence, the following mapping properties
hold true for 1 ≤ p1, p2 ≤ ∞, 12 ≤ p <∞, 1p = 1p1 + 1p2 :
(i) if 1 < p1, p2, then there exist K, N ∈ N0 such that
‖Tσ(f, g)‖Lp . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2 ,
where Lp1 or Lp2 should be replaced by L∞c (bounded functions with compact
support) if p1 =∞ or p2 =∞, respectively;
(ii) if p1 = 1 or p2 = 1, then there exist K, N ∈ N such that
‖Tσ(f, g)‖Lp,∞ . ‖σ‖K,N ‖f‖Lp1 ‖g‖Lp2 ,
where Lp1 or Lp2 should be replaced by L∞c if p1 =∞ or p2 =∞, respectively;
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(iii) there exist K, N ∈ N such that
‖Tσ(f, g)‖BMO . ‖σ‖K,N ‖f‖L∞ ‖g‖L∞
for f, g ∈ L∞c ;
(iv) weighted versions of the above inequalities (see Section 9).
The results of Theorem 10 are consequences of the following estimates for the kernel
of Tσ:
Theorem E. Let σ ∈ BSmρ,δ, 0 < ρ ≤ 1, 0 ≤ δ < 1, m ∈ R, and denote by K(x, y, z)
the distributional kernel of the associated bilinear pseudodifferential operator Tσ. For
x, y, z ∈ Rn, set
S(x, y, z) = |x− y|+ |x− z|+ |y − z|.
(i) Given α, β, γ ∈ Nn0 , there exists N0 ∈ N0 such that for each l ≥ N0,
sup
(x,y,z):S(x,y,z)>0
S(x, y, z)l|DαxDβyDγzK(x, y, z)| <∞.
(ii) Suppose that σ has compact support in (ξ, η) uniformly in x. Then K is smooth,
and given α, β, γ ∈ Nn0 and N0 ∈ N0, there exists C > 0 such that for all
x, y, z ∈ Rn with S(x, y, z) > 0
|DαxDβyDγzK(x, y, z)| ≤ C(1 + S(x, y, z))−N0 .
(iii) Suppose that m+M+2n < 0 for some M ∈ N0. Then K is a bounded continuous
function with bounded continuous derivatives of order ≤M .
(iv) Suppose that m + M + 2n = 0 for some M ∈ N0. Then there exists a constant
C > 0 such that for all x, y, z ∈ Rn with S(x, y, z) > 0,
sup
|α+β+γ|=M
|DαxDβyDγzK(x, y, z)| ≤ C| log |S(x, y, z)||.
(v) Suppose that m+M+2n > 0 for some M ∈ N0. Then, given α, β, γ ∈ Nn0 , there
exists a positive constant C such that for all x, y, z ∈ Rn with S(x, y, z) > 0,
sup
|α+β+γ|=M
|∂αx∂βy ∂γzK(x, y, z)| ≤ CS(x, y, z)−(m+M+2n)/ρ.
(vi) Suppose that m+ε+2n > 0 for some ε ∈ (0, 1). Then, there exists a positive con-
stant C such that for all x, y, z, u ∈ Rn with S(x, y, z) > 0 and |u| ≤ S(x, y, z),
|K(x, y, z)−K(x+ u, y, z)|+ |K(x, y, z)−K(x, y + u, z)|
+|K(x, y, z)−K(x, y, z + u)| ≤ C|u|εS(x, y, z)−(m+ε+2n)/ρ.
All constants in the above inequalities depend linearly on ‖σ‖K,N for some K, N ∈ N0.
We refer the reader to [2, Theorem 6] for the proofs of items (i)-(v) in Theorem E.
Item (vi) corresponds to the “Ho¨lder” version of item (v), its proof is analogous and
relies on estimates for linear kernels as presented in Alvarez-Hounie [1, Theorem 1.1].
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Proof of Theorem 10. It is enough to prove the result for σ ∈ BSmρ,δ and m such that
2n(ρ − 1) − t < m < 2n(ρ − 1) = mcz for some small positive number t. Denote
by K(x, y, z) the distributional kernel of the associated bilinear pseudodifferential
operator Tσ. Using that BS
m
ρ,δ ⊂ BSmczρ,δ , part (v) of Theorem E applied to BSmczρ,δ
yields, with constants depending linearly on ‖σ‖N,N for some N ∈ N0,
|K(x, y, z)| . 1
(|x− y|+ |x− z|+ |y − z|)2n ,
while part (vi) gives, again with constants depending linearly on ‖σ‖N,N for some
N ∈ N0,
|K(x, y, z)−K(x+ u, y, z)|+ |K(x, y, z)−K(x, y + u, z)|
+|K(x, y, z)−K(x, y, z + u)| . |u|
ε
(|x− y|+ |x− z|+ |y − z|)2n+ε ,
where |u| ≤ |x − y| + |x − z| + |y − z| and ε ∈ (0, 1) has been chosen such that
(m + 2n + ε)/ρ = 2n +  (which is possible since 2n(ρ− 1)− t < m < 2n(ρ− 1) for
small enough t > 0). Moreover, since m < mcz < n(ρ− 1)/2, Theorem D yields that
there exists N ∈ N0 such that Tσ satisfies
‖Tσ(f, g)‖L1 . ‖σ‖N,N ‖f‖L2 ‖g‖L2 .
We then conclude that Tσ is a bilinear Caldero´n-Zygmund operator for which the
corresponding boundedness properties follow (see [15]). 
4.2. Proof of Theorem 2. With these preliminary and technical results, we are
now ready for the proof of our main result in this section.
Proof of Theorem 2. We first prove the theorem for p1 = p2 = p =∞, in which case
m(p1, p2) = n(ρ − 1). Let m < n(ρ − 1), 0 ≤ δ ≤ ρ ≤ 1, δ < 1. Let {ψj}j∈N0 be a
partition of unity on R2n,
∞∑
j=0
ψj(ξ, η) = 1, ξ, η ∈ Rn,
such that ψ0 is supported in {(ξ, η) ∈ R2n : |(ξ, η)| ≤ 2} and ψj(ξ, η) = ψ(2−jξ, 2−jη),
for some ψ ∈ C∞0 (R2n) supported in {(ξ, η) ∈ R2n : |(ξ, η)| ∼ 1} for j ∈ N. We
decompose the symbol σ(x, ξ, η) as
σ(x, ξ, η) =
∞∑
j=0
σj(x, ξ, η),
where σj(x, ξ, η) := σ(x, ξ, η)ψj(ξ, η). Then ‖σj‖0,N . ‖σ‖0,N for all N ∈ N0 and, by
Lemma 11 (see Section 6),
‖Tσj(f, g)‖∞ . ‖σ‖0,2N 2j(m+n(1−ρ))‖f‖L∞‖g‖L∞ , j ∈ N0, N > n, K ∈ N0.
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Therefore
‖Tσ(f, g)‖L∞ ≤
∞∑
j=0
‖Tσj(f, g)‖∞ . ‖σ‖0,2N
∞∑
j=0
2j(m+n(1−ρ))‖f‖L∞‖g‖L∞
. ‖σ‖0,2N ‖f‖L∞‖g‖L∞ ,
where we have used that m < n(ρ−1). This proves the theorem for p1 = p2 = p =∞.
Note that the proof shows that there is an extension of Tσ that is bounded from
L∞ × L∞ into L∞, mainly
Tσ(f, g) =
∞∑
j=1
Tσj(f, g)
where
Tσj(f, g)(x) =
∫
R2n
Kj(x, x− y, x− z)f(y)g(z) dydz,
with
Kj(x, y, z) =
∫
R2n
σj(x, ξ, η) e
iξ·y eiη·z dξdη, x, y, z ∈ Rn.
We now proceed to prove the theorem in the general case. We recall that the
boundedness properties in Lebesgue spaces for operators corresponding to the class
BS01,δ for 0 ≤ δ < 1 are well-known (see introduction); therefore we will work with
ρ < 1. Moreover, since BSmρ,δ ⊂ BSmρ,ρ for δ ≤ ρ, we will assume δ = ρ, 0 ≤ ρ < 1.
Define on BSmρ,ρ × Lp1 × Lp2 the trilinear operator T given by
T (σ, f, g) := Tσ(f, g).
In the following we will use the notation T : BSmρ,ρ ×X × Y → Z to express the fact
that T maps continuously from BSmρ,ρ×X ×Y into Z : there exists N ∈ N0, possibly
depending on m and ρ, such that
‖T (σ, f, g)‖Z . ‖σ‖N,N ‖f‖X ‖g‖Y ,
for all σ ∈ BSmρ,ρ, f ∈ X, g ∈ Y.
We first prove (i) (case p > 1). The case p1 = p2 = p = ∞ proved above and
Theorem C yield
• T : BSmρ,ρ × L∞ × L∞ → L∞ for m < n(ρ− 1) (point (0, 0) in Figure 1),
• T : BSmρ,ρ × L1 × L∞ → L1 for m < n(ρ− 1) (point (1, 0) in Figure 1),
• T : BSmρ,ρ × L∞ × L1 → L1 for m < n(ρ− 1) (point (0, 1) in Figure 1).
Moreover, by Theorem D we have
• T : BSmρ,ρ × L2 × L2 → L1 for m < n2 (ρ− 1) (point (12 , 12) in Figure 1),
• T : BSmρ,ρ × L2 × L∞ → L2 for m < n2 (ρ− 1) (point (12 , 0) in Figure 1),
• T : BSmρ,ρ × L∞ × L2 → L2 for m < n2 (ρ− 1) (point (0, 12) in Figure 1).
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1
p1
1
p2
I
III II
IV
(0, 1)
(0, 0) (1, 0)(12 , 0)
(0, 12)
V
(1, 1)
n(ρ− 1) 1p2
n(ρ− 1) 1p1
n(ρ− 1)(1− 1p1 − 1p2 )
n(ρ− 1) 12
n(ρ− 1)( 2p2 + 1p1 − 1)
n(ρ− 1)( 2p1 + 1p2 − 1)
Figure 1. Value of m(p1, p2) as given by Theorem 2
We now recall the following modified version of the bilinear Ho¨rmander classes (see
Section 2.1):
BSmρ,ρ,N,N := {σ(x, ξ, η) ∈ CN(R3n) : ‖σ‖N,N <∞}
where N ∈ N0 and, as always,
‖σ‖N,N := sup|α|≤N
|β|,|γ|≤N
sup
x,ξ,η∈Rn
|∂αx∂βξ ∂γησ(x, ξ, η)|(1 + |ξ|+ |η|)−m−ρ|α|+ρ(|β|+|γ|).
Since BSmρ,ρ is dense in BS
m
ρ,ρ,N,N , the above mentioned endpoint results also hold if
BSmρ,ρ is replaced with BS
m
ρ,ρ,N,N for large enough N possibly depending on ρ and m.
Lemma 7 and trilinear complex interpolation (see the book of Bergh and Lo¨fstro¨m [7,
Theorem 4.4.1]) then yield the thesis of the theorem for p1 and p2 such that (
1
p1
, 1
p2
)
is on the border of the triangle with vertices (0, 0), (0, 1) and (1, 0).
The result for p1 and p2 such that (
1
p1
, 1
p2
) is in the interior of the triangle follows
by bilinear complex interpolation since, as shown in Figure 1, m(p1, p2) is constant
along horizontal segments in region I, m(p1, p2) is constant along vertical segments in
region II, m(p1, p2) is constant along diagonal segments in region III and m(p1, p2)
is constant in region IV.
We now prove (ii) and (iii) (case p < 1). Here we have to assume ρ > 0. Theorem 10
yields
T : BSmρ,ρ × L1 × L1 → L
1
2
,∞ for m < 2n(ρ− 1) (point (1, 1) in Figure 1),
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which together with the boundedness properties at the points (1, 0) and (0, 1) in
Figure 1 (as stated above), Lemma 7, and trilinear complex interpolation gives that
T : BSmρ,ρ × Lp1 × Lp2 → Lp,∞, m < m(p1, p2),
for ( 1
p1
, 1
p2
) on the segments joining the points (0, 1) to (1, 1), (1, 0) to (1, 1), and (1
2
, 1
2
)
to (1, 1), in Figure 1. This gives Part (iii).
1
p1
1
p2
(0, 1)
(0, 0) (1, 0)
(12 ,
1
2)
(1, 1)
m = n(ρ− 1)( 2p1 + 1p2 − 1)
m = n(ρ− 1)( 2p2 + 1p1 − 1)
1
p1
1
p2
(0, 1)
(0, 0) (1, 0)
(12 ,
1
2)
(1, 1)
m = n(ρ− 1)( 2p1 + 1p2 − 1)
m = n(ρ− 1)( 2p2 + 1p1 − 1)
Figure 2. Case p < 1 of Theorem 2
For Part (ii) consider the shaded triangle as indicated in each case presented in
Figure 2. The value m(p1, p2) is constant, say m, on the upper border of this triangle,
which is given by two segments with equations m = n(ρ− 1)(2/p1 + 1/p2− 1) (inside
triangle with vertices (1, 1), (1
2
, 1
2
), and (1, 0)) and m = n(ρ−1)(2/p2+1/p1−1) (inside
triangle with vertices (1, 1), (1
2
, 1
2
), and (1, 0)). Then Part (ii) follows by bilinear real
interpolation using the weak type estimates obtained above for the vertices of the
shaded triangle.

Remark 4.1. We note that the proof of Theorem 2 given for the case p1 = p2 = p =∞
does not require any assumptions on the derivatives of the symbol σ in the space vari-
ables. This particular result is included in [24, Theorem 3.3], which yields bound-
edness properties in Lebesgue spaces of bilinear pseudo-differential operators with
rough symbols in the space variables as a consequence of |Tσ(f, g)| being pointwise
bounded in terms of the Hardy-Littlewood maximal operator evaluated at f and
g. For completeness, we have provided another proof of the case p1 = p2 = ∞ of
Theorem 2 following the arguments of the corresponding linear result in [20].
5. Proof of Theorem 3
In this section we continue to use Lp and ‖ · ‖Lp to denote the Lebesgue space
Lp(Rn) and its norm, respectively. Sometimes it will be necessary to make explicit
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the variable of integration, say integration with respect to x, in which case we employ
the notation ‖ · ‖Lp(dx).
Proof of Theorem 3. Without loss of generality we may assume that the symbol σ has
compact support in the frequency variables ξ and η. Otherwise, define σε(x, ξ, η) :=
ϕ(ε ξ, ε η)σ(x, ξ, η), where ϕ is a smooth function compactly supported in B(0, 1)
such that 0 ≤ ϕ ≤ 1 and ϕ(0, 0) = 1. It easily follows that C(σε) . C(σ) and that
limε→0 Tσε(f, g) = Tσ(f, g) pointwise for f and g belonging to the class U of functions
whose Fourier transforms are in C∞0 . Assuming the result for symbols of compact
support, by Fatou’s lemma,
‖Tσ(f, g)‖L2 ≤ lim inf
ε→0
‖Tσε(f, g)‖L2 ≤ C(σ) ‖f‖L2‖g‖L2 ,
for f, g ∈ U . Since U is dense in L2 the desired result holds for non-compactly
supported symbols as well.
Suppose first that σ is x-independent and define τ(ξ, η) := σ(x, ξ, η). Then
T̂τ (f, g)(ξ) =
∫
Rn
f̂(ξ − η)ĝ(η)τ(ξ − η, η)dη,
and the Cauchy-Schwarz inequality yields
|T̂τ (f, g)(ξ)| .
(∫
Rn
|fˆ(ξ − η)|2|gˆ(η)|2 dη
) 1
2
sup
ξ∈Rn
‖τ(ξ − ·, ·)‖L2 .
Integrating in ξ and using Plancherel’s theorem it follows that
(5.6) ‖Tτ (f, g)‖L2 . ‖f‖L2‖g‖L2 sup
ξ∈Rn
‖τ(ξ − ·, ·)‖L2 ,
which implies the desired result.
Next, we continue working with an x-independent symbol τ(ξ, η) in order to get
estimates that will be useful later for x-dependent symbols. Let Φ be a smooth
function compactly supported in B(0,
√
n) such that 0 ≤ Φ ≤ 1 and∑
k∈Zn
Φ(k − x) = 1, x ∈ Rn.
For a function h defined in Rn and l ∈ Zn, we set hl(x) := Φ(x− l)h(x). We will show
that for every N ∈ N
‖Φ(· − l)Tτ (f, g)‖L2 . sup
ξ∈Rn
|α|≤2N
‖∂αξ τ(ξ − ·, ·)‖L2
∑
j,k∈Zn
‖fj‖L2‖gk‖L2
(1 + |l − j|+ |l − k|)N ,(5.7)
for all l ∈ Zn and with constants independent of τ, l, f and g.
We have
Φ(x− l)Tτ (f, g)(x) =
∑
j,k∈Zn
Φ(x− l)Tτ (fj, gk)(x), x ∈ Rn,
and therefore (5.7) will follow from the estimate
(5.8) ‖Φ(· − l)Tτ (fj, gk)‖L2 . sup
ξ∈Rn
|α|≤2N
‖∂αξ τ(ξ − ·, ·)‖L2
‖fj‖L2‖gk‖L2
(1 + |l − j|+ |l − k|)N .
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Fix l ∈ Zn. When j, k ∈ Zn are such that |l − j|+ |l − k| ≤ 10, we apply (5.6):
‖Φ(· − l)Tτ (fj, gk)‖L2 ≤ ‖Tτ (fj, gk)‖L2
. sup
ξ∈Rn
‖τ(ξ − ·, ·)‖L2‖fj‖L2‖ gk‖L2
. sup
ξ∈Rn
‖τ(ξ − ·, ·)‖L2 ‖fj‖L2‖gk‖L2
(1 + |l − j|+ |l − k|)N ,
for every integer N and therefore (5.8) holds.
We now consider j and k such that |l − j| + |l − k| ≥ 10 and, without loss of
generality, we assume that |l − j| ≥ |l − k|. Then
Tτ (fj, gk)(x) =
∫
R2n
(∫
R2n
ei(ξ·(x−y)+η·(x−z))τ(ξ, η)dξdη
)
fj(y)gk(z)dydz
=
∫
R2n
(∫
R2n
ei(ξ·(x−y)+η·(x−z))(1−∆ξ)Nτ(ξ, η)dξdη
)
fj(y)gk(z) dydz
(1 + |x− y|2)N
=
∫
R2n
F2n((1−∆ξ)Nτ)(y − x, z − x)fj(y)gk(z) dydz
(1 + |x− y|2)N ,
where F2n denotes the Fourier transform in R2n. Multiplying by Φ(x− l) and using
the Sobolev embedding W P,2 ⊂ L∞ for any P > n/2, by fixing x ∈ Rn, it follows
that
|Φ(x− l)Tτ (fj, gk)(x)|
. sup
a∈Rn
∣∣∣∣Φ(a− l)∫
R2n
F2n((1−∆ξ)Nτ)(y − x, z − x) fj(y)gk(z)
(1 + |a− y|2)N dydz
∣∣∣∣
. sup
|β|≤P
∥∥∥∥∫
R2n
F2n((1−∆ξ)Nτ)(y − x, z − x) (∂βaγl,N)(a, y) fj(y)gk(z)dydz
∥∥∥∥
L2(da)
,
where γl,N(a, y) :=
Φ(a−l)
(1+|a−y|2)N . Therefore,
‖Φ(· − l)Tτ (fj, gk)‖L2
. sup
|β|≤P
∥∥∥∥∫
R2n
F2n((1−∆ξ)Nτ)(y − x, z − x) (∂βaγl,N)(a, y) fj(y)gk(z)dydz
∥∥∥∥
L2(dadx)
= sup
|β|≤P
∥∥∥∥T((1−∆ξ)N τ)(∂βa ( Φ(a− l)(1 + |a− ·|2)N
)
fj(·), gk(·)
)
(x)
∥∥∥∥
L2(dadx)
.
Applying (5.6) to T((1−∆ξ)N τ) then yields,
‖Φ(· − l)Tτ (fj, gk)‖L2
. sup
ξ∈Rn
‖(1−∆ξ)Nτ(ξ − ·, ·)‖L2 sup
|β|≤P
∥∥∥∥∂βa ( Φ(a− l)(1 + |a− y|2)N
)
fj(y)
∥∥∥∥
L2(dady)
‖gk‖L2
. sup
ξ∈Rn
‖(1−∆ξ)Nτ(ξ − ·, ·)‖L2 ‖fj‖L2‖gk‖L2
(1 + |l − j|2)N ,
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giving (5.8), where we have used that∥∥∥∥∂βa ( Φ(a− l)(1 + |a− y|2)N
)∥∥∥∥
L2(da)
. 1
(1 + |l − j|2)N , y ∈ B(j,
√
n).
Consider now an x-dependent symbol. Then
Tσ(f, g)(x) = Ux(f, g)(x),
where
Uy(f, g)(x) :=
∫
R2n
eix·(ξ+η)f̂(ξ)ĝ(η)σ(y, ξ, η)dξdη, x, y ∈ Rn.
Fixing x ∈ Rn, l ∈ Zn, and using the Sobolev embedding W s,2 ↪→ L∞ for an integer
s > n/2, we get
|Φ(x− l)Tσ(f, g)(x)| ≤ sup
y∈Rn
|Φ(y − l)Uy(f, g)(x)|
≤
∑
|β|≤s
‖∂βy (Φ(y − l)Uy(f, g)(x)) ‖L2(dy)
.
∑
|β|≤s
‖χB(l)(y)∂βyUy(f, g)(x)‖L2(dy),
where B(l) = B(l,
√
n). Let Φ˜ be a smooth function supported in B(0,
√
n) such that
Φ˜Φ = Φ. Multiplying by Φ˜(x − l), integrating in x and using Fubini’s Theorem, we
obtain
‖Φ(· − l)Tσ(f, g)‖L2 .
∑
|β|≤s
∥∥∥∥χB(l)(y)∥∥∥χB(l)(x)Φ˜(x− l)∂βyUy(f, g)(x)∥∥∥
L2(dx)
∥∥∥∥
L2(dy)
.
For each β ∈ Nn0 , |β| ≤ s, and y ∈ Rn, we look at ∂βyUy as the bilinear multiplier
defined by the x-independent symbol
τβy (ξ, η) := ∂
β
y σ(y, ξ, η).
Then applying (5.7), which also holds if on its left hand side Φ is replaced by Φ˜, we
deduce
‖Φ(· − l)Tσ(f, g)‖L2
.
∑
|β|≤s
∑
j,k∈Zn
sup
ξ∈Rn
|α|≤2N
sup
y∈Rn
‖∂αξ τβy (ξ − ·, ·)‖L2
‖fj‖L2‖gk‖L2
(1 + |l − j|+ |l − k|)N ,
which implies
‖Φ(· − l)Tσ(f, g)‖L2 . C(σ)
∑
j,k∈Zn
‖fj‖L2‖gk‖L2
(1 + |l − j|+ |l − k|)N ,
with
C(σ) := sup
|β|≤s
|α|≤2N
sup
ξ,y∈Rn
‖∂αξ ∂βy σ(y, ξ − ·, ·)‖L2 .
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Using Ho¨lder’s inequality we then obtain that
‖Φ(· − l)Tσ(f, g)‖2L2
. C(σ)2
∑
j,k∈Zn
‖fj‖2L2‖gk‖2L2
(1 + |l − j|+ |l − k|)N
∑
j,k∈Zn
1
(1 + |l − j|+ |l − k|)N .
Choosing N > 2n, the second sum on the right hand side is finite and after summing
over l ∈ Zn, we conclude that∑
l∈Zn
‖Tσ(f, g)l‖2L2 =
∑
l∈Zn
‖Φ(· − l)Tσ(f, g)‖2L2 . C(σ)2
∑
j∈Zn
‖fj‖2L2
∑
k∈Zn
‖gk‖2L2 .
The desired result follows by taking N = 2n + 1, s = [n
2
] + 1, and noting that
‖h‖2L2 ∼
∑
j ‖hj‖2. 
6. Proof of Theorem 4
The following lemmas, whose proof are included in Section 8, will be used to prove
Theorem 4.
Lemma 11. Let m ∈ R, 0 ≤ δ, ρ ≤ 1, σ ∈ BSmρ,δ and N > n.
(a) If 0 < R ≤ 1 and supp(σ) ⊂ {(x, ξ, η) : |ξ|+ |η| ≤ R} then
‖Tσ(f, g)‖L∞ . R2n ‖σ‖0,2N ‖f‖L∞ ‖g‖L∞ , f, g ∈ L∞.
(b) If R ≥ 1 and supp(σ) ⊂ {R ≤ |ξ|+ |η| ≤ 4R} then
‖Tσ(f, g)‖L∞ . R(1−ρ)n+m ‖σ‖0,2N ‖f‖L∞ ‖g‖L∞ , f, g ∈ L∞.
Lemma 12. Let Q ⊂ Rn be a cube with diameter d and σ ∈ BSmρ,δ with m = n(ρ−1),
0 ≤ δ, ρ ≤ 1, such that
supp(σ) ⊂ {(x, ξ, η) : |ξ|+ |η| ≤ d−1}.
Then, for every N > n,
1
|Q|
∫
|Tσ(f, g)(x)− Tσ(f, g)Q| dx . ‖σ‖1,2N ‖f‖L∞ ‖g‖L∞ , f, g ∈ S,
with constants only depending on n, N, ρ and δ. Here Tσ(f, g)Q is the average of
Tσ(f, g) over Q.
Lemma 13. Let d > 0 and σ ∈ BSmρ,δ, m = n(ρ− 1), 0 ≤ δ, ρ ≤ 1, such that
supp(σ) ⊂ {(x, ξ, η) : |ξ|+ |η| ≥ d−1}.
Let φ ∈ S, φ ≥ 0, and supp(φˆ) ⊂ {z ∈ Rn : |z| ≤ 1
8
d−ρ}. For f, g ∈ S, define
R(f, g)(x) := φ2(x)Tσ(f, g)(x)− Tσ(φf, φg)(x).
Then, for every N > n, we have
‖R(f, g)‖L∞ . ‖σ‖0,2N+1 ‖f‖L∞ ‖g‖L∞ , f, g ∈ S,
with constants only depending on n, N, ρ and δ.
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Remark 6.1. The proofs of the above lemmas show that BSmρ,δ can be replaced by
BSmρ,δ,0,2N , BS
m
ρ,δ,1,2N and BS
m
ρ,δ,0,2N+1, respectively (see definition of these spaces in
Section 2.1).
Proof of Theorem 4. Given σ ∈ BSmρ,0, with m = n(ρ− 1), we have to prove that
(6.9)
1
|Q|
∫
|Tσ(f, g)(x)− Tσ(f, g)Q| dx . ‖f‖L∞ ‖g‖L∞ ,
for all cubes Q ⊂ Rn and f, g ∈ S.
Let Q be a cube with diameter d and assume first that d ≤ 1. We write
σ(x, ξ, η) = σ(x, ξ, η)(1− θ(ξ, η)) + σ(x, ξ, η)θ(ξ, η) =: σ1 + σ2,
where θ : Rn × Rn → R is a smooth, non-negative function, θ(ξ, η) = θ˜(d ξ, d η) with
supp(θ˜) ⊂ {(ξ, η) ∈ Rn × Rn : |ξ|+ |η| ≥ 1},
and θ˜ ≡ 1 in {(ξ, η) ∈ Rn × Rn : |ξ| + |η| ≥ 2}. Since d ≤ 1, then σ1, σ2 ∈ BSmρ,0
satisfy
(6.10) ‖σj‖K,M . ‖σ‖K,N , K,M ∈ N0, j = 1, 2,
with constants independent of d and σ.
Let φ be as in Lemma 13, this is, φ ∈ S, φ ≥ 0, and supp(φˆ) ⊂ {z ∈ Rn : |z| ≤
d−ρ/8}. In addition, we assume φ ≡ 1 on Q and, in accordance with the uncertainty
principle, we choose φ such that ‖φ‖L2 . dnρ2 . For x ∈ Q we have
Tσ(f, g)(x) = Tσ1(f, g)(x) + Tσ2(f, g)(x) = Tσ1(f, g)(x) + φ
2(x)Tσ2(f, g)(x)
= Tσ1(f, g)(x) + Tσ2(φf, φg)(x) +R(f, g)(x),
where R(f, g)(x) = φ2(x)Tσ2(f, g)(x)− Tσ2(φf, φg)(x).
In order to get (6.9), it is enough to prove the inequality
(6.11) ‖Tσ2(φf, φg)‖L1(Q) . ‖σ2‖K,M dn ‖f‖L∞ ‖g‖L∞ , f, g ∈ S,
for some K, M ∈ N0. Indeed, using (6.11) and Lemmas 12 and 13, for N > n, we
write
1
|Q|
∫
Q
|Tσ(f, g)(x)− Tσ(f, g)Q| dx
≤ 1|Q|
∫
Q
|Tσ1(f, g)(x)− Tσ1(f, g)Q| dx+
2
|Q| ‖Tσ2(φf, φg)‖L1(Q) + 2 ‖R(f, g)‖L∞
.
(
‖σ1‖1,2N + ‖σ2‖K,M + ‖σ2‖0,2N+1
)
‖f‖L∞ ‖g‖L∞ ,
and therefore (6.9) holds when the diameter of Q is less than or equal to 1.
In turn, (6.11) will follow from
(6.12) ‖Tσ2(φf, φg)‖L2 . ‖σ2‖K,M d
n
2 ‖f‖L∞ ‖g‖L∞ , f, g ∈ S,
since
1
|Q| ‖Tσ2(φf, φg)‖L1(Q) ≤
1
|Q|1/2 ‖Tσ2(φf, φg)‖L2(Q) ≤
1
|Q|1/2 ‖Tσ2(φf, φg)‖L2 .
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Moreover, because φ satisfies ‖φ‖L2 . d ρn2 , (6.12) can be reduced to proving that
(6.13) ‖Tσ2‖L2×L2→L2 . ‖σ2‖K,M d
n
2
−ρn.
By Theorem 3, the support of σ2, and the fact that σ2 ∈ BSmρ,0 with m = n(ρ − 1)
and 0 < ρ < 1
2
, we obtain
‖Tσ2‖L2×L2→L2 . sup
|β|≤[n2 ]+1
|α|≤2(2n+1)
sup
y,ξ∈Rn
‖∂αξ ∂βy σ2(y, ξ − ·, ·)‖L2
. sup
ξ∈Rn
‖χ{|ξ−η|+|η|≥d−1}(ξ, η) (1 + |ξ − η|+ |η|)m ‖L2(dη)
. ‖σ2‖K,M
(∫
|η|≥d−1
|η|2mdη
)1/2
+
(∫
|η|≤d−1
d−2mdη
)1/2
. ‖σ2‖K,M d−m−n2 = ‖σ2‖K,M dn2−ρn,
where we have taken K = [n
2
] + 1 and M = 2(2n+ 1).
The case d > 1 follows using the decomposition of σ with θ = θ˜ and then proceeding
analogously but applying to the term corresponding to Tσ1 Lemma 11 instead of
Lemma 12. 
7. Proof of Theorem 5
For s > 0, we recall the bilinear fractional integral operator of order s > 0, intro-
duced in Kenig-Stein [21], defined by
Is(f, g)(x) :=
∫
R2n
f(y)g(z)
(|x− y|+ |x− z|)2n−s dydz, x ∈ R
n.(7.14)
It easily follows that
Is(f, g)(x) ≤ Is1(f)(x) Is2(g)(x), x ∈ Rn, s1 + s2 = s,
where
Iτ (h)(x) =
∫
Rn
h(y)
|x− y|n−τ dy, 0 < τ < n,
is the linear fractional integral. The boundedness properties of Iτ , 0 < τ < n,
and Ho¨lder’s inequality imply that Is is bounded form Lp1 × Lp2 into Lp with 1p =
1
p1
+ 1
p2
− s
n
, 0 < s < 2n, 1 < p1, p2 <∞, q > 0.
We now observe that if σ ∈ BSmρ,δ, m ≤ 2n(ρ− 1)− ρs, 0 < s < 2n, then part (v)
of Theorem E implies that
(7.15) |Tσ(f, g)(x)| . |Is(f, g)(x)|.
Therefore Theorem 5 follows from this inequality and the boundedness properties of
Is. The case ρ = 1 of Theorem 5 was treated in [8].
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8. Proof of lemmas from Section 6
Proof of Lemma 11. We have
(8.16) Tσ(f, g)(x) =
∫
R2n
K(x, x− y, x− z)f(y)g(z) dy dz,
where
K(x, y, z) =
∫
R2n
eiξ·yeiη·zσ(x, ξ, η) dξ dη = F−12n (σ(x, ·, ·))(y, z),
and F2n denotes the inverse Fourier transform in R2n. Then, it is enough to show
that for N > n, N ∈ N0,
(8.17) sup
x∈Rn
∫
R2n
|K(x, y, z)| dy dz . R2n ‖σ‖0,2N .
and
(8.18) sup
x∈Rn
∫
R2n
|K(x, y, z)| dy dz . R(1−ρ)n+m ‖σ‖0,2N .
for part (a) and part (b), respectively. (Note that this allows to extend Tσ to a
bounded operator form L∞ × L∞ into L∞ by using the representation (8.16) to
define Tσ(f, g) for f, g ∈ L∞).
Since σ is a smooth function with compact support in ξ and η we have
(1 + |(y, z)|2)NK(x, y, z) =
∫
R2n
σ(x, ξ, η) (1−∆ξ −∆η)N(eiξ·y eiη·z) dξdη(8.19)
=
∫
R2n
(1−∆ξ −∆η)N(σ(x, ξ, η)) eiξ·y eiη·z dξdη
= F−12n ((1−∆ξ −∆η)N(σ(x, ·, ·)))(y, z),
and similarly,
|(y, z)|2NK(x, y, z) = F−12n ((−∆ξ −∆η)N(σ(x, ·, ·)))(y, z).(8.20)
For part (a), we use (8.19) and that R ≤ 1 to get,
|K(x, y, z)| . R
2n ‖σ‖0,2N
(1 + |(y, z)|2)N
and then (8.17) follows since N > n.
For part (b) we write∫
R2n
|K(x, y, z)| dydz =
∫
|y|+|z|≤R−ρ
|K(x, y, z)| dydz +
∫
|y|+|z|≥R−ρ
|K(x, y, z)| dydz.
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Let us now estimate the first integral. By Cauchy-Schwarz inequality, Plancherel’s
identity and the fact that R ≥ 1, we have ∫
|y|+|z|≤R−ρ
|K(x, y, z)| dydz

2
. R−2ρn
∫
|y|+|z|≤R−ρ
|K(x, y, z)|2 dydz
. R−2ρn
∫
|ξ|+|η|∼R
|σ(x, ξ, η)|2 dξdη
. ‖σ‖20,0R−2ρn
∫
|ξ|+|η|∼R
(1 + |ξ|+ |η|)2mdξdη
. ‖σ‖20,0R−2ρnR2m+2n = ‖σ‖20,0R2((1−ρ)n+m).
Next, we estimate the second integral. Multiplying and dividing by |(y, z)|2N , and
using the Cauchy-Schwarz inequality, that N > n, (8.20), Plancherel’s identity, and
that R ≥ 1, it follows that ∫
|y|+|z|≥R−ρ
|K(x, y, z)| dydz

2
.
 ∫
|y|+|z|≥R−ρ
1
|(y, z)|4N dydz

×
 ∫
|y|+|z|≥R−ρ
||(y, z)|2NK(x, y, z)|2dydz

.Rρ(4N−2n)
∫
|ξ|+|η|∼R
|(−∆ξ −∆η)Nσ(x, ξ, η))|2 dξdη
. ‖σ‖20,2N Rρ(4N−2n)
∫
|ξ|+|η|∼R
(1 + |ξ|+ |η|)2(m−ρ2N)dξdη
. ‖σ‖20,2N Rρ(4N−2n)R2(m−ρ2N+n)
= ‖σ‖20,2N R2((1−ρ)n+m).
The last two computations give (8.18). 
Proof of Lemma 12. Let Q, d, N, m and σ be as in the hypothesis. By definition,
Tσ(f, g)(x) =
∫
R2n
σ(x, ξ, η)fˆ(ξ)gˆ(η) eix·(ξ+η) dξ dη, f, g ∈ S.
Hence, for a fixed j = 1, . . . , n, the bilinear symbol τ = τ(x, ξ, η) of the bilinear
operator ∂Tσ(f,g)
∂xj
is given by
τ(x, ξ, η) = i(ξj + ηj)σ(x, ξ, η) +
∂σ
∂xj
(x, ξ, η).
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Then symbol τ is also supported in {(x, ξ, η) : |ξ| + |η| ≤ d−1} and τ ∈ BSm+δρ,δ .
Elementary computations show that for K, M ∈ N0,
(8.21) ‖τ‖K,M ≤ max(1, d−1) ‖σ‖K+1,M ,
where ‖τ‖K,M corresponds to a norm of τ as an element of BSm+δρ,δ , while ‖σ‖K+1,M
corresponds to a norm of σ as an element of BSmρ,δ. Then∫
Q
|Tσ(f, g)(x)− Tσ(f, g)Q| dx = 1|Q|
∫
Q
∣∣∣∣∫
Q
(Tσ(f, g)(x)− Tσ(f, g)(y)) dy
∣∣∣∣ dx
≤ d |Q| ‖∇Tσ(f, g)‖L∞ . d |Q| ‖Tτ (f, g)‖L∞
. d |Q| min(1, d−2n) ‖τ‖0,2N ‖f‖L∞ ‖g‖L∞
. |Q| ‖σ‖1,2N ‖f‖L∞ ‖g‖L∞ (by (8.21)),
where we have used Lemma 11. The result follows.

Proof of Lemma 13. Let d, N, m, φ and σ be as in the hypothesis. We notice that
the bilinear symbol θ(x, ξ, η) of R is given by
θ(x, ξ, η) =
∫
R2n
eix·(y+z) (σ(x, ξ, η)− σ(x, ξ + y, η + z)) φˆ(y)φˆ(z) dy dz.
We first assume that d ≤ 1 and note that supp(θ) ⊂ {(x, ξ, η) : |ξ| + |η| ≥ 1
2
d−1}.
Consider a partition of unity of R2n given by {ψk}k∈N0 ,∑
k≥0
ψk(ξ, η) = 1, ξ, η ∈ Rn,
where ψ0 ∈ S(R2n) is supported in the set {(ξ, η) : |ξ| + |η| ≤ 2d−1} and ψk(ξ, η) =
ψ(d2−kξ, d2−kη) with ψ ∈ S(R2n) and supp(ψ) ⊂ {(ξ, η) : 1/2 ≤ |ξ| + |η| ≤ 2} for
k ≥ 1. Then supp(ψk) ⊂ {(ξ, η) : |ξ|+ |η| ∼ 2kd−1} for k ≥ 1 and
θ(x, ξ, η) =
∑
k≥0
θk(x, ξ, η),
where θk(x, ξ, η) := θ(x, ξ, η)ψk(ξ, η). We will show that for all integers M,k ≥ 0
(8.22) ‖θk‖0,M . 2−ρk ‖σ‖0,M+1 ,
with constants depending only on M, n, ρ, and δ.
Define Rk as the bilinear pseudo-differential operator with kernel θk. The lemma
will follow from (8.22). Indeed,
‖R(f, g)‖L∞ ≤
∑
k≥0
‖Rk(f, g)‖L∞ .
∑
k≥0
‖θk‖0,2N ‖f‖L∞ ‖g‖L∞ (by Lemma 11)
.
∑
k≥0
2−ρk ‖σ‖0,2N+1 ‖f‖L∞ ‖g‖L∞ (by (8.22))
. ‖σ‖0,2N+1 ‖f‖L∞ ‖g‖L∞ .
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To prove (8.22), consider multi-indices β and γ such that |β|, |γ| ≤M . Since
θk(x, ξ, η) =
∫
R2n
eix·(y+z)ψk(ξ, η) (σ(x, ξ, η)− σ(x, ξ + y, η + z)) φˆ(y)φˆ(z) dy dz,
we have(
∂βξ ∂
γ
η θk
)
(x, ξ, η) =
∑
λ≤γ,ω≤β
Cβ,γ,ω,λ
(
∂β−ωξ ∂
γ−λ
η ψ
)
(d2−kξ, d2−kη)(2−kd)|γ−λ|+|β−ω|
×
∫
R2n
φˆ(y)φˆ(z)eix·(y+z)
(
(∂ωξ ∂
λ
ησ)(x, ξ, η)− (∂ωξ ∂λησ)(x, ξ + y, η + z)
)
dy dz.
The mean value theorem gives
(∂ωξ ∂
λ
ησ)(x, ξ, η)− (∂ωξ ∂λησ)(x, ξ + y, η + z) = (∇ξ∂ωξ∇η∂λησ)(x, ξ˜, η˜) · (y, z),
where (ξ˜, η˜) = (ξ, η) + s (y, z) for some s ∈ (0, 1). Since σ ∈ BSmρ,δ, for (ξ, η) ∈
supp(ψk) ∩ supp(θ) and y, z ∈ supp(φˆ), we then have∣∣(∂ωξ ∂λησ)(x, ξ, η) − (∂ωξ ∂λησ)(x, ξ + y, η + z)∣∣
. ‖σ‖0,M+1 (1 + |ξ˜|+ |η˜|)m−ρ(|ω|+|λ|+1)|(y, z)|
. ‖σ‖0,M+1 (1 + |ξ|+ |η|)m−ρ(|ω|+|λ|+1)|(y, z)|,
where we have used that |ξ˜| + |η˜| ' |ξ| + |η|, since |ξ| + |η| ' 2kd−1 and |y| + |z| ≤
d−ρ/4 ≤ d−1/4. Putting all together, and using again that 2kd−1 ≥ 1, d ≤ 1, and
1 + |ξ|+ |η| ' |ξ|+ |η| ' 2kd−1,
|∂βξ ∂γη θk(x, ξ, η)| . ‖σ‖0,M+1 (1 + |ξ|+ |η|)m−ρ(|γ|+|β|)(1 + 2kd−1)−ρ
×
∑
λ≤γ, ω≤β
(2−kd)(1−ρ)(|γ−λ|+|β−ω|)
. ‖σ‖0,M+1 (1 + |ξ|+ |η|)m−ρ(|γ|+|β|)2−ρk,
which gives (8.22). 
If d > 1 then we split θ as
θ = θ1 + θ2,
where supp(θ1) ⊂ {(ξ, η) : |ξ| + |η| ≤ 2} (note that in the case d > 1 we also have
|y|, |z| ≤ d−ρ/8 ≤ 1/8) and supp(θ2) ⊂ {(ξ, η) : |ξ| + |η| ≥ 1}. A similar reasoning
as above shows that ‖θ1‖0,M . ‖σ‖0,M+1. We then apply Lemma 11 to the bilinear
pseudo-differential operator with symbol θ1 and reduce the analysis of θ2 to the case
d = 1.
9. Weighted results
Given a weight w defined on Rn and p > 0, the notation Lpw will be used to refer
to the weighted Lebesgue space of all functions f : Rn → C such that ‖f‖Lpw :=∫
Rn |f(x)|pw(x) dx <∞, when w ≡ 1 we will continue to simply write Lp and ‖f‖Lp ,
respectively.
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If w1, w2 are weights defined on Rn, 1 ≤ p1, p2 < ∞, q > 0, and w := wq/p11 wq/p22 ,
we say that (w1, w2) satisfies the A(p1,p2),q condition (or that (w1, w2) belongs to the
bilinear Muckenhoupt class A(p1,p2),q) if
[(w1, w2)]A(p1,p2),q := sup
B
( 1
|B|
∫
B
w(x) dx
) 2∏
j=1
( 1
|B|
∫
B
wj(x)
1−p′j dx
) q
p′
j <∞,
where the supremum is taken over all Euclidean balls B ⊂ Rn; when pj = 1(
1
|B|
∫
B
wj(x)
1−p′j dx
) 1
p′
j is understood as (infB wj)
−1.
The classes A(p1,p2),q are inspired in the classes of weights Ap,q, 1 ≤ p, q < ∞,
defined by Muckenhoupt and Wheeden in [26] to study weighted norm inequalities
for the fractional integral: a weight u defined on Rn is in the class Ap,q if
sup
B
(
1
|B|
∫
B
u
q
p dx
)(
1
|B|
∫
B
u(1−p
′) dx
) q
p′
<∞.
The classes A(p1,p2),p
1 for 1/p = 1/p1 + 1/p2 were introduced by Lerner et al in [22]
to study characterizations of weights for boundedness properties of certain bilinear
maximal functions and bilinear Caldero´n-Zygmund operators in weighted Lebesgue
spaces. Likewise, as shown by Moen [25], the classes A(p1,p2),q characterize the weights
rendering analogous bounds for bilinear fractional integral operators .
Theorem 10 and [22, Corollary 3.9] imply the following result.
Corollary 14. Let 0 ≤ δ ≤ ρ ≤ 1, δ < 1, 0 < ρ, mcz = 2n(ρ − 1), 1 ≤ p1, p2 < ∞
and p given by 1
p
= 1
p1
+ 1
p2
. Suppose σ ∈ BSmρ,δ, m < mcz, (w1, w2) satisfies the
A(p1,p2),p condition and w = w
p/p1
1 w
p/p2
2 .
(a) If 1 < p1, p2 <∞ then there exists K,N ∈ N0 such that
‖Tσ(f, g)‖Lpw . ‖σ‖K,N ‖f‖Lp1w1‖g‖Lp2w2 .
(b) If 1 ≤ p1, p2 <∞ and p1 = 1 or p2 = 1 then there exists K,N ∈ N0 such that
‖T (f, g)‖Lp,∞w . ‖σ‖K,N ‖f‖Lp1w1‖g‖Lp2w2 .
Inequality (7.15) and [25, Theorem 3.5] yield the following:
Corollary 15 (Weighted version of Theorem 5). Let 0 ≤ δ ≤ 1, 0 < ρ ≤ 1, s ∈
(0, 2n), and ms := 2n(ρ − 1) − ρs. If σ ∈ BSmρ,δ, m ≤ ms, and 1q = 1p1 + 1p1 − sn ,
1 < p1, p2 <∞, then there exist nonnegative integers K and N such that
‖Tσ(f, g)‖Lqw . ‖σ‖K,N ‖f‖Lp1w1 ‖g‖Lp2w2 ,
for w := w
q/p1
1 w
q/p2
2 and pairs of weights (w1, w2) satisfying the A(p1,p2),q condition.
1These classes were denoted by A~P in [22], with
~P = (p1, p2) determining 1/p = 1/p1 + 1/p2.
BILINEAR PSEUDODIFFERENTIAL OPERATORS 27
References
[1] L. Alvarez and J. Hounie, Estimates for the kernel and continuity properties of pseudo-
differential operators, Ark. Mat. 28 (1990), 1–22.
[2] A´. Be´nyi, D. Maldonado, V. Naibo and R. H. Torres, On the Ho¨rmander classes of bilinear
pseudodifferential operators, Integral Equations Operator Theory, 67 (2010), 341–364.
[3] A´. Be´nyi and R. H. Torres, Symbolic calculus and the transposes of bilinear pseudodifferential
operators, Comm. Partial Diff. Eq. 28 (2003), 1161–1181.
[4] A´. Be´nyi and R. H. Torres, Almost orthogonality and a class of bounded bilinear pseudo-
differential operators, Math. Res. Lett. 11.1 (2004), 1–12.
[5] F. Bernicot and P. Germain, Bilinear oscillatory integrals and boundedness for new bilinear
multipliers, Adv. in Math. 225 (2010), 1739–1785.
[6] F. Bernicot and P. Germain, Bilinear dispersive estimates via space-time resonances. Part I :
the one dimensional case, http://arxiv.org/abs/1110.4794.
[7] J. Bergh and J. Lo¨fstro¨m, Interpolation spaces. An introduction. Grundlehren der Mathema-
tischen Wissenschaften, No. 223. Springer-Verlag, Berlin-New York, 1976.
[8] F. Bernicot, D. Maldonado, K. Moen, and V. Naibo, Bilinear Sobolev-Poincare´ inequalities and
Leibniz-type rules, http://arxiv.org/pdf/1104.3942.
[9] F. Bernicot and S. Shrivastava, Boundedness of smooth bilinear square functions and applica-
tions to some bilinear pseudo-differential operators, to appear in Indiana Univ. Math. J.
[10] A. Caldero´n and R. Vaillancourt, A class of bounded pseudo-differential operators, Proc. Nat.
Acad. Sci. USA, 69 (1972), 1185–1187.
[11] M. Christ and J-L. Journe´, Polynomial growth estimates for multilinear singular integral oper-
ators, Acta Math. 159 (1987), 51–80.
[12] M. Christ and M. Weinstein, Dispersion of small amplitude solutions of the generalized
Korteweg-de Vries equation, J. Funct. Anal. 100 (1991), 87–109.
[13] R. R. Coifman and Y. Meyer, Au-dela` des ope´rateurs pseudo-diffe´rentiels. Second Edition.
Aste`risque 57, 1978.
[14] C. Fefferman, Lp bounds for pseudo-differential operators, Israel J. Math. 14 (1973), 413–417.
[15] L. Grafakos and R. Torres, Multilinear Caldero´n-Zygmund theory, Adv. in Math. 165 (2002),
124–164.
[16] A. Gulisashvili and M. Kon, Exact smoothing properties of Schro¨dinger semigroups, Amer. J.
Math. 118 (1996), 1215–1248.
[17] L. Ho¨rmander, Pseudo-differential operators and hypoelliptic equations, Proc. Symp. Pure.
Math., American Mathematical Society, vol. X,(1967), 138–183.
[18] T. Kato and G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations,
Comm. Pure Appl. Math., 41 (1988), 891–907.
[19] C. Kenig, G. Ponce, and L. Vega, Well-posedness and scattering results for the generalized
Korteweg-de Vries equation via the contraction principle, Comm. Pure Appl. Math. 46 (1993),
527–620.
[20] C. Kenig and W. Staubach, Ψ-pseudodifferential operators and estimates for maximal oscilla-
tory integrals, Studia Math. 183 (2007), 249–258.
[21] C. Kenig and E. M. Stein, Multilinear estimates and fractional integration, Math. Res. Lett. 6
(1999), 1–15.
[22] A. Lerner, S. Ombrosi, C. Pe´rez, R. H. Torres and R. Trujillo-Gonza´lez, New maximal functions
and multiple weights for the multilinear Caldero´n-Zygmund theory, Adv. in Math. 220 (2009),
1222–1264.
[23] D. Maldonado and V. Naibo, Weighted norm inequalities for paraproducts and bilinear pseudo-
differential operators with mild regularity, J. Fourier Anal. Appl., 15 (2009), 218–261.
[24] N. Michalowski, D. Rule, and W. Staubach Multilinear pseudodifferential operators beyond
Caldero´n-Zygmund theory, preprint.
28 A´. BE´NYI, F. BERNICOT, D. MALDONADO, V. NAIBO, AND R. H. TORRES
[25] K. Moen, Weighted inequalities for multilinear fractional integral operators, Colloq. Math. 60
(2009), 213–238.
[26] B. Muckenhoupt and R. Wheeden, Weighted norm inequalities for fractional integrals, Trans.
Amer. Math. Soc. 192 (1974), 261–274.
[27] L. Pa¨iva¨rinta and E. Somersalo, A generalization of the Caldero´n-Vaillancourt theorem to Lp
and hp, Math. Nachr. 138 (1988), 145156.
[28] S. Semmes, Nonlinear Fourier analysis, Bull. Amer. Math. Soc. 20 (1989), 1-18.
A´rpa´d Be´nyi, Department of Mathematics, 516 High St Western, Washington Uni-
versity, Bellingham, WA 98225, USA.
E-mail address: arpad.benyi@wwu.edu
Fre´de´ric Bernicot, CNRS-Universite´ Lille 1, Laboratoire de Mathe´matiques Paul
Painleve´, 59655 Villeneuve d’Ascq Cedex (France).
E-mail address: frederic.bernicot@math.univ-lille1.fr
Diego Maldonado, Department of Mathematics, 138 Cardwell Hall, Kansas State
University, Manhattan, KS 66506, USA.
E-mail address: dmaldona@math.ksu.edu
Virginia Naibo, Department of Mathematics, 138 Cardwell Hall, Kansas State
University, Manhattan, KS 66506, USA.
E-mail address: vnaibo@math.ksu.edu
Rodolfo H. Torres, Department of Mathematics, University of Kansas, Lawrence,
KS 66045, USA.
E-mail address: torres@math.ku.edu
