Abstract. In this paper, we describe an algorithm for computing algebraic modular forms on compact inner forms of GSp 4 over totally real number fields. By analogues of the Jacquet-Langlands correspondence for GL2, this algorithm in fact computes Hecke eigensystems of Hilbert-Siegel modular forms of genus 2. We give some examples of such eigensystems over Q( √ 2).
Introduction
Let F be a totally real number field and D/F a quaternion algebra over F that is ramified at all infinity places of F . Let G/Q be the algebraic group whose Q-rational points are given by the (quaternionic) unitary similitude group GU 2 (D). Then, G is an inner form of G ′ := Res F/Q (GSp 4 ) such that G(R) is compact modulo its center. The Langlands philosohpy predicts that there is a transfer map between automorphic forms (or algebraic modular forms in the sense of Gross [11] ) on G and Hilbert-Siegel modular forms on G ′ /Q. In fact, the existence of such a transfer map was first conjectured by Ihara, Hashimoto-Ibukiyama, and Ibukiyama [16, 13, 15] for F = Q, as an analogue in genus 2 of the Jacquet-Langlands correspondence for GL 2 or, more precisely, the Eichler theta correspondence. And recently, Sorensen [23] established that such a correspondence does indeed exist when the degree of F is even.
Under the assumption of the existence of a Jacquet-Langlands correspondence between G and G ′ , Cunningham-Dembélé [5] give an algorithm for the computation of Hecke eigensystems of Hilbert-Siegel modular forms of genus 2 over Q( √ 5). Here, we extend the algorithm in that paper to any arbitrary totally real number field F . Our approach borrows from HashimotoIbukiyama and Ibukiyama [13, 15] who provided numerical evidences in support of their conjecture by explicit computations with Brandt matrices. And also from Lansky-Pollack [17] who computed examples of algebraic modular forms on G for F = Q and determined their Satake parameters. (We note, in passing, that the computations in [17] were used to predict the existence of symmetric cube liftings from PGL 2 to PGSp 4 , a result which has now been proved by Ramakrishnan-Shahidi [18] .) By work of Ghitza [10] , all Hecke eigenvalues systems of mod p Siegel modular forms come from Hecke eigenvalues systems computed from the compact form G obtained from the quaternion algebra D/Q ramified at ∞ and p ≥ 3 only. His result combined with our algorithm provide a mean to gather numerical evidence on the "weight part" of the analogue of the Serre conjecture for GSp 4 (Herzig and Tilouine [14] ), and we hope to do that. With some changes, this algorithm should also works for other algebraic groups which satisfy the conditions in Gross [11, Proposition 1.14] , especially compact forms of U(3). And we also hope to use it for this latter group in order to investigate a conjecture of Bellaïche-Graftieaux [1] which is an analogue of the so-called Ihara Lemma.
The outline of the paper is as follows. In Section 1, we give a brief review of compact inner forms G of G ′ and the theory of lattices on integral models of G. In Section 2, we recall the theory of algebraic modular forms on G. Then in Section 3, we give some details regarding the implementation of the algorithm. Finally, in Section 4 we give numerical examples over the real quadratic field Q( √ 2). Acknowledgments. This project started when the author was still a PIMS postdoctorate at the University of Calgary, and completed while he was at the Institut für Experimentelle Mathematik with an SFB/TR 45 Fellowship of the Deutsche Forschungsgemeinschaft. He would like to thank these institutions for their financial support. He would also like to thank Clifton Cunningham for his constant support and encouragement. The author would like to thank William Stein for his generosity in allowing him to use the Sage cluster in the earlier stages of the project. Finally, the author would like to thank Kevin Buzzard, Steve Donnelly and Dick Gross for helpful email exchanges.
Inner forms and integral models of GSp 4
Throughout this paper, we let F be a totally real number field of degree g and O F its ring of integers. For every real embedding v : F ֒→ R and every element a ∈ F , we let a v := v(a) be the image of a under v. (We recall that an element a ∈ F is said to be totally positive if a v > 0 for all v | ∞.) Let D be a quaternion algebra over F which is ramified at all infinite places; we let Σ be the set of finite primes at which D is ramified. We denote by u →ū and by nr : D → F the involution and the reduced norm of D, respectively. We fix a maximal order O D in D. We choose a finite extension E/F , contained in C, and such that there is a splitting isomorphism j : 
. It is not hard to see that det(A) does not depend on the choice of splitting field. We say that A is hermitian if A =Ā t . In that case, A = sr r t with s, t ∈ F, r ∈ D,
and we define det D (A) := st − nr(r). Then, we see that det
By choosing a basis, we can write H as
where A is a hermitian matrix. We say that A is totally positive and write A > 0 if the form (u, v) → uAv t is totally positive definite. From now on, we fix such a totally positive form H on D 2 and let A be the associated matrix
which is also a left O D -module. As in Shimura [22, Section 1], we define the norm of such a lattice L, with respect to H (or equivalently A), as the two-sided O D -ideal ν A (L) generated by the set {H(u, v) : u, v ∈ L}, and its dual by
We say that L is modular with respect to H (or A) if there is an equality, and that
We recall that a lattice is said to be maximal if its is maximal with respect to the usual inclusion among all lattices of the same norm. We see that if L is integral and maximal then it is self-dual, hence modular, since ν A (L) = O D . From this and the classification provided by [21, Propositions 4.5 and 4.6], it follows that all the integral maximal lattices belong to the same genus, which we call the principal genus of H. In general, one defines the index of M in L as
where we choose any 
We define the discriminant L of L to be the square root of [L # : L]. We then obtain the following lemma.
From Lemmas 1 and 2, it follows immediately that one can equivalently define [L : M ] as the O F -ideal generated by the set {det D (αᾱ t ) : Lα ⊆ M }. 
And we see that
Proof. It is enough to prove this equality locally. So, let p ⊂ O F be a prime. By definition of genera, we have Proof. An easy local calculation shows that modularity is a genus property. But for a modular lattice M , we have 
, where a is a two-sided ideal and α ∈ GL 2 (D). Then L belongs to the principal genus of H if and only if αAᾱ t = mB, where m ∈ ν A (L) ∩ F ×+ and
is a totally positive hermitian matrix such that the ideal det D (B)nr(a) −1 is a square.
Proof. We first observe that, by Lemma 1, we have
Suppose that L belongs to the principal genus of H. By Corollary 5, this means that L is modular and
Therefore, we must have αAᾱ t = mB for some m ∈ ν A (L) ∩ F ×+ and
We see that B is totally positive; and the discriminant formula and the
Conversely, if there exists a pair (m, B) as above, then L is a square. Thus we only need to show that L is modular. To this end, we write
where the basis {e 1 , e 2 } is given by the rows of α. In that basis, the hermitian form is given by the matrix αAᾱ t = mB where
Using the facts that m ∈ ν A (L) ∩ F ×+ and det D (B) ∈ nr(a), we see that
By combining this with the equality (e
Remark 7. Proposition 6 provides a simple criterion to search for lattices which belong to the principal genus of H; and in practice we can assume that m = 1. Indeed, for every m ∈ F ×+ , [22, Proposition 6.13] shows that there exists δ ∈ GL 2 (D) such that δAδ t = mA, thus we can replace α by αδ −1 if necessary. Furthermore, it is not hard to see that we can choose B such that det D (B) is a nr(a)-unit.
From now on, we will denote the lattice L = (O D ⊕ a −1 )α by L a,α and its discriminant by a,α .
1.2.
Inner forms of GSp 4 and integral models. Let A be a totally positive hermitian matrix. We obtain a reductive group G A /Q by putting
for any Q-algebra R. This determines a morphism ν A : 
for any Z-algebra R. We call the principal genus of G A , the one containing all the integral models obtained from integral maximal lattices in the principal genus of H. We observe that, for every prime p,
where
is an integral model in the sense of Gross [12] if and only if Σ = ∅. This is equivalent to saying that [F : Q] is even and D/F is the unique quaternion algebra ramified at v | ∞ only, in which case there is only one genus.
Algebraic modular forms and Hecke action
From now on, we let A = 1 2 and we simply denote the group G A and its integral model associated to L = O 2 D by G and G, respectively. We recall the theory of algebraic modular forms on G in the sense of Gross [11] . We then introduce the notion of algebraic modular forms on integral models of G and explain how the two relate. 
Let ρ : G → GL(V ) be an irreducible algebraic representation. For any subfield Q ⊆ E ⊆ C, we denote the realization of (ρ, V ) on E in the same way. We recall that, when E splits D, then this realization is of the form ρ = v|∞ ρ v and V = v|∞ V v , where each
is an irreducible representation of highest weight (a 1 , a 2 ; b) ∈ Z 3 , with a 1 ≥ a 2 ≥ 3 and b ≡ a 1 + a 2 mod 2.
The space of algebraic modular forms on G(Q) of weight V and level U is defined by
where f | ρ γ(x) = f (γx)ρ(γ), for all x ∈ G(Q) and γ ∈ G(Q). The Hecke algebra T ρ (U ) acting on this space is the Z-algebra generated by the operators defined as follows. For any u ∈ G(Q), write the finite disjoint union U uU = i u i U and put
For a prime p / ∈ Σ, the local Hecke algebra at p is generated by the two operators T 1 (p) and T 2 (p) corresponding to the double cosets of the diagonal matrices diag(1, 1, ̟ p , ̟ p ) and diag(1, ̟ p , ̟ 2 p , ̟ p ) respectively, where ̟ p is a uniformizer at p. Hence the Hecke algebra T ρ (U ) acting on M ρ (U ) is the Z-algebra generated by the operators T 1 (p) and T 2 (p) for all p / ∈ Σ. When ρ = triv is the trivial representation, we let I ρ (U ) be the subspace of M ρ (U ) given by
Then, we define
The action of Hecke preserves I ρ (U ), and thus induces an action of T ρ (U ) on S ρ (U ). We refer to Ihara, Hashimoto-Ibukiyama, and Ibukiyama [16, 13, 15] for the conjectural analogue of the Jacquet-Langlands correspondence for GSp 4 (over F = Q) which relates the Hecke module S ρ (U ) to spaces of Hilbert-Siegel modular forms, and in particular to Sorensen [23] who shows that this conjecture is true when the degree of F is even.
2.2.
Integral models of G and the Hecke module M ρ (U ). Let Cl(G) be a complete set of representatives of the conjugacy classes in the genus of G as described in [12] . There is a canonical bijection between Cl(G) and the double coset G(Q)\G(Q)/G(Ẑ), which also parametrizes isomorphism classes of left O D -lattices in the genus of O 2 D . By abuse of notation, we let (a, α) be the integral model attached to the lattice L a,α . Let Σ U := (Σ 1 U , Σ 2 U ) be a pair of sets consisting of primes such that Σ 1 U ∩ Σ 2 U = ∅ and each Σ i U is disjoint from Σ and the set of primes at which U p is not maximal; further assume that Σ 1 U generates the narrow class group Cl + (F ). By the strong approximation theorem we can choose the representatives (a, α) ∈ Cl(G) to be supported in Σ U ; i.e., such that nr(a) is supported in Σ 1 U and α is Σ 2 U -integral. (In practice, one can choose the set Σ 2 U to be a singleton, but it can't be empty unless the class number of G is equal to h + := #Cl + (F ).)
We define F G (U ) := G(Ẑ)/U (this is a finite product of finite sets). Let (a, α) ∈ Cl(G) be a representative; the group of automorphisms of the corresponding lattice L a,α is given by
Let (b, β) ∈ Cl(G) be another representative, and recall that
Now, let p / ∈ Σ be a prime ideal in O F , and choose a ′ ∈ a −1 and b ∈ b such that a
Thus, we get a well-defined map
reduction map (obtained from a fixed splitting map). Then, by composition with ϑ (a,α),(b,β) , we get a well-defined map
Next, for i = 1 and 2, we define the sets
where we let Γ a,α act on the left. By unravelling definitions, we get
(It is not hard to see that these sets do not depend on the choice of a ′ ∈ a −1 , b ∈ b and the splitting map at p.) We define the linear map
The following proposition is proved in the same way as [6, Theorem 2].
Proposition 8.
There is an isomorphism of Hecke modules
where the action of the Hecke operator T i (p) on the right is given by the collection of linear maps
The algorithm
We now explain how to implement the discussion of Section 2 into a concrete algorithm. As with our presentation, the algorithm we present here parallels the one in [5] and [6] .
3.1. Representing hermitian quadratic forms. In this subsection, we discuss the problem of representing hermitian quadratic forms by hermitian quadratic forms. This problem arises naturally when testing for equivalence in Cl(G) or during the computation of the Hecke action. We remark that analogous questions appear when dealing with Fourier expansions of Siegel modular forms.
Let A be a totally positive hermitian matrix and Q the associated quadratic form. The matrix A also gives a vector-valued D-hermitian form
Let a 1 , b 1 , c 1 and
. Given a hermitian matrix η ∈ M 2 (D), we want to compute the set Θ A (η) := γ ∈ Λ : γAγ t = η = sr r t .
be given in rows. Then, it is easy to see that
Thus computing Θ A (η) is the same as representing s, t ∈ F by Q under the constraint (2). This implies that Θ A (η) is finite since A > 0. By Shimura [21, Proposition 2.1], there is a diagonal matrix η ′ ∈ M 2 (F ) and P ∈ GL 2 (D) such that η = P η ′P t . By making the change of variables γ = P γ ′ and letting Λ = P Λ ′ , we see that this is again the same as computing the set
where the constraint (2) 
be a solution to Q(u) = s ′ . We replace u into (2) to get a homogenous linear system in terms of the components of v = (c, d) ∈ Λ ′ [2] . Solving this linear system in terms of c or d and then replacing into (3), we must now represent t ′ by a quadratic form Q u in one variable over an O D -ideal. From each solution of Q u (w) = t ′ , we get v ∈ Λ ′ [2] which, combined with u, gives a matrix γ ′ ∈ Θ A (η ′ ). (The trick of using the orthogonality condition (2) to cut down the number of variables in (3) is substantially more efficient than the naïve approach of solving (1) and (3) separately and then checking (2) for compatibility.) 3.2. The representatives (a, α) ∈ Cl(G). We explain how to compute representatives for the equivalence classes in the genus of G. In order to do so we need the following two lemmas both adapted from [13] .
Lemma 9. Let L a,α and L a,α ′ be in the genus of G. Then, L a,α and L a,α ′ are equivalent if and only if there exist n ∈ F ×+ and β ∈ GL(O D ⊕ a −1 ) such that α ′ᾱ′t = nβ(αᾱ t )β t .
Proof. This easily follows from Proposition 6.
Let a be a two-sided ideal. Then, motivated by Lemma 9, we say that
Remark 10. We test whether two lattices L a,α and L b,β in the genus of G are equivalent by first reducing to the situation in Lemma 9. By the observation preceding Proposition 6, this amounts to testing whether a and b are in the same narrow class. In fact, Proposition 6 and Lemma 9 imply that the equivalence class of the lattice L a,α is completely determined by the narrow class of a, and the a-equivalence class of γ := αᾱ t mod 
Then, the a-equivalence class of γ depends on the class r mod sa only.
To compute the set Cl(G), we use the following algorithm.
Algorithm 12. Given a finite set of primes Σ and an integral ideal n supported outside of Σ, this returns a set Cl(G) of representatives (a, α) supported outside of Σ and n.
(1) Initialize R G = ∅ and M G = 0, and compute the mass Mass(G).
(2) Find a set Σ ′ of prime ideals that generate Cl + (F ) and such that Σ ′ is disjoint from Σ∪{p : p | n}. Choose a prime q / ∈ Σ ′ ∪Σ∪{p : p | n}. Remark 13. We test the equivalence of two O D -lattices L and L ′ by using Lemma 9 or by comparing their theta series. The latter is often enough to quickly distinguish most isomorphism classes and we only use Lemma 9 for the remaining cases. Let L be a modular lattice so that ν(L) is an O F -ideal, and let c be a representative of the narrow class of ν(L) −1 . We choose µ ∈ F ×+ such that ν(L)c = (µ). For every element (x, y) ∈ L, we define its scaled norm with respect to L and c by
For a given representative c, this is well-defined up to a totally positive unit. , β) ). In this subsection, we describe how the stabilizers and the prelimimary data required for the Hecke action are computed. To this end, let (a, α), (b, β) ∈ Cl(G) and u ∈ F totally positive. We can compute the finite set S (u; (a, α), (b, β) 
by making use of the algorithm in Subsection 3.1 where we first write out:
To obtain Γ a,α (or equivalently Γ a,α ), we simply set (a, α) = (b, β) and let U + F be a set of representatives for O
For the computation of the representatives of the Hecke double cosets, we first observe that, for i = 1, 2, the set Θ ; (a, α), (b, β) ). Remark 14. For each prime p ⊂ O F , the cardinalities of these sets satisfy the following identity (see [7, Remark 3] ): for i = 1, 2 and (b, β) ∈ Cl(G),
3.4. The description of the flag spaces F G (U ). In this subsection, we describe the flag F G (U ). The level structure U will be one of the following types: Siegel, Klingen or Borel parahoric (at primes p / ∈ Σ). Let n ⊆ O F be an ideal such that p ∤ n for p ∈ Σ.
• The Siegel parahoric
We recall the following description from [5] . Consider the free rank 4 (O F /n)-module E := (O F /n) 4 endowed with the symplectic pairing , given by the matrix
where 1 2 is the identity matrix in M 2 (O F /n). We fix the canonical symplectic basis e 1 , e 2 , f 1 , f 2 such that e i , e j = f i , f j = 0 and e i , f j = δ ij (Kronecker delta). Let M be a rank 2 (O F /n)-submodule of E. We say that M is isotropic if u, v = 0 for all u, v ∈ M . Let F G (n) be the set of all rank 2 (O F /n)-submodules of E which are isotropic direct factors. We recall that G(Ẑ) acts transitively on F G (n), and that the stabilizer of the submodule generated by e 1 and e 2 is the Siegel parahoric U . In other words, F G (n) is the set of (O F /n)-rational points of the Lagrange scheme. By using Plücker's coordinates, we can identify F G (n) with the set of (O F /n)-rational points of the Klein quadric as a closed subspace of P 5 (O F /n). We then represent each element in F G (n) by choosing a point x = (a 0 : · · · :
such that the submodule M generated by u and v is a rank 2 isotropic direct factor of E. We observe that the module M is a direct factor of E if and only if the ideal (a 0 , . . . , a 5 ) generated by its coordinates is the unit ideal.
The cardinality of F G (n) is given by [5, Lemma 3.2]:
• The Klingen parahoric
Consider the module E as above and let F G (n) be the set of all rank 1 (O F /n)-submodules which are direct factors of E. The group G(Ẑ) acts transitively on F G (n) and the stabilizer of the line L = e 1 is the Klingen parahoric U . This means that we can identify F G (n) with the projective space P 3 (O F /n). Thus, its cardinality is given by
• The standard Borel parahoric
Again, we let E be the module as above. We let F G (n) be the set of all pairs (L, M ) such that L ⊂ M are rank 1 and 2 (O F /n)-submodules of E which are isotropic direct factors. The group G(Ẑ) acts transitively on F G (n) and the stabilizer of the flag ( e 1 , e 1 , e 2 ) is the standard Borel parahoric U .
Lemma 15. The cardinality of F G (n) is given by
Proof. Let M be an (O F /n)-rational point on the Lagrange scheme and e ′ 1 , e ′ 2 a basis of M . A line L = a 1 e ′ 1 + a 2 e ′ 2 , with a 1 , a 2 ∈ O F /n, is a direct factor of M if and only if (a 1 , a 2 ) determines a point on P 1 (O F /n). Combining this with the formula for the cardinality for the Lagrange scheme, we get the lemma by recalling that
.
Remark 16.
It is useful to observe that the proof of Lemma 15 gives an effective way of listing elements of the flag space of the Borel parahoric. Indeed, by using the description of the Lagrange scheme, we can efficiently list its elements. Then for each such element, we list all the lines that are direct factors by simply running through
Remark 17. Lansky and Pollack [17] already make use of the flag space F G (U ) in order to find coset representatives for the double coset space G(Q)\G(Q)/U . But, they then return to the adelic setting for the computation of the Brandt matrices. One of the advantages of our approach is that, using Proposition 8, we define the Hecke action on F G (U ) directly. Algorithm 19 (Main algorithm). The input consists of F , the level n (with the level structure specified: Borel, Klingen or Siegel) and the precomputed data, together with a weight representation (ρ, V ). The output consists of a set of primes p (ordered by norm), the Hecke matrices T 1 (p) and T 2 (p) and the Hecke constituents.
(
(3) Combine the results of step (2), forming the direct sum
(4) Starting with the primes of smallest norm in O F , compute the Hecke operators T 1 (p) and T 2 (p) for all the primes p, in increasing order, until you find a common basis of eigenvectors of M ρ (n) for the T 1 (p) and T 2 (p) that completely diagonalize M ρ (n).
Remark 20. In practice, one can improve the efficiency of
Step (4) of Algorithm 19, by diagonalizing M ρ (n) only using the Hecke operators T 1 (p) and then computing the T 2 (p) when needed.
Examples of Hilbert-Siegel eigenforms on Q(
In this section, we give some examples of Hilbert-Siegel eigensystems for
(We obtained them with a preliminary version of our algorithm, which we implemented in Magma [2] .) 4.1. Hilbert-Siegel eigensystems of level 1. Let D be the Hamilton quaternion algebra over F , i.e., the quaternion algebra over F determined by the relations i 2 = −1, j 2 = −1 and k = ij = −ji. Then disc(D) = (1) 
, e 3 = e 1 e 2 , e 4 = e 2 e 1 .
We recall that the narrow class number of F and the class number of the quaternion algebra D are both equal to 1. Thus every representative in the principal genus of G is of the form ((1), α), where
We determine that the matrices
correspond to distinct equivalence classes by computing their stabilizers for which we obtain Card(Γ 1 ) = 4608 and Card(Γ 2 ) = 3840, where we simply let Γ i = Γ (1),α i . By using the mass formula in W. T. Gan, J. Hanke and J.-K. Yu [9, Proposition 9.3], we verify that 
Therefore, the class number of the unique genus of G is h = 2. This means that the dimension of the space of holomorphic Hilbert-Siegel modular forms of level 1 and parallel weight 3 is 2. From this, we determine that there is only one Hilbert-Siegel cuspidal eigenform f of level 1 and parallel weight 3. The Brandt matrices B 1 (p) and B 2 (p) of the Hecke operators acting on M 3 (1) for the first four prime ideals p are given below. The first few Hecke eigenvalues of the eigenform f are listed in Table 1 . The eigenvalues of f (or in fact the Brandt matrices) at the primes above 7 suggest that it is a base change from Q, which we then confirm as follows. For a classical or Hilbert newform h of weight 4, let SK(h) be its SaitoKurokawa lift. Letting a p (h) be the Hecke eigenvalue of h at p, the Hecke eigenvalues λ 1 (p) and λ 2 (p) of SK(h) corresponding to the Hecke operators T 1 (p) and T 2 (p) are then given by
Proposition 21. The form f is a base change of the form SK(h), where h is a newform which belongs to the unique conjugacy class of S 4 (8, ( · F )) new , the newspace of classical forms of level 8 and character ( · F ). Proof. We compute the space S 4 (1) of Hilbert cusp forms of level 1 and parallel weight 4 over F using the Hilbert Modular Forms Package in Magma [2] , and obtain that it has dimension 1. We then identify the eigenform f as the Saito-Kurokawa lift of the newform g in S 4 (1) by direct calculations. By Saito [20, Theorem 4.5] , the form g itself is a base change of a newform h in S 4 (8, ( Similarly, there is a family (ρ f,ℓ ) of ℓ-adic representations of Gal(Q/F ) attached to f , which is everywhere unramified since f has level 1. In fact, by Proposition 21, we simply have ρ f,ℓ = ρ SK(h),ℓ | Gal(Q/F ) .
It would be interesting to know whether there exists a (Calabi-Yau) threefold X/Q( √ 2), with Hodge numbers h 3,0 = h 2,1 = h 1,2 = h 0,3 = 1, such that for every prime ℓ the Galois representation ρ X,ℓ : Gal(Q/Q( √ 2)) → GL(H 3 et (X, Q ℓ )) is isomorphic to ρ f,ℓ . The existence of such a threefold would provide an analogue in higher rank of the Tate (or Shimura) elliptic curve E/Q( √ 29) : y 2 + xy + ε 2 y = x 3 with discriminant ∆ E = −ε 10 , where ε = 5+ √ 29 2 is the fundamental unit, in the sense that Q( √ 2) would be the totally real field of smallest discriminant for which there is a higher rank (automorphic) motive over Q whose base change to Q( √ 2) becomes everywhere unramified. (Indeed, the results in [5] show that no such threefold exists over Q( Tables 1 and 2 , we list all those eigensystems that are defined over Q or a quadratic field. Here are the conventions we use in the tables.
(1) For a quadratic field K of discriminant d, we let ω d be a generator of the ring of integers O K of K. 
