We set up a general framework for modeling non-Gaussian multivariate stochastic processes by transforming underlying multivariate Gaussian processes. This general framework includes multivariate spatial random fields, multivariate time series, and multivariate spatio-temporal processes, whereas the respective univariate processes can also be seen as special cases. We advocate joint modeling of the transformation and the cross-/autocorrelation structure of the latent multivariate Gaussian process, for better estimation and prediction performance. We provide two useful models, the Tukey g-and-h transformed vector autoregressive model and the sinh-arcsinh transformed multivariate Matérn random field. We evaluate them with a simulation study. Finally, we apply the two models to a wind data set for modeling the two perpendicular components of wind speed vectors. Both the simulation study and data analysis show the advantages of the joint modeling approach.
tail that could not be accommodated by a Gaussian model. Therefore, flexible multivariate non-Gaussian spatiotemporal models that are also computationally feasible are needed to analyze big data with multiple variables collected in space and/or time.
As a general setting, we refer to a stochastic process Y (x) = {Y 1 (x), . . . , Y k (x)} T as a collection of random variables Y ∈ R k indexed by elements in a topological space x ∈ R q , which include spatial random fields when the indices are spatial location, x = s ∈ D s ⊂ R 2 , time series when x = t ∈ D t = {1, 2, 3, . . . }, and spatio-temopral process when x = (s, t). The stochastic process Y (x) could be a univariate process when k = 1 or a process with multiple variables when k ≥ 2. In this paper, we provide a general framework for modeling a non-Gaussian multivariate stochastic process Y (x) by applying a component-wise transformation ψ : R k → R k to an underlying multivariate Gaussian process Z(x) = {Z 1 (x), . . . , Z k (x)} T :
or more explicitly, Y j (x) = ψ j {Z j (x)}, ψ j : R → R, j = 1, . . . , k.
Each component of ψ could come from the same parametric family of monotonic transformations with different values of parameters for each variable ψ j = ψ θ (j) 1 , to account for various shapes of the marginal distribution shown by different variables. We further suppose the dependence structure of the underlying Gaussian process Z(x) can be characterized by another set of parameters θ 2 . Given n observations Y = {Y T (x 1 ), . . . , Y T (x n )} T from the non-Gaussian process Y (x), the joint log-likelihood can be derived:
where θ = (θ T 1 , θ T 2 ) T is the full set of parameters, f φ denotes the log-likelihood of a zero mean multivariate Gaussian distribution with covariance matrix determined by θ 2 , ψ θ (j) 1 (·) is the derivative of the function ψ θ (j) 1 (·),
{Y j (x i )}, j = 1, . . . , k are from the latent Gaussian process obtained by applying the corresponding inverse transformation to the observations, and Z θ1 = {Z T θ1 (x 1 ), . . . , Z T θ1 (x n )} T is the vector of all the Gaussian-scale observations. Maximum likelihood estimation (MLE) of θ can be found by maximizing (2).
Prediction of the non-Gaussian process at an unobserved index x 0 is based on the conditional distribution Y (x 0 )|Y . Since the transformation is monotonic, this conditional distribution problem in the transformed scale can be translated directly to the Gaussian scale. Assuming the true model is known, let Z and Z(x 0 ) be the latent Gaussian realizations corresponding to Y and Y (x 0 ). It follows that Z(x 0 )|Z ∼ N k (μ,Σ), where the conditional meanμ and covariance matrixΣ are determined by the dependence structure of the underlying Gaussian process. Then,
the right hand side of which is a shorthand for the distribution of transforming a k-dimensional random variable that follows the conditional Gaussian distribution. Therefore, realizations of Y (x 0 )|Y are the same as realizations of ψ{Z(x 0 )|Z}. Thus, point and probabilistic prediction of Y (x 0 ) can be formulated. In particular, the optimal point prediction that minimizes the absolute loss is the conditional median Y j opt
This general trans-Gaussian approach is flexible, interpretable, and parsimonious by taking advantage of both a family of transformations and the appealing properties of the Gaussian process. In Section 2, we provide a literature review of existing approaches for modeling non-Gaussian processes, and compare them with, or put them within, our general framework in Equation (1). In Section 3, we present two useful non-Gaussian models for multivariate times series and multivariate spatial random fields: the multivariate Tukey g-and-h (TGH) transformed vector autoregressive (VAR) model and the multivariate sinh-arcsinh (SAS) transformed Matérn random field. Section 4 illustrates estimation and prediction performance of the bivariate SAS transformed parsimonious Matérn random fields with a simulation study. We then, in Section 5, apply the two models to a wind data set for modeling bivariate wind speeds that come from the two perpendicular directions. Both the simulation study and data analysis show the advantages of the joint modeling approach. Finally, in Section 6, we discuss a potential area for further research.
Literature Review on Non-Gaussian Processes
For non-Gaussian data, the transformation approach is straightforward and widely used among practitioners to, first, Gaussianize the data and then examine the latent Gaussian process on the transformed scale. In light of the general framework given by Equation (1), it is equivalent to Gaussianize the data with ψ −1 . For example, Shumway and Stoffer (2011) used the logarithm transformation on glacial varves thicknesses time series and quarterly U.S. GNP time series whereas the square-root transformation was adopted by Johns et al. (2003) to normalize spatial precipitation data. However, a fixed transformation is not flexible enough to adapt to various non-Gaussian features exhibited by the data. A parametric form of transformations that allows modelers to find the optimal one within a family of transformations by estimating the related parameters from the data is thus preferable. For example, the Box-Cox power transformation (Box and Cox, 1964 ) is a family of transformations with one parameter that includes the logarithm, square-and cubic-root, but it can only be applied to positive values. Instead of the two-stage procedure, to first estimate θ 1 without considering the dependent structure of the observations, and then model the Gaussianized process, modeling the trans-Gaussian process directly with joint likelihood (2) is beneficial for estimating the optimal transformation as well as making a prediction on the original scale. Snelson et al. (2004) outlined a general procedure and coined the term 'warped Gaussian processes' for univariate transformed Gaussian processes to include the transformation as an integral part of the model, rather than an ad-hoc step. In particular, Block et al. (1990) presented a non-Gaussian time series model with arbitrary continuous marginal distributions that belong to a parametric family by transforming a Gaussian autoregressive (AR) time series by the composition of the inverse marginal cumulative distribution function (CDF) and the Gaussian CDF. Cressie (1993) introduced log-normal random fields, developed log-normal kriging methods, and further generalized the methodology to trans-Gaussian kriging to derive unbiased predictors with unknown mean but known covariance structure of the latent Gaussian random fields. De Oliveira et al. (1997) considered Box-Cox transformed random fields for spatial data under a Bayesian framework and applied the model to predict spatial weekly rainfall amounts. Zammit-Mangion et al. (2016) , for modelling mole-fraction and flux fields, relaxed the Gaussian assumption through Box-Cox transformations for the spatio-temporal bivariate inversion problem and performed Bayesian inference via approximation of the likelihood under the hierarchical framework. Recently, Xu and Genton (2017) and Yan and Genton (2019a) introduced the TGH random fields and the TGH-AR process, that can accommodate different levels of skewness and tail heaviness in marginal distributions. Zhang and Yeung (2010) attempted to extend the general warped Gaussian processes (Snelson et al., 2004) to a multivariate setting, with an application in personalized age estimation. However, their model essentially utilizes one latent univariate Gaussian process with white noise of different variance added to different variables. Vio et al. (2001 Vio et al. ( , 2002 discussed the associations between the cross-correlation functions in Gaussian-scale Z and the transformed-scale Y under the general framework (2), for the purpose of simulating multivariate random fields with prescribed marginal distributions and cross-correlation structure.
Another popular approach of modeling non-Gaussian data is via the generalized linear model (GLM), which are especially useful for analyzing binary and count data. Under the spatial setting, the GLM approach was first proposed by Gotway and Stroup (1997) and then formalized by Diggle et al. (1998) with a latent Gaussian random field as a random effect. The hierarchical flavor of the GLM approach fits naturally within a Bayesian framework, in which the latent Gaussian random field can be regarded as a prior put on the space of functions, see Banerjee et al. (2014) and Cressie and Wikle (2011) for book-length overviews. Chagneau et al. (2011) extended the hierarchical Bayesian spatial GLM idea to build multivariate non-Gaussian random fields. In the spatial GLM models, a random field is added as a random effect in the linear predictor; therefore, the likelihood function involves highdimensional integration, which makes computational evaluation challenging. Instead of putting a Gaussian prior, Bradley et al. (2019) introduced the 'conjugate multivariate distribution' as prior for the latent process at the n observed locations in order to facilitate Bayesian inference of dependent data from the exponential families. In the time series context, Benjamin et al. (2003) introduced the generalized autoregressive moving average (ARMA) model. Unlike the spatial case, no underlying Gaussian time series is added as a random effect, thanks to the unidirectional property of time. However, the GLM approach is not flexible enough to model continuous data with arbitrary distribution shape. Cordeiro and de Andrade (2009) combined both the transformation and GLM approaches and introduced the transformed generalized linear models.
The third class of models for constructing a non-Gaussian process involves mixing a Gaussian process with a random variable (common mixing variable) or another process (individual mixing variable) or a mixture of several independent processes. Wong and Li (2000) introduced the mixture AR models with a mixture of m Gaussian AR components, which is a generalization of the Gaussian mixture transition distribution models (GMTD) (Le et al., 1996) . Later, Wong et al. (2009) extended the Gaussian mixture AR models to the Student t-mixture AR model. Palacios and Steel (2006) proposed scale mixing Gaussian random fields by combining a Gaussian random field with spatially correlated scale parameters (a log-Gaussian random field). Later, Fonseca and Steel (2011) extended the idea to non-Gaussian processes in space and time with non-separable covariance functions. Ma (2009) introduced a general class of non-Gaussian random fields, the so-called elliptically contoured random fields, by multiplying a Gaussian random field with a random scale factor. However, Genton and Zhang (2012) pointed out identifiability problems related to the above construction. Ma (2010) built the χ 2 random process by summation of the squares of m independent Gaussian processes and extended it to the multivariate case (Ma, 2011) . A series of papers with the same author combined the above two ideas and constructed many special cases for non-Gaussian vector random fields, such as the hyperbolic vector random fields (Du et al., 2012) and the K-distributed process (Ma, 2013) . Bolin et al. (2019) presented multivariate latent Gaussian random fields mixture models that combined a discrete Markov random field with a latent multivariate Gaussian random field and used it for classification purpose. Yin and Craigmile (2018) introduced the heteroscedastic asymmetric spatial process (HASP) formed by transformation and mixing of two dependent univariate Gaussian random fields. All the above models, except those by mixing with a random variable, involve more underlying processes than the resulting one, which can be seen as (1) with the modification that ψ has a more general form of transformations ψ : R m → R k , m ≥ k, instead of the element-wise transformation.
Besides the above three classes, other non-Gaussian spatial models include: the skew-Gaussian random fields (Zhang and El-Shaarawi, 2010; Rimstad and Omre, 2014) and log-skew-elliptical random fields (Marchenko and Genton, 2010) as extensions from the skew-elliptical family (Azzalini, 1985; Azzalini and Dalla Valle, 1996; Genton, 2004) ; spatial copula models (Gräler, 2014; Krupskii et al., 2018) ; and non-Gaussian Matérn fields based on stochastic partial differential equations (Wallin and Bolin, 2015) ; additional models for time series are mainly based on the ARMA model with non-Gaussian noise (Lawrance and Lewis, 1980; Gaver and Lewis, 1980; Davies et al., 1980; Li and McLeod, 1988; Tarami and Pourahmadi, 2003) . See also the review paper by Jones (2015) for constructing non-Gaussian distributions for a univariate random variable. We attempted to make the literature review as thorough as possible, however, it is still not exhaustive. Other approaches for non-Gaussian processes might exist in other fields, such as machine learning, signal processing and econometrics, that we are unaware of.
Two Multivariate Transformed Gaussian Models
In this section, we provide two useful models for multivariate time series and multivariate random fields under our general framework (1). The time series model is an extension of the TGH-AR time series (Yan and Genton, 2019a) to a multivariate setting, while the spatial model uses the SAS transformation (Jones and Pewsey, 2009) in modeling multivariate trans-Gaussian random fields.
Multivariate TGH-VAR Time Series Models
The Tukey's g-and-h transformation (Tukey, 1977) is a function with two parameters g and h:
which is a strictly monotonic function of z when h ≥ 0.
Tukey (1977) introduced this transformation and used it on a standard Gaussian random variable Z ∼ N (0, 1) to yield Y = τ g,h (Z), in order to construct skewed distributions with heavy tails and model the quantiles of Y directly rather than the density function (Yan and Genton, 2019b) . The resulting random variable Y is said to follow the TGH distribution, with parameter g and h controlling the skewness and tail heaviness, respectively. Shapes of the TGH distribution with three sets of parameter values are illustrated in the top row of Figure 1 . Martinez and Iglewicz (1984) studied various properties of the TGH distributions and gave an explicit form of their finite moments. For parameter estimation, since the inverse transformation does not have an explicit form (except when either g or h is equal to 0), the likelihood inference is difficult. Earlier works focused on quantilebased method (Hoaglin, 1985; Dutta and Babbel, 2002) and later, Xu and Genton (2015) proposed an efficient parameter estimation algorithm for the independent TGH distribution by using an approximated likelihood. The maximum approximated likelihood estimation (MALE) substantially improved the parameter estimation performance compared to the moment or quantile-based methods without compromising the computational speed. Field (2004) applied the univariate TGH distribution to model extreme wind speed and showed its adaptability by comparing it with the classical generalized extreme value (GEV) distribution and the generalized Pareto distribution (GPD). Field and Genton (2006) and He and Raghunathan (2012) used different approaches to extend the univariate TGH distribution to a multivariate setting. Recently, Xu and Genton (2017) further generalized the TGH distribution to a spatial configuration and constructed TGH random fields, while Yan and Genton (2019a) extended it in a time series setting and introduced the TGH-AR model. Jeong et al. (2019) used the TGH-AR process for building a stochastic generator for global monthly wind speed as a computationally efficient way for uncertainty quantification of wind energy potential.
For this multivariate time series model example, we consider transforming each component of a latent stable Gaussian VAR(1) process Z t by the TGH transformation with extra location parameters:
denotes the element-wise application of the TGH transformation with the corresponding parameters, A is a k × k transition matrix for the underlying Gaussian VAR(1) process, and Ψ is the k × k covariance matrix of the Gaussian white noise process. Notice that, unlike the previous TGH models, in our TGH-VAR(1) model (5), the TGH transformation is applied to an underlying Gaussian time series without the constraints for each component to have variance 1. In fact, the covariance function of the underlying stable Gaussian process Z t is implied by the dynamic VAR(1) structure and depends on A and Ψ. Instead of transforming a Gaussian process with unit variance and multiplying by a scale parameter outside the transformation like previous models, we transform the underlying Gaussian VAR process as a whole, which can have arbitrary marginal variances. Since τ g,h (σZ) = στ gσ,hσ 2 (Z), the scale parameter can be put either inside or outside the TGH transformation and results in the same TGH distribution family.
For model (5), each component of the multivariate time series Y t follows a TGH distribution marginally with different g and h parameters. Mean and variance of the TGH-VAR process can be computed in similar ways as in Xu and Genton (2017) by the equivalence relationship τ g,h (σZ) = στ gσ,hσ 2 (Z), i.e., with g and h in formulae for the standard TGH distribution substituted by gσ and hσ 2 . The mean exists for h j σ 2 j < 1, where σ 2 j is the marginal variance of Z jt :
and the variance exists for h j σ 2 j < 1 2 :
For the cases g j = 0, their values are defined as the limit as g j → 0. The cross-covariance can be derived similarly as the covariance matrix in He and Raghunathan (2012):
where σ 2 j1 and σ 2 j2 are the marginal variances of Z j1t and Z j2t , ρ = ρ j1j2 (t 1 , t 2 ) is the cross-correlation between the two variables at temporal points t 1 and t 2 , and the above terms depend on A and Ψ. The pairwise covariance
This model is flexible and can accommodate different tail and skewness behavior of each variable separately. There are 3k parameters for θ 1 related to the location TGH transformation and k 2 + k(k + 1)/2 parameters for θ 2 that contains A and Ψ. Parameter estimation for model (5) can be done by MALE (Xu and Genton, 2015) , obtained by maximizing the approximated likelihood with piece-wise linearization of the inverse transformation τ −1 g,h involved in the log-likelihood (2). Forecasting of Y t+1 can be based on (3) with the estimated θ and conventional forecasting of Gaussian VAR(1) processes, see standard multivariate time series textbooks (e.g., Lütkepohl, 2007) .
Multivariate SAS Matérn Random Fields
The sinh-arcsinh transformation (Jones and Pewsey, 2009 ) is defined as:
Jones and Pewsey (2009) 
The parameter e determines the skewness, and δ controls the tail weight of the SAS distribution. Y e,δ is positively (negatively) skewed if e > 0 (e < 0), and has lighter (heavier) tails than the normal if δ > 1 (δ < 1). Shapes of the SAS distribution with three sets of parameter values are shown in the bottom row of Figure 1 . The advantages of the SAS distribution over the TGH distribution are that both the SAS and its inverse transformation belong to the same family and it can model distributions with lighter tails. However, transforming a Gaussian random variable with variance not equal to 1 by the SAS transformation does not result in the canonical SAS distribution. Hence, in order to construct marginally SAS distributed multivariate random fields, we apply the SAS transformation to a latent k-dimensional Gaussian process Z(s) of mean 0 and variance 1 for each component and some cross-covariance function ρ ij (s k , s l ) by the location-scale version of the SAS transformation:
where ξ = (ξ 1 , . . . , ξ k ) T , ω = (ω 1 , . . . , ω k ) T , e = (e 1 , . . . , e k ) T , δ = (δ 1 , . . . , δ k ) T , • is the element-wise (Hadamard) product, and S −1 e,δ : R k → R k denotes the element-wise application of the inverse SAS transformation with the corresponding parameters. Moments of the univariate SAS distribution were given in Jones and Pewsey (2009) , however, the derivation is tedious and explicit formulas for cross-moments of the SAS random fields seem difficult to obtain.
Valid models for cross-covariance functions ρ ij (s k , s l ) can be found in the review by Genton and Kleiber (2015) . For example, the multivariate Matérn covariance function (Gneiting et al., 2010; Apanasovich et al., 2012) has not only a marginal Matérn correlation but also flexible cross-correlation structures, and it has a form as follows:
Here, σ i is the marginal standard deviation, ρ ij measures the strength of the correlation between two random variables at the same location (h = 0), and M(h|ν, φ)
is the Matérn correlation function at distance h where K ν is a modified Bessel function of the second kind of order ν, φ > 0 is a spatial range parameter, and ν > 0 is the smoothness parameter. In particular, the parsimonious version assumes that ν ij = 0.5(ν i + ν j ) and φ i = φ j = φ ij = φ for all i; for more details, see Gneiting et al. (2010) . On the other hand, Royle and Berliner (1999) and Cressie and Zammit-Mangion (2016) suggested modeling the cross-variable dependence structure via conditional specification in multivariate spatial fields, when known causal relationships imply a natural conditional ordering of the variables. The MLE for model (7) can be obtained from maximizing the log-likelihood (2). Spatial prediction of Y (s 0 ) given Y (s 1 ), . . . , Y (s n ) can be made based on (3) and co-kriging of the underlying multivariate Gaussian random field treating the MLE of θ as the true parameters. Co-kriging is a multivariate variant of the ordinary kriging, and it performs predictions for the primary variable (or a poorly sampled variable) with the help of a more readily observed variable. For discussion and technical details, see Myers (1982) and Wackernagel (2013) . Figure 2 shows one realization of the bivariate SAS random field on a unit square for each variable as well as their histograms. Here, variable 1 has a left-skewed lighter tailed distribution, and variable 2 is right-skewed with heavy tails, respectively. The underlying bivariate Gaussian random field has a parsimonious bivariate Matérn cross-covariance function. The true SAS density and the corresponding Gaussian density with the same mean and variance are also shown in the histograms, where we can see a noticeable departure from the Gaussian assumption. In the next section, we run a simulation study for the estimation and prediction performance of the bivariate SAS random field with parsimonious bivariate Matérn cross-covariance function. 
Simulation Study
We perform a Monte Carlo simulation study to assess the estimation and prediction performance of the bivariate SAS parsimonious Matérn random fields and compare the results with alternative methods. We generate observations from the bivariate SAS model with parsimonious Matérn on a perturbed 15 × 15 grid within a unit square, similar to the design in Yan and Genton (2018) . We use 200 points for estimation and the remaining 25 locations for prediction. For the bivariate case with parsimonious Matérn cross-covariance function, there are 8 parameters related to the transformation θ 1 , and 4 parameters involved for the spatial cross-correlation structure θ 2 : the common range parameter φ, smoothness parameters ν 1 , ν 2 , and ρ for the correlation between the two variables. The model parameters chosen in this simulation study are ξ 1 = ξ 2 = 0, σ 1 = σ 2 = 1, e 1 = 0.3, e 2 = 0.1, δ 1 = 1.2, δ 2 = 0.7, φ = 0.05, ν 1 = 0.5, ν 2 = 1, ρ = 0.7, for which variable 1 is right-skewed with lighter tail and variable 2 is heavy tailed and slightly right-skewed. We use the following four methods for estimation and prediction:
Method 1 (Gaussian): MLE and prediction based on bivariate Gaussian random fields with parsimonious Matérn and unknown constant mean;
Method 2 (Independent SAS): MLE and prediction for each variable separately based on two independent SAS random fields with full Matérn covariance function;
Method 3 (Sequential): two-stage estimation procedure for the bivariate SAS random fields to first estimate parameters related to the SAS transformation for each variable (same as method 2) and then an additional step to estimate parameters related to the bivariate parsimonious Matérn from the underlying Gaussian random fields obtained by transforming the observations with estimated parameters;
Method 4 (Joint): estimate all parameters for the bivariate SAS fields with parsimonious Matérn by maximizing the joint log-likelihood function (2).
All the optimizations for the four estimation methods were done by the R software (R Development Core Team, 2019) with the Template Model Builder (TMB) package (Kristensen et al., 2016) , which utilizes automatic differentiation (Griewank and Walther, 2008) to assist optimization.
For estimation, Figure 3 shows boxplots of the 12 estimated parameters by Method 3 and Method 4 from 500 replicates that are without convergence problem. Parameters in Methods 1 and Methods 2 are not directly comparable with the 12 parameters in the bivariate parsimonious Matérn SAS fields, and thus boxplots are not shown alongside. The first step in the sequential procedure for estimating the transformation-related parameters θ 1 ignores the correlation of the two variables, which results in slightly larger estimation variability than the joint method and biased estimation for ρ, shown by the boxplots. We also notice that estimation is more unstable for the light-tailed variable 1 than the heavy-tailed variable 2, which can be explained by the fact that the distribution shape does not change much with the skewness parameter when the tail is light. Table 1 shows the number of parameters, mean log-likelihood, and Bayesian Information Criterion (BIC) for estimation by the four methods. The joint estimation has the maximum mean log-likelihood and minimum BIC among the four estimation methods.
For prediction, Method 1 ignores the non-Gaussian characteristics of the two variables while Method 2 omits the correlation between the two variables. Prediction by Method 3 and Method 4 differs only in the estimated parameters. Table 1 presents prediction performance by the four methods in terms of mean absolute error (MAE), the width of the 95% confidence interval (CI) and empirical coverage of the 95% CI, for each variable. The joint procedure has the minimum MAE and CI width while maintaining empirical coverage close to the claimed level. Note that for the best method with respect to CI width and coverage, we use combined criteria and for both variables, e.g., 94.6% and 94.2% with shorter CI widths by Method 4 are better than 95.2% and 93.9% by Method 1. The empirical coverage is always slightly less than the claimed 95% (except for the lighter tailed variable by Method 1) since we treat the estimated parameters as the true values for prediction without taking the uncertainty in estimation into consideration. Additional simulations with different parameter settings and a simulation study for the trivariate SAS parsimonious Matérn random field show similar results (see supplementary material). In summary, for modeling bivariate or trivariate random fields, ignoring either the non-Gaussian features of the variables or the correlation between the variables is detrimental for prediction purpose. For the bivariate or trivariate SAS random fields, it is beneficial to estimate all the parameters simultaneously with the joint likelihood rather than the sequential procedure. However, as the number of parameters to estimate grows as k grows, optimization becomes much more difficult for joint estimation. If optimization becomes problematic when estimating θ jointly for a high-dimensional vector process, we suggest estimation in an iterative manner of θ 1 and θ 2 until convergence as in Xu and Genton (2017) or sequentially (iterate once).
Wind Data Examples

Large ENSemble Project (LENS)
We consider wind data sets at daily and monthly levels from the LENS, which is an ensemble of runs of the Community Earth System Model (CESM) from the National Center for Atmospheric Research. The LENS is a set of climate model simulations intended for understanding the internal variability, and it includes 40 ensemble members of simulations from 1910 to 2010. The spatial resolution of the ensemble members is 0.9375 • × 1.25 • (latitude × longitude) and each run was generated under the Representative Concentration Pathway (RCP) 8.5 (van Vuuren et al., 2011; Kay et al., 2015) . Since future wind trends are often of interest, here, we work on daily and monthly near-future wind components, eastward U , and northward V components, above the ground level from 2006 to 2100. In the following two examples of bivariate time series and spatial data sets, we focus on demonstrating the benefits of using multivariate transformations in terms of either a model fit or a prediction.
Example 1: Bivariate Time Series Data (Monthly LENS Data)
At first, we examine the temporal properties of global monthly wind components with all 288 longitudes, but 134 latitudes between 62 • N and 62 • S. For a total of 95 years, we have 1,140 temporal points at each location and run. For each site, we calculate the empirical skewness and kurtosis of the wind components, U and V , after removing the climatology (i.e., the average across five selected runs for each space-time location). We consider the significance test of the third and fourth central moments, the skewness and kurtosis, of residuals over time (Bai and Ng, 2005) . We observe that both residuals, RU and RV , clearly show features of skewness and heavier tails compared to the Gaussian distribution in many spatial locations (only locations where p-values of the significance test are smaller than 0.05 are reported), as shown in Figure 4 . That is, the first two moments, such as the mean and variance, are not enough in characterizing the temporal patterns of both residuals. Thus, we conclude that the Gaussianity assumption is not suitable for modeling, and we fit univariate TGH-AR(1) and bivariate TGH-VAR(1) models marginally and jointly for the RU and RV residuals, respectively. Estimated values of TGH-AR(1) such asĝ i ,ĥ i , andΦ i (autoregressive coefficients) for i = 1, 2 are shown in Figure 5 . In particular,ĝ andĥ for both RU and RV were estimated with nonzero values over most locations, suggesting non-Gaussianity. Figure 6 shows boxplots of some selected parameters for TGH-AR(1) and TGH-VAR(1). The first two boxplots in Figure 6 (a) indicate the distribution of estimatesĝ i for RU from the two models and the remaining two boxplots represent the distribution ofĝ i for RV from two models. Similarly, Figure 6 (b) reports the distribution ofĥ i from the two models. We observe that the ranges in the boxplots ofĝ i andĥ i for TGH-VAR(1) are substantially longer compared to TGH-AR(1), i.e., the parameters for the skewness and tail behavior were estimated higher in TGH-VAR(1) compared to TGH-AR(1). The boxplots of estimates of the VAR coefficient matrix, A, for the TGH-VAR(1) is reported in Figure 6 (c). Figure 7 presents the BIC values between the two models at each site from one ensemble member. Positive and negative values indicate a better and worse fit of the TGH-VAR(1) compared to the TGH-AR(1). In terms of the BIC values, TGH-VAR(1) outperforms TGH-AR(1) over many spatial locations. In particular, locations near the Red Sea and the Persian Gulf have significantly higher values than other locations. Since the TGH-VAR(1) considers the relationship between the two variables and provides additional flexibility, it has a better model fit compared to the TGH-AR(1). Here, we show that the TGH-VAR(1) model can be a better fit for the wind component than the TGH-AR(1) model. However, there is room for improvement. For example, one may think that the bivariate time series model is not entirely appropriate for the horizontal and vertical components. small change in both horizontal and vertical components can result in a profound difference in wind direction. Thus, a state-dependent model, e.g., threshold vector autoregressive time-series model (Lo and Zivot, 2001; Wikle et al., 2019) for the A and Ψ matrices might be more appropriate and preferred.
Example 2: Bivariate Spatial Data (Daily LENS Data)
We examine the spatial behaviors of daily wind components. For the data sets, we select the residuals of two components, RU and RV , on September 23, 2020. Their histograms from one ensemble member are reported in Figure 8 . Based on the histograms and empirical kurtosis values, we observe that RU has heavier tails, whereas RV has slightly lighter tails compared to the Gaussian distribution. Again, we pay attention to the region near Saudi Arabia from one ensemble member after removing the trend on September 23, 2020, resulting in n = 1050 spatial locations. Figure 8 displays the maps of RU and RV over the spatial domain we consider and their histograms. Since the two histograms of RU and RV show lighter and heavier tail behaviors at the same time, we consider the SAS transformation instead of the TGH distribution for spatial data sets. Because the area of this region is not very broad, we consider the chordal distance instead of great-circle distance. Here, the maximum distance between two locations is approximately 5100 km. We consider the following list of models:
Model A: two independent SAS random fields with Matérn covariance function; Model B: a bivariate Gaussian random field with a parsimonious Matérn covariance function; Model C: a bivariate SAS random field with a parsimonious Matérn covariance function.
The maximum likelihood estimates for all these models are reported in Table 2 . The estimated correlation coefficient,ρ 12 , between the two components for the Models B and C are 0.36 and 0.29, so the relationship between the two variables cannot be neglected. According to Table 2 , the distribution of RU has a heavier tail compared to the Gaussian distribution (δ 1 < 1) and is not significantly skewed (ê 1 is close to 0), whereas that of RV has a lighter tail compared to the Gaussian distribution (δ 2 > 1) and is skewed (ê 2 > 0). Table 2 presents the number of parameters, log-likelihood, and BIC values for the models. Model B shows the worst model fit regarding the log-likelihood and BIC values among models. It is evident that the Gaussian assumption is not suitable. Between the SAS random fields, Model C outperforms Model A in terms of model fit. This result is not surprising because the correlation between the two different components cannot be neglected (the two components over the spatial domain have a positive empirical correlation coefficient,ρ 0 = 0.31). Here, Model A has the advantage of its flexibility for fitting marginally with additional parameters for the spatial ranges, whereas Model C highlights the flexibility for modeling jointly along with cross-correlation between the two components. If we have a more flexible multivariate Matérn covariance function, i.e., the spatial range and smoothness parameters for the marginal and cross-covariance structures can be determined without restrictions, then it might have a better performance than Model C.
Finally, we compare the prediction performance among models using the co-kriging predictor (Wackernagel, 2013) . Here, we use a ten-fold cross-validation strategy and quantify the discrepancy between the simulated and predicted values for RU and RV . That is, we split the data set into ten groups and take the group as a test set (10% of locations) to perform interpolations over the spatial domain and take the remaining groups as a training set (90% of locations), respectively. Then, we fit a model on the training set and evaluate it on the test set. We repeat this procedure ten times by changing the test set and evaluating it in the same manner. For the prediction scores, we consider the mean absolute error MAE. Since, for the transformed random field, the conditional median is the optimal predictor, it is fair to compare the MAE values. Table 3 shows that Model B has the highest MAE value overall, which is consistent with the log-likelihood and BIC values, whereas Model C outperforms both Models A and B in prediction. Furthermore, we use (i) other randomly selected test sets and (ii) selected regions of two adjacent latitudinal bands over the domain as the prediction regions, and their prediction Table 3 : (A ten-fold cross-validation) Comparison between Models A, B, and C in terms of the number of parameters, log-likelihood, BIC, and prediction scores (averages across 10 folds are presented). Here, MAE i represents the MAE associated to variable i, for i = 1, 2, i.e., RU and RV , respectively. Standard deviations of values across 10 folds are given in parentheses. The best model is in bold. results are similar. In particular cases (from different ensemble members), Model A had a slightly better model fit than Model C when the two spatial range parameters were estimated to be very different, and a correlation coefficient between some selected sets of RU and RV was negligible. However, the overall prediction performance of Model C tended to outperform Model A. Indeed, for this specific data set, Model C shows a better performance than Model A in terms of predictions.
# of parameters log-likelihood
Discussion
In this paper, we have discussed a general framework of multivariate transformed Gaussian processes. The framework can be applied to multivariate time series, multivariate spatial random fields, and possibly multivariate spatio-temporal processes. The proposed multivariate transformed Gaussian framework coupled with TGH or SAS transformations has shown a better statistical performance than using either multivariate Gaussian processes or independent univariate transformed Gaussian processes, for time series or spatial processes, as a benchmark. It is evident that, in both estimation and prediction, the joint modeling approach of the transformed processes has some advantages, e.g., flexibility in capturing distributional features of skewness and tail behavior and the relationship between variables, compared to either the independent modeling approach with multivariate processes or the joint modeling with multivariate Gaussian processes.
We have not included regression and white noise terms in our framework since the problem is not trivial and beyond the scope of this paper. One direction for incorporating additional trend and white noise terms is to adopt the data/process/parameter hierarchical framework (Cressie and Wikle, 2011) by treating the transformed Gaussian model as a noiseless process while regression and noise terms can be included in the data hierarchy. Another direction could be to add a non-Gaussian noise term modeled by the transformed Gaussian process to the regression term. Furthermore, the framework could be applied beyond the spatial and/or temporal setting by extending the index x to the more general covariate/feature space. Then a regression problem translates directly into a trans-Gaussian process, which is especially relevant to methods in the machine learning field. At last, domain-specific knowledge can be crucial for choices to incorporate regression and white noise terms.
Although for both simulation and data example only bivariate or trivariate processes (k = 2 or 3) with limited time points or spatial locations over the spatial domain were examined, applications with larger sample size, and more than two variables can be handled similarly. One issue, in particular for spatial and spatio-temporal processes, is that our framework is depending on the Gaussian process, and thus computation can be easily intensive as the dimensionality of the data sets and number of parameters for more than two variables increase. The computational issue is a critical topic in the spatial statistics and environmental science communities. There have been great efforts to model large data sets via various approaches. For more details and references, we refer the reader to Sun et al. (2012) , Genton and Kleiber (2015) , and Heaton et al. (2019) .
There are some further directions the authors are currently pursuing. We need to investigate theoretical properties for our new framework, such as restrictions for the cross-correlation structure of Y after transformation. In general, the transformation weakens the correlation and the correlation corr{Y j1 (x i1 ), Y j2 (x i2 )} is always weaker than corr{Z j1 (x i1 ), Z j2 (x i2 )}. Therefore, Y cannot accept any prescribed valid cross-correlation structure, and the restriction depends on the transformation used. Another technical issue is to find optimal prediction considering uncertainty in parameter estimation, such as in De Oliveira (2006) for the log-Gaussian random fields. Also, when we perform the predictions based on co-kriging, it is necessary to evaluate the probabilistic prediction performance other than by an optimal point predictor. So more reasonable prediction scores are required, in particular, multivariate versions of continuous rank probability scores (Gneiting and Raftery, 2007) . In application, working with anisotropic or nonstationary multivariate covariance models with appropriate transformation is another exciting direction to investigate.
