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Abstract-An algorithm is described for the exact computation of the coefficients of the characteristic 
polynomial of a matrix using residue arithmetic. The algorithm is in two phases. The first phase reduces the 
matrix to a Hessenberg form, and the second phase computes the coefficients using a recursive formula. 
Criteria for selecting the prime and computing the common denominator are described. 
1. INTRODUCTION 
It is well-known that only symmetric matrices can be diagonalized, or tri-diagonalized, whereas 
non-symmetric matrices can be reduced only to Hessenberg form [7]. This reduction is done by 
a sequence of similarity transformations[l,2,41. If a matrix is reduced to Hessenberg form, 
then the coefficients of the characteristic polynomial can be computed by a recursive 
algorithm[7]. The eigenvalues of the matrix can be computed as the roots of the characteristic 
equation. Again, it is known that the roots of a polynomial equation can be very sensitive to 
perturbations in the coefficients[ lo]. Since the coefficients of the characteristic polynomial 
computed for Hessenberg form are very likely to contain errors, the roots of the computed 
characteristic equation can be far from being the eigenvalues of the matrix. Thus there is a need 
for computing the coefficients of the characteristic polynomial exactly. If these are computed 
exactly [3,5,6] then, one can use the best available methods for solving nonlinear equations to 
compute the eigenvalues. 
This paper describes an algorithm to compute the coefficients of the characteristic poly- 
nomial exactly using residue arithmetic. The procedure consists of two phases. The first 
reduces the matrix to the lower Hessenberg form and the second computes the coefficients 
using the Hessenberg form. It is assumed that the original matrix has only integer entries. This 
is not very serious since a general matrix with rational entries can always be resealed to contain 
only integer entries. 
2. TERMINOLOGY AND DEFINITIONS 
We use the terminology of Young and Gregory]101 and Rao et al.[8] (Al, denotes a matrix, 
obtained from A by replacing every element of A by its residue modulo p. The function oalue 
(a, p) for 0 6 a s p - 1, gives the symmetric residue of a with respect o p, that is 
P-1 value (a,p)=a if Oca s2 
=a-p otherwise, 
(2.1) 
For any a, O< a s p - 1, a-‘(p) represents the multiplicative inverse of a modulo p. 
A matrix A is said to be in Lower Hessenberg form if all the elements above the main 
subdiagonal re zero, that is 
aij=O for j3i+2. (2.2) 
3. REDUCTION TO HESSENBERG FORM 
Various methods have been described for reducing a symmetric matrix to tridiagonal form 
such as Givens’s method and Householder’s method. These methods use a sequence of 
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orthogonal matrices S,, SZ, . . . , such that 
S,tSl-, * * * S,’ AS,&. . . Sk (3.1) 
converges to a tri-diagonal matrix. It can be observed that, if the same procedure is applied to a 
non-symmetric matrix, then the result will be a Hessenberg matrix instead of a tridiagonal 
matrix. However, it is possible to reduce any matrix A to Hessenberg form with considerably 
less computation than required by the method mentioned above. This can be achieved by a 
method similar to Gaussian elimination. We proceed row by row to make the off diagonal elements 
in the upper triangle zero. Suppose we have done this for rows 1,2, . . . , i - 1. For convenience l t 
the matrix elements after (i - 1) similarity transformations be still denoted by ai!. Then the ith step 
proceeds as follows. 
1. Select the largest element Uij among Oi.i+iq. . . ai,n and interchange columns (i + I) and j 
2. Interchange rows (i + 1) and j 
3. Dofork=i+2,...n 
a. Calculate mi.k = -(Qi,JUi_i+l) 
b. Add mi.k times column i + 1 to column k 
C. Add -mu times row k to row i + I. 
Step 1 and Step 2 together constitute one similarity transformation and Step (3b) and Step (3~) 
another. The effect of ith step is to nullify the elements aii+l,. . . ,ai.ne It is easily observed 
that these zeros are not disturbed in Step (3~). 
Clearly a repetition of this procedure for i = 1,. . . , n - 2 leads to a Hessenberg matrix. 
The algorithm which can be implimented easily using residue arithmetic is described below: 
Let A be the given matrix with integer entries, and HA be its Hessenberg form. The 
algorithm computes (HAI, for a suitably chosen prime p. Selection of the largest element as the 
pivot, in the conventional algorithm is to minimize the error. Since there is no error in the 
residue arithmetic algorithm, we just choose the element which is nearest to ai,i+l and is 
non-zero. 
Algorithm 1 
I. Set i= 1. 
2. If ai,i+i is non-zero go to Step 6. 
3. Search for a non-zero element among Oi.i+z,. . , ai,n- If none is found go to Step 7, else let 
Ui,i be the first non-zero element. 
4. Interchange columns i + 1 and j. 
5. Interchange rows i+ 1 and j. 
6. For k = i + 2,. . . , n do: 
Let a = l&kat;:l(p)lp* 
Add (1 times column i + I to column k modulo p ; 
Add (p -(I) times row k to row i + 1 modulo p. 
7. Seti=i+l.IfiGn-2gotoStep2elsestop. 
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be a Hessenberg matrix. 
If Z is an eigenvector of A, then A%‘= M holds for 
(A - AI@’ = 0 is a system of linear equations: 
(4.1) 
some eigenvalue A of A. Thus 
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(a,, -A)%, -t a,& = 0 
a*,%,+ (azt-A)~22+23~3=0 





81” = (a$&. . . 23’. 
Without loss of generality we can assume that ZI = 1. The first equation can be solved for 
Z2, in terms of alI, al2 and A. Substituting the values of Z’“, and Z2 the second equation can be 
solved for %‘3 and so on. When the (n - I)Ih equation is solved for L, we have the values of XI, 
z 2,. . . ,2’” in terms of the coefficients of the matrix and the unknown A. When all these are 
substituted in the last equation, we get an nth degree polynomial, which assumes the value zero 
if and only if A is an eigenvalue of A. In other words, we get a scalar multiple of the 
characteristic polynomial of A. 
Algorithm-2 described below implements the above procedure. The polynomials in A, for 
%I, %2,..., it'" are denoted as vectors with (n + 1) coefficients: P,, P2,. . . , P.. Z, = 1 can be 
viewed as a degree zero polynomial in A. Then 
P, =(O 0 *** 0 1) (4.3) 
represents the polynomial for XI. 
Z2 is a linear polynomial in A, namely 82 = -(l/ur2)(-A + alI) and can be represented as 
it is easy to observe that 
p2= ( 0 0 . . . h-2) I I 
P2 = -ZP, +-J&s, 
I I 
where P, is a vector obtained from PI by making a single left shift. It can be proved that 
(4.5) 
(4.6) 
for i=l, 2,..., n - 1 give the polynomials for LE’*, E3,. . . , En”.. Substituting these in the last 
equation we get the characteristic polynomial. 
(4.7) 
The above procedure is summarized in Algorithm-2 below. The algorithm uses residue 
arithmetric with base p. The prime base p is to be suitably chosen. Selection of prime is 
discussed in Section 5. 
Algorithm 2 
Pi for i = 1, n + 1 are vectors with (n + 1) coefficients. 
1. Set P,=(O,O ,..., 1). 
2. Compute 
for i=1,2 ,..., n-l. 
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3. ComputeP.+, = II&@i-Pnl . 
4. Multiply P,+,(j) by P.,,(l)-l(p): for j = 1, n + 1. 
5. Replace P.+,(j) by value (Pn+,(j),p) for j = 1, n + 1. 
Algorithm-2 above makes the assumption that in the Hessenberg form of A, ai,i+l ) 0 for 
i = 1, n - 1. This may not be satisfied always. If a k.t+, = 0, then the matrix A can be partitioned as 
where A,, and Al2 are square matrices of size k and n-k respectively, defined by 
A I 1 = ((aij)), for ’ d ’ s k l<jsk. 





The characteristic polynomial of A is the product of that of A,, and that of AZ*. Since A,, 
and AZ2 are again in the Hessenberg form, Algorithm 2 can be separately applied to A,, and A,*. 
The resulting polynomials can be multiplied (if necessary) to get the characteristic polynomial 
of A. 
S.COMMON DENOMINATOR AND SELECTION OF PRIME 
If the matrix has integer entries, then clearly the characteristic polynomial has only integer 
coefficients and the coefficient of A” is 1. This fact is very useful in the residue arithmetic 
algorithm. Since we know that P”+I computed is only a multiple of the characteristic poly- 
nomial. P.+,(l) is non zero and the multiplication factor is given by P,,, (1) itself. In 
other words, if we multiply every coefficient of Pn+t by P.+,(l)-‘(p) we get the coefficients 
which are all integers. Thus there is no need to compute a separate common denominator. The 
integer coefficients can be converted from their residue representation to their real represen- 
tation by using the function value. 
Stallings and Boullion[9] have suggested the following criterion for computing the general- 
ized matrix inverse using Residue Arithmetic. 
P > 2 Max (M”, n(n + l)M”-‘) 
(5.1) 
M = Max (I(AA’I(, trace (AA’)). 
This algorithm is based on Cayley-Hamilton theorem for computing the matrix inverse, where 
the coefficients of characteristic polynomial are computed as traces of the successive powers of 
the matrix. Thus, we also suggest that the prime should be chosen using the same criterion. 
6.NUMERlCAL EXAMPLE 
We compute the characteristic polynomial of 
using residue arithmetic. 
For the sake of illustration, we shall choose p = 101, though this does not satisfy the required 
criterion (5.1). 
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Adding 33 times column 2 to column 3, we get 
[ 4 2 3 0 2’ 31 
Adding 68 times row 3 to row 2 we get 
This the Hessenberg form of A, modulo 101. In the second phase, we start with 
P,=(O 0 0 1) 
and successively compute 
P*=(O 0 34 66) 
and 
P3=(0 59 75 51) 
Since 
PJ= (42 1 74 52). 
42-‘( 101) = 89, 
multiplying each element in P4 by 89 we have 
P4=(l 89 21 87). 
Finally, when all the elements in P4 are replaced by their ualue. we get 
P4= (1 -12 21 -14). 
Thus, the characteristic polynomial is given by 
A3- 12h2+21h - 14. 
Acknowledgments-The author wishes to thank Mr. Olaniyi for his assistance in programming. 
REFERENCES 
I. J. S. Aina, Error-free Hessenbee Transformation and Symmetrization of Matrices. M.Sc. Thesis. A.B.U. Nigeria 
(1976). 
2. 1. A. Howell. An Algorithm for Exact Reducrion of a Matrix to Frobenius Form using Modular Arithmetic. Math. 
Comp. 27.887-917 (1973). 
3. E. V. Krishnamurthy. Matrix Processors using p-adic Arithmetic for Exact Linear Computations. Proc. III Symp. 
Comp. Arith. SMU Dallas. Texas. 92-97 (1975). 
4. E. V. Krishnamurthy. T. M. Rao and J. S. Aina. Error-free Hessenberg Transformation and Symmetrizarion of 
Matrices (submitted). 
5. E. V. Krishnamurthy, T. M. Rao and K. Subramanian, Finite Segment P-adic Number Systems with Applications to 
Exact Computation. Proc. Indian Acad. Sci. 81, 58-79 (1975). 
6. E. V. Krishnamurthy. T. M. Rao and K. Subramarian, P-adic Arithmetic procedures for Exact Matrix computations. 
Proc. Ind. Acad. Sci. 82A. 165-175 (1975). 
7. A. Ralston. A firsr course in Numerical Analysis, McGraw-Hill. New York (1%5). 
8. T. M. Rao. K. Subramanian and E. V. Krishnamurthy. Residue Arithmetic Algorithms for Exact computation of 
G-inrerses of Marrices. SIAM. J. Num. Anal. 13. 155-171 (1976). 
9. W. T. Stallings and T. L. Boullion computation of Pseudo-Inverse of Matrices using Residue Arithmetic. SIAM Ret. 
14. 152-163 (1972). 
IO. D. M. Young and R. T. Gregory, A survey of Numerical Mathematics Vol. II Addison-Wesley, Reading, Mass, (1973). 
