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Abstract
Chaos control with an additive, inequality constrained, and scalar control input is
investigated. The control purpose is to stabilise the unstable system equilibrium or
equilibria. The control problem is formulated as an optimal control and is solved
with the minimum principle. The resulting control law is a bang-bang control, which
switches once or more times from one of its extreme values to another. This switching
control is shown to be effective for chaos control, even if a small control input is
applied. The proposed control strategy is illustrated with the Lorenz system.
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1 Introduction
Over the last two decades, the deterministic chaos in dynamic systems has
received an increasing interest. It has many applications in various systems;
while it is unfavourable in many other cases due to its irregular behaviour.
Therefore, both chaos utilisation and elimination are important depending on
the specific applications.
Chaos control is an effective method for both chaos utilisation and elimination.
It has some distinctive features regarding the control objectives, perspectives,
problem formulations, performance indices, etc, compared with conventional
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control approaches. Quite a few chaos control methods have been developed,
which can be classified into two main streams: parameter perturbations to
an accessible system parameter [1–3] and introduction of an additive external
force to the original chaotic systems [4–8]. This work addresses chaos control
through an additive and scalar control subject to inequality constraints. The
control problem is formulated as an optimal control and is solved using the
minimum principle, resulting in a Bang-Bang control [9].
Consider a nonlinear continuous-time dynamic system of the form
x˙ = f(x), x(t0) = x0, 0 = x˙e = f(xe) (1)
where x ∈ Rn, f ∈ Rn, and t0 is the initial time instant, xe denotes the system
equilibrium or equilibria. The system could be chaotic or non-chaotic, but the
system with chaotic behaviour is addressed here. The control purpose is to
stabilise the unstable equilibrium or equilibria, which are special cases of the
unstable periodic orbits (UPOs) embedded within the chaotic attractors.
Injecting an additive and scalar control, u ∈ R, which is suject to inequality
constraints, into the system (1) resulting in the closed-loop system
x˙ = f(x) +Bu, x(t0) = x0, |u| ≤M,M > 0 (2)
where all elements of B are zero except one element bk = 1, k ∈ {1, 2, · · · , n},
M is a constant. The constrained chaos control problem is to find a u that
drives the chaotic system from its initial state x(t0) to a desired unstable equi-
librium x(T ) = xe, where T is the free terminal time. A further requirement
in chaos control is to maintain x at the unstable xe once it is brought there.
Define the Hamiltonian function of (2) as
H(λ, x, u, t) = λT [f(x) +Bu] (3)
where λ ∈ Rn is an unknown multiplier vector, satisfying
λ˙ = −∂H
∂x
= −λT ∂f
∂x
(4)
The necessary condition of the control 0 = ∂H
∂u
= λTB does not involve u and
thus cannot be used to determine the optimal control u. Instead, Pontryagin’s
minimum principle can be used [10,11] , which says that the Hamiltonian must
be minimised over all admissible u for optimal values of x and λ, i.e.
H(x∗, u∗, λ∗, t) ≤ H(x∗, u∗ + δu, λ∗, t), for all admissible δu (5)
where δ means variation and the asterisk denotes optimal quantities. For the
2
Hamiltonian (3), equation (5) implies
(λ∗)TBu∗ ≤ (λ∗)TBu, for all admissible u (6)
This results in a Bang-Bang control described by a signum function
u∗ = −Msgn
[
(λ∗)TB
]
(7)
The control u∗ switches back and forth between its extreme boundary values
when (λ∗)TB crosses 0 (if (λ∗)TB = 0 does not occur over a time interval).
The switching curve (or surface) is
(λ∗)TB = 0 (8)
For time-invariant system (2), the Hamiltonian H in (3) keeps constant on
the optimal trajectory. Especially, if the terminal time T is free, this constant
is zero, i.e.
0 = H(λ, x, u, t) = λT [f(x) +Bu] (9)
2 Chaos control for the Lorenz system
Consider the Lorenz system [12]
x˙1 = f1 = −σ(x1 − x2)
x˙2 = f2 = rx1 − x2 − x1x3
x˙3 = f3 = x1x2 − bx3
(10)
In this work, σ = 10, r = 28, and b = 8/3 are taken, which result in
chaotic behaviour [12]. Three system equilibria are x(1)e = [ 0, 0, 0 ]
T , x(2,3)e =[
±
√
b(r − 1),±
√
b(r − 1), r − 1
]T
=
[
±6√2,±6√2, 27
]T
. They all are un-
stable. The control purpose is to stabilise x(2)e or x
(3)
e using an additive and
constrained control as expressed in (2). Two cases are considered here: con-
trol on the first equation (x˙1), and on the second equation (x˙2). M = 3 and
x0 = [1, 0, 1]
T are taken in numerical computation.
Control on x˙1 is considered first. This corresponds to B = [1, 0, 0]
T . From (8),
we have λ1 = 0 and thus λ˙1 = 0. Suppose [λ2, λ3]
T has non-zero solution.
From (4) and (9), we get
S(x) = f2
∂f3
∂x1
− f3 ∂f2
∂x1
= −
(
x3 − r
2
)2
− 1
b
x22 + (
r
2
)2 = 0 (11)
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This is the switching surface. Both x(2)e and x
(3)
e are on this surface. For σ = 10,
r = 28, and b = 8/3, Figure 1 shows a 3D mesh plot of the switching surface.
Two possible Bang-Bang control laws are
u+ = −Msgn [S(x)] , u− =Msgn [S(x)] (12)
u+ and u− will stabilise x(3)e and x
(2)
e , respectively.
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Fig. 1. Switching surface for the chaos control on x˙1.
Figure 2 shows the control results of u+. It indicates that starting from the
arbitrarily chosen x0, x tends to the equilibrium x
(3)
e =
[
−6√2,−6√2, 27
]T
after a transient process. Interestingly, the control action u keeps switching
between +3 and -3 even if x is becoming very close to x(3)e ; and the switching
becomes more frequent as x approaches x(3)e . This is because x
(3)
e is located
exactly on the switching surface, and therefore a small change in x in the
neighbourhood of x(3)e may result in a switching in u.
The dynamics of the controlled Lorenz system under u− is depicted in Figure
3. Figure 3 clearly shows that under the Bang-Bang control, the system is
approaching the equilibrium x(2)e , which is originally unstable without control.
Therefore, x(2)e has been stabilised by the switching Bang-Bang control.
Corresponding to Figure 3, a 3D plot of x is shown in Figure 4 in solid line.
The projections of x on 2D planes are also depicted in the same figure in
dotted lines. Figure 4 shows the transient process of x in phase space.
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Fig. 2. Control results of u+ in (12) and (11) for B = [1, 0, 0]T .
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Fig. 3. Control results of u− in (12) and (11) for B = [1, 0, 0]T .
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Fig. 4. x and its projections in phase space under u− for B = [1, 0, 0]T .
Imposing u on x˙2 is now considered, implying that B = [0, 1, 0]
T . From (8),
we get λ2 = λ˙2 = 0. Suppose [λ1, λ3]
T has non-zero solution. From (4) and
(9), it follows that
S(x) = f1
∂f3
∂x2
− f3 ∂f1
∂x2
= −x21 + bx3 = 0 (13)
This is the switching surface. A 3D mesh plot of the surface is depicted in
Figure 5 for σ = 10, r = 28, and b = 8/3. Two possible Bang-Bang control
laws are also expressed by (12) in which the switch surface (13) should be used
here. u+ and u− will stabilise the unstable equilibria x(3)e and x
(2)
e , respectively.
The control results of u+ are depicted in Figure 6. Clearly, x
(3)
3 is stabilised
by the Bang-Bang control. For u−, Figure 7 shows the control results. As
expected, x(2)e has been stabilised. Corresponding to Figure 7, Figure 8 is a
3D plot of x (solid line) and the projections of x on 2D planes (dotted lines).
In conclusion, an additive, scalar, and inequality constrained control has been
introduced to chaotic systems to stabilise the unstable equilibria, which are
special cases of the UPOs embedded within the chaotic attractors. Unsur-
prisingly, the resulting control is a Bang-Bang control, which keeps switching
back and forth between its extreme boundary values; while surprisingly, the
switching control can stabilise the unstable equilibria. The Bang-Band control
of chaos is illustrated through the Lorenz system.
5
−10
0
10
20
30
−20
0
20
0
10
20
30
40
x1x2
x3
Fig. 5. Switching surface for the chaos control on x˙2.
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Fig. 6. Control results of u+ in (12) and (13) for B = [0, 1, 0]T .
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Fig. 7. Control results of u− in (12) and (13) for B = [0, 1, 0]T .
−40 −20
0 20
40
−40
−20
0
20
40
0
20
40
60
x1x2
x3
Fig. 8. x and its projections in phase space under u− for B = [0, 1, 0]T .
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