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Abstract Service oriented architecture is a glue that
allows web applications to work in collaboration. It has
become a driving force for the service-oriented computing
(SOC) paradigm. In heterogeneous environments the SOC
paradigm uses web services as the basic building block to
support low costs as well as easy and rapid composition of
distributed applications. A web service exposes its inter-
faces using the Web Service Description Language
(WSDL). A central repository called universal description,
discovery and integration (UDDI) is used by service pro-
viders to publish and register their web services. UDDI
registries are used by web service consumers to locate the
web services they require and metadata associated with
them. Manually analyzing WSDL documents is the best
approach, but also most expensive. Work has been done on
employing various approaches to automate the classifica-
tion of web services. However, previous research has
focused on using a single technique for classification. This
research paper focuses on the classification of web services
using a majority vote based classifier ensemble technique.
The ensemble model overcomes the limitations of con-
ventional techniques by employing the ensemble of three
heterogeneous classifiers: Naı¨ve Bayes, decision tree (J48),
and Support Vector Machines. We applied tenfold cross-
validation to test the efficiency of the model on a publicly
available dataset consisting of 3738 real world web ser-
vices categorized into 5 fields, which yielded an average
accuracy of 92 %. The high accuracy is owed to two main
factors, i.e., enhanced pre-processing with focused feature
selection, and majority based ensemble classification.
Keywords Ensemble  Service oriented architecture
(SOA)  WSDL documents  SVM  Naı¨ve Bayes  J48 
Web services
1 Introduction
There are two types of web services, semantic and non-
semantic ones (Huang et al. 2013). Semantic web services
are described by using Semantic Web Services Ontology
(SWSO). SWSO is specified by the use of Semantic Web
Service Language (SWSL) (Liu et al. 2014). Non-semantic
web services are described by an XML based language
called Web Service Description Language (WSDL) (Malki
et al. 2015). Non-semantic web services have recently
gained more popularity in the software development
industry. This is mainly because WSDL is independent of
platform, protocol and language. This research targets non-
semantic web services.
A central repository called universal description, dis-
covery and integration (UDDI) (Kouki et al. 2014) is used
by service providers to publish and register their web ser-
vices utilizing WSDL files.
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A WSDL document specifies:
• details of operations required to invoke and consume
the web service,
• its physical location,
• binding information of several transport formats as well
as protocols between web service and web service
requester.
Figure 1 shows the relationship between different sec-
tions of a WSDL file. As it can be seen, definitions in the
Type section are used by Messages section, and definitions
in the messages section are used by PortTypes. The Port-
Types section is referred by the Binding section and in turn
it is referred by the Services section. Operation elements
are contained by PortTypes. Binding sections and port
elements are contained by the Services section.
A description of WSDL features is given below (Elge-
dawy 2014):
• Services: A service element describes the name of the
service and aggregates multiple service ports.
• Messages: Messages specify data being communicated
between consumers and providers of a web service.
There are two types of messages supported by a web
service, input and output messages. Web service
parameters are described by input messages, and data
returned by the web service is described by output
messages. Each message consists of zero or more part
elements. Each part element refers to input/output
parameters of a web service operation.
• PortTypes: A web service can have multiple ports. Ports
refer to web services, end points and bindings define the
transport protocol for these ports. A port type element
contains a set of operations supported by the web service.
Each operation contains input/output parameters.
• Types: This element describes language and machine
independent data containers for message exchange. In
short, data types used by a web service are defined in a
Types element. W3C XML Schema specification is
used by WSDL to define data types. The Types element
is not used if a web service uses a simple design in
types such as integers and strings.
• Bindings: Binding components provide details of data
format and provide transport protocols for a portType
operation. It is possible to use multiple transport
protocols such as HTTP GET, HTTP POST, or SOAP
for binding. Multiple bindings can be specified for a
single portType.
• Documentation: The Documentation element provides
a textual description of the web service functionality. It
is not specified in all WSDL documents.
1.1 Motivation
The majority of service providers publish their web services
using their own websites instead of public registries or ser-
vice brokers. Therefore, there is an increasing trend to search
web services through search engines. Although the search
engines provide keyword or query based web service search
facilities, the growing number of web services on the Web
raises the challenging problem of locating the desired web
services. They partially match search queries with terms in
web service names, locations, and other attributes specified
in the WSDL file. These search queries do not capture ulti-
mate semantics of web services. Users must be aware of
correct and concise keywords to retrieve the most relevant
set of web services. For example, if a user is searching for
ZipCode, WSDL files containing the keywords postal code
and zip will not be returned in the search result.
In recent years, text mining has gained a lot of attention
due to the increasing need for managing vast amounts of
information in text documents (Liu et al. 2014). Semantic
text analysis of WSDL files can help determining the
functionality and capability of web services. Plebani and
Pernici (2009) adopted SAWSDL (Semantic Annotation
for WSDL) for annotating WSDL documents with enriched
semantics. Di Martino (2009) presented a schema match
making an approach to discover semantic web services
using WSDL descriptions, Web Service Modeling Ontol-
ogy, Web Ontology Language, and Semantic Web Services
Framework. But manually annotating large sets of avail-
able web services is not a feasible task.
However, semantic information of a web service may be
extracted from its WSDL file. Web service semantics can
Services
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Bindings
PortTypes
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Ports
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Fig. 1 Block diagram illustrating the relationship between WSDL
sections
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be inferred by mining service description, messages,
operations and schemas in the WSDL file. Ping Bai (Bai
and Li 2009) proposed an improved naı¨ve Bayesian clas-
sification algorithm for classifying web text. Marcello
Bruno (Bruno et al. 2005) suggested an automated web
service classification technique to map services to specific
domains using a support vector machine (SVM). Liu and
Wong (2009) proposed a web service clustering approach
by text mining web service description features such as
WSDL contents, web service context, host name, and ser-
vice name. However, these techniques use only a single
classification technique that has shown acceptable levels of
accuracy for web service classification. There is still room
for improvement. One way to overcome the limitations of a
single classifier is to use an ensemble model. The mecha-
nism of ensemble classifiers is given in Fig. 2. The basic
idea behind ensemble classifiers is to weigh several indi-
vidual classifiers and then combine them to obtain the
result which outperforms every individual classifier. The
classification performance and prediction accuracy of an
ensemble classifier is higher than that of single classifiers
(Rokach et al. 2014).
The aim of this research is to improve the discovery of
web services by proposing an ensemble model for web
services classification. The main aim of the ensemble
model is to increase the accuracy of classification.
Therefore, our main contributions are as follows:
• We present an approach that extracts contents (specific
information such as service name, service documenta-
tion, WSDL messages, WSDL ports, and WSDL
schema) from WSDL documents.
• These features are then used in our framework which is
a novel combination of heterogeneous classifiers that
perform classification. Naı¨ve Bayes, decision tree based
on Gain Ratio, and support vector machine algorithms
are used as base classifiers. However, the ensemble
model can be constructed using any set of homoge-
neous classifiers, heterogeneous classifiers, or a com-
bination of both.
• We have used a majority vote based ensemble
technique to combine the results of individual classi-
fiers. The ensemble model achieves high classification
and prediction accuracy by improving the precision and
recall which in turn improves the f-measure and
accuracy to a reasonable extent as compared to
conventional individual models.
• We compare our approach with existing classification
and clustering techniques to prove the superiority of our
technique.
The remaining paper is organized in the following order.
Section 2 discusses the related work. We present the design
and methodology of our classification approach in Sect. 3.
Section 4 discusses results and a detailed comparison of
our approach with existing techniques. Finally, Sect. 5
concludes this paper.
2 Related Work
Classifying documents into a predefined set of categories is
the task of text classification (Manning et al. 2008). More
formally, text classification classifies each document Di in
a set of documents {D1, D2, D3, D4, D5,…,Dn} to a
category Ci in set of categories {C1, C2,…,Ck}.
The Naı¨ve Bayesian classifier is often used in automatic
text categorization because of its effectiveness and sim-
plicity (Bai and Li 2009). Bai and Li (2009) have proposed
an improved Naı¨ve Bayesian classification algorithm for
classifying web text. In a Naı¨ve Bayesian classifier all
terms in a text are equally important, but Bai and Li sug-
gested that terms in each title are more significant. This
approach has improved the precision of text classification
results.
Different web service classification and clustering
techniques have been proposed based on mining the textual
details in WSDL documents. Saha et al. (2008) proposed a
two-step process of web service classification by using a
Tensor space model and rough set based ensemble classi-
fier. However, only three features from WSDL files are
Fig. 2 Ensemble classifier obtained by combining several individual
classifiers
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extracted for classification, namely service name, operation
names, and input/output names, as well as their descrip-
tions. They do not consider the WSDL Schema and WSDL
Messages which reveal important information about the
functionality of the web service.
Katakis et al. (2009) performed automated classification
of web services taking into account both the textual
description and the semantic annotations of OWL-S. They
presented their results by applying machine learning
algorithms to the textual and semantic descriptions, and
proposed methods for increasing the overall classification
accuracy through an extended feature set.
Bruno et al. (2005) proposed an automated web service
classification technique to map services to specific
domains. This approach also identifies key concepts in
WSDL documents and builds a network of relationships
between different web service annotations. In this
approach, web service classification is performed by the
State Vector Machine algorithm using web service docu-
mentation and user queries as classification features.
Zhuang et al. (2005) proposed a framework for the
classification of web services. Each web service has its own
WSDL file which allows the definition of services by
providing elements such as name and description of web
service, and information on operations and their inputs/
outputs. Liu and Wong (2009) proposed a web service
clustering approach by text mining web service description
features such as WSDL contents, web service context, host
name, and service name. Elgazzar et al. (2010) modified
the Liu and Wong approach by selecting a different set of
web service features. These features include WSDL con-
tents, types, messages, ports, and web service name.
Table 1 summarizes WSDL features used by each web
service classification/clustering approach.
Although extensive research has been conducted in the
area of web service classification, there is still room for
improvement to achieve higher levels of prediction accu-
racy. As already stated, one way to overcome the limita-
tions of a single classifier is to use an ensemble model. An
ensemble model is a multi-classifier combination model
that is precise in its decision because the same problem is
solved by different trained classifiers and reduces the
variance of error estimation.
3 Research Methodology
The approach in this research uses WSDL features to
classify web services using the majority vote based
ensemble model. The framework can be divided into two
main modules:
(a) WSDL feature extraction and pre-processing, and
(b) Ensemble based classifier.
Figure 3 shows the detailed description of framework.
The first module is the feature extraction and pre-
Table 1 Summarization of
WSDL features used by existing
techniques
Technique Features
1. An approach to support web service classification and
annotation (Bruno et al. 2005)
Web service documentation (WSDL and
other provided documents)
User queries
2. Classification of web services using Tensor (Saha et al.
2008)
Service name and description
WSDL operation name and description
Operation parameter names and
description (input/output)
UDDI descriptions
3. Web service classification (Zhuang et al. 2005) Service name
Service documentation
Operation names and description
Operation parameters (input/output)
4. Web service clustering using text mining techniques (Liu
and Wong 2009)
WSDL contents
WSDL context
Service host
Service name
5. Clustering WSDL documents to bootstrap the discovery of
web services (Elgazzar et al. 2010)
WSDL contents
WSDL types
WSDL messages
WSDL ports
Service name
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processing. It is a process of extracting contents from
WSDL documents, pre-processing them, and then refining
the feature space into a form that is useful for subsequent
analysis. The preprocessing step involves tokenization,
word splitting, stop word removal, function word removal,
and lemmatization.
There are two steps involved in creating the ensemble
model which is shown in Fig. 4. First, the individual
classifier’s decision is generated, and second, the decision
of individual classifiers is combined to make a new final
decision.
Let N be the number of classifiers denoted by C1…CN,
and M is the number of output classes. The classifier
ensemble method is defined as: find the vector V which is
a Boolean array representing the binary vote based
ensemble. The size of V can be denoted by N 9 M. In
Boolean array, V(i, j) signifies the decision whether ith
classifier has voted in favor of jth class or not. V(i,
j) = True/1 presents that ith classifier has voted for jth
class; whereas V(i, j) = False/0 shows that the ith clas-
sifier has voted for another class. If 2 out of 3 classifiers
predict the same class then the final ensemble will output
the majority voting class. The main focus of the ensemble
classifier is to make a heterogeneous ensemble model
combining different base classifiers that differ in their
decisions. Different classification decisions are obtained
based on their functionalities that change the final deci-
sion and can output diverse results.
Tokenizaon
Stop word 
Removal 
Word Splier
Funcon Word 
Removal
Lemmazaon
Text Pre-Processing
WSDL 
Repository
Classifier training
Naïve Bayes classifier
J48 classifier
Classified 
Web
WSDL File
WSDL parser
Ports
Service 
Name
Service 
Documentaon
Feature Extracon
Message Schema
Dumped WSDL Contents
SVM classifier
Training 
setTesng 
set
NB classificaon
SVM classificaon
J48 classificaon
Classificaon and Evaluaon
Majority vong
Final 
Predicon
Feature Extracon and Pre-ProcessingFig. 3 Detailed description of
the framework
123
U. Qamar et al.: A Majority Vote Based Classifier Ensemble…, Bus Inf Syst Eng 58(4):249–259 (2016) 253
3.1 Feature Extraction and Pre-Processing
The feature extraction and pre-processing phase consists of
two components.
(a) WSDL feature extraction
(b) Text pre-processing
3.1.1 WSDL Feature Extraction
WSDL documents will be processed for extracting relevant
features. In this phase, the contents of WSDL documents
extracted are named as:
• Service name
• Service documentation
• WSDL schema
• WSDL messages
• WSDL port types.
Elements of the WSDL schema consist of name and
attribute type. Following information from the WSDL
schema is extracted as part of the WSDL content.
• Name attribute of complex type.
• Documentation content of element in sequence of
complex type.
• Documentation content of complex types.
• Documentation content of elements in schema.
From each message element, following information is
extracted.
• Name attribute of part.
• Element attribute of part.
Information extracted from port types include:
• Name attribute of portType.
• Documentation content of portType.
• Name attribute of each operation in portType.
• Documentation content of each operation in portType.
• Name attribute of input/output parameters in each
operation.
This information including Service Name and Service
Documentation is transferred into a text file. These selected
WSDL contents are used as a base for web service
classification.
3.1.2 Text Pre-Processing
The goal of the pre-processing phase is to enhance the
quality of information available for classification. Infor-
mation in a text file might be inconsistent and may lead the
mining process to inaccurate results. During this phase
different pre-processing steps are applied to extract accu-
rate and consistent information. We use following steps for
pre-processing the WSDL contents.
• Tokenization: Tokenization is the very first stage of
morphological analysis. It is the process of splitting a
stream of text into words, symbols and phrases called
tokens. Although the text is stored in machine read-
able format, meaningless characters like hyphens,
commas, brackets etc. need to be eliminated by tok-
enization. We have used a freely available Java tok-
enizer and parser tool which can be downloaded from
http://www.sourceforge.net/projects/jtopas/.
• Word splitter: The word splitter splits concatenated
words based on the capitalization of letters For
example, a web service has an operation named
ValidateAddressResponse. This name is meaningless
unless it is split into words Validate, Address and
Response. The word splitter is introduced as a new pre-
processing step which is not used by existing web
service clustering and classification techniques.
Webservice 
features
Data partition Variable 
selection
Model A
Model B
Model C
Majority voting 
Ensemble
Fig. 4 Framework of the ensemble model
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• Stop word removal: The next step in pre-processing is
to filter stop words from textual information. Stop list
contains prepositions and articles which are insignifi-
cant and can be easily removed from a document. A
publically available SMART stop word list (ftp://ftp.cs.
cornell.edu/pub/smart/) was used to eliminate stop
words.
• Function word removal: A stop words list typically
eliminates function words but there are a few function
words which are not stop words. This approach
eliminates the remaining function words by performing
a comparison of the SMART stop word list and the
publically available function word list at http://www.
flesl.net/
• Lemmatization: The last step of pre-processing is
lemmatization. Lemmatization is the process of reduc-
ing varied or derivational forms of a word to a common
root form. Lemmatization reduces words to a valid
dictionary form by using vocabulary and performing a
morphological analysis of words. This valid dictionary
form is known as lemma. For example, consider a token
saw, stemming will reduce it to the letter s, whereas
lemmatization will return it to either saw or see
depending on whether the word is used as a noun or
as a verb. In short, different inflectional forms of word
(lemma) are reduced by lemmatization whereas only
derivationally related words are reduced by stemming.
Lemmatization is performed using Stanford CoreNLP
(http://nlp.stanford.edu/software/).
3.2 Web Service Classification
During this phase, web services are classified into func-
tionally similar categories. The classification of web ser-
vices into domain specific groups is performed using the
ensemble which is a combination of three techniques,
Naı¨ve Bayes, J48 Decision tree and Support Vector
machine. The description of each classifier is given as
follows:
3.2.1 Naı¨ve Bayes Classifier
Naı¨ve Bayes classifier is a family of probabilistic classifiers
which focuses on applying the Bayesian algorithm with
strong independence between different attributes. The
Naı¨ve Bayes algorithm is a popular text categorization
machine learning algorithm with high classification accu-
racy (Youquan et al. 2011).
The Naı¨ve Bayes algorithm is a highly scalable algo-
rithm and requires a linear number of parameters with a
number of variables in machine learning. It uses linear time
instead of iterative approximation as used by many other
algorithms.
Let X is a vector that needs to be classified and C is the
output class. It is necessary to determine the probability of
X belonging to class Ck. Following Bayesian rule is used to
determine P(Ck|X):
PðCk Xj Þ ¼ P(CkÞ 
PðX Ckj Þ
P(X)
ð1Þ
The training dataset is used to determine class proba-
bility P(Ck) but due to sparseness of data, it is not possible
to directly estimate of P(X|CK).
Therefore, it is decomposed as follows:
P(X Ckj Þ¼
Yd
j¼1 P(Xj Cj Þ ð2Þ
where Xj represents the jth element of vector X. Combining
Eq. (1) and (2), we have
P(Ck Xj Þ ¼ P(CkÞ 
Qd
j¼1 Pðxj Ckj Þ
P(X)
ð3Þ
Naı¨ve Bayes has the advantage that only a small amount
of datasets is required for training and estimation, such as
central tendency and input of parameters. Due to the
independence of attributes, only few attributes are needed
for an estimation, instead of the entire covariance matrix
(Patil and Pawar 2012).
The posterior probabilities are calculated using the fol-
lowing formula:
P(C F1; . . .; Fnj Þ ¼ PðCÞPðF1; . . .;FnÞ
P(F1; . . .; FnÞ
ð4Þ
The output class which has high probability will be
assigned to the testing tuple. The Naı¨ve Bayes is com-
monly used for discrete and continuous values. The Naı¨ve
Bayes algorithm works as a linear classifier when X is a
vector of a discretely valued attribute.
The Naı¨ve Bayes algorithm can be used in multiple
domains. It remains a popular method for text categoriza-
tion where it uses a linear time rather than expensive
iterative approximation.
3.2.2 Decision Tree (J48)
The Decision trees are one of the most popular algorithms
in machine learning and classification (Bhargava et al.
2013). The instance space is recursively partitioned into
subspaces using a decision tree. A decision tree is also
termed as directed tree because its root node does not have
any incoming edge. All the other nodes have exactly one
incoming edge. The internal node has one outgoing edge.
All the remaining nodes in the decision tree are called leaf
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nodes. Each instance space in a decision tree is partitioned
into sub-spaces based on some splitting criteria of the input
attribute value. There are multiple criteria that can be used
to select an internal node as a root node. Most commonly
used criteria are the decision tree inductions based on
Information Gain, the decision tree inductions based on
Gain Ratio and the decision tree inductions based on Gini
Index.
The decision tree induction based on Gain Ratio is also
called C4.5 or J48 in Weka. C4.5 is a modification of a
decision tree based on Information Gain where the effect of
bias is reduced towards multi-valued attributes.
When selecting the splitting attribute for constructing a
tree, the Gain Ratio criteria note the number and size of
branches. Therefore, it considers the intrinsic information
of an attribute for decision tree construction and chooses
the internal root node (Bhargava et al. 2013).
Gain Ratio (ai; S) ¼
Gain ðai; SÞ
Entropy ðai; S) ð5Þ
The Information Gain of an attribute A is calculated by
following formula:
Gain(S, A) ¼ E(S) I(S, A) ¼ E(S)
Xk
i¼1
Sij j
Sj jE Sij j ð6Þ
The entropy for each attribute is calculated by using the
formula (Bhargava et al. 2013):
E ¼ 
Xk
i¼1 Pi log2 Pi ð7Þ
where k corresponds to the number of target attribute
classes and Pi presents the probability of occurring in class
P. The entropy of the entire set of attributes is calculated by
weighted average over all sets using following formula:
I(S, A) ¼
Xk
i¼1
Sij j
Sj jE Sij j ð8Þ
J48 outperforms other trees such as Information Gain and
Gini Index in terms of both accuracy measures and the
handling of complex values. The breadth and uniformity of
values is allowed for in J48 by reducing the effect of bias.
The attribute with the highest Gain Ratio is selected as the
splitting attribute in order to construct a decision tree
(Bhargava et al. 2013).
3.2.3 Support Vector Machine (SVM)
A support vector machine is a supervised machine learning
method with associated learning. It is used to analyze and
recognize patterns in data. SVM is mostly used for clas-
sification and regression. A training instance is assigned to
one of two classes. A new model is constructed from the
SVM algorithm which is then used to classify an unknown
instance into either one class or another. SVM is a non-
probabilistic binary linear classifier (Wang et al. 2010).
Applying the kernel equations arranges the data
instances in such a way within the multi-dimensional space
that a hyper-plane is created that separates data instances of
one kind from those of another. The kernel function is
referred to as any function which transforms linearly non-
separable data of one domain into another domain. Its
instances become linearly separable in the new domain.
There are multiple types of kernel equations such as linear,
quadratic, Gaussian or others. After dividing the data into
two categories, the best hyper-planes are determined to
divide the data into two types of instances.
SVM follows the following classification rule (Varguez-
Moo et al. 2013):
Sgn ðf(x, w, b)) ð9Þ
f(x, w, b)w:x[ þ b ð10Þ
where x is the example to be classified and the maximum
margin hyperplane (w, b) represents a complex problem
with a unique solution. The ultimate solution is to mini-
mize ||w|| within the specified constraints.
yiðhw:xii þ bÞ 1 ð11Þ
In basic SVM framework, the two classes are classified
based on a hyperplane, written as:
ðw:xÞ þ b ¼ 0w 2 Rn; b 2 R ð12Þ
The linear SVM correctly classifies all training data
using following formula:
wxi þ b 1 if yi ¼ þ1
wxi þ b 1 if yi ¼ 1 ð13Þ
Maximize the margin by:
M ¼ 2
wj j ð14Þ
SVM utilizes only binary data for categorization. Even
if the data is not binary, SVM handles it as if it were. The
analysis of data is performed through binary assessment.
The pre-processed data is passed on to Naı¨ve Bayes, the
J48 Decision tree and the SVM classifier to train each
classifier and to make them useful for classification of an
unknown web service. Each trained classifier has the
knowledge about the feature space for each dataset and the
resultant class label.
3.2.4 Working of the Ensemble
How the ensemble framework works can be easily under-
stood by following steps:
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1. Suppose that we need to categorize a web service into
a single category such as currency and stock, fax and
messaging and microarray etc.
2. The information is obtained from a WSDL document
such as service name, service documentation, WSDL
schema, WSDL messages and WSDL port types.
3. Pre-processing is applied on the downloaded informa-
tion in order to refine it. For example tokenization, stop
words removal, word splitter, function word removal
and lemmatization are applied.
4. Each trained classifier classifies the web service into
one category.
5. The output of all three classifiers is combined using
majority voting approach.
6. The category which attained the highest vote will be
the output of the testing web service.
4 Results and Analysis
In our approach, WSDL documents are used as the main
source of data repositories because a web service is com-
pletely described by the information carried by these XML
files. We have evaluated the accuracy of the framework for
a publicly available dataset ‘‘WSExpress: Dataset 4,
WSDL dataset’’ (Zheng 2012) consisting of 3738 real
world web services categorized into 5 fields. Table 2 gives
the names of categories and web services included in each
category.
All the classifiers need to be trained with pre-classified
datasets of web services. Tenfold cross validation is used to
determine the accuracy of the models. Table 3 shows the
mean precision and recall values for each category in the
dataset.
Where precision and recall are defined as:
Recall ¼ True positives
True positivesþ false negatives
Precision ¼ True negatives
True negativesþ false positives
F-Measure presents the harmonic mean of both recall
and precision. Mathematically,
FMeasure ¼ 2  Recall  precision
Recallþ precision
Accuracy measures the percentage of correct predictions
carried out by the model in comparison with actual mea-
surements performed on test data. Mathematically,
The traditional confusion matrix is defined in Table 4.
The diagonal elements (true positives and true negatives) in
the confusion matrix represent the correctly classified data
for each class. Other elements (false positives and false
negatives) show incorrectly classified data for respective
classes.
Tables 5 and 6 show comparison results of our approach
with three state-of-the-art web service classification tech-
niques (Bruno et al. 2005; Liu and Wong 2009; Elgazzar
et al. 2010).
Table 2 Dataset categories and their web services
S. no. Category No. of web services
1. Business 500
2. Education 251
3. Science 980
4. Weather 1200
5. Media 807
Table 3 Mean precision and recall for classification of dataset
categories
No. Category Precision (%) Recall
1 Business 97 93
2 Education 91 89
3 Science 88 91
4 Weather 98 88
5 Media 91 96
Table 4 Relationship between positive and negative results
State predicted class Known class
A B
A True positives False positives
B False negatives True negatives
Italic words represent true prediction values
Accuracy ¼ True positivesþ true negatives
True positivesþ false positivesþ True negativesþ false negatives
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Looking at the performance of our approach and exist-
ing web service clustering and classification approaches, it
can be seen that our approach yields the highest precision
and recall for all identified categories. This increase in
accuracy is owed to two main factors, i.e., enhanced pre-
processing with focused feature selection, and majority
based ensemble classification.
Liu and Wong (2009) use WSDL contents, but they do
not clearly specify whether WSDL contents refer to service
documentation contents or WSDL features. However, our
approach clearly states which attributes and documentation
contents rely on WSDL content. Elgazzar et al. (2010)
improved the Liu and Wong approach by using a different
set of features and replacing service context and service
host features with WSDL types, messages and ports.
Compared to this, we extract service name, service docu-
mentation, WSDL types, messages, and ports and combine
them to form WSDL contents instead of using them sep-
arately. Elgazzar et al. (2010) used type attributes of
WSDL types instead of using name attributes, but this
might be misleading because two web services belonging
to the same category might have different input types for
the same type of operations.
The ensemble model also plays a very important role for
improving the accuracy of the web service classification. A
heterogeneous classifier ensemble model is used by com-
bining entirely different types of classifiers to achieve a
higher level of diversity. The Naı¨ve Bayes classifier
considers each attribute independently without taking into
account the relation between them, whereas the ensemble
model can handle dependency and relation between given
attribute sets by using the J48 algorithm where neighbors
determine the class label for unknown instance. The Linear
regression model determines the statistical relationship
between various independent and dependent variables and
achieves optimal results. The SVM algorithm performs the
feature selection by using only a subset of data chosen based
on Information Gain. Thus, all of the three selected classifiers
complement each other excellently. In any scenario where
one classifier has a limitation, another classifier overcomes it,
and as a result higher ensemble performance is achieved.
5 Conclusion
Effective web service classification is an important issue
for web services. In this paper, we propose a majority vote
based ensemble for the classification of web services. The
ensemble model overcomes the limitations of conventional
techniques by employing the ensemble of three heteroge-
neous classifiers: Naı¨ve Bayes, Decision Tree (J48) and
Support Vector Machines. This approach is validated for a
publicly available dataset consisting of 3738 real world
web services categorized into 5 fields, i.e., Business,
Education, Science, Weather and Media, yielding an
average accuracy of 92 %.
Table 5 Accuracy comparison of five categories
Category Accuracy
Liu and Wong approach (%) Elgazzar et al. approach (%) Bruno et al. approach (%) Our approach (%)
Business 82 89 62 94
Education 78 82 57 91
Science 77 85 64 89
Weather 80 84 66 91
Media 71 88 55 94
Table 6 Performance evaluation related to five identified categories
Category Liu and Wong approach Elgazzar et al. approach Bruno et al. approach Our approach
F-
measure
(%)
Precision
(%)
Recall
(%)
F-
measure
(%)
Precision Precision
(%)
F-
measure
(%)
Recall
(%)
Recall
(%)
F-
measure
(%)
Precision
(%)
Recall
(%)
Business 82 84 81 88 88 89 62 64 61 95 97 93
Education 77 78 77 82 81 84 55 51 62 90 91 89
Science 77 80 74 84 86 84 62 57 68 89 88 91
Weather 82 88 77 83 86 81 69 66 72 93 98 88
Media 70 68 73 89 88 91 55 58 53 93 91 96
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