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Abstract
Relation detection plays a crucial role in Knowledge Base Question Answering (KBQA) because of the high variance of relation
expression in the question. Traditional deep learning methods follow an encoding-comparing paradigm, where the question and
the candidate relation are represented as vectors to compare their semantic similarity. Max- or average- pooling operation, which
compresses the sequence of words into fixed-dimensional vectors, becomes the bottleneck of information. In this paper, we pro-
pose to learn attention-based word-level interactions between questions and relations to alleviate the bottleneck issue. Similar to the
traditional models, the question and relation are firstly represented as sequences of vectors. Then, instead of merging the sequence
into a single vector with pooling operation, soft alignments between words from the question and the relation are learned. The
aligned words are subsequently compared with the convolutional neural network (CNN) and the comparison results are merged
finally. Through performing the comparison on low-level representations, the attention-based word-level interaction model (AB-
WIM) relieves the information loss issue caused by merging the sequence into a fixed-dimensional vector before the comparison.
The experimental results of relation detection on both SimpleQuestions and WebQuestions datasets show that ABWIM achieves
state-of-the-art accuracy, demonstrating its effectiveness.
Keywords: relation detection; knowledge base question answering; word-level interaction; attention;
semantic similarity
1. Introduction
The prosperity of the web has greatly facilitated the dis-
semination of information. Large-scale knowledge bases (KB),
such as Freebase and YAGO, have been built. Knowledge base
question answering (KBQA) [1, 2] enables people to query the
knowledge base with natural language and provides a feasible
way of information acquisition. KBQA, which bridges the nat-
ural language and the structured knowledge base, involves two
subtasks: determining the topic entity mentioned in the ques-
tion and detecting the relation path from the topic entity to the
answer, namely entity linking and relation detection [3]. Re-
lation detection plays a vital role in KBQA and it is difficult
because of the ambiguity and high variance of relation expres-
sion. As per reported, most of the wrong answers are caused by
relation detection[4].
Traditionally, relation detection for KBQA is mainly based
on the semantic parsing [5, 6] method, where the natural lan-
guage question is parsed into a logic query over the knowledge
∗Corresponding author
Email addresses: zhanghongzhi14@mails.ucas.ac.cn (Hongzhi
Zhang), Guandong.Xu@uts.edu.au (Guandong Xu),
xliang@mail.ie.ac.cn (Xiao Liang), tlhuang@mail.ie.ac.cn (Tinglei
Huang), kunfuiecas@gmail.com (Kun Fu)
base. These methods usually assume predefined lexical trig-
gers, and suffer from lexical chasm [7]. Recently, deep learn-
ing methods are widely applied in the relation detection for
KBQA. Most of deep learning methods fall into the encoding-
comparing framework. As is illustrated in Figure 1, the deep
neural networks firstly encode semantics of the question and the
relation into vectors of the same dimension, and subsequently
vector comparison is performed to measure their semantic sim-
ilarity. Many efforts have been made to the optimization of the
relation and the question representation methods. Relation rep-
resentation methods mainly fall into two categories. The first
category takes the relation as a single semantic unit [8] and rep-
resents it with the pre-trained vector representation using net-
work embedding methods such as TransE [9]. On the other
hand, the other category [10, 4, 11, 3] takes the relation as a
sequence of words or characters considering that the relation
name comprises meaningful words. Yu et al. [3] model rela-
tions from a combined perspective of the word-level and the
holistic relation-level representations. The question is regarded
as a sequence of words, and different encoding methods are
adopted to encode it from different granularities. Specifically,
Yih et al. [10] model both questions as tri-grams of characters
with CNN. He et al. [4] process the questions as sequences of
characters with an attention-based LSTM network. Hierarchi-
cal residual bi-directional LSTM (HR-Bi-LSTM) is proposed to
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Figure 1: The encoding-comparing framework of KBQA relation detection model based on deep neural networks
learn the question representation with different levels of granu-
larity [3]. Attention mechanisms are incorporated to emphasize
important units, and learn a relation-dependent representation
of question, such as the attentive pooling method [11] and the
attention-based LSTM network [4].
One issue of the encoding-comparing framework is the in-
formation loss during the encoding procedure. The question or
the relation is firstly mapped into a sequence of word embed-
ding vectors and CNN or LSTM layers are adopted to capture
the context information. In order to merge the vector sequence
into a single vector of fixed size, max-pooling, average-pooling
or attention-weighted average-pooling is adopted. The pooling
procedure which compressing the question and the relation into
fixed-dimensional vectors becomes the bottleneck of informa-
tion. Crucial information for the semantic similarity measure-
ment can be lost before the comparison.
There is a new trend to learn interactions between sequences
at a low level in tasks of semantic similarity measurement, such
as machine reading comprehension [12], textual entailment [13],
and answer selection [14]. Competitive results have been re-
ported on these tasks.
This paper proposes to learn attention-based word-level in-
teractions between question and relation to ameliorate the infor-
mation loss problem. Rather than encoding the question and the
relation into fixed-dimensional vector, we firstly compare se-
mantics of words in the question with the relation and merge the
comparison results to measure their semantic similarity. Specif-
ically, the question and its candidate relations are represented as
sequence of vectors with two bi-directional LSTM (Bi-LSTM)
respectively. Then we learn attention-based soft-alignments be-
tween the question words and relation words. A weighted sum
of the relation vector sequence is calculated for every word in
question. Subsequently a multi-kernel CNN layer is involved
to compare the question and relation at a fine granularity, and
a max-pooling operation is performed to aggregate comparison
results. Finally, a logistic layer scores the semantic similarity
based on the extracted features. With the question represented
as a sequence of vectors and the comparison performed on the
learned word interactions, information loss caused by the early
merging can be avoided to some extent.
The main contributions of this paper are summarized as fol-
lows:
• We propose to learn word-level interactions between the
question and the relation, and the attention mechanism is
incorporated for a fine-grained alignment between words
for relation detection of KBQA.
• We propose a method to perform comparison on the word-
level interactions and merge the comparison results. Specif-
ically, a CNN layer is incorporated to compare semantic
similarity at word-level, and the comparison results are
merged with a max-pooling operation.
• The proposed model achieves state-of-the-art results on
the relation detection tasks [3] on SimpleQuestions [15]
and WebQuestions [16] dataset, demonstrating the effec-
tiveness of proposed method.
The rest of paper is organized as follows. Related work is
reviewed in Section 2. The ABWIM is introduced in Section 3
in details. Experimental results and analysis are given in Sec-
tion 4. Finally, we conclude the paper and discuss the future
work in Section 5.
2. Related Work
This paper mainly involves work about the following three
aspects: the traditional relation extraction, relation detection of
KBQA, and sequence to sequence semantic similarity measure-
ment.
2
2.1. Relation Extraction
As a key component of information extraction, relation ex-
traction aims to determine whether the input text describes a
type of relation between two corresponding entities. Assum-
ing the relation belongs to a predefined relation set, relation
extraction is modelled as a multi-class classification problem.
Traditional methods [17, 18] focus on feature engineering. In
recent years, many deep learning methods, from word embed-
ding [19], CNN [20] to recursive neural network[21] and the
attention based models [22, 23], are adopted to extract fea-
tures automatically. Deep learning methods rely heavily on
the labelled data, and manual annotation is laborious and time-
consuming. So distant supervision method is firstly introduced
by [24] to generate training data automatically, and many subse-
quent works [25, 26] focus on reducing the impact of labelling
errors in the automatically generated training data.
The relation detection of KBQA differs from the traditional
relation extraction in two aspects. On the one hand, there are
thousands of relations in the knowledge base, while there are
only 74 relations in TAC-KBP2015 task, which has the largest
predefined relation set. Some relations are even absent from the
training data for the relation detection of KBQA, so it is inap-
propriate to formulate this task as a classification problem. On
the other hand, entity information, such as entity embeddings
or types, of the two entities used in the relation extraction are
not available for the relation detection of KBQA, since there is
only one argument (the topic entity) given.
2.2. Relation detection for KBQA
Open domain KBQA task consists of two subtasks: identi-
fying the topic entity mentioned in the question and determin-
ing the answer path (i.e. the path start from the topic entity
to the answer node in the knowledge base). Determining the
answer path is also the process of relation detection.
Considering thousands of relations in the open domain ques-
tion answering tasks, relation detection is processed as a candidate-
selection problem. Firstly, candidate relations are generated ac-
cording to the result of entity linking, and then they are ranked
by their semantic similarity with the question. Ranking meth-
ods consists of the traditional ones that rely on feature engi-
neering and the deep learning ones that are capable of learning
to extract features automatically. Much work has been done
on the extraction of discriminant features for relation extrac-
tion. Features for similarity measurement are extracted from
four aspects, namely literal, derivation, synonym, and context,
and learning-to-rank [27] is adopted for the relation detection.
The dependency parsing tree [28] is explored for relation de-
tection. Traditional methods cannot perform well when dealing
with the high representational and linguistic variability between
questions and relations. For example, the relation word of ques-
tion “where is 〈e〉 located?” is “located”, while the relation
recorded in the KB is “containedby”. In this case, traditional
methods fail to capture the similarity because of the semantic
chasm between symbols.
Deep learning method is firstly applied to the relation detec-
tion of KBQA in [29] and since then various models based on
deep learning are developed. Most of these methods follow the
encoding-comparing paradigm, which maps the question and
the candidate relation to vectors respectively, and then com-
putes the similarity between vectors as their semantic similarity.
For example, Dai et al. [8] taken the relation as a single token
and initialized with pre-trained vector learned by TransE [9].
Some work models the relation detection as a sequence match-
ing and ranking problem, since the relation in KB is denoted
by a sequence of meaningful words. Character-level represen-
tation is adopted in [4], to reduce the size of parameters and
improve robustness in processing the out-of-vocabulary words.
A CNN model with attentive max-pooling (AMPCNN) is pro-
posed in [11]. Traditional CNN layer is adopted to encode
the question, and then a novel attentive max-pooling mecha-
nism is proposed to summarize the question representation aim-
ing at putting more weights on the relation description parts of
the question. In [3], relations are represented using Bi-LSTM
with inputs of different granularity (both on the word and the
relation-level representations), and the question is represented
by a hierarchical residual Bi-LSTM network with different ab-
stract levels.
However, the aggregation operation such as max-pooling or
average-pooling operation, which reduces the question from a
sequence of vectors to a single vector, results in information
loss before the comparison. The representation methods with
attention mechanism concentrate on important units of the se-
quence. In this paper, comparison is performed before the ag-
gregation operation at a lower level by learning word-level in-
teractions, so as to avoid the information loss before compari-
son.
2.3. Sequence to sequence semantic similarity measurement
Sequence to sequence semantic similarity measurement is
one of the fundamental tasks in natural language processing
(NLP). It is involved in answer selection, natural language in-
ference and machine reading comprehension. Under the tra-
ditional encoding-comparing paradigm, CNN [30] and recur-
rent neural network (RNN) [31, 32] are exploited respectively,
and attention-based methods [33, 34] are further introduced to
emphasize important units. To solve the problem that fixed-
dimensional vector is insufficient to capture information in the
input sequences, some efforts are made to the compare-aggregate
framework. For example, the matching-LSTM model [13, 35]
and pairwise word interaction model [36] are proposed for the
natural language inference task, and then the models are ex-
tended to machine reading comprehension task [12, 37]. State-
of-the-art results are reported on multiple tasks simultaneously
within the compare-aggregate framework [14, 38] .
3. Method
3.1. Task definition
Given a question, its topic entity (identified by entity link-
ing) and candidate relations C =
{
rel1, rel2, . . . , rel|C|
}
in knowl-
edge base, relation detection aims to identify the relation (chain)
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mentioned in the question. That is, finding the chain of relations
that connects the topic entity and the answer in the KB.
The relation detection task is formulated as a point-wise
ranking problem. For each relation r in the candidate relation
set C, the model computes its semantic similarity with the ques-
tion s(q, r), and selects the relation path with the highest score
as the answer path, formally:
r+ = argmax
r∈C
s(q, r) (1)
3.2. Model architecture
According to the above analysis, the key is to calculate the
semantic similarity between the question and the candidate re-
lation. The architecture of the model is given in Figure 2. The
model consists of five components: 1) relation representation
layer, which represents relation from diverse granularities with
a Bi-LSTM layer. 2) question representation layer, another bi-
LSTM is adopted to represent words in the question with both
the past and future context in consideration. 3) word-level at-
tention layer, that maps the relation representation to word rep-
resentation of question with attention mechanism. 4) feature
extraction layer, a CNN with multi-kennel [39] is adopted to
compare the question and mapped relation representation with
context considered, then max-pooling operation is performed to
aggregate the comparison results to extract the comparison fea-
tures. 5) output layer, a dense layer computes the final semantic
similarity based on features extracted by the CNN layer and the
max-pooling operation.
3.2.1. Relation representation layer
Both the relation and word-level representations [3] are adopted.
Relation level representation regards the relation, for example,
“place of birth”, as a single token, while word-level represen-
tation takes the relation as a sequence of words, i.e. “place of
birth”. The relation-level representation focuses more on the
global information of the relation such as the entity type of
objective. However, relation-level representation suffers from
data sparsity because some relations are absent from the train-
ing data and their relation representation is initialized randomly
during inference. Through modelling the relation as a sequence
of words, word-level representation relieves the impact of data
sparsity. Moreover, it enables us to perform word-level com-
parison between question and relation.
In this paper, a candidate relation (chain) r = {r1, r|r|}, is rep-
resented as {rword1 , . . . , rword|r| , } ∪ {rrel1 , rrel|r| }, where |r| ≤ 2 is the
number of relations in the chain. And we denote the number
of tokens in the representation as |R|. Therefore the combined
representation of the input relation “place of birth” becomes
{“place”, “of”, “birth”}∪{“place of birth”}. Similarly, the input
relation chain with two relations “government positions held,
from” is represented as {government, position, held, f rom} ∪
{government positions held, f rom}. A lookup table transforms
tokens in the sequence from “one hot representation” to cor-
responding embedding vectors of d dimensions. We have the
word embedding vectors V ∈ R|V |×d, and the relation embed-
ding vectors Vrel ∈ R|Vrel |×d, where |V | and |Vrel| are the vocabu-
lary size and the number of relations in the KB respectively.
Then a Bi-LSTM layer is incorporated to represent word
with its context in consideration. LSTM [40] is a variant of
RNN. With the memory cell and the input, forget and output
gate to manage the information flow, LSTM avoids the gradient
exploding and vanishing problem and is capable of capturing
the long range dependencies. The structure of the LSTM cell is
illustrated in Figure 3.
The forward LSTM cell outputs the encoding result based
on the input xt, the memory cell ct−1 and the output of the last
time
→
ht−1. Here we denote the representation procedure in the
cell as
→
ht= lstm(ct−1,
→
ht−1, xt). The three gates, namely input
gate it, forget gate ft and output gate ot, which respectively de-
termine whether to update, reset and output values of the mem-
ory cell, are computed as follows
it = σ
(
Wix(t) + Ui
→
ht−1 +bi
)
(2)
ft = σ
(
W f x(t) + U f
→
ht−1 +b f
)
(3)
ot = σ
(
Wox(t) + Uo
→
ht−1 +bo
)
(4)
where W∗ ∈ Rdc×d, U∗ ∈ Rdc×dc and b∗ ∈ Rdc are parameters to
be learned, hyper-parameter dc is the dimension of LSTM cell
and σ is the sigmoid function. The value of the memory cell is
updated by
ct = it  tanh
(
Wcx(t) + Uc
→
ht−1 +bc
)
+ ft  Ct−1 (5)
where  denotes element-wise multiplication,Wc ∈ Rdc×d, Uc ∈
Rdc×d and bc ∈ Rdc are parameters to be learned. The output of
the unit at time step t is
→
ht= ot  tanh(ct) (6)
Similarly, the backward LSTM cell is represented as
←
ht= lstm(ct+1,
←
ht+1, xt) (7)
For input vector sequence X = (x1, x2, . . . , xN) with length
N, forward LSTM encodes the input xt with context from x1
to xt−1 into vector
→
ht, while backward LSTM encodes xt to
←
ht
considering the future contextual information from xN to xt+1.
Concatenating
→
ht and
←
ht, the Bi-LSTM encodes the input xt
with both the past and future information from the sentence in
consideration. Then Bi-LSTM layer can be denoted by
H = Bi − LS T M(X) =

 →h1←
h1
 ,
 →h2←
h2
 , . . . ,
 →hN←
hN

 (8)
In this paper, the context aware representation of relation
can be formally defined as follows
R = Bi − LS T M
([
rword1 , . . . , r
word
|r| , r
rel
1 , . . . , r
rel
|r|
])
(9)
where R ∈ R2dr×|R|, dr is the dimension of LSTM cell for the
relation representation.
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Figure 2: The framework of the attention-based word-level interaction model
Figure 3: The structure of the LSTM cell
3.2.2. Question representation layer
Another Bi-LSTM layer is adopted to capture the context-
aware representation of the question. For an input question
q =
{
w1,w2, . . . ,w|Q|
}
, where |Q| is the number of words in
the question, every word wi is mapped to its embedding vec-
tor wi by the lookup table. Therefore, the question is repre-
sented as a sequence of word vectors q =
{
w1,w2, . . . ,w|Q|
}
.
Note that words in questions and relations share the same word
embedding. Finally, the context-dependent representation of
these question words is defined as follows
Q = Bi − LS T M([w1,w2, . . . ,w|Q|]) (10)
where Q ∈ R2dq×|Q|, and dq is the dimension of the LSTM cell.
3.2.3. Attention layer
The attention layer aims to learn fine-grained interactions
between the question and the relation. For every word wi in the
question, the attention weight between wi and the relation word
w j is calculated as follows
αi, j = rTi WAq j (11)
where WA ∈ R2dr×2dq is a learnable matrix. Then we have
A = so f tmax
(
RTWAQ
)
(12)
where A ∈ R|R|×|Q| is the attention weights between the words
in the question and the relation, i.e.
ai, j =
exp(αi, j)∑|Q|
k=1
∑|R|
l=1 exp(αk,l)
(13)
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Then a weighted sum of relation vectors is calculated with the
attention to word wi,
r̂i =
|R|∑
k=1
ai,krk (14)
It can be seen that r̂i encodes parts of the relation that best
matches the question word wi. Then overall we have
R̂ = RA (15)
and R̂ ∈ R2dr×|Q|.
By concatenating the representation of question words and
the corresponding weighted representation of the relation, we
get the word interactions M between the question and the rela-
tion
M =
[[
q1
r̂1
]
,
[
q2
r̂2
]
, . . . ,
[
qN
r̂N
]]
(16)
where M ∈ R2(dq+dr)×|Q|.
3.2.4. Feature extraction layer
Instead of the explicit element-wise comparison [14], a CNN
layer with multiple kernel sizes [39] is adopted to compare the
semantics of the question and the relation with different context
scopes. Then the comparison results are aggregated with the
max-pooling operation to extract the most discriminant com-
parison results as features.
Let mj ∈ R2(dq+dr) be the j-th column of matrix M, and
mi:i+ j = mi⊕mi+1⊕· · ·⊕mi+ j, mi+ j,mi:i+ j ∈ R2(dq+dr) represents
the concatenation of columns mi,mi+1, . . . ,mi+ j, where ⊕ is the
column concatenation operator. Then the convolution operation
involves a filter with kernel size of k, i.e. w ∈ R2(dq+dr)×k, is
performed to generate a feature. For example, a feature ci is
generated by applying the filter at mi:i+k
ci = relu (w · mi:i+k) (17)
where relu is the rectified linear unit [41] activation. By apply-
ing the filter at every time step, we get the features along with
the sequence
c =
[
c1, c2, . . . , c|Q|
]
(18)
After that, a max-over-time pooling operation is performed,
yielding ĉ = max(c) as the feature captured by this filter. The
filter can be seen as a pattern matcher, to detect whether there
is k-gram pattern in the sequence regardless its position. Thus
this is a procedure of automatic feature extraction. Aiming at
the semantic similarity measurement, the filter learns to cap-
ture features relevant to the semantic similarity calculation, and
the max-pooling operation selects the significant one along the
sequence. We adopt d f filters thus getting d f dimensional se-
mantic similarity features f ∈ Rd f . Kernels with different sizes
are used to capture comparison patterns with multiple lengths.
The CNN layer conducts a fine-grained comparison between
the question and the relation, and the max-pooling serves as a
primary aggregation operation. With the comparison performed
at a low-level representation, our model relieves the informa-
tion loss problem caused by aggregating the information into a
fixed-dimensional vector before comparison.
3.2.5. Output layer
Given the features f extracted by the CNN layer and max-
pooling, the output layer calculates the semantic similarity be-
tween the question and the relation.
o = wTo f (19)
where wo ∈ Rd f are parameters to be learned.
3.3. Training and inference
Training aims to give the golden relation higher score than
the false relation. Pairwise ranking loss is defined as
L =
∑
qi∈Q
∑
j∈Cqi
σ
(
S (qi, r−j |θ) − S (qi, r+i |θ)
)
(20)
whereQ denotes the questions in the training set, Cqi is the false
candidate relation set, r+i is the golden relation of question qi, S
denotes ABWIM. θ denotes parameters of the network, and it
consists of word embeddings, relation embeddings, parameters
in the LSTM network for relation and question representation,
feature maps in the CNN network and wo in the output layer.
Backpropagation method is adopted to update the parame-
ters. Formally, the parameters in θ are updated by
θ = θ − λ∂L
∂θ
(21)
where λ is the learning rate. Adadelta optimizer [42] is adopted
to adjust the learning rate. Dropout is added to the output of
embedding, LSTM, and CNN layer so as to avoid the overfitting
problem.
During inference, the semantic similarity S (q, r|θ) is calcu-
lated for each candidate relation r ∈ Cq, and the relation with
highest semantic similarity score is regarded as the correspond-
ing relation.
4. Experiment
4.1. Experimental setting
4.1.1. Datasets and metrics
To evaluate the effectiveness of ABWIM, experiments are
carried out on the relation detection of two benchmark KBQA
tasks, namely SimpleQuestions [15] and WebQuestions [16].
SimpleQuestions is a single-relation question-answering dataset,
and its KB is a subset of Freebase and contains 2M entities.
Questions in this dataset can be answered by referring to sin-
gle triple from the KB, so the length of relation chain |r| = 1.
WebQuestions is a multi-relation question-answering dataset,
and the whole Freebase is used as its KB. Similar procedure
is adopted to generate the relation detection datasets based on
these KBQA datasets. Firstly, entity linking is performed to
extract the topic entity from the question. Then relations and
relation chains (only on WebQuestions dataset and chain length
no greater than 2) connected to the topic entity are taken as can-
didate relations. After that, labelling the relation which points
to the answer node as positive samples and other relations as
negative samples. Finally, the mention of the topic entity in the
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question is replaced with a special token 〈e〉. Yin et al. [11] and
Yu et al. [3] released their relation detection datasets1 based
on SimpleQuestions and WebQuestions, and we also use the
datasets for fair comparison.
Accuracy metric is used to measure the relation detection
result,
A =
Nc
N
(22)
where N is the number of questions in the dataset, and Nc is the
number of questions whose relation is correctly identified.
4.1.2. Hyper parameters
The hyper-parameters of ABWIM are summarized in Ta-
ble 1. In the experiment, word embeddings are initialized with
the GloVe [43] with d = 300, and embeddings of relations and
words that are out of vocabulary are randomly initialized by
sampling values uniformly from (-0.25, 0.25). Values of em-
bedding are updated during the training process.
All the experiments are carried out on a machine with a
Nvidia GTX1080 GPU, and neural networks are implemented
in Keras2 with Tensorflow3 as the backend.
Table 1: Hyper parameters of the ABWIM. (SQ and WQ denote the Simple-
Qustion and WebQuestions datasets respectively)
Parameter Search Space SQ WQ
Embedding dim. d 300 300 300
Dim. of LSTM dq, dr 50, 100, 150, 200 150 100
CNN kernel size [3], [1,3,5] [1,3,5] [1,3,5]
num. of filters 50, 100, 150, 300 150 100
Dropout rate 0.2, 0.3, 0.35, 0.4, 0.5 0.35 0.35
Batch size 64, 128, 256, 512 256 128
4.1.3. Baselines
We compare the ABWIM with several baselines. All the
baseline models fall into the encoding-comparing paradigm,
which firstly map the question and relation as vectors and then
get the semantic similarity by vector comparison. These meth-
ods vary in the representation procedure, specifically:
• Bi-LSTM: two Bi-LSTM layers represent the question
and the relation respectively, and the output of the last
timestep is taken as their vector representation.
• BiCNN [10]: both the question and the relation are rep-
resented by CNN with the word hash trick on letter-tri-
grams.
• AMPCNN [11], namely the CNN with attentive the max-
pooling. CNN is adopted to represent the question and
the relation respectively. An attentive max-pooling op-
eration is performed to get the vector representation of
question, aiming at putting more weights on the words
that indicate the relation.
1The datasets are available at https://github.com/Gorov/KBQA RE data
2https://github.com/fchollet/keras
3https://github.com/tensorflow/tensorflow
• HR-Bi-LSTM (Hierarchical Residual Bidirectional LSTM
model) [3], word and relation-level representations of re-
lation are adopted, and the question is represented with
HR-Bi-LSTM to obtain hierarchies of abstraction.
4.2. Result
Table 2: Comparison of accuracy with the baselines on the SimpleQuestions
and WebQuestions
Model Relation Input SimpleQuestions WebQuestions
APMCNN Words 91.3 -
BiCNN Words 90.0 77.74
Bi-LSTM Words 91.2 79.32
HR-Bi-LSTM Words + relations 93.3 82.53
Our method Words + relations 93.5 85.32
The relation detection results are shown in Table 2. Our
method comes close to the performance of the state-of-the-art
method on SimpleQuestions dataset. On the WebQuestions dataset,
our method outperforms the best baseline methods by 2.79 points.
Questions and relations in the WebQuestion dataset are longer
and the information loss problem is more serious, thus AB-
WIM outperforms the encoding-comparing baseline methods.
The experimental results demonstrate the effectiveness of AB-
WIM, which learns the word-level interactions and aggregates
the comparison results with multi-kernel CNN networks.
4.3. Model Ablation Analysis
Ablation experiments are further carried out to analyse the
effectiveness of the attention-based word-level interactions and
the sequence preprocessing layer.
4.3.1. Attention and word-level interaction mechanisms
Ablation experiments for the attention and word-level inter-
action mechanisms are as follows.
• Encoding-comparing model: questions and relations are
represented with Bi-LSTM layers and the final output are
taken as their representations. Then semantic similarity
is measured by the cosine similarity between vectors, for-
mally
o = cos(q, r) (23)
• Encoding-comparing model with bi-directional attention:
following the traditional representation-comparison schema,
questions and relations are firstly represented as vectors.
Bi-directional LSTM layer is adopted to perform the con-
text aware representation, and the representation results
are merged to vectors with attention mechanism. Atten-
tion weights for questions are calculated by column wise
max-pooling,
âi = max
(
ai,1, ai,2, . . . , ai,|R|
)
(24)
and soft-max operation,
αi =
êai∑|Q|
j=1 ê
a j
(25)
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Table 3: Ablation experiment results
Analysis content Model SimpleQA WebQA
Attention and framework
Encoding-comparing model 92.8 78.41
Encoding-comparing model with bi-directional attention 93.2 84.44
Word-level interaction model without attention 93.0 83.81
Context representation
Without preprocessing layer 92.9 82.49
Gated liner transformation 92.9 84.71
Fully CNN network 93.3 84.79
- ABWIM (our method) 93.5 85.32
Then the vector representation of the question is
q̂ =
|Q|∑
i=1
αiqi (26)
where qi is the i-th column of Q. Similarly, attention
weights of the relation are calculated by
b̂i = max
(
a1,i, a2,i, . . . , a|Q|,i
)
(27)
and
βi =
êbi∑|R|
j=1 ê
bi
(28)
Then relation’s vector representation is
r̂ =
|A|∑
i=1
βiri (29)
Finally, the semantic similarity is calculated as
o = cos(q̂, r̂) (30)
• Word-level interaction model without attention: remov-
ing the attention mechanism from the ABWIM, i.e. the
attention weights are set equally. Formally, all the ele-
ments in A ∈ R|R|×|Q| are set to 1|R|×|Q| .
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Figure 4: Heat-map of the attention weight matrix, which shows the soft align-
ment between the question (bottom) and relation (left).
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Figure 5: The visualization of the largest value of each dimension in the output
of CNN layer. The first 100, second 100, and last 100 dimensions are generated
with window size 1, 3 and 5 respectively.
The top of Table 3 shows the ablation experiment results.
First, both tasks benefit from both the bi-directional attention
mechanism, especially for WebQA dataset (84.44% vs 78.41%).
Attention mechanism enables the model to focus on important
parts of the sequence and get a better representation. Second,
comparing the sequences using word-level representations also
outperforms the traditional encoding-comparing model, because
multiple comparison operations are performed before informa-
tion in the question is merged into a single vector. Finally, AB-
WIM, which combines the bi-directional attention and word-
level interaction mechanisms, achieves state-of-the-art results
on both tasks with accuracy 93.5% and 85.32% respectively.
Visualization of the attention matrix and the positions of
maximum values obtained is given to further illustrate how the
ABWIM works. Visualization of the attention matrix learned is
given in Figure 4. The input question is “what university did 〈e〉
attend” and candidate relation path which contains two relation
“/people/person/education, /education -/education/institution”.
Depth of the colour represents the attention weights, and the
darker the higher. It shows that ABWIM learns a reasonable
alignment between words in the question and the relation. For
example, more attention is paid to the words “university” and
“attend”, which are relevant to relation description. And it is
also observed that the deep learning method is capable of cap-
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turing the semantic similarity between different symbols. Visu-
alization of the maximum value in each dimension of the CNN
output is given in Figure 5. It is observed that the largest values
are obtained at the words which are crucial for relation detec-
tion. In other words, the CNN layer also learns to focus on
important words when performing comparisons.
4.3.2. Preprocessing layer
Ablation experiments are also carried out to study the effec-
tiveness of the preprocessing Bi-LSTM layer which learns con-
text aware representations. CNN and liner transformation layer
are used to perform preprocessing, considering the difficulty in
parallelization of the LSTM state computations. Specific abla-
tion experiments are listed as follows.
• Without preprocessing: simply removing the LSTM lay-
ers for question and relation preprocessing, and the word-
level alignment and comparison are performed on their
embeddings.
• Gated linear transformation: the question and relation are
preprocessed as follows
Q̂ = σ (WiQ)  tanh (WuQ) (31)
R̂ = σ (WiR)  tanh (WuR) (32)
where Wi ∈ Rdi×d and Wu ∈ Rdi×d are parameters to be
learned, and di is a hyper-parameter.
• Fully CNN: unlike LSTM that depends on the computa-
tions of the previous timestep, CNN enables paralleliza-
tion over every element in a sequence, so it is capable of
making full use of the parallel architecture of GPU. We
study the performance of fully CNN network on the re-
lation detection of KBQA. The LSTM layer for question
and relation preprocessing is replaced with a multi-kernel
CNN layer, and the dimension of the CNN output is con-
sistent with that of the original LSTM layer.
Experimental results with different configurations on the
context representation layer are given in the second parts of
Table 3. First, ABWIM outperforms several strong baselines,
though there is no preprocessing operation. It indicates the
effectiveness of learning attention-based word alignments be-
tween question and relation. Second, a context aware represen-
tation of words can further improve the result and the prepro-
cessing layer is also important for the overall performance. The
LSTM layer, which is capable of learning long range depen-
dency, outperforms the CNN and gated liner transformation.
Finally, CNN and gated linear transformation do not rely on
the computations of previous timestep, so they can fully utilize
the computational capability of GPU and are more faster to be
trained and perform inference. We leave the exploration of ad-
vanced CNN models with gated linear units [44] and residual
connections [45] as a future work.
5. Conclusion and future work
Relation detection is a key component of KBQA and it is
difficult because of the flexible expressions of the relation in
natural language and massive relations in the knowledge base.
In this paper, we propose to learn the attention-based word-level
interactions between the question and the relation. Representa-
tions of relations are firstly mapped to the semantic space of
every word in question with attention mechanism. Then mul-
tiple comparisons are performed on the word-level represen-
tations, and finally comparison results are merged to evaluate
the semantic similarity. With multiple comparisons performed,
ABWIM alleviates the bottleneck of compressing the question
and the relation into fixed-dimensional vectors. Experimental
results of relation detection on both SimpleQuestions and We-
bQuestions show that the proposed model achieves state-of-the-
art accuracy.
In the future work, we will study transfer learning between
relation detection of KBQA and the traditional relation extrac-
tion task, and further learn to utilize the great amount of train-
ing data generated by distant supervision methods to improve
the performance of KBQA relation detection.
Acknowledgments
The authors thank Wenqiang Dong and Weili Zhang for the
valuable comments on this work.
References
References
[1] J. Berant, A. Chou, R. Frostig, P. Liang, Semantic parsing on Freebase
from question-answer pairs, in: Proceedings of the 2013 Conference
on Empirical Methods in Natural Language Processing, Association for
Computational Linguistics, Seattle, Washington, USA, 2013, pp. 1533–
1544.
URL http://www.aclweb.org/anthology/D13-1160
[2] L. Dong, F. Wei, M. Zhou, K. Xu, Question answering over freebase with
multi-column convolutional neural networks, in: Proceedings of the 53rd
Annual Meeting of the Association for Computational Linguistics and the
7th International Joint Conference on Natural Language Processing (Vol-
ume 1: Long Papers), Association for Computational Linguistics, Beijing,
China, 2015, pp. 260–269.
URL http://www.aclweb.org/anthology/P15-1026
[3] M. Yu, W. Yin, K. S. Hasan, C. dos Santos, B. Xiang, B. Zhou, Improved
neural relation detection for knowledge base question answering, in: Pro-
ceedings of the 55th Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), Association for Computa-
tional Linguistics, Vancouver, Canada, 2017, pp. 571–581.
URL http://aclweb.org/anthology/P17-1053
[4] X. He, D. Golub, Character-level question answering with attention, in:
Proceedings of the 2016 Conference on Empirical Methods in Natural
Language Processing, Association for Computational Linguistics, Austin,
Texas, 2016, pp. 1598–1607.
URL https://aclweb.org/anthology/D16-1166
[5] J. Bao, N. Duan, M. Zhou, T. Zhao, Knowledge-based question answering
as machine translation, in: Proceedings of the 52nd Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers),
Association for Computational Linguistics, Baltimore, Maryland, 2014,
pp. 967–976.
URL http://www.aclweb.org/anthology/P/P14/P14-1091
9
[6] S. He, K. Liu, Y. Zhang, L. Xu, J. Zhao, Question answering over linked
data using first-order logic, in: Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing (EMNLP), Associa-
tion for Computational Linguistics, Doha, Qatar, 2014, pp. 1092–1103.
URL http://www.aclweb.org/anthology/D14-1116
[7] A. Berger, R. Caruana, D. Cohn, D. Freitag, V. Mittal, Bridging the lex-
ical chasm: Statistical approaches to answer-finding, in: Proceedings of
the 23rd Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval, SIGIR ’00, ACM, New York, NY,
USA, 2000, pp. 192–199. doi:10.1145/345508.345576.
URL http://doi.acm.org/10.1145/345508.345576
[8] Z. Dai, L. Li, W. Xu, Cfo: Conditional focused neural question answer-
ing with large-scale knowledge bases, in: Proceedings of the 54th An-
nual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), Association for Computational Linguistics, Berlin, Ger-
many, 2016, pp. 800–810.
URL http://www.aclweb.org/anthology/P16-1076
[9] A. Bordes, N. Usunier, A. Garcia-Duran, J. Weston, O. Yakhnenko,
Translating embeddings for modeling multi-relational data, in: C. J. C.
Burges, L. Bottou, M. Welling, Z. Ghahramani, K. Q. Weinberger
(Eds.), Advances in Neural Information Processing Systems 26, Curran
Associates, Inc., 2013, pp. 2787–2795.
URL http://papers.nips.cc/paper/
5071-translating-embeddings-for-modeling-multi-relational-data.
pdf
[10] W.-t. Yih, M.-W. Chang, X. He, J. Gao, Semantic parsing via staged query
graph generation: Question answering with knowledge base, in: Proceed-
ings of the 53rd Annual Meeting of the Association for Computational
Linguistics and the 7th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), Association for Computa-
tional Linguistics, Beijing, China, 2015, pp. 1321–1331.
URL http://www.aclweb.org/anthology/P15-1128
[11] W. Yin, M. Yu, B. Xiang, B. Zhou, H. Schu¨tze, Simple question answer-
ing by attentive convolutional neural network, in: Proceedings of COL-
ING 2016, the 26th International Conference on Computational Linguis-
tics: Technical Papers, The COLING 2016 Organizing Committee, Os-
aka, Japan, 2016, pp. 1746–1756.
URL http://aclweb.org/anthology/C16-1164
[12] S. Wang, J. Jiang, Machine comprehension using match-lstm and answer
pointer, in: ICLR 2017, ICLR, Toulon, France, 2017.
URL https://openreview.net/pdf?id=B1-q5Pqxl
[13] S. Wang, J. Jiang, Learning natural language inference with lstm, in: Pro-
ceedings of the 2016 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technolo-
gies, Association for Computational Linguistics, San Diego, California,
2016, pp. 1442–1451.
URL http://www.aclweb.org/anthology/N16-1170
[14] S. Wang, J. Jiang, A compare-aggregate model for matching text se-
quences., in: ICLR 2017, ICLR, Toulon, France, 2017.
URL https://openreview.net/pdf?id=HJTzHtqee
[15] A. Bordes, N. Usunier, S. Chopra, J. Weston, Large-scale simple question
answering with memory networks, CoRR abs/1506.02075.
URL http://arxiv.org/abs/1506.02075
[16] J. Berant, A. Chou, R. Frostig, P. Liang, Semantic parsing on Freebase
from question-answer pairs, in: Proceedings of the 2013 Conference
on Empirical Methods in Natural Language Processing, Association for
Computational Linguistics, Seattle, Washington, USA, 2013, pp. 1533–
1544.
URL http://www.aclweb.org/anthology/D13-1160
[17] B. Rink, S. Harabagiu, Utd: Classifying semantic relations by combining
lexical and semantic resources, in: Proceedings of the 5th International
Workshop on Semantic Evaluation, SemEval ’10, Association for Com-
putational Linguistics, Stroudsburg, PA, USA, 2010, pp. 256–259.
URL http://dl.acm.org/citation.cfm?id=1859664.1859721
[18] F. M. Suchanek, G. Ifrim, G. Weikum, Combining linguistic and statisti-
cal analysis to extract relations from web documents, in: Proceedings of
the 12th ACM SIGKDD International Conference on Knowledge Discov-
ery and Data Mining, KDD ’06, ACM, New York, NY, USA, 2006, pp.
712–717. doi:10.1145/1150402.1150492.
URL http://doi.acm.org/10.1145/1150402.1150492
[19] T. H. Nguyen, R. Grishman, Employing word representations and regu-
larization for domain adaptation of relation extraction, in: Proceedings of
the 52nd Annual Meeting of the Association for Computational Linguis-
tics (Volume 2: Short Papers), Association for Computational Linguistics,
Baltimore, Maryland, 2014, pp. 68–74.
URL http://www.aclweb.org/anthology/P14-2012
[20] D. Zeng, K. Liu, S. Lai, G. Zhou, J. Zhao, Relation classification via con-
volutional deep neural network, in: Proceedings of COLING 2014, the
25th International Conference on Computational Linguistics: Technical
Papers, Dublin City University and Association for Computational Lin-
guistics, Dublin, Ireland, 2014, pp. 2335–2344.
URL http://www.aclweb.org/anthology/C14-1220
[21] R. Socher, B. Huval, C. D. Manning, A. Y. Ng, Semantic composition-
ality through recursive matrix-vector spaces, in: Proceedings of the 2012
Joint Conference on Empirical Methods in Natural Language Processing
and Computational Natural Language Learning, Association for Compu-
tational Linguistics, Jeju Island, Korea, 2012, pp. 1201–1211.
URL http://www.aclweb.org/anthology/D12-1110
[22] L. Wang, Z. Cao, G. de Melo, Z. Liu, Relation classification via multi-
level attention cnns, in: Proceedings of the 54th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers),
Association for Computational Linguistics, Berlin, Germany, 2016, pp.
1298–1307.
URL http://www.aclweb.org/anthology/P16-1123
[23] P. Zhou, W. Shi, J. Tian, Z. Qi, B. Li, H. Hao, B. Xu, Attention-based bidi-
rectional long short-term memory networks for relation classification, in:
Proceedings of the 54th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), Association for Computa-
tional Linguistics, Berlin, Germany, 2016, pp. 207–212.
URL http://anthology.aclweb.org/P16-2034
[24] M. Mintz, S. Bills, R. Snow, D. Jurafsky, Distant supervision for relation
extraction without labeled data, in: Proceedings of the Joint Conference
of the 47th Annual Meeting of the ACL and the 4th International Joint
Conference on Natural Language Processing of the AFNLP, Association
for Computational Linguistics, Suntec, Singapore, 2009, pp. 1003–1011.
URL http://www.aclweb.org/anthology/P/P09/P09-1113
[25] M. Surdeanu, J. Tibshirani, R. Nallapati, C. D. Manning, Multi-instance
multi-label learning for relation extraction, in: Proceedings of the 2012
Joint Conference on Empirical Methods in Natural Language Processing
and Computational Natural Language Learning, EMNLP-CoNLL ’12,
Association for Computational Linguistics, Stroudsburg, PA, USA, 2012,
pp. 455–465.
URL http://dl.acm.org/citation.cfm?id=2390948.2391003
[26] Y. Lin, S. Shen, Z. Liu, H. Luan, M. Sun, Neural relation extraction
with selective attention over instances, in: Proceedings of the 54th An-
nual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), Association for Computational Linguistics, Berlin, Ger-
many, 2016, pp. 2124–2133.
URL http://www.aclweb.org/anthology/P16-1200
[27] H. Bast, E. Haussmann, More accurate question answering on freebase,
in: Proceedings of the 24th ACM International on Conference on Infor-
mation and Knowledge Management, CIKM ’15, ACM, New York, NY,
USA, 2015, pp. 1431–1440. doi:10.1145/2806416.2806472.
URL http://doi.acm.org/10.1145/2806416.2806472
[28] X. Yao, B. Van Durme, Information extraction over structured data: Ques-
tion answering with freebase, in: Proceedings of the 52nd Annual Meet-
ing of the Association for Computational Linguistics (Volume 1: Long
Papers), Association for Computational Linguistics, Baltimore, Mary-
land, 2014, pp. 956–966.
URL http://www.aclweb.org/anthology/P14-1090
[29] A. Bordes, J. Weston, N. Usunier, Open Question Answering with Weakly
Supervised Embedding Models, Springer Berlin Heidelberg, Berlin, Hei-
delberg, 2014, pp. 165–180. doi:10.1007/978-3-662-44848-9_11.
URL https://doi.org/10.1007/978-3-662-44848-9_11
[30] A. Severyn, A. Moschitti, Learning to rank short text pairs with convo-
lutional deep neural networks, in: Proceedings of the 38th International
ACM SIGIR Conference on Research and Development in Information
Retrieval, SIGIR ’15, ACM, New York, NY, USA, 2015, pp. 373–382.
doi:10.1145/2766462.2767738.
URL http://doi.acm.org/10.1145/2766462.2767738
[31] M. Tan, C. D. Santos, B. Xiang, B. Zhou, Lstm-based deep learning mod-
els for non-factoid answer selection, in: ICLR 2016, ICLR, Caribe Hilton,
10
San Juan, Puerto Rico, 2016.
URL https://openreview.net/pdf?id=ZY9xwl3PDS5Pk8ELfEzP
[32] S. Wang, J. Jiang, Learning natural language inference with lstm, in: Pro-
ceedings of the 2016 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technolo-
gies, Association for Computational Linguistics, San Diego, California,
2016, pp. 1442–1451.
URL http://www.aclweb.org/anthology/N16-1170
[33] W. Yin, H. Schtze, B. Xiang, B. Zhou, Abcnn: Attention-based convo-
lutional neural network for modeling sentence pairs, Transactions of the
Association for Computational Linguistics 4 (2016) 259–272.
URL https://tacl2013.cs.columbia.edu/ojs/index.php/
tacl/article/view/831
[34] T. Rockta¨schel, E. Grefenstette, K. M. Hermann, T. Kocˇisky´, P. Blun-
som, Reasoning about entailment with neural attention, in: arXiv preprint
arXiv:1509.06664, 2015.
URL http://arxiv.org/abs/1509.06664
[35] A. Parikh, O. Ta¨ckstro¨m, D. Das, J. Uszkoreit, A decomposable attention
model for natural language inference, in: Proceedings of the 2016 Confer-
ence on Empirical Methods in Natural Language Processing, Association
for Computational Linguistics, Austin, Texas, 2016, pp. 2249–2255.
URL https://aclweb.org/anthology/D16-1244
[36] H. He, J. Lin, Pairwise word interaction modeling with deep neural net-
works for semantic similarity measurement, in: Proceedings of the 2016
Conference of the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies, Association for
Computational Linguistics, San Diego, California, 2016, pp. 937–948.
URL http://www.aclweb.org/anthology/N16-1108
[37] Z. Wang, H. Mi, W. Hamza, R. Florian, Multi-perspective context match-
ing for machine comprehension, CoRR abs/1612.04211.
URL http://arxiv.org/abs/1612.04211
[38] Z. Wang, W. Hamza, R. Florian, Bilateral multi-perspective matching for
natural language sentences, in: Proceedings of the Twenty-Sixth Inter-
national Joint Conference on Artificial Intelligence, IJCAI 2017, Mel-
bourne, Australia, August 19-25, 2017, 2017, pp. 4144–4150. doi:
10.24963/ijcai.2017/579.
URL https://doi.org/10.24963/ijcai.2017/579
[39] Y. Kim, Convolutional neural networks for sentence classification, in:
Proceedings of the 2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), Association for Computational Linguis-
tics, Doha, Qatar, 2014, pp. 1746–1751.
URL http://www.aclweb.org/anthology/D14-1181
[40] S. Hochreiter, J. Schmidhuber, Long short-term memory, Neural Com-
putation 9 (8) (1997) 1735–1780. arXiv:http://dx.doi.org/10.
1162/neco.1997.9.8.1735, doi:10.1162/neco.1997.9.8.1735.
URL http://dx.doi.org/10.1162/neco.1997.9.8.1735
[41] V. Nair, G. E. Hinton, Rectified linear units improve restricted boltzmann
machines, in: Proceedings of the 27th International Conference on Inter-
national Conference on Machine Learning, ICML’10, Omnipress, USA,
2010, pp. 807–814.
URL http://dl.acm.org/citation.cfm?id=3104322.3104425
[42] M. D. Zeiler, ADADELTA: an adaptive learning rate method, CoRR
abs/1212.5701.
URL http://arxiv.org/abs/1212.5701
[43] J. Pennington, R. Socher, C. Manning, Glove: Global vectors for word
representation, in: Proceedings of the 2014 Conference on Empirical
Methods in Natural Language Processing (EMNLP), Association for
Computational Linguistics, Doha, Qatar, 2014, pp. 1532–1543.
URL http://www.aclweb.org/anthology/D14-1162
[44] Y. N. Dauphin, A. Fan, M. Auli, D. Grangier, Language modeling with
gated convolutional networks, CoRR abs/1612.08083.
URL http://arxiv.org/abs/1612.08083
[45] K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image recog-
nition, in: 2016 IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), 2016, pp. 770–778. doi:10.1109/CVPR.2016.90.
11
