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Abstract
Driven Langevin processes have appeared in a variety of fields due to the relevance of natural phenomena having both
deterministic and stochastic effects. The stochastic currents and fluxes in these systems provide a convenient set of
observables to describe their non-equilibrium steady states. Here we consider stochastic motion of a (k− 1)-dimensional
object, which sweeps out a k-dimensional trajectory, and gives rise to a higher k-dimensional current. By employing
the low-temperature (low-noise) limit, we reduce the problem to a discrete Markov chain model on a CW complex, a
topological construction which generalizes the notion of a graph. This reduction allows the mean fluxes and currents of
the process to be expressed in terms of solutions to the discrete Supersymmetric Fokker-Planck (SFP) equation. Taking
the adiabatic limit, we show that generic driving leads to rational quantization of the generated higher dimensional
current. The latter is achieved by implementing the recently developed tools, coined the higher-dimensional Kirchhoff
tree and co-tree theorems. This extends the study of motion of extended objects in the continuous setting performed in
the prequel [6] to this manuscript.
1. Introduction
Non-equilibrium thermodynamics is an area of statisti-
cal mechanics dealing with driven, and often time-varying,
systems evolving via chemical reactions and exchange of
energy [16, 20, 18, 17, 36]. These systems can be accurately
described by a Langevin equation when the typical time
scale of the system is slow compared to the relaxation time
of the coupled bath [23, 15, 33]. Because of the generality
of this setup, Langevin dynamics have found applications
in a prodigious array of fields including chemistry [23, 17],
biology [2, 3], finance [5, 26, 21], and certain engineering
applications [14, 9, 27]. It is the ubiquitous nature of the
Langevin framework that allows such a pervasive grasp
across the physical sciences.
Within the framework of non-equilibrium thermody-
namics, the notion of stochastic current, or flux, has re-
cently gathered interest as a compelling observable which
gives insight on the underlying system [35, 32, 1, 31, 10].
Together with the probability density, stochastic currents
provide an adequate set of observables for describing the
long-time behavior of probability distributions in this set-
ting. A stochastic flux can be measured by counting how
many times the system spans a cycle, or equivalently,
by counting intersections of a stochastic trajectory with
a cross section. This notion of current has been devel-
oped completely in the discrete setting on a mathemati-
cal graph, in which case the components of the stochas-
tic current are simply given by counting how many times
a stochastic trajectory crosses the edge. In the discrete
case of graphs, this Langevin process can be reduced
to a continuous-time Markov chain. The goal of this
manuscript is to extend the concept of stochastic trajec-
tory to higher dimensions, as well as the underlying graph
on which the trajectory lies.
This manuscript constitutes the sequel to our work on
higher-dimensional Langevin processes on continuous state
spaces of arbitrary dimension. In the prequel [6], we ex-
plained why the proper way of defining a Langevin pro-
cess in this setting is in terms of stochastic vector fields
on the underlying state space X . Not only does this gen-
eralize the usual definition in a natural way, it allows us
to take full advantage of the dynamical symmetry which
is necessary for the reduction to the discrete model dis-
cussed here. After giving several examples of higher di-
mensional currents, we defined the generalized Supersym-
metric Fokker-Planck (SFP) operator and equation, which
governs the evolution of higher-dimensional objects on X .
Using this equation, we were able to write an expression
for the average current generated under a Langevin pro-
cess. This expression was then re-cast, in the adiabatic
limit, with the solution to the higher dimensional Kirch-
hoff network problem and the higher-dimensional Boltz-
mann distribution. While all of this was performed in the
continuous case, the low-temperature (or low-noise) limit
connects the two manuscripts, as the continuous dynamics
tend to a discrete structure naturally embedded in X . In
this way, one interested in these two limits can forget the
complicated continuous picture and focus on the simpler,
more computational discrete setting.
The manuscript is organized as follows. Section 2 serves
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as a summary of the main ideas and specialized tools used
throughout our calculations. In section 3, we describe how
the low-noise limit allows for a reduction of the stochastic
process to a Markov chain model defined on the Morse-
Smale complex, defined there. Section 4 contains a formal
expression for the average current generated by a Langevin
process. The higher-dimensional Kirchhoff network theo-
rem is defined and solved in 4.2, whereas the dual higher
Boltzmann distribution is given in 4.3. These two results
are combined in subsection 4.4 to give a much more com-
putable form of the generated current. This version of the
current is used in section 5 to prove the main result of the
manuscript: for generic driving in the low-temperature,
adiabatic limit, the generated current is rationally quan-
tized.
2. Technical Introduction
In this section, we present the main results and concepts
of the manuscript. Our calculations are technical, and
since we do not assume any topological background, this
section serves as an instructive and brief bridge to our
results.
The section is organized as follows. Subsection 2.1 con-
tains a simple and self-contained presentation of the struc-
tures needed for a description of higher-dimensional dis-
crete stochastic models: CW complex, Morse complex,
and CW complex homology. We also provide an initial in-
sight into how these discrete models, associated with CW
complexes, arise naturally from continuous models in the
long-time, low-noise limit. In subsection 2.2 we present
the main results of the manuscript on fluxes in higher-
dimensional discrete models: higher-dimensional versions
of the tree and co-tree Kirchhoff theorems, explicit expres-
sions for fluxes, and quantization of higher-dimensional
fluxes in the low-temperature adiabatic limit for periodic
potential driving.
2.1. CW complexes, Morse Complex, and Slow Low-
Temperature Limit for Stochastic Dynamics
As briefly discussed in section 1, if one is interested in
the low-temperature (low noise) limit on long time scales,
stochastic dynamics on continuous spaces can be reduced
to its discrete counterpart. In the simplest case of a poten-
tial force (often referred to as a gradient flow), the discrete
setting starts with a graph whose vertices are represented
by the local minima of the potential V (x), whereas the
edges correspond to saddle points, or more rigorously to
critical points of the potential (defined by the conditions
dV = 0) with exactly one unstable mode. Equivalently,
these are critical points with Morse index (which is the
number of unstable modes) equal to 1. On the initial
time scales of low-noise stochastic dynamics, a particle ap-
proaches a local minimum, completely determined by the
deterministic component u(x) of the velocity field in the
Langevin equation (Eq. (1) of [6]). After that, the particle
will spend most of the time in a small neighborhood of the
local minimum, participating in rare transitions. These
occur when a highly improbable configuration of the noise
field takes the particle to a saddle point, and actually a
little bit past it, so that it further drops to a different lo-
cal minimum with no additional noise assistance needed.
The rate kaα ∼ e−κ−1(V (xα)−V (xa)) of a transition over
the edge α that starts at vertex a can be calculated an-
alytically, including the pre-exponential factor, using the
theory of rare events [24]. Therefore, long-time stochastic
dynamics are adequately described by a continuous-time
Markov chain process on the graph introduced above. It
can be described by a Master Equation (ME), with the
spectrum of the Master Operator (MO) representing the
soft modes of the spectrum of the Fokker-Planck (FP)
operator, the latter describing Langevin dynamics in X .
Note that the graph is naturally embedded into X , with
its edges representing the most probable transition trajec-
tories (also known as optimal fluctuations or instantons)
that dominate the probabilities of the transition events.
It is intuitively natural that in the case when one follows
the low-noise evolution of higher-dimensional objects, the
graph should be replaced by a higher-dimensional object.
Such an object is known as a CW complex, and plays an
important role in differential and algebraic topology; our
application deals with a special example of a CW complex,
namely the Morse complex of a gradient flow.
In what follows we describe how a CW complex gener-
alizes a notion of a graph to higher dimensions. One can
think about a graph as built in the following way. We
start with a set K0 of the graph vertices, or 0-dimensional
cells; they form the 0-skeleton K(0). We further consider
the set K1 of edges, or 1-dimensional cells, with each edge
being represented by a segment. Edges are attached to the
0-skeleton along their boundaries, represented by pairs of
points; this forms the 1-skeleton K(1), which is the same
as a graph. Stated differently, if we stopped at this step,
then we would be studying graphs. However, we can go
further and consider a set K2 of 2-cells (we omit “dimen-
sional”) represented by 2-disks D2 and attach them to the
1-skeleton along their boundaries, represented by circles
S1, by means of maps S1 → K(1), referred to as attaching
maps. If we continue the procedure attaching i-discs to
the (i− 1)-skeleton along their boundaries, represented by
(i−1)-spheres Si−1 and eventually stop at the m-skeleton,
as a result we build a space called an m-dimensional CW
complex. If a space X is represented by a CW complex
K, we call the latter a CW-decomposition of X . We em-
phasize that within the described terminology, a graph is
nothing more than a 1-dimensional CW complex. Also
note that each manifold of dimension D can be triangu-
lated, i.e., partitioned into a set of triangles for D = 2,
tetrahedra for D = 3, etc. A triangulation is the simplest
example of a CW-decomposition, with its structure being
transparent and obvious. For example, a 3-dimensional
manifold has its 3-skeleton as the manifold itself, the 2-
1- and 0-skeletons are represented by the unions of the
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tetrahedra faces, edges, and vertices, respectively.
The concept of higher-dimensional current on a CW
complex, which generalizes the notion of current on a
graph, is most naturally formulated in terms of the chain
complex of a CW complex. An n-chain is a linear su-
perposition of n-cells with integer or real coefficients; the
spaces of n-chains are denoted Cn(K) or Cn(K;R) respec-
tively. The boundary operator ∂n : Cn → Cn−1 maps
an n-cell to a linear superposition of (n − 1)-cells, com-
pletely determined by the attaching maps. The integer
coefficients characterize how many times (accounting for
orientations) the boundary of the n-cell covers the rele-
vant (n− 1)-cell. In our applications, we deal with regular
CW complexes, i.e., the ones for which the coefficients in
the aforementioned superpositions are ±1 or 0. Note that
a triangulation is a regular CW complex. The inclusion
Bn ⊂ Zn ⊂ Cn, with Bn = im(∂n+1) and Zn = ker(∂n)
referred to as n-boundaries and n-cycles, reiterates the in-
tuitive and natural fact that the boundary of something
is a cycle, i.e., ∂ ◦ ∂ x = 0 for any x and in any dimen-
sion. The aforementioned inclusion allows CW-homology
to be defined by setting Hn(K) = Zn(K)/Bn(K), or over
real coefficients Hn(K;R) = Zn(K;R)/Bn(K;R). The
importance of CW-homology is that it gives a computa-
tionally accessible handle on the homology of the under-
lying space, i.e., if K is a CW-decomposition of X , then
Hi(X) ∼= Hi(K), and Hi(X ;R) ∼= Hi(K;R). With inte-
ger coefficients, this is valid for the singular homology of
X also. With real coefficients, it works also for a broader
class of homology, e.g., bordism homology considered in
[6].
The Morse CW complex (decomposition) is a very nat-
ural construction that characterizes a gradient flow: the
set Kn of n-cells is represented by critical points of Morse
index n. The gradient flow generates a n-cell out of a
small neighborhood of the critical point, often referred to
as the unstable manifold, naturally embedded into X and
attached to the (n − 1)-skeleton; the latter is determined
by the long-time behavior of the flow. If we are looking
at the low-noise, stochastic motion of higher-dimensional
cycles in the long-time limit, it can be reduced to a dis-
crete stochastic model on the Morse CW complex, similar
to how it is done in the simpler case of motion of points
that is reduced to a Markov chain model on a graph (the
latter being actually represented by the 1-skeleton of the
Morse CW complex). The details of this reduction are
presented in section 3, here we provide a simple intuitive
picture for the n = 2 case, i.e., 1-dimensional cycles create
2-dimensional trajectories.
The short-time relaxation of an initial 1-cycle γ : S1 →
X forces it to approach the 1-skeleton.1 This defines a
1-chain γ¯ ∈ C1(K) of the Morse complex by counting how
many times (with the proper ±1 sign weights, accounting
for orientations) the relaxed cycle goes along the 1-cells
1In chemical physics this effect forms a basis for a number of
algorithms for finding transition states in molecules.
(edges) of the 1-skeleton, represented by a graph. Long-
time dynamics are represented by rare transitions when a
fragment of the 1-cycle associated with some given edge
goes over one of 2-cells it is attached to, replacing the ini-
tial fragment with the set of fragments that go over the rest
of the edges the 2-cell is attached to. Such an effect is re-
ferred to as an elementary transition, because it generalizes
the notion of a jump over an edge in a standard continuous-
time Markov chain process. A sequence of elementary
transitions naturally creates a 2-chain η¯ that characterizes
a discrete counterpart of a stochastic trajectory. Averag-
ing over stochastic trajectories and dividing by the total
time of the process we obtain a map Z1(K) → C2(K;R).
If in the t → ∞ limit, we have t−1∂2η¯ → 0, we refer to
the situation as “the stochastic trajectories are statisti-
cally closed”. This condition implies t−1η¯ is a cycle, and
thus gives rise to a homology class [t−1η¯]. In this way, we
obtain a linear map H1(K)→ H2(K;R), or in the general
case a linear map
ω : Hn−1(K)→ Hn(K;R), (1)
referred to as the flux map. Replacing the CW-homology
of the Morse complex with the homology of the underlying
space X , we obtain a flux map of the form considered in
[6] for a continuous setting of stationary or periodic driv-
ing. We use the same notation for the both, since the flux
map of Eq. (1) should reproduce its more general counter-
part in the cases when the discrete stochastic dynamics on
a CW complex adequately approximates the continuous
stochastic dynamics on the underlying space.
Our formula for the average current density is given ex-
plicitly in terms of subcomplexes of K. A subcomplex L
of K is a CW complex in its own right, together with
an inclusion L ⊂ K that preserves the relevant struc-
ture, i.e., attaching maps. A spanning tree (of dimen-
sion d) is a subcomplex T of K so that Hd(T ) = 0 and
Hi(T ;R) = Hi(K;R) for all i < d. This should be thought
of as a crude approximation of K, since we have removed
all d-dimensional ‘loops’, but nothing more. Every span-
ning tree acquires a weight as well, which arises in the
formula for current density and quantization. The weight
of a spanning tree T is
wT = θ
2
T
∏
α∈Td
e−κ
−1Wα , (2)
where the product is taken over all d-cells in T and θT is
the order of the torsion subgroup of Hd−1(T ). The num-
ber θT is a measure of the difference between Hd−1(T ) and
Hd−1(T ;R) and, so far as we can determine, has no phys-
ical meaning. In the analogy with resistive networks, each
factor in this formula can be interpreted as the resistance
of an edge, and therefore their product is the resistance of
the network determined by T .
A spanning co-tree (of dimension (d − 1)) is a subcom-
plex L of K for which Hi(L;R) = Hi(K;R) for all i < d.
These should be thought of as even cruder approxima-
tions of K than spanning trees, since they can be given by
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brute truncation. In the case when K is one-dimensional,
and hence just a graph, spanning trees coincide with their
classical counterparts, and spanning co-trees are just sin-
gle vertices. Spanning co-trees also have a weight given
by
τL = c
2
L
∏
b∈Ld−1
e−κ
−1Eb , (3)
where the product is taken over all (d− 1)-cells of the co-
tree, and cL is again given in terms of torsion subgroups
of Hd−1(X) and Hd−1(L). The precise definition of cL is
given in [7]; this definition sheds little insight physically
and we omit it for clarity. The weights for both trees and
co-trees fall out of constructing pseudo-inverses, and so
one should think of them as the necessary factors for the
current formula to be valid.
2.2. The Main Results: Higher-Dimensional Kirchhoff
Theorems and Quantization of Stochastic Currents
The Kirchhoff network problem for graphs asks, given
voltages in a resistive network, find the unique current
flowing through the network. The first mathematically
rigorous treatment of this problem was given by Hermann
Weyl in 1923 [37], and an algebraic topological proof ap-
peared shortly thereafter [25]. We aim to generalize this
problem and its solution to arbitrary CW complexes.
We are passing from one description of dynamics (a
smooth, cohomological one in terms of differential forms)
to its dual (a discrete, homological picture in terms of
chain complexes). The main object of study will now be
the chain complex C∗(K), instead of the Grassmann alge-
bra, and so the operator Q is replaced with the differential
∂ on C∗(K). The reduced dynamics on K requires us to
only know the values of the potential V at the finite set
of critical points; set Ei := V (i) and Wα := V (α) for each
critical point of index (n− 1) and n, respectively. Finally,
a driving protocol keeps track of this data; it assigns to
each index (n−1)-critical point i, the real number Ei, and
to each index n-critical point α, Wα. We are concerned
with the non-stationary case, so the driving protocol will
be a function of time.
The first quantities to translate to the discrete setting
are the SFP operator and the current density. By con-
structing an adjoint ∂† to the boundary operator ∂ in the
obvious fashion, we obtain the discrete counterpart to the
continuous SFP equation (Eq. (25) of in [6])
dρ
dτ
= −∂J , J = e−κ−1Wˆ (t)∂†eκ−1Eˆ(t)ρ . (4)
We use ρ for the distribution in the discrete, CW setting
to distinguish it from the continuous distribution ̺.
The main result of this paper concerns an equivalent
formula for the current density J which is computable,
unlike the purely formal definition given above. The form
combines the solution to Kirchhoff’s higher network prob-
lem and the Boltzmann distribution in higher dimensions.
Kirchhoff’s problem can be solved using pseudo-inverses,
even in the discrete case, with an operator analogous to
AV (τ),κ of [6]. Here, the operator AWˆ (τ),κ acts on (d− 1)-
boundaries to produce d-chains. It is uniquely determined
by the following two conditions:
∂A
Wˆ (t),κy = y, (AWˆ (t),κy, z)Wˆ(t),κ = 0 , (5)
for any y ∈ Bd−1(K;R) and z ∈ Zd(K;R). The modified
inner product is defined to be
(a, b)
Wˆ (t),κ = (e
κ−1Wˆ (t)a, b) , (6)
for any a and b in Cd−1(K;R). These two equations are
the discrete analogues of Eqs. (34) and (33) from [6], re-
spectively.
The Boltzmann distribution ρB([γ]; Eˆ(τ), κ) is also de-
termined by a pair of related constraints. From a topolog-
ical viewpoint, the Boltzmann distribution is equivalent to
finding a preferred cycle representative for any homology
class, as the latter is a quotient of the former. This linear
operator is subject to:
1. the cycle ρB([γ]) lies in the same homology class as
[γ] itself; that is, [ρB([γ])] = [γ], and
2. The inner product (ρB([γ]; Eˆ(τ), κ), ∂α)Eˆ(τ),κ = 0 for
any α ∈ Cd−1(X ;R).
These operators are defined in subsections 4.2 and 4.3.
The two sets of conditions defining A and ρB are dual.
This symmetry allows a single, universal construction to
be given for both. In this case, the construction is known
as a pseudo-inverse [4]. This is a one-sided inverse (see the
first condition in both), subject to an additional constraint
(the second condition in both). This allows us to write
both operators as a sum indexed over subcomplexes of
K, giving these physical constructions intrinsic geometric
meaning.
There is a tremendous amount of topological and combi-
natorial information about the Morse complex, and hence
the stochastic dynamics of the process, contained in these
two operators. They are both written in terms of higher
dimensional version of spanning trees and vertices gener-
alized from graphs. Together, they combine to yield
J([γ], κ, τ) = A(τ)ρ˙B([γ], τ) , (7)
a computable version of the current density. This allows
us to write down the explicit integral representation for
the average current density as
Q([γ], κ, u(τ)) =
∫ 1
0
dτJ(τ) . (8)
In order to obtain meaningful results and have some
hope of computing Eq. (8), we must restrict the param-
eters we allow for the process. Specifically, we narrow
our parameters to those which satisfy a generic, non-
degeneracy condition. A driving protocol is very non-
degenerate if, at any moment in time, either Eˆ or Wˆ sat-
isfies one of the following (in place of f)∑
s∈S
f(s) 6=
∑
t∈T
f(t) , for all S , T (9)
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where S and T are subsets of the (d − 1)-cells (for Eˆ)
or d-cells (for Wˆ ). This condition is a higher analogue
for a function to be injective, or one-to-one, and recovers
this notion if S and T are taken to be singletons. This
condition, and therefore this subspace of driving protocols,
is generic and so there is little lost by this restriction. We
shall restrict to very non-degenerate driving protocols for
the remainder of this text.
It is easy to see that a non-stationary driving protocol
can be arranged to alternate between segments where ei-
ther Eˆ or Wˆ (or both) satisfy Eq. (9); segments for which
Eˆ satisfies this are known as type E, and those for Wˆ are
type W. The difference between these two segments is visi-
ble in the stochastic dynamics. On segments of type of E,
the evolving cycle will tend to a configuration of minimal
‘energy’, i.e., it will minimize
∑
bEb over the cycle, and
be entirely supported on a uniquely determined spanning
co-tree. On a type W segment, the cycle can move quite
substantially across the complex, but in a way so that its
motion is restricted to a specific spanning tree. In fact, it
will move along the spanning tree from one spanning co-
tree to another, with all of these structures being uniquely
determined in the low-temperature, adiabatic limit. This
motion of moving from co-tree to co-tree along trees is in
direct analogy with (and should be thought of as) a par-
ticle moving on a graph by jumping from vertex to vertex
along a (traditional) spanning tree. On the type E seg-
ments, where the cycle is restricted to a single spanning
co-tree, there is obviously no current generated. On the
typeW segments, where the cycle is transitioning from one
spanning co-tree to another, current is generated and the
values this current takes are determined by the relevant
structures involved. Analyzing this motion, we are able
to write down an explicit formula for the average current
in these limits, and conclude that the coefficients obtained
are rational. That is, the main result of this text is the
following quantization result:
lim
κ→0
lim
τD→∞
Q([γ], κ, τ) ∈ Hd(K;Q) . (10)
3. Markov Chain Models for Empirical Currents
in the Weak-Noise Limit
Similar to the case of standard empirical currents, con-
sidered in some detail in [11], the problem of higher-
dimensional empirical current generation for moderate
topological driving that satisfies the Morse-Smale condi-
tion, in the weak-noise limit can be reduced to Markov
Chain (MC) models. This reduction will be addressed
with some detail elsewhere. Instead, in this section we
introduce the MC models using intuitive physical argu-
ments, with the relevant transition (hopping) rates con-
sidered as phenomenological constants, in the case when
the driving is topological, which means that the determin-
istic (advection) component u in the Langevin equation is
given by uj(x) = gjk(x)Fj(x) with ∂iFj(x)− ∂jFi(x) = 0.
We can recast this in an equivalent form as Q(FjΘj) = 0.
Moderate driving means that the critical subspace, which
contains of points with F (x) = 0, is represented by a fi-
nite set of isolated non-degenerate (the matrix ∂iFj(x) is
not degenerate) critical points. Recall that the number of
unstable modes near a critical point, i.e., the number of
negative eigenvalues of ∂iFj(x), is referred to as the Morse
index of a critical point.
We will also assume the Morse-Smale (MS) condition
[19] to be satisfied. Note that the MS condition is usually
formulated for gradient flows, however, all results immedi-
ately apply to our case of topological driving (i.e., locally
gradient flow) with the simple critical structure of mod-
erate driving, as described above. This follows from the
fact that within the cells, associated with critical points,
the flow is gradient, since the cells are contractible by def-
inition. Let K0,K1, . . . ,Km be the (finite) sets of critical
points with a given Morse index. The most important
property of a flow satisfying the MS condition is that it
provides a cellular (Morse) decomposition of the configu-
ration space X , in a way that each critical point y ∈ Kn
provides a n-dimensional cell Wy, produced by the unsta-
ble manifold of y (i.e., Wy consists of all points covered by
the flow that starts at y in all unstable directions). We will
fix the orientations for all cells in some arbitrary way by
choosing the orientations of the unstable subspaces at the
corresponding critical points [28],[29],[30]. The cells can
be properly compactified (by inspecting the infinite-time
flow behavior) so that the border ∂Wy is represented by a
union of a number of cells related to critical points of index
(n − 1). If Wy′ ⊂ ∂Wy for some critical point y′ ∈ Kn−1,
the intersection pyy′ of the unstable manifold of y with
the stable manifold of y′ is represented by a flow trajec-
tory that starts at y and terminates at y′ in infinite time.
The set of such trajectories is denoted Pyy′ = {pyy′}. With
each trajectory pyy′ ∈ Pyy′ we can associate a binary vari-
able s(pyy′) ∈ Z2, so that s(pyy′) = 0 or s(pyy′) = 1, when
the orientation of Wy′ ⊂ ∂Wy matches or mismatches the
orientation of Wy, respectively. The set C•(K) = Z(K•)
of abelian groups, referred to as the groups of chains is
equipped with a set ∂• : C•(K) → C•−1(K) of boundary
operators, defined by
∂•y =
∑
y′∈K•−1
∑
p∈Pyy′
(−1)s(p)y′, for y ∈ K•, (11)
so that (C•(K), ∂•) forms a complex, referred to as the
Morse complex, associated with the described above Morse
decomposition.
The above the Morse decomposition provides a set of bi-
partite graphsGn = (Kn+1,Kn;En) for n = 0, 1, . . . ,m−1
with the edge sets En =
⋃
(y,y′)∈Kn+1×Kn
Pyy′ . Stated in
words, the two types of nodes in bipartite Gn are given by
critical points of index (n + 1) and n, whereas the edges
represent the flow trajectories that start at Kn+1-nodes
and terminate at Kn-nodes. The graph Gn plays a cru-
cial role in the description of slow stochastic dynamics of
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n-cycles and corresponding n-dimensional current genera-
tion in the weak-noise limit of moderate topological driv-
ing that satisfies the MS condition. In the above limit the
problem can be reduced to a standard MC process on an
infinite oriented graph Gn = (Nn, En). We will first build
the graph Gn and define a MC process on it, and after that
provide a physical motivation for such a reduction. The
reduction (including deriving explicit expressions for the
hopping rates) will be addressed elsewhere.
We will denote the nodes of the two types α ∈ Kn+1
and j ∈ Kn by Greek and Latin letters, respectively. The
nodes of Gn that describe the metastable states of slow
stochastic dynamics are given by Nn = ker ∂n ⊂ Cn(K),
which means that a metastable state n ∈ Nn is an in-
teger vector with the components nj ∈ Z and j ∈ Kn.
The (directed) edges (that belong to En) correspond to
elementary hopping events. The edges are partitioned in
groups labeled by (j, α; pαj) with j ∈ Kn, α ∈ Kn+1, and
pαj ∈ Pαj , i.e., En =
⊔ Enjα,pαj . All elementary hopping
processes that go along the edges of the same group have
the same hopping rate denoted by kαj,pαj . This means that
an elementary process has a beginning j ∈ Kn related to
a metastable state, a “transition’ state α ∈ Kn+1 and a
“pathway” pαj ∈ Pαj that connects the beginning to the
“transition” (a more adequate physical explanation will
be given later in this section). To complete the descrip-
tion of our MC model we should describe all edges that
outgo from any given node. Consider an arbitrary node
n ∈ En and a group Enjα,pαj of edges labeled by (j, α; pαj).
If nj = 0 there are no edges in the group that outgoes from
n. If nj 6= 0 there is exactly one edge that outgo from n.
The node n′, where this unique edge is incoming, can be
described as follows:
n′k = nk −
∑
r∈Pαk
(−1)s(pαj)+s(r)nj ,
n
′ = n− (−1)s(pαj)∂n+1n.
(12)
The sign factor (−1)s(p)+s(r) = ±1 reflects the relative
orientation of the cells Wj ⊂ Wα and Wk ⊂ Wα with re-
spect to Wα. The second relation in Eq. (12) recasts the
first relation using the definition of the boundary operator
[Eq. (11)] and clearly demonstrates the fact that the ho-
mology class of the state [n] is preserved in the described
MC process.
We are now in a position to present the physical mo-
tivation that stands behind the described above MC pro-
cess on the graph Gn. The physical picture is based on
the time scale separation. The initial (fast) relaxation oc-
curs on a finite time scale in the κ → 0 limit. During
the initial relaxation, the initial cycle evolves essentially
deterministically and as a result gets aligned with the n
dimensional cells Wj , while performing weak fluctuations
in a small neighborhood UnX ⊃ K(n) =
⋃
j∈Kn
Wy of the
the n-skeleton K(n) associated with the Morse decompo-
sition of X . After the fast relaxation is completed, the
evolution of the cycle is represented by a sequence of rare
events during which the relevant fragments of the cycle
move along the (n + 1)-cells Wα. Stated more formally,
most of the time the cycle (n-dimensional surface in X)
is restricted to UnX , whereas while performing the rare
transitions the cycle is restricted to a broader subspace
Un+1X ⊃ UnX . Since a transition is rare, it occurs as
an optimal fluctuation (that maximizes the probability of
the event) according to the following scenario. A fluctu-
ation, represented by a Langevin vector field ξ occurs in
the vicinity of a critical point j ∈ Kn that drags a small
fragment of the cycle ζ : N → X located near j ∈ X (the
fragment is typically folded) along the path pαj ∈ Pαj to a
critical point α ∈ Kn+1 that labels a cell Wα attached to
the cellWy . Once the fragment passes the critical point no
more noise is required to complete the transition: the frag-
ment, that has been dragged, acquires intersections with
the paths pαk 6= pαj and, on the time scale of fast relax-
ation, the intersections, typically represented by isolated
points, will relax to the critical points k ∈Wn going along
the paths pαk, mentioned above. As a result the whole
bigger fragment of the cycle that used to be located in a
small neighborhood of Wj will locate itself in the small
neighborhoods of the cells Wk, for all k ∈ Kn such that
Wk ⊂ ∂Wα. Note that during the whole transition the
whole fragment moves along a small neighborhood of the
“transition” (n+ 1)-cell Wα.
The reduced variables n ∈ Nn that characterize the
metastable states and form the nodes of the graph Gn in-
troduced above are of topological nature. They can be
described as follows. Consider a metastable configuration
of our cycle ζ, when it is located in the small neighbor-
hood UnX ⊃ K(n) of the n-skeleton of X . We further
take a critical point j ∈ Kn, look at all components of
our cycle located near Wj (typically the cycle is folded)
and define nj as the number of times the cycle appears in
the neighborhood with the same orientation as Wj minus
the number of times it appears with the opposite orienta-
tion. This can be formulated more precisely by defining
nj as the intersection index of ζ : N → X with the sta-
ble manifold of the critical point j. The transverse size of
UnX , where a metastable cycle is concentrated, is ∼ √κ.
Therefore, if the correlation length of the random field ξ is
large compared to
√
κ (which will always happen for low
enough noise), all components of the cycle will be dragged
through the transition state together. On the other hand,
if the correlation length is small compared to the cell sizes,
the elementary transitions will be restricted to individual
cells Wα. This rationalizes the description in terms of the
reduced topological variables n, as well as the structure of
the elementary transitions, described by Eq. (12).
The fact that the obtained MC process occurs on an
infinite graph reflects the field-theory nature of the orig-
inal problem. We have demonstrated, however, that the
moments of the current distributions, including the sta-
tionary current can be calculated using spectral decompo-
sitions for operators acting in the spaces of states (referred
to as the spaces of correlation functions) associated with
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finite-dimensional manifolds. Naturally such a reduction
is inherited by the MC models, i.e., the moments of the
current distributions can be calculated by using spectral
decompositions in finite-dimensional vector spaces that de-
scribe the corresponding correlation functions.
Let µ(n) be the probability distribution that describes
the MC process on Gn, where it satisfies the appropriate
master equation. We start with the stationary current
that can be expressed in terms of a correlation function
(reduced distribution) that belongs to R(Kn) and is de-
scribed by a vector with the components
ρi =
∑
n
niµ(n) (13)
By calculating the time derivative ρ˙j via applying the full
master equation for µ(n) we obtain, after some straight-
forward transformations, a closed equation for ρ that has
a natural form
ρ˙i =
∑
α∈Kn+1
j 6=i∑
j∈Kn
∑
p∈Pαj
∑
r∈Pαi
kαj,p(−1)s(p)+s(r)ρj
−
∑
α∈Kn+1
∑
p∈Pαi
kαi,pρi .
(14)
The only trick used in deriving Eq. (14) is introducing
the axillary correlation functions
ρ
(j)
i =
nj 6=0∑
n
niµ(n), (15)
and appreciating ρ
(i)
i = ρi.
4. Generated Higher-Dimensional Currents in a
Periodically Driven System on a CW complex
In this section, we develop the necessary tools and give
an explicit integral representation for the average current
density generated per period of driving protocol. Our
method relies on the reduction to the Morse CW com-
plex K of X discussed in the previous section. This is a
generalization of the one-dimensional case, given by writ-
ing the SFP operator in a geometric fashion on the chain
complex of K. We then write the integral representation
of the generated current in terms of two key components,
the solution to Kirchhoff’s network problem and a higher-
dimensional version of the Boltzmann distribution, both of
which are familiar from the classical, one-dimensional case.
In subsection 4.2, we discuss Kirchhoff’s network prob-
lem and its solution, given by application of the aforemen-
tioned theory of pseudo-inverses. The second component
is the Boltzmann distribution, studied in subsection 4.3.
After obtaining both expressions in higher dimensions, we
combine them to yield the desired result in subsection 4.4.
4.1. Integral Representation for the Average Generated
Current
The first goal is to express Eq. (14) in terms of a super-
symmetric Fokker-Planck operator on the CW complex K.
We begin by constructing an adjoint to the boundary map
∂ : Cn(K)→ Cn−1(K) defined in Eq. (11). The boundary
map should be thought of as a discrete analogue of the
divergence operator from calculus, and so the adjoint map
∂† should be thought of as a gradient operator. It is given
by
∂†y′ =
∑
y∈Sn
∑
p∈Pyy′
(−1)s(p)y y ∈ Sn−1 . (16)
Both ∂ and ∂† are useful operators for our formulation
since their definitions are orientation-independent. Fur-
thermore, they provide concise definitions of the average
current density.
All that remains for the SFP operator are the rates of the
process. We are focused with the case when the transition
rates satisfy detailed balance at each moment in time. We
write them in Arrhenius form
kiα,p(t) = e
−κ−1(Wα(t)−Ei(t)) , (17)
where kiα,p is the rate of hopping along the pathway
p, starting at cell i, and transitioning over α. We en-
corporate these rates as linear operators by defining di-
agonal matrices Eˆ(t) = diag(E1(t), . . . , E|Kd−1|(t)) and
Wˆ (t) = diag(W1(t), . . . ,W|Kd|(t)). These definitions com-
bine to allow us to define the SFP operator on C•(K) as
Hˆ(γ(t)) := ∂e−κ
−1Wˆ (t)∂†eκ
−1Eˆ(t) . (18)
It is a straightforward application of the above definitions
to verify that Hˆρ coincides with the r.h.s. of Eq. (14).
Therefore, we succinctly recast Eq. (14) as
Hˆ(t)ρ(t) = ρ˙(t) , (19)
resembling the Fokker-Planck equation from Langevin dy-
namics. Furthermore, this serves as a discrete analog to
the SFP equation considered in [6].
We are primarily interested in the average current den-
sity over many periods of the driving protocol. The aver-
age current density Q is given by
Q(γ(t)) =
1
N
∫ NτD
0
dt J(t) , N ≫ 0. (20)
There is an obvious adiabatic theorem which holds true
in this generalized setting. It has been treated mathemat-
ically in [8], and states that a periodic solution to the SFP
equation exists and is unique. Furthermore, in the adia-
batic limit, this solution tends to the Boltzmann distribu-
tion. The remainder of this section is devoted to showing
Eq. (7) is valid. An explicit formula for both A and ρB
will be given in the next two subsections. Combining these
two pieces, we obtain the desired formula
Q(γ(t)) =
∫ 1
0
dτA(τ)ρ˙B (τ) , τD →∞ , (21)
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where we have expressed the quantities in terms of dimen-
sionless time τ = t/τD.
4.2. Higher-Dimensional Network Kirchhoff Theorem
The classical Kirchhoff problem aims to find the unique
current in a resistive network given some initial current.
The higher dimensional network problem asks the analo-
gous question for CW complexes of arbitrary dimension.
The higher dimensional Kirchhoff problem, i.e. con-
structing a solution A = A
Wˆ (t),κ to Eq. (5), is solved
by introducing the discrete counterpart to the continuous
pseudo-inverse introduced in [6], which acts on (d − 1)-
boundaries to produce d-chains. We will write down the
operator A explicitly in terms of higher dimensional span-
ning trees, introduced in subsection 2.1 (we omit the de-
pendence of A on Wˆ (t) and κ in what follows). Fix a
spanning tree T , and define an operator AT as follows. By
definition, every boundary in X is the boundary of some-
thing in T . Or in symbols, for every b = ∂α ∈ Cd−1(X ;R),
there is a unique d-chain in T , AbT , so that ∂A
b
T = b. Define
AT (b) = A
b
T . The solution to Kirchhoff’s higher dimen-
sional network theorem is then given by taking a weighted
sum of such operators, indexed over the set of all spanning
trees. The final form the operator takes is
A = 1∆
∑
T
wTAT , (22)
where wT is the weight of a tree, as defined in subsec-
tion 2.2, and ∆ =
∑
T wT . It is straightforward to verify
that this definition of A verifies the criteria of Eq. (5).
The first property follows directly from the definition of
AT , and the second follows by noting that A is self-adjoint
with respect to the inner product of Eq. (6).
The operator AT has been given in a geometric fashion
in terms of unique chains in the spanning tree T . This is a
direct generalization of the Kirchhoff theorem for graphs,
or one-dimensional complexes. In this case, the operator
AT sends a boundary, say given by a difference of vertices
j − i, to the unique path in the (ordinary) spanning tree
T from i to j. In fact, the unique current in a resistive
network, i.e. a solution to Kirchhoff’s problem on graphs,
is given by Eq. (22).
4.3. Higher-Dimensional Boltzmann Distributions and
Kirchhoff Co-Tree Theorem
The other key ingredient needed for Eq. (21) is the
higher dimensional Boltzmann distribution. This is a di-
rect generalization of the classical distribution from statis-
tical mechanics.
The higher dimensional Boltzmann problem (also known
in topology as the Hodge decomposition problem) is to find
an explicit cycle representative for any homology class.
The Boltzmann distribution can be written explicitly in
terms of spanning co-trees, introduced in subsection 2.2.
By their definition, within each co-tree we can find a
unique cycle representative for each homology class of X .
Therefore, for each spanning co-tree L, define ψL([γ]) to
be the unique cycle representative of [γ] in L. We then
take a weighted sum over these operators to obtain
ρB =
1
Λ
∑
L
τLψL , (23)
where τL is the weight of the spanning co-tree L as in
subsection 2.2 and Λ =
∑
L τL. As previously mentioned,
this problem (and its solution) are dual to the Kirchhoff
problem, so the same proof used there applies here. A
rigorous proof of this fact without duality was given in [7]
using pseudo-inverses.
An important case to keep in mind is the familiar one
of a graph, or one-dimensional CW complex. In this case,
the spanning co-trees are given by the vertices, cL = 1,
and each vertex x is then weighted with τx = e
−βEx . In
this case, Eq. (23) becomes
ρB =
∑
x∈X0
e−βEx · x∑
x∈X0
e−βEx
, (24)
reproducing the famous distribution.
4.4. Low-Temperature Adiabatic Limit: Explicit Expres-
sion for the Generated Current
We are now in a position to verify Eq. (21). The equiva-
lence between the expressions given in Eq. (4) and Eq. (7)
can be seen by a straightforward argument. Consider the
set of all d-chains ν ∈ Cd(X ;R) such that
∂ν = ρ˙ , (ν, z)
Wˆ (τ),κ = 0 , (25)
for every z ∈ Zd(K). First, it is clear that any ν satisfying
these two conditions must be unique. If ν and ν′ were
both solutions, then the first condition of Eq. (25) implies
∂(ν− ν′) = 0, so that ν− ν′ would be a cycle. The second
condition then implies ν − ν′ to be orthogonal to itself,
forcing ν = ν′. It remains to show that the each of the
aforementioned expressions satisfy these two criteria, after
which the proof shall be complete. For Eq. (4), the two
conditions are verified in precisely the same manner as in
the continuous case (Eqs. (56) and (57) in [6]). For Eq. (7),
both conditions are readily verified by the definition of A
in Eq. (5).
5. Low-Temperature Adiabatic Limit: Quantiza-
tion of Generated Currents
We now state and prove the main result on the current
generated under a multi-dimensional Langevin process: ra-
tional quantization. The quantization relies on restricting
to the generic set of very non-degenerate driving proto-
cols, defined in subsection 2.2. This restriction allows for
a clear analysis in terms of two distinct types of segments
of the driving protocol. We take the adiabatic limit for
the remainder of this section, so that N →∞.
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On a segment of type W , only the W parameters are
changing, and the functional E is constant. With these
parameters, the evolving fragment will remain fixed and
no current will be generated. This can be seen explicitly
in Eq. (21), by noting that if E is fixed, then ρ˙B → 0 and
κ→ 0:
lim
κ→0
Q =
∫ b
a
dτAρ˙B = 0 . (26)
On a type E segment, the functional E is varying andW
is fixed. It is with these parameters that average current
density can be generated. Even more, on an individual
type E segment, the average current density is determined
by the driving protocol at the end points. In the limit as
κ → 0, the linear map A → AT , where T is determined
uniquely to be the tree which minimizes
∑
α∈T
W (α) . (27)
Therefore, in the low-noise limit, we have
lim
κ→0
Q = lim
κ→0
∫ d
c
dτAρ˙B
= AT
∫ d
c
dτρ˙B
= AT (ψL(d) − ψL(c)) ,
(28)
where L(c) and L(d) are the unique spanning co-tree at
their corresponding values of driving protocol. As pre-
viously mentioned, each of these individual pieces are
weighted with only rational numbers. Summing over all
alternations of segments, the average current density will
only take on rational numbers or the value 0. Therefore,
the average current density will be a rational number in the
low-temperature, adiabatic limit, completing the proof.
Although the process we have been describing through-
out this text is inherently stochastic, the low-temperature,
adiabatic limit allows us to provide an intuitive, albeit
overly simplified, picture from the viewpoint of average
current density. Suppose the parameters are varying by
starting at a segment of type E, then type W , then back
to E. On each type E segment, there is a preferred span-
ning co-tree; call them L and L′, respectively. On the
type W segment, there is a unique spanning tree T . By
the defining properties of spanning trees, they contain all
spanning co-trees; in particular, T contains both L and L′.
On the initial type E segment, the evolving cycle tends to
L, where it will remain with an overwhelming probability.
As the driving protocol transitions to the typeW segment,
the cycle will begin to fluctuate in the spanning tree T . It
will continue evolving in T , with its motion restricted to
the subcomplex AL−L
′
T , until it gets to L
′, where it will re-
main again with overwhelming probability until the next
transition.
6. Discussion and Path Forward
We have extended the concept of currents and fluxes,
generated in non-equilibrium (driven) stochastic processes
to higher dimensions. This has been done for both the con-
tinuous [6] and discrete cases. In the continuous case the
higher-dimensional current characterizes the same process
as the standard stochastic currents, i.e., Langevin stochas-
tic dynamics on a manifold X (of arbitrary dimension
dim(X) = m) with inhomogeneous noise.
The results on discrete stochastic models, associated
with CW complexes that are presented in this manuscript,
focus on the periodic driving case with emphasis on the
adiabatic driving limit, and special emphasis on the ef-
fect of quantization of stochastic currents in the low-
temperature adiabatic limit, the effect that in the case
of graphs has been observed experimentally [22, 34, 2, 27]
and established theoretically [12, 13] in our earlier work.
We cannot overly emphasize that, as opposed to the
continuous case [6], the discrete setting for stochastic
fluxes brings in a new class of discrete stochastic mod-
els, which are associated with CW complexes, rather than
just graphs. The models associated with CW complexes
apparently look like a very artificial and unnatural gen-
eralization of Markov chain processes on graphs. On the
other hand, the higher-dimensional fluxes, despite need-
ing a variety of mathematical techniques (that are not
very traditional in the chemical physics community) to
be properly handled, are conceptually very simple. One
deals with the same class of Langevin processes, with the
only difference that the new observables are associated
with stochastic trajectories of extended objects, namely
higher-dimensional cycles. Alternatively, discrete models
deal with finite-dimensional vector spaces of states and
thus are advantageous computationally. This is one of the
reasons why we spent so much effort and a variety of tech-
niques on considering the continuous models (sections (2)
and (3) in the prequel [6]) so that in section 3 we were
able to derive the CW complex models, interpreting them
as a computational tool for treating higher-dimensional
currents/fluxes in continuous spaces.
The main result presented in this paper, namely, ra-
tional quantization of higher dimensional currents in the
low-temperature adiabatic limit, has been achieved by ap-
plying the following key steps.
(i) We started with deriving an expression for the av-
erage flux in the adiabatic limit that generalizes the ex-
pression, obtained in our earlier work for Markov periodic
processes on graphs, and can be also interpreted as the dis-
crete counterpart of Eq. (36) of [6], the latter describing
the flux in the continuous case. The derivation is straight-
forward and follows the lines of the similar derivation pre-
sented in the first manuscript.
(ii) In the graph case the Boltzmann distribution is
known explicitly, whereas the pseudo-inverse that solves
the Kirchhoff problem is expressed as a weighted sum over
the spanning trees of the graph. In the CW complex case
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it was not obvious what an adequate definition of a span-
ning tree was, since various definitions have been presented
in the literature. Besides, identifying an explicit formula
for higher-dimensional Boltzmann distributions appeared
to be a much less tractable problem. We have made a
surprising observation that the Kirchhoff problem and the
problem of identification of the Boltzmann distribution are
in fact dual to each other, and can be both treated as find-
ing a proper pseudo-inverse. We found a theorem in linear
algebra, which seems not to be a part of common knowl-
edge, applied it to both problems, which allowed to identify
the adequate notions for spanning trees and co-trees, the
latter being objects naturally appearing in representing
the pseudo-inverse for the Boltzmann problem.
(iii) We further expressed the coefficients in front of the
spanning trees and co-trees in the aforementioned weighted
sums over the trees and co-trees, respectively, in terms of
topological invariants of the CW complex and its trees
and co-trees, which resulted in a formula, expressed in
completely topological terms.
(iv) Finally we applied the low-temperature limit, re-
sulting in a purely topological formula that generalizes
the expression for Markov chain processes on graphs to
the CW complex case. It needs to be stressed that as
opposed to integer quantization in the graph case, in a
generic situation quantization is rational for CW complex
models. Formally it occurs due to additional factors in
denominators of the coefficients in front of the spanning
trees and co-trees in the higher-dimensional Kirchhoff tree
and co-tree theorems, that are due to the torsion (finite
cyclic) subgroups of the relevant homology groups of the
CW complex, and its relevant spanning tress and co-trees.
The additional complexity of rational quantization can
be addressed starting from the discrete CW-models. The
nontrivial nature of the higher-dimensional case shows up
in discrete model in a less nasty way. We still have a
closed equation for the probability distribution, which can
be efficiently twisted, however the closed equation involves
the infinite-dimensional Hilbert space of states, associated
with the infinite graph, introduced in section 3. On the
other hand, in many cases dynamics that involves Hilbert
spaces can be efficiently studied, using e.g., spectral meth-
ods. In either case, we see that that dimension of the
stochastic trajectory is responsible for the additional com-
plexity and not the underlying configuration space.
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