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Abstract
In this paper, we mainly study the generator bases of the prime module determined by the global conformality condition of
multivariate spline over star cross-cut partition. The results can help us to get the dimension and construct the spline bases for
multivariate spline space over cross-cut partition, quasi-cross-cut partition, and super-cross-cut partition.
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1. Introduction
Essentially, a spline is a piecewise polynomial with certain smoothness. Nowadays, it has been widely applied
in many fields, such as numerical approximation, finite element, computational geometry and so on. The study of
univariate splines began in the 1930s, and the theory of the univariate spline has been developed to be a perfect theory
system up to now.
In 1975, by using the methods of function theory and algebraic geometry, the first author established the so-called
“smoothing cofactor conformality method” [1,2] to study the basic theory on multivariate spline for any partition.
Making use of this method, any problem on a multivariate spline can be studied by transferring it into an equivalent
algebraic problem. The global conformality condition is equivalent to a prime module over polynomial ring R[x, y].
In fact, the global conformality condition can be regarded as a homogeneous algebraic system of linear equations
with the unknowns of the smoothing cofactors, and its solutions form a prime module over R[x, y]. Z.X. Luo studied
the theory of generator bases of prime module over ring K [X ] [3,4], and gave a mechanical approach to obtain the
generator bases by using a new reduced criterion. The approach simplified the traditional Gro¨bner approach.
In this paper, based on the previous results, we present a computing method for the generator bases of prime
module determined by the multivariate spline over star cross-cut partition. Our method is different from the mechanical
approach in [3,4], and simple and convenient. The results can help us to deal with various problems of multivariate
spline space over any cross-cut partition.
This paper is organized as follows: In Section 2, for the sake of integrity, we introduce the so-called “smoothing
cofactor conformality method” and the general theory of multivariate spline. Taking into account that a cross-cut
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partition over a domain can be regarded as the splice and refinement of some star cross-cut partitions and some cross-
cut partitions generated by only one cross-cut line over the same domain, in Section 3, we compute the generator
bases of the prime module determined by the multivariate spline over star cross-cut partition. In the last two sections,
we generalize the results to the general cross-cut partitions, we obtain the dimensions of multivariate spline spaces
over any cross-cut partitions and construct their spline bases.
2. General theory of multivariate spline
Let D be a domain in R2, Pk the collection of the bivariate polynomials with real coefficients and total degree ≤ k:
Pk :=
{
p =
k∑
i=0
k−i∑
j=0
ci j x i y j | ci j is a real value
}
.
Using finite number of irreducible algebraic curves to divide the domain D, we get a partition of the domain D which
is denoted by∆. The sub-domains D1, D2, . . . , DN are called the “cells”. These line segments that form the boundary
of each cell are called the “edges”, and if the inner of an edge belongs to the inner of the domain, then it is called an
interior edge, otherwise is called a boundary edge. Intersection points of the edges are called the “vertices”. If two
vertices are two end points of a single edge, then these two vertices are called the adjacent vertices. The vertices in
the inner of the domain are called interior vertices, otherwise they are called boundary vertices. The union of all the
cells with a certain vertex V as a common vertex is called an incidence domain or a star shape domain of the vertex
V relative to the partition ∆, denoted by St(V ). The multivariate spline space with degree k and smoothness µ over
the domain D with respect to the partition ∆ is defined as follows:
Sµk (∆) := {s ∈ Cµ(D)|s|Di ∈ Pk, i = 1, . . . , N }.
Theorem 2.1 ([1,2]). Let the representation of z = s(x, y) on the two arbitrary adjacent cells Di and D j be
zi = pi (x, y) and z j = p j (x, y),
where pi (x, y), p j (x, y) ∈ Pk . In order to let s(x, y) ∈ Cµ(Di ∪ D j ), if and only if there is a polynomial
qi j (x, y) ∈ Pk−(µ+1)d , such that
pi (x, y)− p j (x, y) = [li j (x, y)]µ+1 · qi j (x, y),
where li j (x, y) ∈ Pd is an irreducible algebraic polynomial and Γi j : li j (x, y) = 0 is the common interior edge of
Di and D j .
The polynomial factor qi j (x, y) in Theorem 2.1 is called the smoothing cofactor on the interior edge Γi j : li j (x, y) = 0
from Di to D j . For any interior vertex A, define the Conformality Condition at A by∑
A
[li j (x, y)]µ+1 · qi j (x, y) ≡ 0, (1)
where
∑
A presents the summation of all interior edges around A counterclockwise, and qi j (x, y) is the smoothing
cofactor on Γi j . Let A1, . . . , AM be the interior vertices in ∆, the Global Conformality Condition is∑
Av
[li j (x, y)]µ+1 · qi j (x, y) ≡ 0, v = 1, . . . ,M. (2)
Theorem 2.2 ([1,2]). Let ∆ be any partition of D. The multivariate spline s(x, y) ∈ Sµk (∆) exists, if and only if for
every interior edge, there exists a smoothing cofactor of the s(x, y), and satisfies the global conformality condition (2).
Theorem 2.2 shows that there is a radical difference between multivariate spline function and univariate spline
function. Consequently, how to efficiently resolve the homogeneous system of linear equations or the prime module
determined by the global conformality condition (2) becomes the key issue for multivariate spline.
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Fig. 1. Cross-cut partition∆.
Fig. 2. The decomposition of the cross-cut partition in Fig. 1:∆1L ,∆
∗
A ,∆
∗
B ,∆
∗
C .
Multivariate spline over cross-cut partition is valuable not only in theoretical research but also in practical
applications. By using “smoothing cofactor conformality method”, people have established many results on it. In
Refs. [2] and [5], the authors transferred the global conformality condition (2) into a huge homogeneous system of
linear equations with the unknowns of the coefficients of the smoothing cofactors, got the dimension of the multivariate
spline space over cross-cut partition and constructed spline bases for it. The aim of this paper is to transfer the global
conformality condition (2) into a prime module M over R[x, y], and to obtain its generator bases. Hence a new
effective approach for studying the multivariate spline has been shown.
3. Multivariate spline space over cross-cut partition
A cross-cut partition ∆ over a domain D can be regarded as the splice and refinement of some star cross-cut
partitions ∆∗V and some cross-cut partitions ∆1L generated by only one cross-cut line over the same domain, where
∆∗V is a special cross-cut partition cut only by the lines passing through V of the original partition ∆, ∆1L is another
kind of cross-cut partition cut by only one line L not passing through any vertices, see Figs. 1 and 2, hence it is
valuable to study first multivariate spline space over star cross-cut partition.
3.1. Multivariate spline space over star cross-cut partition
Firstly we study the multivariate spline space Sµk (∆
∗
V ) over star cross-cut partition ∆
∗
V , see Fig. 3a. Label all
interior edges in a counterclockwise ordering, i.e.: L1, L2, . . . , Ln , Ln+1, . . . , L2n . These 2n interior edges lie on
n lines with different slopes, i.e.: li := li (x, y) = ln+i (x, y), i = 1, 2, . . . , n. Let qi (x, y) (i = 1, 2, . . . , 2n) be
the smoothing cofactors on the interior edges and Q = (q1(x, y), q2(x, y), . . . , q2n(x, y)), Qi (i = 1, 2, . . . , n) a
2n-dimensional constant polynomial vector whose i th element is 1, (n + i)th element is −1 and the other elements
are zero, i.e.:
Q1 = (1, 0, 0, . . . , 0,−1, 0, 0, . . . , 0),
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Fig. 3a. Star cross-cut partition∆∗V .
Q2 = (0, 1, 0, . . . , 0, 0,−1, 0, . . . , 0),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Qn = (0, 0, 0, . . . , 1, 0, 0, 0, . . . ,−1).
Select the cell between Ln, Ln+1 as “source cell”. Every line li cuts the domain D into two sub-domains: the sub-
domain covering the source cell is called the left side of li and the other sub-domain is called the right side of
li .
From (1) we have:
2n∑
i=1
qi (x, y)[li (x, y)]µ+1 ≡ 0. (3)
Select the smoothing cofactors on the interior edges especially; we obtain some special splines, which form some
special sub-spaces of the multivariate spline space Sµk (∆
∗
V ).
1. Let qi (x, y) = 0, i = 1, 2, . . . , 2n. Every interior edge is void, so splines established in this way are degenerate
over the domain D, they form a proper sub-space Pk of S
µ
k (∆
∗
V ), and dim Pk =
(
k + 2
2
)
.
2. For every i (1 ≤ i ≤ n), let qi (x, y) = −qn+i (x, y) = 1, q j (x, y) = 0, j 6= i, n+ i . So all interior edges, except li
and ln+i , are void, and the partition∆∗V degenerates to be∆1li . Q
i generates a sub-module Mi of the prime module
M . If we restrict the degrees of the vectors≤ k−µ−1 in Mi , then we get a linear space Vi . The splines determined
by the smoothing cofactors chosen from Vi are semi-degenerate. Consider the splines s(x, y) satisfying:
s1(x, y) = 0, s2(x, y) = qi (x, y)[li (x, y)]µ+1,
where s1(x, y), s2(x, y) are the representation of s(x, y) on the left side and the right side of li respectively,
qi (x, y) ∈ Pk−µ−1. These splines make up of a proper sub-space T Sµk (∆1li ) of S
µ
k (∆
∗
V ), which is called Truncated
Power Spline Space [6]. Its spline bases are:
{s|s1(x, y) = 0, s2(x, y) = xa yb[li (x, y)]µ+1, 0 ≤ a + b ≤ k − µ− 1},
and dim T Sµk (∆
1
li ) = dim Pk−µ−1 =
(
k − µ+ 1
2
)
.
3. Let q j (x, y) = 0 ( j = n + 1, n + 2, . . . , 2n), then the partition ∆∗V degenerates to be a cone partition ∆∗cone, see
Fig. 3b. And (3) becomes:
n∑
i=1
qi (x, y)[li (x, y)]µ+1 ≡ 0. (4)
The splines, whose representation on the source cell is zero and the smoothing cofactors satisfying: q j (x, y) =
0, j = n + 1, n + 2, . . . , 2n and Eq. (4), are also made up of a proper sub-space CSµk (∆∗cone) of Sµk (∆∗V ),
which is called Cone Spline Space [6]. The dimension of this sub-space heavily depends on the solution space
of the homogeneous system of linear equations determined by (4). Since the elements of coefficient matrix
of the homogeneous system of linear equations derived from (4) are binomial coefficients, making use of
R.-H. Wang, F.-G. Lang / Computers and Mathematics with Applications 54 (2007) 415–426 419
Fig. 3b. Cone partition∆∗cone.
the elimination method and the relation between binomial coefficients, the first author obtained a formula of
dim CSµk (∆
∗
cone) [2].
Lemma 3.1 ([2]).
dim CSµk (∆
∗
cone) := dµk (n) =
1
2
(
k − µ−
[
µ+ 1
n − 1
])
+
·
(
(n − 1)k − (n + 1)µ+ (n − 3)+ (n − 1)
[
µ+ 1
n − 1
])
, (5)
where [x] is the integers part of x and u+ = max(0, u).
The spline bases of CSµk (∆
∗
cone) have consanguineous relations with the smoothing cofactors qi (x, y) on L i (i =
1, 2, . . . , n). We will compute in detail the generator bases for the special prime module determined by (4) in the
next subsection. The computing method is different from the mechanical approach in Refs. [3] and [4], simple and
convenient.
From the above discussion, we have obtained n + 2 proper sub-spaces of Sµk (∆∗V ) and the intersection of an
arbitrary two of these sub-spaces is null-space. By the basic representation theorem of multivariate spline [1,2], for
∀s(x, y) ∈ Sµk (∆∗V ), we have:
s(x, y) = s0(x, y)+ qn+1(x, y)lµ+11,+ (x, y)+ qn+2(x, y)lµ+12,+ (x, y)+ · · · + q2n(x, y)lµ+1n,+ (x, y)+ Scone(x, y),
where s0(x, y) is the representation of s(x, y) on source cell, qn+i (x, y)lµ+1i,+ (x, y) ∈ T Sµk (∆1li ) is truncated spline,
Scone(x, y) ∈ CSµk (∆∗cone) is cone spline, lµ+1i,+ (x, y) is a spline whose representation is 0 on the left side of li and is
lµ+1i (x, y) on the right side of li . And the smoothing cofactors of s(x, y) on L i are qi (x, y) (i = 1, 2, . . . , 2n) and the
smoothing cofactors of Scone(x, y) on L i are qi (x, y)+ qn+i (x, y) (i = 1, 2, . . . , n). So Sµk (∆∗V ) is the direct sum of
these n + 2 proper sub-spaces. We have:
Theorem 3.1. The dimension of multivariate spline space Sµk (∆
∗
V ) over star cross-cut partition ∆
∗
V is:
dim Sµk (∆
∗
V ) =
(
k + 2
2
)
+ n
(
k − µ+ 1
2
)
+ dim CSµk (∆∗cone),
and the spline bases of Sµk (∆
∗
V ) is the union of the spline bases of Pk , TS
µ
k (∆
1
l ) and CS
µ
k (∆
∗
cone).
3.2. Generator bases of prime module M over star cross-cut partition ∆∗V
In the last subsection, we used the ideas of module and direct decomposition of linear space to study the multivariate
spline space Sµk (∆
∗
V ) over star cross-cut partition ∆
∗
V , avoiding the difficulty of solving a huge homogeneous system
of linear equations. In this subsection, we compute the generator bases of the prime module M over the star cross-
cut partition ∆∗V . We first compute the generator bases of the prime module M0 determined by (4). In (4), the case
of n = 2 is simple. Assume n ≥ 3 in the rest of this subsection. Since the slopes of the concurrent lines li (x, y)
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(i = 1, 2, . . . , n) are pairwise different, let: li (x, y) = l1(x, y) + ki l2(x, y), i = 3, 4, . . . , n, where nonzero ki are
also pairwise different.
3.2.1. The case of n ≥ µ+ 2
First assume qi := qi (x, y) be constant polynomial, (4) becomes:
q1l
µ+1
1 + q2lµ+12 + q3(l1 + k3l2)µ+1 + · · · + qn(l1 + knl2)µ+1 ≡ 0, (6)
it is also:(
q1 +
n∑
i=3
qi
)
lµ+11 +
(
q2 +
n∑
i=3
kµ+1i qi
)
lµ+12 +
µ∑
j=1
(
C jµ+1
n∑
i=3
k ji qi
)
lµ+1− j1 l
j
2 ≡ 0, (7)
where C jµ+1 =
(
µ+ 1
j
)
. By the linear independence of {lµ+1− j1 l j2 , j = 0, 1, . . . , µ+1}, we get a homogeneous system
of linear equations A1q = 0 with unknowns of qi ’s, and the coefficient matrix A1 of order (µ+ 2)× n is:
1 0 1 1 · · · 1
0 1 kµ+13 k
µ+1
4 · · · kµ+1n
0 0 C1µ+1k3 C1µ+1k4 · · · C1µ+1kn
0 0 C2µ+1k23 C2µ+1k24 · · · C2µ+1k2n
· · · · · · · · · · · · · · · · · ·
0 0 Cµµ+1k
µ
3 C
µ
µ+1k
µ
4 · · · Cµµ+1kµn
 .
When n > µ + 2, since nonzero ki ’s are pairwise different, we know A1 is row full rank, so the dimension of the
solution space of A1q = 0 is n − µ− 2. Let qµ+3, qµ+4, . . . , qn be the free variables, we get a basic solution system
of A1q = 0:
η1 = (q1,1, q2,1, . . . , qµ+2,1, 1, 0, . . . , 0),
η2 = (q1,2, q2,2, . . . , qµ+2,2, 0, 1, . . . , 0),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
ηn−µ−2 = (q1,n−µ−2, q2,n−µ−2, . . . , qµ+2,n−µ−2, 0, 0, . . . , 1),
which are the generator bases of the prime module M0, and generate a proper sub-module M1 of M0:
M1 = {Qµ+3(x, y)η1 + Qµ+4(x, y)η2 + · · · + Qn(x, y)ηn−µ−2},
where Qµ+3(x, y), Qµ+4(x, y), . . . , Qn(x, y) are the free smoothing cofactors on Lµ+3, Lµ+4, . . . , Ln . And
the smoothing cofactors on L1, L2, . . . , Lµ+2 will be determined when these free smoothing cofactors are
fixed.
Since ηi (i = 1, 2, . . . , n − µ − 2) only generate a proper sub-module M1 of M0, so it is necessary to seek
the else generator bases. Assume q = (q1(x, y), q2(x, y), . . . , qn(x, y)) be a polynomial vector of degree 1. Since
qµ+3, qµ+4, . . . , qn are free variables in ηi (i = 1, 2, . . . , n−µ−2), let qµ+3(x, y) = qµ+4(x, y) = · · · = qn(x, y) =
0, and qi (x, y) := αi l1 + βi l2 = αi l1(x, y)+ βi l2(x, y) (i = 1, 2, . . . , µ+ 2). (4) becomes:
(α1l1 + β1l2)lµ+11 + (α2l1 + β2l2)lµ+12 + (α3l1 + β3l2)(l1 + k3l2)µ+1
+ · · · + (αµ+2l1 + βµ+2l2)(l1 + kµ+2l2)µ+1 ≡ 0.
By the linear independence of {lµ+2− j1 l j2 , j = 0, 1, 2, . . . , µ+ 2}, we get a homogeneous system of linear equations
A2X = 0 with unknowns of αi , βi , and the coefficient matrix A2 of order (µ+ 3)× (2µ+ 4) is also row full rank:
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1 0 0 0 1 0 1 0 · · · 1 0
0 1 0 0 C1µ+1k3 1 C1µ+1k4 1 · · · C1µ+1kµ+2 1
0 0 1 0 kµ+13 C
µ
µ+1k
µ
3 k
µ+1
4 C
µ
µ+1k
µ
4 · · · kµ+1µ+2 Cµµ+1kµµ+2
0 0 0 1 0 kµ+13 0 k
µ+1
4 · · · 0 kµ+1µ+2
0 0 0 0 C2µ+1k23 C1µ+1k3 C2µ+1k24 C1µ+1k4 · · · C2µ+1k2µ+2 C1µ+1kµ+2
0 0 0 0 C3µ+1k
3
3 C
2
µ+1k23 C3µ+1k
3
4 C
2
µ+1k24 · · · C3µ+1k3µ+2 C2µ+1k2µ+2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 Cµµ+1k
µ
3 C
µ−1
µ+1k
µ−1
3 C
µ
µ+1k
µ
4 C
µ−1
µ+1k
µ−1
4 · · · Cµµ+1kµµ+2 Cµ−1µ+1kµ−1µ+2

.
Let β3, β4, . . . , βµ+2, αµ+2 be the free variables, we get (2µ+ 4)− (µ+ 3) = µ+ 1 linearly independent solutions
of the solution space of A2X = 0, i.e.:
γi = (α1,i , β1,i , α2,i , β2,i , . . . , αµ+2,i , βµ+2,i ), i = 1, 2, . . . , µ+ 1.
So the generator bases of M0 determined by γi are:
εi = ((α1,i l1 + β1,i l2), (α2,i l1 + β2,i l2), . . . , (αµ+2,i l1 + βµ+2,i l2), 0, 0, . . . , 0).
And the proper sub-module M2 of M0 generated by ε1, ε2, . . . , εµ+1 is:
M2 = {P3(x, y)ε1 + P4(x, y)ε2 + · · · + Pµ+2(x, y)εµ + Rµ+2(x, y)εµ+1}.
From the above discussion, we have: M0 = M1 ⊕ M2. Restrict the degrees of polynomial vectors ≤ k −
µ − 1 in M0,M1 and M2, we get three linear spaces V0, V1 and V2. It requires that the degrees of
Qµ+3(x, y), Qµ+4(x, y), . . . , Qn(x, y) ≤ k−µ−1 and the degrees of P3(x, y), P4(x, y), Pµ+2(x, y), Rµ+2(x, y) ≤
k − µ− 2. We also have: V0 = V1 ⊕ V2 and
dim V1 = (n − µ− 2)
(
k − µ+ 1
2
)
, dim V2 = (µ+ 1)
(
k − µ
2
)
.
So we get: dim V0 = dim V1+dim V2 = (n−µ−2)
(
k − µ+ 1
2
)
+(µ+1)
(
k − µ
2
)
= 12 (k−µ)((n−1)k−(n+1)µ+n−3),
which accords with Lemma 3.1. In fact, we can incorporate the case of n = µ+ 2 into the case of n > µ+ 2.
Theorem 3.2. If n ≥ µ + 2, then the generator bases of the prime module M0 determined by (4) are composed
of n − µ − 2 polynomial vectors of degree 0: η1, η2, . . . , ηn−µ−2, and µ + 1 polynomial vectors of degree 1:
ε1, ε2, . . . , εµ+1.
3.2.2. The case of n ≤ µ+ 1
From the above discussion, we know the prime module M0 has no constant vector generator bases when n ≤ µ+1
(n ≥ 2). Let x be the lowest degree of the polynomial vectors in M0, we get an inequality:
n(x + 1) > µ+ 2+ x,
equally:
x >
µ+ 1
n − 1 − 1.
Set µ+ 1 = r(n − 1)+ l, where 0 ≤ l < n − 1, we get x ≥ r . Hence, the degrees of the smoothing cofactors are at
least r . Set q j = α0j lr1 + α1j lr−11 l2 + · · · + αrj lr2 ( j = 1, 2, . . . , n) and substitute them in (4), we get:
r∑
i=0
αi1l
µ+1+r−i
1 l
i
2 +
r∑
i=0
αi2l
r−i
1 l
µ+1+i
2 +
n∑
j=3
(
r∑
i=0
αij l
r−i
1 l
i
2
(
µ+1∑
s=0
Csµ+1k
s
j l
µ+1−s
1 l
s
2
))
≡ 0.
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By the linear independence of {lµ+r+1− j1 l j2 , j = 0, 1, 2, . . . , µ + r + 1}, we get a homogeneous system of linear
equations B1X = 0 with unknowns of αij ’s. Split the (µ+ 2+ r)× n(r + 1) order coefficient matrix B1 into blocks:Er+1 0 ∗ ∗ · · · ∗0 Er+1 ∗ ∗ · · · ∗
0 0 D3 D4 · · · Dn
 ,
where Er+1 is the identity matrix of order (r + 1) and
Di =

Cr+1µ+1k
r+1
i C
r
µ+1kri · · · C1µ+1ki
Cr+2µ+1k
r+2
i C
r+1
µ+1k
r+1
i · · · C2µ+1k2i
· · · · · · · · · · · ·
Cµµ+1k
µ
i C
µ−1
µ+1k
µ−1
i · · · Cµ−rµ+1kµ−ri

(µ−r)×(r+1)
.
B1 is row full rank. Let αrl+2, αrl+3, . . . , αrn be the free variables, we get n(r + 1)− (µ+ 2+ r) = n − l − 1 linearly
independent solutions of the solution space of B1X = 0, i.e.:
ξi = (α01,i , α11,i , . . . , αr1,i , α02,i , α12,i , . . . , αr2,i , . . . , . . . , α0n,i , α1n,i , . . . , αrn,i , ), i = 1, 2, . . . , n − l − 1.
So the generator bases of M0 determined by ξi are:
θi =
(
r∑
j=0
α
j
1,i l
r− j
1 l
j
2 ,
r∑
j=0
α
j
2,i l
r− j
1 l
j
2 , . . . ,
r∑
j=0
α
j
n,i l
r− j
1 l
j
2
)
, i = 1, 2, . . . , n − l − 1.
And the sub-module M ′1 generated by θ1, θ2, . . . , θn−l−1 is:
M ′1 = {U1(x, y)θ1 +U2(x, y)θ2 + · · · +Un−l−1(x, y)θn−l−1}.
When l = 0, M ′1 = M0; and while l 6= 0, M ′1 is a proper sub-module of M0. It is necessary to seek the polynomial
vector generator bases of degree r + 1. Since l1lr2 and lr+12 can be generated by lr2 , and αrl+2, αrl+3, . . . , αrn are free
variables, let:
qi = β0i lr+11 + β1i lr1l1 + · · · + βr+1i lr+12 , i = 1, 2, . . . , l + 1;
qi = β0i lr+11 + β1i lr1l1 + · · · + βr−1i l21lr−12 , i = l + 2, l + 3, . . . , n.
Substituting them in (4) and using the same technique with the above discussed cases, by the linear independence of
{lµ+r+2− j1 l j2 , j = 0, 1, 2, . . . , µ+ r +2}, we get a homogeneous system of linear equations B2X = 0 with unknowns
of β ij ’s. The coefficient matrix B2 is (µ+ r + 3)× [n(r + 2)− 2(n − l − 1)]; partition it into blocks:Er+2 0 ∗ ∗ · · · · · · · · · ∗0 Er+2 ∗ ∗ · · · · · · · · · ∗
0 0 F3 · · · Fl+1 Gl+2 · · · Gn
 ,
where Er+2 is the identity matrix of order (r + 2) and
Fi =

Cr+2µ+1k
r+2
i C
r+1
µ+1k
r+1
i · · · C1µ+1ki
Cr+3µ+1k
r+3
i C
r+2
µ+1k
r+2
i · · · C2µ+1k2i
· · · · · · · · · · · ·
Cµµ+1k
µ
i C
µ−1
µ+1k
µ−1
i · · · C1µ−r−1kµ−r−1i

(µ−r−1)×(r+2)
,
i = 3, 4, . . . , l + 1;
Gi =

Cr+2µ+1k
r+2
i C
r+1
µ+1k
r+1
i · · · C3µ+1k3i
Cr+3µ+1k
r+3
i C
r+2
µ+1k
r+2
i · · · C4µ+1k4i
· · · · · · · · · · · ·
Cµµ+1k
µ
i C
µ−1
µ+1k
µ−1
i · · · C1µ−r+1kµ−r+1i

(µ−r−1)×r
,
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i = l + 2, l + 3, . . . , n.
Here B2 is also row full rank. Set βr+13 , β
r+1
4 , . . . , β
r+1
l+1 and βrl+1 be free variables, we get [n(r + 2)− 2(n − l −
1)] − (µ+ r + 3) = l linearly independent solutions of the solution space of B2X = 0, i.e.:
τi = (β01,i , . . . , βr+11,i , . . . , . . . , β0l+1,i , . . . , βr+1l+1,i , β0l+2,i , . . . , βr−1l+2,i , . . . , . . . , β0n,i , . . . , βr−1n,i ),
so the generator bases of M0 determined by τi (i = 1, 2, . . . , l) are:
pii =
(
r+1∑
j=0
β
j
1,i l
r+1− j
1 l
j
2 , . . . ,
r+1∑
j=0
β
j
l+1,i l
r+1− j
1 l
j
2 ,
r−1∑
j=0
β
j
l+2,i l
r+1− j
1 l
j
2 , . . . ,
r−1∑
j=0
β
j
n,i l
r+1− j
1 l
j
2 ,
)
.
And the sub-module M ′2 of M0 generated by pii (i = 1, 2, . . . , l) is:
M ′2 = {V1(x, y)pi1 + V2(x, y)pi2 + · · · + Vl(x, y)pil}.
Till now, we have found (n − l − 1) + l = n − 1 generator bases of M0. And we have M0 = M ′1 ⊕ M ′2. Restrict
the degrees of polynomial vectors ≤ k − µ − 1 in M0,M ′1,M ′2, we get a relation of three linear spaces satisfying
V0 = V ′1 ⊕ V ′2. It requires that the degrees of U1(x, y),U2(x, y), . . . ,Un−l−1(x, y) ≤ k − µ− r − 1 and the degrees
of V1(x, y), V2(x, y), . . . , Vl(x, y) ≤ k − µ− r − 2. We also have:
dim V ′1 = (n − l − 1)
(
k − µ− r + 1
2
)
, dim V ′2 = l
(
k − µ− r
2
)
;
and
dim V = dim V ′1 + dim V ′2 = (n − l − 1)
(
k − µ− r + 1
2
)
+ l
(
k − µ− r
2
)
= 1
2
(
k − µ−
[
µ+ 1
n − 1
])
·
(
(n − 1)k − (n + 1)µ+ (n − 3)+ (n − 1)
[
µ+ 1
n − 1
])
.
This result also accords with Lemma 3.1.
Theorem 3.3. If n ≤ µ + 1, let µ + 1 = r(n − 1) + l, where 0 ≤ l < n − 1, then the generator bases of the prime
module M0 determined by (4) is composed of (n − l − 1) polynomial vectors of degree r: θ1, θ2, . . . , θn−l−1, and l
polynomial vectors of degree r + 1: pi1, pi2, . . . , pil .
3.2.3. Generator bases of prime module M over star cross-cut partition ∆∗V
In this subsection, we will present the generator bases of the prime module M determined by (1) over the star cross-
cut partition∆∗V . Assume∆sub be an n-dimensional polynomial vector, suffix n zeros to∆sub, we get a 2n-dimensional
polynomial vector ∆sub := (∆sub, 0, 0, . . . , 0).
Theorem 3.4. 1. If n ≥ µ + 2, then the generator bases of the prime module M determined by (1) over the star
cross-cut partition ∆∗V are composed of 2n − µ − 2 polynomial vectors Qi , η j = (η j , 0, 0, . . . , 0) of degree
0 and µ + 1 polynomial vectors εt = (εt , 0, 0, . . . , 0) of degree 1. Where η j , εt are the same to Theorem 3.2,
i = 1, 2, . . . , n; j = 1, 2, . . . , n − µ− 2; t = 1, 2, . . . , µ+ 1;
2. If n ≤ µ + 1, let µ + 1 = r(n − 1) + l, where 0 ≤ l < n − 1, then the generator bases of the prime module
M determined by (1) over the star cross-cut partition ∆∗V are composed of n polynomial vectors Qi of degree 0,
n − l − 1 polynomial vectors θ j = (θ j , 0, 0, . . . , 0) of degree r and l polynomial vectors pi t = (pit , 0, 0, . . . , 0) of
degree r + 1, where θ j , pit are the same to Theorem 3.3, i = 1, 2, . . . , n; j = 1, 2, . . . , n − l − 1; t = 1, 2, . . . , l.
For an arbitrary star partition ∆∗V,q , let n1 be the number of the cross-cut lines, n2 the number of the quasi-cross-cut
lines. For example, n1 = 3, n2 = 3 in Fig. 4.
Theorem 3.5. 1. If n1+n2 ≥ µ+2, then the generator bases of the prime module M determined by (1) over the star
partition ∆∗V,q are composed of 2n1 + n2 − µ − 2 polynomial vectors of degree 0 and µ + 1 polynomial vectors
of degree 1;
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Fig. 4. Star partition∆∗V,q : n1 = 3, n2 = 3.
2. If n1 + n2 ≤ µ + 1, let µ + 1 = r(n1 + n2 − 1) + l, where 0 ≤ l < n − 1, then the generator bases of the
prime module M determined by (1) over the star partition ∆∗V,q are composed of n1 polynomial vectors of degree
0, n1 + n2 − l − 1 polynomial vectors of degree r and l polynomial vectors of degree r + 1.
4. Multivariate spline space Sµk (∆) over cross-cut partition∆
Let ∆ be a cross-cut partition of the domain D, V the number of the interior vertices, L the number of the cross-
cut lines and L0 the number of the cross-cut lines not passing any interior vertices. The cross-cut partition ∆ can
be viewed as the splice and refinement of L0 cross-cut partitions generated by only one cross-cut line and V star
cross-cut partitions over the same domain D. In fact, for an arbitrary cross-cut line not passing through any vertices,
imposing free smoothing cofactor on it and zero smoothing cofactors on all the other edges we get a degenerate cross-
cut partition ∆1 generated by the only one cross-cut line; for an arbitrary vertex, imposing free smoothing cofactors
on the cross-cut lines passing through it and zero smoothing cofactors on all the else edges we get a star cross-cut
partition ∆∗v . By the above discussion, we can decompose S
µ
k (∆) into the direct sum of its subspaces, which are
polynomial space Pk , L truncated power spline spaces T S
µ
k (∆
1
l ) and V cone spline spaces CS
µ
k (∆
∗
cone). We have the
next theorem about Sµk (∆).
Theorem 4.1 ([2]). The dimension of Sµk (∆) is
dim Sµk (∆) =
(
k + 2
2
)
+ L
(
k − µ+ 1
2
)
+
∑
v
dim CSµk (∆
∗
v,cone),
and the spline bases of Sµk (∆) is the union of the spline bases of Pk , TS
µ
k (∆
1
l ) and CS
µ
k (∆
∗
cone).
We also can study multivariate spline space over quasi-cross-cut partition by using the same technique. Here we won’t
give the unnecessary details. See Ref. [5].
5. Multivariate spline space Sµk (∆˜) over super cross-cut partition ∆˜
Using finite number of cross-cut irreducible algebraic curves to split the domain D, we get a super-cross-cut
partition ∆˜. For every vertex, if there are only two cross-cut curves passing through it, then this partition is called
simple super-cross-cut partition, which is denoted by ∆˜s , see Fig. 5.
Analogously, a super-cross-cut partition also can be regarded as the splice and refinement of some star super-
cross-cut partitions and super-cross-cut partitions generated by only one cross-cut curve not passing through any
vertices. For Sµk (∆˜
∗
V ), it has three kinds of spline subspaces: polynomial space Pk , truncated power super spline
spaces T Sµk (∆˜
1
l ) and cone super spline spaces CS
µ
k (∆˜
∗
cone). Using the “smoothing cofactor conformality method” [1,
2], we have:
dim Pk =
(
k + 2
2
)
, dim TSµk (∆˜
1
l ) =
(
k − (µ+ 1)dl + 2
2
)
,
where dl denotes the degree of l. And the spline bases of T S
µ
k (∆˜
1
l ) is:
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Fig. 5. Simple super-cross-cut partition ∆˜s .
{s|s1(x, y) = 0, s2(x, y) = xa yb[li (x, y)]µ+1, 0 ≤ a + b ≤ k − (µ+ 1)dl}.
Because of the arbitrariness of the cross-cut irreducible algebraic curves, it is difficult to present a general formula
similar to Lemma 3.1 to obtain the dimension of CSµk (∆˜
∗
cone).
Theorem 5.1. The dimension of multivariate spline space Sµk (∆˜
∗
V ) over star super-cross-cut partition ∆˜
∗
V is:
dim Sµk (∆˜
∗
V ) =
(
k + 2
2
)
+
N (v)∑
i=1
(
k − (µ+ 1)di + 2
2
)
+ dim CSµk (∆˜∗cone),
where N (v) is the number of the cross-cut irreducible algebraic curves passing through v and di is the degree of li .
And the spline bases of Sµk (∆˜
∗
V ) is the union of the spline bases of Pk,TS
µ
k (∆˜
1
l ),CS
µ
k (∆˜
∗
cone).
Theorem 5.2. The dimension of multivariate spline space Sµk (∆˜) over super-cross-cut partition ∆˜ is:
dim Sµk (∆˜) =
(
k + 2
2
)
+
L∑
i=1
(
k − (µ+ 1)di + 2
2
)
+
V∑
j=1
dim CSµk (∆˜
∗
V j ,cone),
where L is the number of the cross-cut irreducible algebraic curves of ∆˜, di is the degree of li and V is
the number of the interior vertices of ∆˜. And the spline bases of Sµk (∆˜) is the union of the spline bases of
Pk,TS
µ
k (1˜
1
l ),CS
µ
k (1˜
∗
Vj,cone).
When the partition is a simple super-cross-cut partition, we can obtain dim CSµk (∆˜
∗
cone). From (4):
q1(x, y)l1(x, y)µ+1 + q2(x, y)l2(x, y)µ+1 ≡ 0,
where li (x, y) is an irreducible polynomial of degree di . There exists a polynomial q(x, y) ∈ Pk−(d1+d2)(µ+1)
satisfying:
q1(x, y) = q(x, y)l2(x, y)µ+1, q2(x, y) = −q(x, y)l1(x, y)µ+1,
hence dim CSµk (∆˜
∗
cone,s) = dim Pk−(d1+d2)(µ+1) =
(
k − (d1 + d2)(µ+ 1)+ 2
2
)
.
The spline bases of CSµk (∆˜
∗
cone,s) is:
{s|s1(x, y) = 0, s2(x, y) = xa yb[l1(x, y) · l2(x, y)]µ+1, 0 ≤ a + b ≤ k − (d1 + d2)(µ+ 1)},
where s2(x, y) is the representation of s(x, y) on the angle domain bounded counterclockwise from l1 to l2, see Fig. 6.
Theorem 5.3. The dimension of multivariate spline space Sµk (∆˜
∗
V,s) over simple star super-cross-cut partition ∆˜
∗
V,s
is:
dim Sµk (∆˜
∗
V,s) =
(
k + 2
2
)
+
2∑
i=1
(
k − (µ+ 1)di + 2
2
)
+
(
k − (d1 + d2)(µ+ 1)+ 2
2
)
426 R.-H. Wang, F.-G. Lang / Computers and Mathematics with Applications 54 (2007) 415–426
Fig. 6. Super cone partition ∆˜∗cone,s .
where d1, d2 are the degrees of the cross-cut curves passing through V . And the spline bases of S
µ
k (∆˜
∗
V,s) is the union
of the spline bases of Pk,TS
µ
k (∆˜
1
l ),CS
µ
k (∆˜
∗
cone,s).
Theorem 5.4. The dimension of multivariate spline space Sµk (∆˜s) over simple super-cross-cut partition ∆˜s is:
dim Sµk (∆˜s) =
(
k + 2
2
)
+
L∑
i=1
(
k − (µ+ 1)di + 2
2
)
+
V∑
j=1
(
k − (d j1 + d j2)(µ+ 1)+ 2
2
)
where L denotes the number of the cross-cut curves of ∆˜s , V denotes the number of the interior vertices, di denotes
the degree of the i-th cross-cut curve and d j1, d j2 denote the degree of the cross-cut curves passing through the j-th
interior vertex V j . And the spline bases of S
µ
k (∆˜s) are the union of the spline bases of Pk,TS
µ
k (∆˜
1
l ),CS
µ
k (
˜∆∗Vj,cone,s).
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