In this introductory paper I will examine different computational models that can be used to solve morphological problems. The target problem is the inflection problem and its inverse, the stemming problem. The introduced methods can be used to inflect an arbitrary input word to one of its inflected forms, as well as determining the stem and affix list of an inflected input word. The examined computational methods include dictionary based systems, finite state transducers, rule based systems and applying classification methods. All of these models have advantages and disadvantages, but in most cases combining their strength can improve the results.
INTRODUCTION
In this paper, I will introduce the most popular methods and computational models that can be used to solve morphological problems. The target problem is inflection and its inverse problem, stemming. The first's goal is to generate an inflected form of an input word, while the second's input is the inflected form and the goal is to determine the stem and the affix type.
The models introduced in this paper can be used to encode and store information about the training word pair set. Some of them contain all the training word pairs, while others try to generate formal rules and possibly generalize them so that they can be applied to inflect or stem previously unseen words.
Each of the following sections introduces a separate computational model: section 2 introduces the dictionary based systems, section 3 deals with finite state transducers, the topic of section 4 is the rule based systems, while section 5 treats inflection as a classification problem. Finally, section 6 compares these methods and describes the advantages of each.
DICTIONARY BASED SYSTEMS
Besides those methods that can learn morphological rules and generalize them, there are dictionary based systems that contain a huge number of known words and some description of their different inflected forms.
Although dictionaries usually take longer time to develop, having that many words helps in modelling irregular morphological transformations and distinguishing among ambiguous word contexts [1] .
Morphological dictionaries are usually persisted in a form that can be processed easily in an automated way, like structured text documents, XML or a binary file that stores all the information in a compact way. Each record in the dictionary can hold an arbitrary number of components, like: -the stem, -all the inflected forms and their morphological structure, -sample sentences using these inflected forms, -the meaning of the word, -connections to other words, -etc. The last three examples are not for the morphological analysis, but more for the semantical meaning of the words. An example for huge word dictionaries is the English WordNet [2] that contains a large corpus of English words. This collection has been also preprocessed and validated manually by human experts.
Word nets usually target semantic analysis, as they also gather synsets, i.e. word sets that have the same meaning. Similar word nets have been developed for other languages as well, including the Hungarian language [3] .
The Hungarian WordNet is in the XML format, and contains over 40.000 synsets. Each synset record has multiple fields like an identifier, part of speech tag, the literal itself, its type, definition, etc. However, it doesn't contain any morphological information, so it cannot be used for morphological analysis.
A dictionary optimal for solving morphological problems contains the inflected forms of each word as well. This way a system relying on this dictionary can look up the input word from the database, and if it finds it as an inflected form, it will know its morphological structure, stem and list of affixes.
The inverse problem can also be solved with such database: if we get an input stem and a list of affix types, we can look for the stem and its appropriate inflected form that contains the input affix list.
FINITE STATE TRANSDUCERS
The theory of finite state transducers (FST) relies on the theory of finite state automata, so let's start examining that first.
A finite state automaton (FSA) has five components [4] :
where -Σ is the alphabet, -is a finite set of states, -∈ is the start state, -: × Σ → is the state transition function and -⊆ is the set of final states. A very simple sample automaton can be seen in Fig. 1 . As we can see, the automaton consists of some number of states and edges among them. When the automaton gets an input, it starts from the start state and tries to change state as it processes the input string. If it's in a state and there is no further route with the next character in the input string on the edge, we say that the automaton does not accept the input word. If, however, after the final character the automaton is in a final state (marked with double ellipses), it is said to accept the word. The figure shows an automaton that accepts "aabb" but rejects "baaba" for instance. From this definition, we can see that an FSA is mainly used to accept or reject words, and to recognize formal languages. An FSA recognizes a language if for ∀ ∈ the FSA stops in an accepting state, i.e. it accepts all the words in the language.
The class of formal languages that can be recognized by finite state automata is the class of regular languages, which is generated by the type-3 grammars of the Chomsky-hierarchy.
Type-3 grammars are the simplest form of formal grammars in the Chomskyhierarchy. Let lowercase letters denote terminal symbols (literals) and uppercase letters denote nonterminal symbols, that can be replaced by terminals. With this notation, type-3 grammars can have the following forms of production rules:
The rule → (deleting ) can appear in the set of rules if does not appear on the right side of any other rules.
Type-2 grammars generate context-free languages that include most of the programming languages. Every regular grammar is a context-free grammar, but the production rules of non-regular context-free grammars are more permissive. They can look like:
Where has any number of terminals and nonterminals. Type-1 grammars generate the context-sensitive languages, where the production rules look like:
Here, , can be empty, but cannot be. Finally, type-0 grammars generate the recursively enumerable languages, where the production rules can take any form:
where the left side cannot be empty. As stated above, finite state automata can recognize regular languages generated by type-3 grammars. For type-2 grammars, we can use nondeterministic pushdown automata, for type-1 grammar we can use linear bounded automata, and the arbitrary formal languages generated by type-0 grammars can be recognized by Turing machines.
So, finite state automata cannot be used to learn morphological rules, because the class of regular languages are too simple for that. But we can extend them to be able to model transductions, that's where finite state transducers come into the picture.
We introduce two separate alphabets (that can be the same in practice, of course): let Σ be the input alphabet and Γ the output alphabet. A transduction from Σ * to Γ * is a relation of ⊆ Σ * × Γ * . Finite state transducers also have many variations, here come some definitions for our case, but there are other forms that can be used for NLP, speech recognition, and more [5] .
A rational transducer has five components:
where -is a finite set of states, -Σ, Γ are the input and output alphabets, respectively, -∈ is the unique initial state and -⊂ ( × Σ * × Γ * × ) is a finite set of transitions. This model extends that of finite state automata by adding output labels to the edges. When the transducer changes state, the output label of the appropriate edge will be written to the output. If the transducer is in state , the next characters in the input word are "ab" and there is a transition ( , , , ) ∈ where , ∈ Σ, , ∈ Γ and , ∈ , then the transducer will change its state to while processing the next two characters, and writing out "cd" to the output.
A sequential transducer is a rational transducer that adds two more conditions:
which basically means that the transducer becomes deterministic. The model of subsequential transducers introduce a sixth component:
where 〈 , Σ, Γ, , 〉 is a sequential transducer and : → Γ * is a total function, which adds outputs to the states as well, so when the transducer stops at a state, it appends the output of that state to the final output. Note that the output of states is only used at the end of the processing, internal states do not produce outputs. Fig. 2 shows a simple subsequential transducer that would produce "110011" for the input of "bbaaba".
Fig. 2 A simple subsequential transducer
One algorithm that can be used to learn transduction from a set of training word pairs is the onward subsequential transducer inference algorithm, or OSTIA. The algorithm has multiple steps, first a prefix-tree transducer is built, and then a recursive algorithm is started that merges the states that can be merged, and finally produces a subsequential transducer, eliminating those initial states that can be.
In section 6 we'll compare the model of transducers with the other methods, and introduce the pros and cons of them.
RULE SYSTEMS
A rule system [1] based inflection tool's goal is to extract formal morphological rules from either an unannotated text or a provided training set containing word pairs. These word pairs contain the base form of the word and an inflected form of it.
A very simple rule looks like this:
where is the pattern and is its substitution. The rule tells us to replace if it is found in the input word with .
Of course a sophisticated tool would contain more information about the input word and the transformation that needs to be applied. For example, the pattern matching part might contain the prefix and suffix of the transformation core as well. Another option is to use a more intelligent replacement engine that not only works with string substitutions, but also knows the underlying grammatical rules (like the cause of vowel harmony, etc.) that help us inflect the base word.
One of the most famous rule based inflection system that is mainly used to determine the stem of English word pairs is the Porter algorithm called Snowball [6] . It is a relatively simple algorithm that contains a couple of rules that can cut the suffixes of English words. Another similar algorithm is the Tordai stemmer [7] that has been developed for the Hungarian language.
The advantage of producing morphological rules is that they contain the essence of transforming the stems to their inflected forms, and thus the rule store's size can be smaller than a full-blown dictionary. Also, generalizing such rules is usually easier than generalizing the contents of the dictionary.
CLASSIFICATION BASED METHODS
Inflecting words using morphological rules can be thought of as a classification problem. If we can define a mapping between the inputs and outputs of the inflection and the classification problem, we can transform the inputs of inflection to the inputs of classification, and what is returned as the output of classification can be transformed back to the output of inflection. Let's see how we can achieve this.
The input of classification is a set of = { } objects and their classes in the form of ( , ) where the i th object belongs to the j th class, ∈ . The goal of classification is to examine the attributes of the provided training objects to learn the category of an object based on its attribute. This way if we can learn the correlation between the attribute values and the class, we'll be able to determine the class of previously unseen objects as well. If the set of ⊆ is the training set and To apply this problem on inflection, we can define these sets for our case. For us, the training set will contain word pairs ( , ) = ∈ containing the base form and inflected form of the word pairs. The classes will be the transformations that need to be applied in order to generate the right side of the word pair from the left side. Using attributes like the context (prefix, suffix, etc.) or additionally different character attributes like phonetic attributes, we need to learn the classes of the provided training word pairs so that we can extrapolate them to the previously unseen word pairs. When a new input word is received, we need to search for the closest training word pair and take its class, i.e. its transformation, and try to apply it onto the new word.
There are several artificial intelligence (AI) methods that can solve the classification problem, like artificial neural networks and genetic algorithms that can be treated like a black box implementation, but for morphological purposes these models can be slightly modified and extended to handle the specialties of morphology. [8] for example extends the traditional neural networks and applies a context-sensitive recursive neural network model to break English words into prefix, stem and suffix parts.
COMPARISON OF THE MODELS
In this section I will compare the previously introduced computational models that can be used to solve morphological problems.
The first and one of the simplest models is the dictionary based model: it contains known words and their inflected forms. The advantage of this model is that it can handle exceptions and irregular forms well if the dictionary contains them.
In English for instance, we can come up with words that would not be handled correctly by a rule based system. For example the word "darling" is a noun, but based on the "ing" suffix the rule system could also say that "darl" is a verb and "ing" is an affix. Similarly, the word "catch" has an irregular past tense that might not be handled correctly by a rule system. For such examples a dictionary based system is a better choice, because if the dictionary contains these edge cases, they will be handled correctly. On the other hand, it won't be able to inflect words that are not part of its underlying storage.
However, quality dictionaries usually cannot be generated in an automated way, it takes much time and effort for human experts to manually validate the entries of them. Although the cost of dictionary production can be high, it is still used in companion with other methods, like rule based systems to handle exceptional cases.
Finite state transducers are very similar to dictionaries, we could say that a transducer is an encoded dictionary that has its entries in a compressed form, and each entry can be retrieved in the quickest possible way.
As such, FST cannot really generalize either, it can only be used for words that are part of the training word pair set. If an FST has an arbitrary word encoded, and we only prepend one additional arbitrary character to it, one of two things can happen: the FST won't even start as it doesn't find a matching edge from its start state, or it will choose a route that will be quite different to the original route.
Although finite state automata were only discussed because they are the basis of transducers, they can be used for a morphological problem that is an extension of the problem discussed in this paper: if we can learn the morphological transformations required for the different affix rules, we can also apply these transformations one by one, and we can also determine the stem and a list of affix types for an arbitrary inflected word form that contains more than one affix. However, to do so, it's good to know which affix can come after which other suffix to distinguish among similarly looking affixes (like Hungarian accusative case and past tense). To encode this information, we can use an automaton, whose states will be the affix types and the edges will tell us which other affix type can follow the current one.
Rule systems cost less than dictionary based systems, and can have formal rules that extract only those pieces of information from the training set that are required for morphological inflection. We saw that although this method class is very promising (as it is also possible to generalize the extracted rules and determine rules that cover many word pair instances), overlearning is also a problem, as the exceptional cases and irregular forms can be eliminated by the model. Therefore, it is a good idea to add a small dictionary of these problematic instances or find some other way to keep them around, so that the rule system can handle them correctly.
AI methods can also be applied for the discussed morphological problems, like neural networks and genetic algorithms. These tools usually have several parameters that determine how the learning process works, so tweaking them can lead to different results. However, if one finds an optimal parameter set, the tools are quick and can be treated as black boxes, making them easier to use.
FUTURE WORK
In this paper I introduced various computational models that can be used to solve the inflection/stemming problem: dictionary based systems, finite state transducers, rule systems and applying classification. In the last section we could read about the advantages and disadvantages of each.
As there is no silver bullet to solve this hard NLP problem, many methods exist that combine these to achieve better results and gain some advantages.
In the future I will examine different rule models and I will try to come up with a fitting model for the Hungarian language. The final goal of my research is to combine the rule sets of different affix types and try to combine them to analyze words containing multiple affixes, as well as applying the transformation rules of multiple affixes on a given stem.
