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Abstract
We present a unified framework to analyze the global convergence of Langevin dynamics
based algorithms for nonconvex finite-sum optimization with n component functions. At the core
of our analysis is a direct analysis of the ergodicity of the numerical approximations to Langevin
dynamics, which leads to faster convergence rates. Specifically, we show that gradient Langevin
dynamics (GLD) and stochastic gradient Langevin dynamics (SGLD) converge to the almost
minimizer1 within O˜
(
nd/(λ)
)
2 and O˜
(
d7/(λ55)
)
stochastic gradient evaluations respectively,
where d is the problem dimension, and λ is the spectral gap of the Markov chain generated by
GLD. Both of the results improve upon the best known gradient complexity3 results (Raginsky
et al., 2017). Furthermore, for the first time we prove the global convergence guarantee for
variance reduced stochastic gradient Langevin dynamics (VR-SGLD) (Dubey et al., 2016) to the
almost minimizer after O˜
(√
nd5/(λ45/2)
)
stochastic gradient evaluations, which outperforms the
gradient complexities of GLD and SGLD in a wide regime. Our theoretical analyses shed some
light on using Langevin dynamics based algorithms for nonconvex optimization with provable
guarantees.
1 Introduction
We consider the following nonconvex finite-sum optimization problem
min
x
Fn(x) :=
1
n
n∑
i=1
fi(x), (1.1)
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1Following Raginsky et al. (2017), an almost minimizer is defined to be a point which is within the ball of the
global minimizer with radius O(d log(β + 1)/β).
2O˜(·) notation hides polynomials of logarithmic terms and constants.
3Gradient complexity is defined as the total number of stochastic gradient evaluations of an algorithm, which is
the number of stochastic gradients calculated per iteration times the total number of iterations.
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where fi(x)’s are called component functions, and both Fn(x) and fi(·)’s can be nonconvex. Various
first-order optimization algorithms such as gradient descent (Nesterov, 2013), stochastic gradient
descent (Ghadimi and Lan, 2013) and more recently variance-reduced stochastic gradient descent
(Reddi et al., 2016; Allen-Zhu and Hazan, 2016) have been proposed and analyzed for solving (1.1).
However, all these algorithms are only guaranteed to converge to a stationary point, which can be
a local minimum, a local maximum, or even a saddle point. This raises an important question in
nonconvex optimization and machine learning: is there an efficient algorithm that is guaranteed to
converge to the global minimum of (1.1)?
Recent studies (Dalalyan, 2014, 2017) showed that sampling from a distribution which concen-
trates around the global minimum of Fn(x) is a similar task as minimizing Fn via certain optimization
algorithms. This justifies the use of Langevin dynamics based algorithms for optimization. In detail,
the first order Langevin dynamics is defined by the following stochastic differential equation
dX(t) = −∇Fn(X(t))dt+
√
2β−1dB(t), (1.2)
where β > 0 is the inverse temperature parameter that is treated as a constant throughout this paper,
and {B(t)}t≥0 is the standard Brownian motion in Rd. Under certain assumptions on the drift
coefficient ∇Fn, Chiang et al. (1987) showed that the distribution of diffusion X(t) in (1.2) converges
to its stationary distribution, a.k.a., the Gibbs measure pi(dx) ∝ exp(−βFn(x)), which concentrates
on the global minimum of Fn (Hwang, 1980; Gelfand and Mitter, 1991; Roberts and Tweedie, 1996).
Note that the above convergence result holds even when Fn(x) is nonconvex. This motivates the use
of Langevin dynamics based algorithms for nonconvex optimization. However, unlike the first order
optimization algorithms (Nesterov, 2013; Ghadimi and Lan, 2013; Reddi et al., 2016; Allen-Zhu and
Hazan, 2016), which have been extensively studied, the non-asymptotic theoretical guarantee of
applying Langevin dynamics based algorithms for nonconvex optimization, is still under studied. In
a seminal work, Raginsky et al. (2017) provided a non-asymptotic analysis of stochastic gradient
Langevin dynamics (SGLD) (Welling and Teh, 2011) for nonconvex optimization and proved that
SGLD converges to an almost minimizer up to d2/(σ1/4λ∗) log(1/) within O˜(d/(λ∗4)) iterations,
where λ∗ is called the uniform spectral gap of Langevin diffusion (1.2), and it is in the order of
O(e−d). In an independent work, Zhang et al. (2017) analyzed the convergence of SGLD from the
hitting time point of view and proved its convergence to an approximate local minimum. Both of the
above two studies shed some light on nonconvex optimization with global convergence guarantees.
In this paper, we establish the global convergence for a family of Langevin dynamics based
algorithms, including Gradient Langevin Dynamics (GLD) (Dalalyan, 2014; Durmus and Moulines,
2015; Dalalyan, 2017), Stochastic Gradient Langevin Dynamics (SGLD) (Welling and Teh, 2011)
and Variance Reduced Stochastic Gradient Langevin Dynamics (VR-SGLD) (Dubey et al., 2016)
for solving the finite sum nonconvex optimization problem in (1.1). Our analysis is built upon the
direct analysis of the discrete-time Markav chain rather than the continuous-time Langevin diffusion,
and therefore get around the discretization error to a large extent. Our work is mostly related to
Raginsky et al. (2017), and our results are directly comparable to their results.
1.1 Our Contributions
The major contributions of our work are summarized as follows:
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• We provide a unified analysis for a family of Langevin dynamics based algorithms by a new
decomposition scheme of the optimization error, under which we directly analyze the ergodicity
of numerical approximations for Langevin dynamics (see Figure 1).
• Under the proposed unified analytical framework, we establish the global convergence result of
GLD for solving (1.1). In detail, GLD requires O˜
(
d/(λ)
)
iterations to converge to the almost
minimizer of (1.1) up to precision , where λ is the spectral gap of the discrete-time Markov
chain generated by GLD and it is in the order of O(e−d). This improves the O˜
(
d/(λ∗4))
iteration complexity of GLD implied by Raginsky et al. (2017), where λ∗ is the spectral gap
of Langevin diffusion (1.2) and is in the order of O(e−d).
• We establish a faster convergence of SGLD to the almost minimizer of (1.1). In detail, it
converges to the almost minimizer of (1.1) up to  precision after O˜
(
d7/(λ55)
)
stochastic
gradient evaluations. This also improves the O˜
(
d9/(λ∗58)
)
gradient complexity proved in
Raginsky et al. (2017).
• We also analyze the VR-SGLD algorithm and investigate its global convergence property.
We show that VR-SGLD is guaranteed to converge to the almost minimizer of (1.1) after
O˜
(√
nd5/(λ45/2)
)
stochastic gradient evaluations. It outperforms the gradient complexities
of both GLD and SGLD when 1/3 ≤ n ≤ 1/5. To the best of our knowledge, this is the
first global convergence guarantee of VR-SGLD for nonconvex optimization, while the original
paper (Dubey et al., 2016) only analyzed the posterior sampling property of VR-SGLD.
1.2 Additional Related Work
Stochastic gradient Langevin dynamics (SGLD) (Welling and Teh, 2011) and its extensions (Ahn
et al., 2012; Ma et al., 2015; Dubey et al., 2016) have been widely used in Bayesian learning.
In particular, Vollmer et al. (2016) analyzed the non-asymptotic bias and variance of the SGLD
algorithm by using Poisson equations. Chen et al. (2015) showed the non-asymptotic bias and
variance of MCMC algorithms with high order integrators. Dubey et al. (2016) proposed a variance-
reduced stochastic gradient Langevin dynamics for Bayesian posterior inference, and proved that
their method improves the mean square error upon SGLD.
Another line of research (Dalalyan, 2014; Durmus and Moulines, 2016; Dalalyan, 2017; Dalalyan
and Karagulyan, 2017) focused on using Langevin dynamics based algorithms for approximate
sampling from (strongly) log-concave distributions. In detail, Dalalyan (2014) showed the similarities
between posterior sampling and optimization, and further proved that the distribution of the last
step in GLD converges to the stationary distribution in O˜(d/2) iterations in terms of total variation
distance and Wasserstein distance respectively with a warm start. Later Durmus and Moulines
(2015) improved the results by showing the same result holds for any starting point and established
similar bounds for the Wasserstein distance. Most recently, Dalalyan (2017) improved the existing
results in terms of the Wasserstein distance and provide further insights on the close relation between
approximate sampling and gradient descent. As to sampling from distribution with compact support,
Bubeck et al. (2015) analyzed sampling from log-concave distributions via projected Langevin Monte
Carlo, and Brosse et al. (2017) proposed a proximal Langevin Monte Carlo algorithm. This line
of research is orthogonal to our work since their analyses are regarding to the convergence of the
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distribution of the iterates to the stationary distribution of Langevin diffusion in total variation
distance or 2-Wasserstein distance instead of expected function value gap.
On the other hand, many attempts have been made to escape from saddle points in nonconvex
optimization, such as cubic regularization (Nesterov and Polyak, 2006), trust region Newton method
(Curtis et al., 2014), Hessian-vector product based methods (Agarwal et al., 2016; Carmon and
Duchi, 2016; Carmon et al., 2016), noisy gradient descent (Ge et al., 2015; Jin et al., 2017a,b) and
normalized gradient (Levy, 2016). Yet all these algorithms are only guaranteed to converge to an
approximate local minimum rather than a global minimum. The global convergence for nonconvex
optimization remains understudied.
The remainder of this paper is organized as follows. In Section 2, we briefly review the Langevin
Dynamics based algorithms. We present our main theory in Section 3, followed by the proof roadmap
and sketch in Section 4. Finally, we conclude this paper with future work in Section 5. The detailed
proofs are deferred to the appendix.
Notation We use lower case bold symbol x to denote deterministic vector, and use upper case
italicized bold symbol X to denote random vector. For a vector x ∈ Rd, we denote by ‖x‖2 the
Euclidean norm, i.e., ‖x‖2 =
√∑d
i=1 x
2
i . We use an = O(bn) to denote that an ≤ Cbn for some
constant C > 0 independent of n. We also denote an . bn (an & bn) if an is less than (larger than)
bn up to a constant. We also use O˜(·) notation to hide both polynomials of logarithmic terms and
constants.
2 Review of Langevin Dynamics Based Algorithms
In this section, we briefly review three Langevin dynamics based algorithms proposed recently,
including GLD, SGLD and VR-SGLD.
In practice, numerical methods (a.k.a., numerical integrators) are used to approximate the
Langevin diffusion in (1.2). For example, by Euler-Maruyama scheme (Kloeden and Platen, 1992),
(1.2) can be discretized as follows:
Xk+1 = Xk − η∇Fn(Xk) +
√
2ηβ−1 · k, (2.1)
where k ∈ Rd is standard Gaussian noise and η > 0 is the step size. The update in (2.1) resembles
gradient descent update except that there is an additional injected Gaussian noise term. The
magnitude of the Gaussian noise is controlled by the inverse temperature parameter β. In this
paper, we refer this update as gradient Langevin dynamics (GLD) (Dalalyan, 2014; Durmus and
Moulines, 2015; Dalalyan, 2017). The details of GLD algorithm are shown in Algorithm 1.
In the case that n is large, the above Euler-Maruyama approximation can be infeasible due to
the high computational cost of the full gradient ∇Fn(Xk) at each iteration. A natural idea is to
use stochastic gradient to approximate the full gradient, which gives rise to Stochastic Gradient
Langevin Dynamics (SGLD) (Welling and Teh, 2011) and its variants (Ahn et al., 2012; Ma et al.,
2015; Chen et al., 2015). However, the high variance brought by the stochastic gradient can make
the convergence of SGLD slow. To reduce the variance of the stochastic gradient and accelerate the
convergence of SGLD, we use a mini-batch of stochastic gradients in the following update form:
Yk+1 = Yk − η
B
∑
i∈Ik
∇fi(Yk) +
√
2ηβ−1 · k, (2.2)
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where 1/B
∑
i∈Ik ∇fi(Yk) is the stochastic gradient, which is an unbiased estimator for ∇Fn(Yk)
and Ik is a subset of {1, . . . , n} with |Ik| = B. Algorithm 2 displays the details of SGLD.
Motivated by the recent advances in stochastic optimization, in particular, the variance reduction
based techniques (Johnson and Zhang, 2013; Reddi et al., 2016; Allen-Zhu and Hazan, 2016), Dubey
et al. (2016) proposed a variance reduced stochastic gradient Langevin dynamics (VR-SGLD) for
posterior sampling problem. The key idea behind VR-SGLD is to use semi-stochastic gradient to
reduce the variance of the stochastic gradient. The VR-SGLD algorithm takes the following update
form:
Zk+1 = Zk − η∇˜k +
√
2ηβ−1 · k, (2.3)
where ∇˜k = 1/B
∑
ik∈Ik
(∇fik(Zk)−∇fik(Z˜(s)) +∇Fn(Z˜(s))) is the semi-stochastic gradient, Z˜(s)
is a snapshot of Zk at every L iteration such that k = sL+ ` for some ` = 0, 1, . . . , L− 1, and Ik is
a subset of {1, . . . , n} with |Ik| = B. VR-SGLD is summarized in Algorithm 3.
Note that although all the three algorithms are originally proposed for posterior sampling or
more generally, Bayesian learning, they can be applied for nonconvex optimization, as demonstrated
in many previous studies (Ahn et al., 2012; Raginsky et al., 2017; Zhang et al., 2017).
Algorithm 1 Gradient Langevin Dynamics (GLD)
input: step size η > 0; inverse temperature parameter β > 0
initialization: X0 = 0
for k = 0, 1, . . . ,K − 1 do
randomly draw k ∼ N(0, Id×d)
Xk+1 = Xk − η∇Fn(Xk) +
√
2η/βk
end for
Algorithm 2 Stochastic Gradient Langevin Dynamics (SGLD)
input: step size η > 0; batch size B; inverse temperature parameter β > 0
initialization: Y0 = 0
for k = 0, 1, . . . ,K − 1 do
randomly pick a subset Ik from {1, . . . , n} of size |Ik| = B; randomly draw k ∼ N(0, Id×d)
Yk+1 = Yk − ηB
∑
i∈Ik ∇fi(Yk) +
√
2η/βk
end for
3 Main Theory
Before we present our main results, we first lay out the following assumptions on the loss function.
Assumption 3.1 (Smoothness). The function fi(x) is M -smooth with M > 0, i.e., for any
x,y ∈ Rd, i = 1, . . . , n, we have
‖∇fi(x)−∇fi(y)‖2 ≤M‖x− y‖2.
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Algorithm 3 Variance Reduced Stochastic Gradient Langevin Dynamics (VR-SGLD)
input: step size η > 0; batch size B; epoch length L; inverse temperature parameter β > 0
initialization: Z0 = 0, Z˜
(0) = Z0
for s = 0, 1, . . . , (K/L)− 1 do
W˜ = ∇Fn(Z˜(s))
for ` = 0, . . . , L− 1 do
k = sL+ `
randomly pick a subset Ik from {1, . . . , n} of size |Ik| = B; randomly draw k ∼ N(0, Id×d)
∇˜k = 1B
∑
ik∈Ik
(∇fik(Zk)−∇fik(Z˜(s)) + W˜ )
Zk+1 = Zk − η∇˜k +
√
2η/βk
end for
Z˜(s) = Z(s+1)L
end for
Assumption 3.1 immediately implies that Fn(x) = 1/n
∑n
i=1 fi(x) is also M -smooth.
Assumption 3.2 (Dissipative). There exist constants m, b > 0, such that for all x ∈ Rd we have
〈∇Fn(x),x〉 ≥ m‖x‖22 − b.
Assumption 3.2 is a typical assumption for the convergence analysis of stochastic differential
equations (SDE) and diffusion approximation (Mattingly et al., 2002; Raginsky et al., 2017; Zhang
et al., 2017). It says that starting from a position that is sufficiently far away from the origin, the
Markov process defined by (1.2) moves towards the origin on average.
Note that in Raginsky et al. (2017), one additional assumption has been made to ensure
convergence, i.e., the function value fi(0) is bounded, while our theoretical analysis does not need
such extra assumption.
Let x∗ = argminx∈Rd Fn(x) be the global minimizer of Fn. Our ultimate goal is to prove the
convergence of the optimization error in expectation, i.e., E[Fn(Xk)]− Fn(x∗). In the sequel, we
decompose the optimization error into two parts: (1) E[Fn(Xk)]− E[Fn(Xpi)], which characterizes
the gap between the expected function value at the k-th iterate Xk and the expected function value
at Xpi, where Xpi follows the stationary distribution pi(dx) of Markov process {X(t)}t≥0, and (2)
E[Fn(Xpi)] − Fn(x∗). Note that the error in part (1) is algorithm dependent, while the error in
part (2) only depends on the diffusion itself and hence is identical for all Langevin dynamics based
algorithms.
Now we are ready to present our main results regarding to the optimization error of each
algorithm reviewed in Section 2. We first show the optimization error bound of GLD (Algorithm 1).
Theorem 3.3 (GLD). Under Assumptions 3.1 and 3.2, consider XK generated by Algorithm 1
with initial point X0 = 0. The optimization error is bounded by
E[Fn(XK)]− Fn(x∗) ≤ Θe−λKη + C1η
β
+
d
2β
log
(
eM(bβ/d+ 1)
m
)
︸ ︷︷ ︸
RM
, (3.1)
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where problem-dependent parameters Θ and λ are defined as
Θ =
C0M(bβ +mβ + d)(m+ e
mηM(bβ +mβ + d))
m2ρd/2
, λ =
2mρd
log(2M(bβ +mβ + d)/m)
,
and ρ ∈ (0, 1), C0, C1 > 0 are absolute constants.
In the optimization error of GLD (3.1), we denote the upper bound of the error term E[Fn(Xpi)]−
Fn(x
∗) by RM , which characterizes the distance between the expected function value at Xpi and the
global minimum of nonconvex function Fn. Since the stationary distribution of Langevin diffusion
pi is actually a Gibbs distribution, i.e., pi ∝ e−βFn(x), which concentrates around the minimizer
x∗ of Fn, a random vector Xpi following pi is referred to as an almost minimizer of Fn within a
neighborhood of x∗ with radius RM (Raginsky et al., 2017).
In addition, it is worth noting that the first term in (3.1) converges to zero at a exponential rate,
which is due to the ergodicity of Markov chain {Xk}k=0,1.... Moreover, the exponential convergence
rate is controlled by parameter λ, which is the spectral gap of the discrete-time Markov chain
generated by GLD, and it is in the order of O(e−d).
In the following, by setting E[Fn(XK)]− E[Fn(Xpi)] to be less than a precision , and solving
for K, we have the following corollary regarding the iteration complexity for GLD to converge to
the almost minimizer Xpi.
Corollary 3.4 (GLD). Under the same conditions as in Theorem 3.3, provided that η . , GLD
achieves E[Fn(XK)]− E[Fn(Xpi)] ≤  after
K = O
(
d
λ
· log
(
1

))
iterations.
Remark 3.5. In a seminal work by Raginsky et al. (2017), they provided a non-asymptotic analysis
of SGLD for nonconvex optimization. By setting the variance of stochastic gradient to 0, their result
immediately suggests an O(d/(4λ∗) log5((1/))) iteration complexity for GLD to converge to the
almost minimizer up to precision . Here the quantity λ∗ is the so-called uniform spectral gap
for continuous-time Markov process {Xt}t≥0 generated by Langevin dynamics. They further proved
that λ∗ = O(e−d), which is in the same order of our spectral gap λ for the discrete-time Markov
chain {Xk}k=0,1... generated by GLD. Both of them match the lower bound for metastable exit
times of SDE for nonconvex functions that have multiple local minima and saddle points (Bovier
et al., 2004). It is evident that the iteration complexity of GLD suggested by Corollary 3.4 is better
than that suggested by Raginsky et al. (2017) by a factor of O(1/3).
We now present the following theorem, which states the optimization error of SGLD (Algorithm
2).
Theorem 3.6 (SGLD). Under Assumptions 3.1 and 3.2, consider YK generated by Algorithm 2
with initial point Y0 = 0, the optimization error is bounded by
E[Fn(YK)]− Fn(x∗) ≤ C1ΓKη
[
β(n−B)(M√Γ +G)2
B(n− 1)
]1/2
+ Θe−λKη +
C2η
β
+RM , (3.2)
where C1, C2 are absolute constants, λ,Θ and RM are the same as in Theorem 3.3, B is the
mini-batch size, G = maxi=1,...,n{‖∇fi(x∗)‖2}+ bM/m and Γ = 2(1 + 1/m)(b+ 2G2 + d/β).
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Similar to Corollary 3.4, by setting E[Fn(Yk)]−E[Fn(Xpi)] ≤ , we obtain the following corollary.
Corollary 3.7 (SGLD). Under the same conditions as in Theorem 3.6, if η . , SGLD achieves
E[Fn(YK)]− E[Fn(Xpi)] = O
(
d3/2
B1/4λ
· log
(
1

)
+ 
)
, (3.3)
after
K = O
(
d
λ
· log
(
1

))
iterations, where B is the mini-batch size of Algorithm 2.
Remark 3.8. Corollary 3.7 suggests that if the mini-batch size B is chosen to be large enough to
offset the divergent term log(1/), SGLD is able to converge to the almost minimizer in terms of
expected function value gap. This is also suggested by the result in Raginsky et al. (2017). More
specifically, the result in Raginsky et al. (2017) implies that SGLD achieves
E[Fn(YK)]− E[Fn(Xpi)] = O
(
d2
σ1/4λ∗
log
(
1

)
+ 
)
after K = O(d/(λ∗4) · log5(1/)) iterations, where σ2 is the upper bound of stochastic variance
in SGLD, which can be reduced with larger batch size B. Recall that the spectral gap λ∗ in
their work scales as O(eO(−d)), which is in the same order as λ in Corollary 3.7. In comparison,
our result in Corollary 3.7 indicates that SGLD can actually achieve the same order of error for
E[Fn(YK)]− E[Fn(Xpi)] with substantially fewer number of iterations, i.e., O(d/(λ) log(1/)) .
Remark 3.9. To ensure SGLD converges in Corollary 3.7, one may set a sufficiently large batch
size B to offset the divergent term. For example, if we choose
B & d
6
λ44
log4
(
1

)
,
SGLD achieves E[Fn(YK)]− E[Fn(Xpi)] ≤  after O(d/(λ) log(1/)) iterations.
In what follows, we proceed to present our result on the optimization error bound of VR-SGLD in
Algorithm 3.
Theorem 3.10 (VR-SGLD). Under Assumptions 3.1 and 3.2, consider ZK generated by Algorithm
3 with initial point Z0 = 0. The optimization error is bounded by
E[Fn(ZK)]− Fn(x∗) ≤ C1ΓK3/4η
[
LβM2(n−B)
B(n− 1)
(
9ηL(M2Γ +G2) +
d
β
)]1/4
+ Θe−λKη +
C2η
β
+RM ,
(3.4)
where constants C1, C2, λ,Θ,Γ, G and RM are the same as in Theorem 3.6, B is the mini-batch size
and L is the length of inner loop of Algorithm 3.
Based on Theorem 3.10, by setting E[Fn(Zk)]− E[Fn(Xpi)] ≤ , we have the following iteration
complexity for Algorithm 3 (VR-SGLD).
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Corollary 3.11 (VR-SGLD). Under the same conditions as in Theorem 3.10, if η . , VR-SGLD
achieves E[Fn(ZK)]− E[Fn(Xpi)] ≤  after
O
(
Ld5
Bλ44
· log4
(
1

)
+
1

)
iterations. In addition, if we choose B =
√
n−3/2, L =
√
n3/2, the number of stochastic gradient
evaluations needed for VR-SGLD to achieve  precision is
O˜
(√
n
5/2
)
· eO˜(d).
Remark 3.12. In Theorem 3.10 and Corollary 3.11, we establish the global convergence guarantee
for VR-SGLD to an almost minimizer of a nonconvex function Fn. To the best of our knowledge,
this is the first iteration/gradient complexity guarantee for VR-SGLD in nonconvex finite-sum
optimization. Dubey et al. (2016) originally proposed the VR-SGLD algorithm for posterior sampling,
but only proved that the mean square error between averaged sample pass and the stationary
distribution converges to  within O˜(1/3/2) iterations. Yet it does not have any implication for
nonconvex optimization.
In large scale machine learning problems, the evaluation of full gradient may become quite
expensive, in which case the iteration complexity is no longer appropriate to reflect the efficiency of
different algorithms. To perform a comprehensive comparison among the three algorithms analyzed
above, we present their gradient complexities for converging to the almost minimizer Xpi with 
precision in Table 1. Recall that gradient complexity is defined as the total number of stochastic
gradient evaluations needed to achieve  precision. It can be seen from Table 1 that the gradient
complexity for GLD has worse dependence on the number of component functions n and VR-SGLD
has worse dependence on the optimization precision . More specifically, when the number of
component functions n satisfies n ≤ 1/5, VR-SGLD achieves better gradient complexity than
SGLD. Furthermore, when n additionally satisfies n ≥ 1/3, VR-SGLD is better than both GLD
and SGLD, therefore is more favorable.
Table 1: Gradient complexities of GLD, SGLD and VR-SGLD to converge to the almost minimizer
Xpi of Fn.
GLD SGLD4 VR-SGLD
Raginsky et al. (2017) O˜
(
n
4
) · eO˜(d) O˜( 1
8
) · eO˜(d) N/A
This paper O˜
(
n

) · eO˜(d) O˜( 1
5
) · eO˜(d) O˜( √n
5/2
)
· eO˜(d)
4 Proof Sketch of the Main Results
In this section, we highlight our high level idea in the theoretical analysis of GLD, SGLD and
VR-SGLD.
4For SGLD in Raginsky et al. (2017), the result in the table is obtained by choosing the exact batch size suggested
by the authors that could make the stochastic variance small enough to cancel out the divergent term in their paper.
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4.1 Roadmap of the Proof
Recall the optimization problem in (1.1), denote the global minimizer of Fn as x
∗ = argminx Fn(x).
{X(t)}t≥0 and {Xk}k=0,1,...,K are the continuous-time and discrete-time Markov processes generated
by Langevin diffusion (1.2) and GLD algorithm respectively. We propose to decompose the
optimization error as follows:
E[Fn(Xk)]− Fn(x∗) = E[Fn(Xk)]− E[Fn(Xµ)]︸ ︷︷ ︸
I1
+E[Fn(Xµ)]− E[Fn(Xpi)]︸ ︷︷ ︸
I2
+ E[Fn(Xpi)]− Fn(x∗)︸ ︷︷ ︸
I3
, (4.1)
where Xµ follows the stationary distribution µ(dx) of Markov process {Xk}k=0,1,...,K , and Xpi
follows the stationary distribution pi(dx) of Markov process {X(t)}t≥0, a.k.a., the Gibbs distribution.
Following existing literature (Mattingly et al., 2002, 2010; Chen et al., 2015), here we assume the
existence of stationary distributions, i.e., the ergodicity, of Langevin diffusion (1.2) and its numerical
approximation (2.2). Note that the ergodicity property of an SDE is not trivially guaranteed in
general and establishing the existence of the stationary distribution is beyond the scope of our paper.
Yet we will discuss the circumstances when geometric ergodicity holds in the Appendix.
X(t)
Xk
x⇤
Xµ
X⇡
Figure 1: Illustration of the analysis framework in our paper. The red path represents our
decomposition rule which considers the ergordicity of the discretization process. The blue path
denotes the conventional decomposition rule used in existing literature.
We illustrate the decomposition (4.1) in Figure 1. Unlike existing optimization analysis of SGLD
such as Raginsky et al. (2017), which measure the approximation error between Xk and X(t) (blue
arrows in the chart), we directly analyze the geometric convergence of discretized Markov chain Xk
to its stationary distribution (red arrows in the chart). Since the distance between Xk and X(t) is
a slow-convergence term in Raginsky et al. (2017), and the distance between X(t) and Xpi depends
on the uniform spectral gap, our new roadmap of proof will bypass both of these two terms, hence
leads to a faster convergence rate.
Bounding I1: Geometric Ergodicity of GLD
To bound the first term in (4.1), we need to analyze the convergence of the Markov chain
generated by Algorithm 1 to its stationary distribution, namely, the ergodic property of the
numerical approximation of Langevin dynamics. In probability theory, ergodicity describes the long
time behavior of Markov processes. For a finite-state Markov Chain, this is also closely related to
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the mixing time and has been thoroughly studied in the literature of Markov processes (Hairer and
Mattingly, 2008; Levin et al., 2009; Bakry et al., 2013).
The following lemma ensures the geometric ergodicity of gradient Langevin dynamics.
Lemma 4.1. Under Assumptions 3.1 and 3.2, for sufficiently small step size η, the gradient Langevin
dynamics (GLD) in Algorithm 1 has a unique invariant measure µ on Rd. It holds that
|E[Fn(Xk)]− E[Fn(Xµ)]| ≤ Cκρ−d/2(1 + κemη) exp
(
− 2mkηρ
d
log(κ)
)
,
where ρ ∈ (0, 1),C > 0 are absolute constants, and κ = 2M(bβ +mβ + d)/b.
Lemma 4.1 establishes the exponential decay of function gap between Fn(Xk) and Fn(X
pi) using
coupling techniques. Note that the exponential dependence of dimension d is consistent with the
result from Raginsky et al. (2017) using entropy methods.
Bounding I2: Convergence to Stationary Distribution of Langevin Diffusion
Now we are going to bound the distance between two invariant measures µ and pi in terms of
their expectations over the objective function Fn. Our proof is inspired by Vollmer et al. (2016);
Chen et al. (2015). The key insight for our proof here is that after establishing the geometric
ergodicity of GLD, the invariant measure µ has a nice property from the ergodic theorem (Bellet,
2006): ∫
Fn(x)µ(dx) =
∫
E[Fn(Xk)|X0 = x] · µ(dx).
This property says that after reaching the invariant stationary distribution, any further transition
(GLD update) will not change the current distribution. Equipped with this property, we establish
the following lemma to bound the difference between the two invariant measures.
Lemma 4.2. Under Assumptions 3.1 and 3.2, the distance between two invariant measures µ and
pi can be bounded as: ∣∣E[Fn(Xµ)]− E[Fn(Xpi)]∣∣ ≤ Cη
β
,
where C > 0 is an absolute constant.
Lemma 4.2 suggests that the bound on the difference between the two invariant measures only
depends on the numerical approximation step size η and the inverse temperature parameter β. We
emphasize that the dependence on β is reasonable since different β results in different diffusion, and
further leads to different stationary distributions of the SDE and its numerical approximations.
Bounding I3: Gap between Langevin Diffusion and Global Minimum
Most existing studies (Welling and Teh, 2011; Sato and Nakagawa, 2014; Chen et al., 2015) on
Langevin dynamics based algorithms focus on the convergence of the averaged sample path to the
stationary distribution. Due to the property of Langevin diffusion, Chiang et al. (1987); Gelfand
and Mitter (1991) proved that the Langevin diffusion asymptotically concentrates on the global
minimum of Fn. This result makes the convergence to a global minimum possible, even when the
function Fn is nonconvex.
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We give an explicit bound between the stationary distribution of Langevin diffusion and the
global minimizer of Fn, i.e., the last term E[Fn(Xpi)]− Fn(x∗) in (4.1). For nonconvex objective
function, this has been partly proved in Raginsky et al. (2017) using the concept of differential
entropy and smoothness of Fn. We formally summarize it as the following lemma:
Lemma 4.3. Under Assumptions 3.1 and 3.2, the model error for Langevin dynamics can be
bounded as follows
E[Fn(Xpi)]− Fn(x∗) ≤ d
2β
log
(
eM(mβ/d+ 1)
m
)
,
where Xpi is a random vector following the stationary distribution of Langevin diffusion (1.2).
Lemma 4.3 suggests that Gibbs density concentrates on the global minimizer of objective function.
Therefore, the random vector Xpi following the Gibbs distribution pi is also referred to as an almost
minimizer of the nonconvex function Fn in Raginsky et al. (2017).
4.2 Proof of Theorems 3.3, 3.6 and 3.10
Now we integrate the previous lemmas to prove our main theorems in Section 3. First, submitting
the results in Lemmas 4.1, 4.2 and 4.3 into (4.1), we immediately obtain the optimization error
bound in (3.1) for GLD, which proves Theorem 3.3. Second, consider the optimization error of
SGLD (Algorithm 2), we only need to bound the error between E[Fn(YK)] and E[Fn(XK)] and
then apply the results for GLD, which is given by the following lemma.
Lemma 4.4. Under Assumptions 3.1 and 3.2, by choosing mini-batch of size B, the output of
SGLD in Algorithm 2 (YK) and the output of GLD in Algorithm 1 (XK) satisfies
|E[Fn(YK)]− E[Fn(XK)]| ≤ C1
√
βΓ(M
√
Γ +G)Kη
[
n−B
B(n− 1)
]1/4
, (4.2)
where C1 is an absolute constant and Γ = 2(1 + 1/m)(b+ 2G
2 + d/β).
Combining Lemmas 4.1, 4.2, 4.3 and 4.4 yields the desired result in (3.6) for SGLD, which completes
the proof of Theorem 3.6. Third, similar to the proof of SGLD, we require an additional bound
between Fn(ZK) and Fn(XK) for the proof of VR-SGLD, which is stated by the following lemma.
Lemma 4.5. Under Assumptions 3.1 and 3.2, by choosing mini-batch of size B, the output of
VR-SGLD in Algorithm 3 (ZK) and the output of GLD in Algorithm 1 (XK) satisfies
∣∣E[Fn(ZK)]− E[Fn(XK)]∣∣ ≤ C1ΓK3/4η[LM2(n−B)(3Lηβ(M2Γ +G2) + d/2)
B(n− 1)
]1/4
,
where Γ = 2(1 + 1/m)(b + 2G2 + d/β), C1 is an absolute constant and L is the number of inner
loops in VR-SGLD.
The optimization error bound in (3.4) for VR-SGLD follows from Lemmas 4.1, 4.2, 4.3 and 4.5.
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5 Conclusions and Future Work
In this work, we present a new framework for analyzing the convergence of Langevin dynamics
based algorithms, and provide non-asymptotic analysis on the convergence for nonconvex finite-sum
optimization. By comparing the Langevin dynamics based algorithms and standard first-order
optimization algorithms, we may see that the counterparts of GLD and VR-SGLD are gradient
descent (GD) and stochastic variance-reduced gradient (SVRG) methods. It has been proved that
SVRG outperforms GD universally for nonconvex finite-sum optimization (Reddi et al., 2016; Allen-
Zhu and Hazan, 2016). This poses a natural question that whether VR-SGLD can be universally
better than GLD for nonconvex optimization? We will attempt to answer this question in the future.
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A Preliminaries on SDE and Stochastic Analysis
In this section, we introduce the preliminaries for SDE and standard tools stochastic analysis.
Kolmogorov Operator and Infinitesimal Generator
Suppose X(t) is the solution to the diffusion process represented by the stochastic differential
equation (1.2). For such a continuous time Markov process, let P = {Pt}t>0 be the corresponding
Markov semi-group (Bakry et al., 2013), and we define the Kolmogorov operator (Bakry et al., 2013)
Ps as follows
Psg(X(t)) = E[g(X(s+ t))|X(t)],
where g is a smooth test function. We have Ps+t = Ps ◦ Pt by Markov property. Further we define
the infinitesimal generator (Bakry et al., 2013) of the semi-group L to describe the the movement of
the process in an infinitesimal time interval:
Lg(X(t)) := lim
h→0+
E[g(X(t+ h))|X(t)]− g(X(t))
h
=
(−∇Fn(X(t)) · ∇+ β−1∇2)g(X(t)),
where β is the temperature parameter.
Fokker-Planck Equation and Backward Kolmogorov Equation
Fokker-Planck equation addresses the evolution of probability density p(x) that associates with the
SDE. We give the following specific definition.
Definition A.1 (Fokker–Planck Equation). Let p(x, t) be the probability density at time t of the
stochastic differential equation and denote p0(x) the initial probability density. Then
∂tp(x, t) = L∗p(x, t), p(x, 0) = p0(x),
where L∗ is the formal adjoint of L.
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Fokker-Planck equation gives us a way to find whether there exists a stationary distribution for
the SDE. It can be shown (Ikeda and Watanabe, 2014) that for the stochastic differential equation
(1.2), its stationary distribution exists and satisfies
pi(dx) =
1
Q
e−βFn(x), Q =
∫
e−βFn(x)dx. (A.1)
This is also known as Gibbs measure.
Backward Kolmogorov equation describes the evolution of E[g(X(t))|X(0) = x] with g being a
smooth test function.
Definition A.2 (Backward Kolmogorov Equation). Let X(t) solves the stochastic differential
equation (1.2). Let u(x, t) = E[g(X(t))|X(0) = x], we have
∂tu(x, t) = Lu(x, t), u(x, 0) = g(x).
Now consider doing first order Taylor expansion on u(x, t), we have
u(x, t) = u(x, 0) +
∂
∂t
u(x, t)|t=0 · (t− 0) +O(t2)
= g(x) + tLg(x) +O(t2). (A.2)
Poisson Equation and the Time Average
Poisson equations are widely used in areas such as homogenization and ergodic theory to prove the
desired limit of a time-average. Let L be the infinitesimal generator and let ψ solves the Poisson
equation
Lψ = g − g¯,
where g is a smooth test function and g¯ is the expectation of g over the Gibbs measure, i.e.
g¯ :=
∫
g(x)pi(dx). Given the Poisson equation, suppose we choose g as Fn, the distance between
the time average of the GLD process and the expectation of Fn over the Gibbs measure can be
expressed by
1
K
K∑
k=1
Fn(Xk)− F¯ = 1
K
K∑
k=1
Lψ(Xk). (A.3)
B Proof of Corollaries
In this section, we provide the proofs of corollaries for iteration complexity in our main theory
section.
Proof of Corollary 3.4. To ensure the iterate error converge to  precision, we need
Θe−λKη ≤ 
2
,
C1η
β
≤ 
2
.
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The second inequality can be easily satisfied with η = O() and the first inequality implies
K ≥ 1
λη
log
(
2Θ

)
.
Combining with η = O() and Θ = O(d2/ρd/2), we obtain the iteration complexity
K = O
(
d
λ
· log
(
1

))
,
which completes the proof.
Proof of Corollary 3.7. To ensure the iterate error of SGLD converging to  precision, we require
the following inequalities to hold
C1
√
βΓ(M
√
Γ +G)Kη
[
n−B
B(n− 1)
]1/4
≤ 
3
, Θe−λKη ≤ 
3
,
C2η
β
≤ 
3
.
The third inequality can be easily satisfied with η = O(). For the second inequality, similar as in
the proof of Corollary 3.4, we have
Kη ≥ 1
λ
log
(
3Θ

)
.
Since  < 1, we know that log(1/) will not go to zero when  goes to zero. In fact, if we set η = O()
and K = O(d/(λ) log(1/)), the first term in (3.2) scales as
C1
√
βΓ(M
√
Γ +G)Kη
[
n−B
B(n− 1)
]1/4
= O
(
d3/2Kη
B1/4
)
= O
(
d3/2
B1/4λ
log
(
1

))
.
Therefore, within K = O(d/(λ) · log(1/)) iterations, the iterate error of SGLD scales as
O
(
d3/2
B1/4λ
log
(
1

)
+ 
)
.
Proof of Corollary 3.11. Similar to previous proofs, in order to achieve an -precision iterate error
for VR-SGLD, we require
C1ΓK
3/4η
[
LβM2(n−B)
B(n− 1)
(
9η(M2Γ +G2) +
d
β
)]1/4
≤ 
3
, Θe−λKη ≤ 
3
,
C2η
β
≤ 
3
.
By previous proofs we know that the second and third inequalities imply η = O() and Kη =
O(1/λ log(3Θ/)) respectively. Combining with the first inequality, we have
η1/4 = O
(
B1/4
(Kη)3/4d5/4L1/4
)
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Combining with the first inequality, we have
η = O
(
min
{
B4
(Kη)3d5L
, 
})
Combining the above requirements yields
K = O
(
Ld5
Bλ44
log4
(
1

)
+
1

)
. (B.1)
For gradient complexity, note that for each iteration we need B stochastic gradient evaluations
and we also need in total K/L full gradient calculations. Therefore, the gradient complexity for
VR-SGLD is
O(K ·B +K/L · n) = O˜
((
n
B
+ L
)
1
4
+
(
n
L
+B
)
1

)
· eO˜(d).
If we solve for the best B and L, we obtain B =
√
n−3/2, L =
√
n3/2. Therefore, we have the
optimal gradient complexity for VR-SGLD as
O˜
(√
n
5/2
)
· eO˜(d).
C Proof of Technical Lemmas
In this section, we provide proofs of the technical lemmas used in the proof of our main theory.
C.1 Proof of Lemma 4.1
Geometric ergodicity of dynamical systems has been studied a lot in the literature (Roberts and
Tweedie, 1996; Mattingly et al., 2002). In particular, Roberts and Tweedie (1996) proved that even
when the diffusion converges exponentially fast to its stationary distribution, the Euler-Maruyama
discretization in (2.2) may still lose the convergence properties and examples for Langevin diffusion
can be found therein. To further address this problem, Mattingly et al. (2002) built their analysis of
ergodicity for SDEs on a minorization condition and the existence of a Lyapunov function. In time
discretization of dynamics systems, they studied how time-discretization affects the minorization
condition and the Lyapunov structure. For the self-containedness of our analysis, we present the
minorization condition on a compact set C as follows.
Proposition C.1. There exist t0 ∈ R and ξ > 0 such that the Markov process {X(t)} satisfies
P(X(t0) ∈ A|X(0) = x) ≥ ξν(A),
for any A ∈ B(Rd), some fixed compact set C ∈ B(Rd), and x ∈ C, where B(Rd) denotes the Borel
σ-algebra on Rd and ν is a probability measure with ν(Cc) = 0 and ν(C) = 1.
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For more explanation on the existence and robustness of the minorization condition under
discretization approximations for Langevin diffusion, we refer interested readers to Corollary 7.5
and the proof of Theorem 6.2 in Mattingly et al. (2002). Now we are going to prove Lemma 4.1,
which requires the following useful lemmas:
Lemma C.2. Let V (x) = C + ‖x‖22 be a function on Rd, where C > 0 is a constant. Denote the
expectation with Markov process {X(t)} starting at x by Ex[·] = E[·|X(0) = x]. Under Assumption
3.2, we have
Ex[V (X(t))] ≤ e−2mtV (x) + b+m+ d/β
m
(1− e−2mt),
for all x ∈ Rd.
Lemma C.3. (Theorem 7.3 in Mattingly et al. (2002)) Under Assumptions 3.1 and 3.2, let
V (x) = C0 + M/2‖x‖22 be an essential quadratic function. The numerical approximation (2.1)
(GLD) of Langevin diffusion (1.2) has a unique invariant measure µ and for all test function g such
that |g| ≤ V , we have
∣∣E[g(Xk)]− E[g(Xµ)]∣∣ ≤ Cκρ−d/2(1 + κemη) exp(− 2mkηρd
log(κ)
)
,
where ρ ∈ (0, 1),C > 0 are absolute constants, and κ = 2M(b+m+ d)/m.
Proof of Lemma 4.1. The proof is majorly adapted from that of Theorem 7.3 and Corollary 7.5 in
Mattingly et al. (2002). By Assumption 3.1, Fn is M -smooth. Thus we have
Fn(x) ≤ Fn(y) + 〈∇Fn(y),x− y〉+ M
2
‖x− y‖22,
for all x,y ∈ Rd. By Lemma D.1 and choosing y = 0, this immediately implies that Fn(x) can
always be bounded by a quadratic function V (x), i.e.,
Fn(x) ≤ M
2
V (x) =
M
2
(C0 + ‖x‖22).
Therefore V (x) is an essentially quadratic Lyapunov function such that |Fn(x)| ≤ MV (x)/2 for
x ∈ Rd. By Lemma C.2 the Lyapunov function satisfies
Ex0 [V (X(t))] ≤ e−2mtV (x0) + b+m+ d/β
m
(1− e−2mt).
According to Corollary 7.5 in Mattingly et al. (2002), the Markov chain {Xk}k=1,2,...,K satisfies
Ex0 [MV (X1)/2] ≤ e−2mη[MV (x0)/2] + M(b+m+ d/β)
2m
. (C.1)
Recall the GLD update formula defined in (2.1)
Xk+1 = Xk − η∇Fn(Xk) +
√
2ηβ−1 · k.
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Define F ′(Xk) = βFn(Xk) and η′ = η/β, we have
Xk+1 = Xk − η′∇F ′(Xk) +
√
2η′ · k. (C.2)
This suggests that the result for β 6= 1 is equivalent to rescaling η to η/β and Fn(·) to βFn(·).
Therefore, in the following proof, we will assume that β = 1 and then rescale η, Fn(·) at last. Similar
tricks are used in Raginsky et al. (2017); Zhang et al. (2017). Under Assumptions 3.1 and 3.2, it
is proved that Euler-Maruyama approximation of Langevin dynamics (1.2) has a unique invariant
measure µ on Rd. Denote Xµ as a random vector which is sampled from measure µ. By Lemma
C.3, for all test function g such that |g| ≤ V , it holds that
∣∣E[g(Xk)]− E[g(Xµ)]∣∣ ≤ Cκ′ρ−d/2(1 + κ′emη) exp(− 2mkηρd
log(κ′)
)
,
where ρ, δ ∈ (0, 1),C > 0 are absolute constants, and κ′ = 2M(b+m+ d)/m. Take Fn as the test
function and X0 = 0, and by rescaling η and Fn(·) (dissipative and smoothness parameters), we
have ∣∣E[Fn(Xk)]− E[Fn(Xµ)]∣∣ ≤ Cκρ−d/2(1 + κemη) exp(− 2mkηρd
log(κ)
)
,
where κ = 2M(bβ +mβ + d)/m.
C.2 Proof of Lemma 4.2
To prove Lemma 4.2, we lay down the following supporting lemma, of which the derivation is
inspired and adapted from Chen et al. (2015).
Lemma C.4. Under Assumptions 3.1 and 3.2, the Markov chain {Xk}Kk=1 generated by Algorithm
1 satisfies ∣∣∣∣ 1K
K−1∑
k=0
E[Fn(Xk)|X0 = x]− F¯
∣∣∣∣ ≤ C( βηK + ηβ
)
,
where F¯ =
∫
Fn(x)pi(dx) with pi being the Gibbs measure for the Langevin diffusion (1.2).
Proof of Lemma 4.2. By definition we have
∣∣E[Fn(Xµ)]− E[Fn(Xpi)]∣∣ = ∣∣∣∣ ∫ Fn(x)µ(dx)− ∫ Fn(x)pi(dx)∣∣∣∣. (C.3)
For simplicity, we denote the average
∫
Fn(x)pi(dx) as F¯n. Since µ is the ergodic limit of the Markov
chain generated by the GLD process, for a given test function Fn, we have∫
Fn(x)µ(dx) =
∫
E[Fn(Xk)|X0 = x] · µ(dx).
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Since µ and pi are two invariant measures, we consider the case where K →∞. Take average over
K steps {Xk}K−1k=0 we have∫
Fn(x)µ(dx) = lim
K→∞
∫
1
K
K−1∑
k=0
E[Fn(Xk)|X0 = x] · µ(dx). (C.4)
Submitting (C.4) back into (C.3) yields
∣∣E[Fn(Xµ)]− E[Fn(Xpi)]∣∣ = lim
K→∞
∣∣∣∣ ∫ [ 1K
K−1∑
k=0
E[Fn(Xk)|X0 = x]− F¯
]
· µ(dx)
∣∣∣∣
≤ lim
K→∞
∫ ∣∣∣∣ 1K
K−1∑
k=0
E[Fn(Xk)|X0 = x]− F¯
∣∣∣∣ · µ(dx). (C.5)
Apply Lemma C.4 with g chosen as Fn we further bound (C.5) by∣∣E[Fn(Xµ)]− E[Fn(Xpi)]∣∣ ≤ C · lim
K→∞
∫ (
β
ηK
+
η
β
)
· µ(dx)
= C · lim
K→∞
(
β
ηK
+
η
β
)
=
Cη
β
.
C.3 Proof of Lemma 4.4
Lemma 4.4 gives the upper bound of function value gap between the GLD iterates and the SGLD
iterates. To bound the difference between Fn(XK) and Fn(YK), we need the following lemmas.
Lemma C.5. Under Assumptions 3.1 and 3.2, for any x ∈ Rd, it holds that
E
∥∥∥∥∇Fn(x)− 1B ∑
i∈Ik
∇fi(x)
∥∥∥∥2
2
≤ 4(n−B)(M‖x‖2 +G)
2
B(n− 1) ,
where B = |Ik| is the mini-batch size and G = maxi=1,...,n{‖∇fi(x∗)‖2}+ bM/m.
The following lemma describes the L2 bound for discrete processes Xk (GLD), Yk (SGLD) and
Zk (VR-SGLD). Note that for SGLD, similar result is also presented in Raginsky et al. (2017).
Lemma C.6. Under Assumptions 3.1 and 3.2, for sufficiently small step size η, suppose the initial
points of Algorithms 1, 2 and 3 are chosen at 0, then the L2 bound of the GLD process (2.1), SGLD
process (2.2) and VR-SGLD process (2.3) can be uniformly bounded by
max{E[‖Xk‖22],E[‖Yk‖22],E[‖Zk‖22]} ≤ Γ where Γ := 2
(
1 +
1
m
)(
b+ 2G2 +
d
β
)
,
for any k = 0, 1, . . . ,K, where G = maxi=1,...,n{‖∇fi(x∗)‖2}+ bM/m.
19
The following lemma gives out the upper bound for the exponential L2 bound of Xk.
Lemma C.7. Under Assumptions 3.1 and 3.2, for sufficiently small step size η < 1 and the inverse
temperature satisfying β ≥ max{2/(m−M2η), 4η}, it holds that
logE[exp(‖Xk‖22)] ≤ ‖X0‖22 +
2β(b+G2) + 2d
β − 4η kη.
Lemma C.8. (Polyanskiy and Wu, 2016; Raginsky et al., 2017) For any two probability density
functions µ, ν with bounded second moments, let g : Rd → R be a C1 function such that
‖∇g(x)‖2 ≤ C1‖x‖2 + C2, ∀x ∈ Rd
for some constants C1, C2 ≥ 0. Then∣∣∣∣ ∫
Rd
g(x)dµ−
∫
Rd
g(x)dν
∣∣∣∣ ≤ (C1σ + C2)W2(µ, ν),
where W2 is the 2-Wasserstein distance and σ2 = max
{ ∫
Rd ‖x‖22µ(dx),
∫
Rd ‖x‖22ν(dx)
}
.
Lemma C.9. (Corollary 2.3 in Bolley and Villani (2005)) Let ν be a probability measure on Rd.
Assume that there exist x0 and a constant α > 0 such that
∫
exp(α‖x− x0‖22)dν(x) <∞. Then for
any probability measure µ on Rd, it satisfies
W2(µ, ν) ≤ Cν
(√
DKL(µ||ν) +
(
DKL(µ||ν)/2
)1/4)
,
where Cν is defined as
Cν = inf
x0∈Rd,α>0
√
1
α
(
3
2
+ log
∫
exp(α‖x− x0‖22)dν(x)
)
.
Proof of Lemma 4.4. Let PK , QK denote the probability measures for GLD iterate XK and SGLD
iterate YK respectively. Applying Lemma C.8 to probability measures PK and QK yields∣∣E[Fn(YK)]− E[Fn(XK)]∣∣ ≤ (C1√Γ + C2)W2(QK , PK), (C.6)
where C1, C2 > 0 are absolute constants and Γ = 2(1 + 1/m)(b+ 2G
2 + d/β) is the upper bound for
both E[‖Xk‖22] and E[‖Yk‖22] according to Lemma C.6. We further bound the W2 distance via the
KL-divergence by Lemma C.9 as follows
W2(QK , PK) ≤ Λ(
√
DKL(QK ||PK) + 4
√
DKL(QK ||PK)), (C.7)
where Λ =
√
3/2 + logEPK [exp(‖XK‖22)]. Applying Lemma C.7 we obtain Λ =
√
(6 + 2Γ)Kη.
Therefore, we only need to bound the KL-divergence between density functions PK and QK . To this
end, we introduce a continuous-time Markov process {D(t)}t≥0 to bridge the gap between diffusion
{X(t)}t≥0 and its numerical approximation {Xk}k=0,1,...,K . Define
dD(t) = b(D(t))dt+
√
2β−1dB(t), (C.8)
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where b(D(t)) = −∑∞k=0∇F (X(ηk))1{t ∈ [ηk, η(k + 1))}. Integrating (C.8) on interval [ηk, η(k +
1)
)
yields
D(η(k + 1)) = D(ηk)− η∇F (D(ηk)) +
√
2ηβ−1 · k,
where k ∼ N(0, Id×d). This implies that the distribution of random vector (X1, . . . ,XK) is
equivalent to that of (D(η), . . . ,D(ηK)). Similarly, for Yk we define
dM˜(t) = c(M˜(t))dt+
√
2β−1dB(t),
where the drift coefficient is defined as c(M˜(t)) = −∑∞k=0 gk(M˜(ηk))1{t ∈ [ηk, η(k + 1))} and
gk(x) = 1/B
∑
i∈Ik ∇fi(x) is a mini-batch of the full gradient with Ik being a random subset
of {1, 2, . . . , n} of size B. Now we have that the distribution of random vector (Y1, . . . ,YK) is
equivalent to that of (N˜(η), . . . , N˜(ηK)). However, the process M˜(t) is not Markov due to the
randomness of the stochastic gradient gk. Therefore, we define the following Markov process which
has the same one-time marginals as
dM(t) = h(M(t))dt+
√
2β−1dB(t), (C.9)
where h(·) = −E[gk(M˜(ηk))1{t ∈ [ηk, η(k + 1))}|M˜(t) = ·] is the conditional expectation of the
left end point of the interval which M˜(t) lies in. Let Pt denote the distribution of D(t) and Qt
denote the distribution of M(t). By (C.8) and (C.9), the Radon-Nykodim derivative of Pt with
respective to Qt is given by the following Girsanov formula (Liptser and Shiryaev, 2013)
dPt
dQt
(M) = exp
{√
β
2
∫ t
0
(h(M(s))− b(M(s)))>(dM(s)− h(M(s))ds)
− β
4
∫ t
0
‖h(M(s))− b(M(s))‖22ds
}
.
Since Markov processes {D(t)}t≥0 and {M(t)}t≥0 are constructed based on Markov chains Xk and
Yk, by data-processing inequality the K-L divergence between PK and QK can be bounded by
DKL(QK ||PK) ≤ DKL(QηK ||PηK)
= −E
[
log
(
dPηK
dQηK
(M)
)]
=
β
4
∫ ηK
0
E
[‖h(M(r))− b(M(r))‖22]dr, (C.10)
where in the last equality we used the fact that dB(t) follows Gaussian distribution independently
for any t ≥ 0. By definition, we know that both h(M(r)) and b(M(r)) are step functions when
r ∈ [ηk, η(k + 1)) for any k. This observation directly yields∫ ηK
0
E
[‖h(M(r))− b(M(r))‖22]dr ≤ K−1∑
k=0
∫ η(k+1)
ηk
E
[‖gk(M˜(ηk))−∇Fn(M˜(ηk))‖22]dr
= η
K−1∑
k=0
E
[‖gk(Yk)−∇Fn(Yk)‖22],
21
where the first inequality is due to Jensen’s inequality and the convexity of function ‖ · ‖2, and the
last equality is due to the equivalence in distribution. By Lemmas C.5 and C.6, we further have∫ ηK
0
E
[‖h(M(r))− b(M(r))‖22]dr ≤ 4ηK(n−B)(MΓ +G)2B(n− 1) . (C.11)
Submitting (C.10) and (C.11) into (C.7), we have
W2(QK , PK) ≤ Λ
(√
βηK(n−B)(MΓ +G)2
B(n− 1) +
4
√
βηK(n−B)(MΓ +G)2
B(n− 1)
)
≤ Λ
√
βηK
√
n−B(MΓ +G)2√
B(n− 1) . (C.12)
Combining (C.6) with (C.12), we obtain the expected function value gap between SGLD and GLD:
|E[F (Yk)]− E[F (Xk)]| ≤ C1Γ
√
Kη
[
βηK
√
n−B(M√Γ +G)2√
B(n− 1)
]1/2
,
where we adopt the fact that Kη > 1 and assume that C1 ≥ C2.
C.4 Proof of Lemma 4.5
Similar to the proof of Lemma 4.4, to bound the difference between Fn(XK) and Fn(ZK), we need
the following lemmas.
Lemma C.10. Under Assumptions 3.1 and 3.2, for each iteration k = sL+ ` in Algorithm 3, it
holds that
E‖∇˜k −∇Fn(Zk)‖22 ≤
M2(n−B)
B(n− 1) E
∥∥Zk − Z˜(s)∥∥22,
where ∇˜k = 1/B
∑
ik∈Ik
(∇fik(Zk)−∇fik(Z˜(s)) +∇Fn(Z˜(s)) and B = |Ik| is the mini-batch size.
Proof of Lemma 4.5. Denote QZK as the probability density functions for ZK . For the simplicity of
notation, we omit the index Z in the remaining part of this proof when no confusion arises. Similar
as in the proof of Lemma 4.4, we first apply Lemma C.8 to probability measures PK for XK and
QK for ZK , and obtain the following upper bound of function value gap
|E[Fn(ZK)]− E[Fn(XK)]| ≤ (C1
√
Γ + C2)W2(QK , PK), (C.13)
where C1, C2 > 0 are absolute constants and Γ = 2(1 + 1/m)(b+ 2G
2 + d/β) is the upper bound for
both E[‖Xk‖22] and E[‖Zk‖22] according to Lemma C.6. Further by Lemma C.9, the W2 distance
can be bounded by
W2(QK , PK) ≤ Λ(
√
DKL(QK ||PK) + 4
√
DKL(QK ||PK)), (C.14)
22
where Λ =
√
3/2 + logEPK [e‖XK‖
2
2 ]. Applying Lemma C.7 we obtain Λ =
√
(6 + 2Γ)Kη. Therefore,
we need to bound the KL-divergence between density functions PK and QK . Similar to the proof of
Lemma 4.4, we define a continuous-time Markov process associated with Zk as follows
dN˜(t) = p(N˜(t))dt+
√
2β−1dB(t),
where p(N˜(t)) = −∑∞k=0 ∇˜k 1{t ∈ [ηk, η(k + 1))} and ∇˜k is the semi-stochastic gradient at k-th
iteration of VR-SGLD. We have that the distribution of random vector (Z1, . . . ,ZK) is equivalent
to that of (N˜(η), . . . , N˜(ηK)). However, N˜(t) is not Markov due to the randomness of ∇˜k. We
define the following Markov process which has the same one-time marginals as N˜(t)
dN(t) = q(N(t))dt+
√
2β−1dB(t), (C.15)
where q(·) = −E[∇˜k 1{t ∈ [ηk, η(k + 1))}|p(N˜(t)) = ·]. Let Qt denote the distribution of N(t).
By (C.8) and (C.15), the Radon-Nykodim derivative of Pt with respective to Qt is given by the
Girsanov formula (Liptser and Shiryaev, 2013)
dPt
dQt
(N) = exp
{√
β
2
∫ t
0
(q(N(r))− b(N(r)))>(dN(r)− h(N(r))dr)
− β
4
∫ t
0
‖q(N(r))− b(N(r))‖22dr
}
.
Since Markov processes {D(t)}t≥0 and {N(t)}t≥0 are constructed based on Xk and Zk, by data-
processing inequality the K-L divergence between PK and QK in (C.14) can be bounded by
DKL(QK ||PK) ≤ DKL(QηK ||PηK)
= −E
[
log
(
dPηK
dQηK
(N)
)]
=
β
4
∫ ηK
0
E
[‖q(N(r))− b(N(r))‖22]dr. (C.16)
where in the last equality we used the fact that dB(t) follows Gaussian distribution independently
for any t ≥ 0. By definition, we know that both q(N(r)) and b(N(r)) are step functions when
r ∈ [ηk, η(k + 1)) for any k. This observation directly yields∫ ηK
0
E
[‖q(N(r))− b(N(r))‖22]dr ≤ K−1∑
k=0
∫ η(k+1)
ηk
E
[∇˜k(N˜(ηk))−∇Fn(N˜(ηk))‖22]dr
= η
K−1∑
k=0
E
[‖∇˜k(Zk)−∇Fn(Zk)‖22],
where the first inequality is due to Jensen’s inequality and the convexity of function ‖ · ‖22, and the
last equality is due to the equivalence in distribution. Combine the above results we obtain
DKL(RK ||PK) ≤ βη
4
K−1∑
k=0
E[‖∇˜k −∇Fn(Zk)‖22]
≤ βη
4
K/L∑
s=0
L−1∑
`=0
E[‖∇˜sL+` −∇Fn(ZsL+`)‖22], (C.17)
23
where the second inequality follows the fact that k = sL+ ` ≤ (s+ 1)L for some ` = 0, 1, . . . , L− 1.
Applying Lemma C.10, the inner summation in (C.17) yields
L−1∑
`=0
E[‖∇˜sL+` −∇Fn(ZsL+`)‖22] ≤
L−1∑
`=0
M2(n−B)
B(n− 1) E
∥∥ZsL+` − Z˜(s)∥∥22. (C.18)
Note that we have
E
∥∥ZsL+` − Z˜(s)∥∥22
= E
∥∥∥∥ `−1∑
u=0
η
(∇fisL+u(ZsL+u)−∇fisL+u(Z˜(s)) +∇Fn(Z˜(s)))− `−1∑
u=0
√
2η
β
sL+`
∥∥∥∥2
2
≤ `
`−1∑
u=0
E
[
2η2
∥∥∇fisL+u(ZsL+u)−∇fisL+u(Z˜(s)) +∇Fn(Z˜(s))∥∥22]+ `−1∑
u=0
4ηd
β
≤ 4`η
(
9`η(M2Γ2 +G2) +
d
β
)
, (C.19)
where the first inequality holds due to the triangle inequality for the first summation term, the
second one follows from Lemma D.1 and Lemma C.6. Submit (C.19) back into (C.18) we have
L−1∑
`=0
E[‖∇˜sL+` −∇Fn(ZsL+`)‖22] ≤
4ηM2(n−B)
B(n− 1)
L−1∑
`=0
(
9`2η(M2Γ2 +G2) +
`d
β
)
≤ 4ηM
2(n−B)
B(n− 1)
(
3L3η(M2Γ +G2) +
dL2
2β
)
, (C.20)
Since (C.20) does not depend on the outer loop index i, submitting it into (C.17) yields
βη
4
K−1∑
k=0
E[‖∇˜k −∇Fn(Zk)‖22] ≤
η2KLM2(n−B)(3Lηβ(M2Γ +G2) + d/2)
B(n− 1) . (C.21)
Combining (C.13), (C.14) (C.17) and (C.21), we obtain
∣∣E[Fn(ZK)]− E[Fn(XK)]∣∣ ≤ C1Γ√Kη[η2KLM2(n−B)(3Lηβ(M2Γ +G2) + d/2)
B(n− 1)
]1/4
.
where we use the fact that Kη > 1, η < 1 and assume that C1 ≥ C2.
D Proof of Auxiliary Lemmas
In this section, we prove additional lemmas used in Appendix C.
D.1 Proof of Lemma C.2
Proof. Applying Itoˆ’s Lemma yields
dV (X(t)) = −2〈X(t),∇Fn(X(t))〉dt+ 2d
β
dt+ 2
√
2
β
〈X(t), dB(t)〉. (D.1)
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Multiplying e2mt to both sides of the above equation, where m > 0 is the dissipative constant, we
obtain
2me2mtV (X(t))dt+ e2mtdV (X(t)) = 2me2mtV (X(t))dt− 2e2mt〈X(t),∇Fn(X(t))〉dt
+
2d
β
e2mtdt+
√
8
β
e2mt〈X(t), dB(t)〉.
We integrate the above equation from time 0 to t and have
V (X(t)) = e−2mtV (X0) + 2m
∫ t
0
e2m(s−t)V (X(s))ds− 2
∫ t
0
e2m(s−t)〈X(s),∇Fn(X(s))〉ds
+
2d
β
∫ t
0
e2m(s−t)ds+ 2
√
2
β
∫ t
0
e2m(s−t)〈X(s), dB(s)〉. (D.2)
Note that by Assumption 3.2, we have
−2
∫ t
0
e2m(s−t)〈X(s),∇Fn(X(s))〉ds ≤ −2
∫ t
0
e2m(s−t)
(
m‖X(s)‖22 − b
)
ds
= −2m
∫ t
0
e2m(s−t)V (X(s))ds+
b+m
m
(1− e−2mt). (D.3)
Combining (D.2) and (D.3), and taking expectation over X(t) with initial point x, we get
Ex[V (X(t))] ≤ e−2mtV (x) + b+m
m
(1− e−2mt) + d
mβ
(1− e−2mt)
= e−2mtV (x) +
b+m+ d/β
m
(1− e−2mt),
where we employed the fact that dB(s) follows Gaussian distribution with zero mean and is
independent with X(s).
D.2 Proof of Lemma C.3
Here we provide a sketch of proof to refine the parameters in the results of Mattingly et al. (2002).
For detailed proof, we refer interested readers to Theorem 7.3 in Mattingly et al. (2002).
Proof. Denote κ = 2M(b + m + d)/m according to Lemma C.2 where b,m are the dissipative
parameters and φ = ρd is the volume of a ball with radius 0 < ρ < 1. Let {Xlτ}l=0,1,... be a sub-
sampled chain from {Xk}k=0,1,... at sample rate τ > 0. By the proof of Theorem 2.5 in Mattingly
et al. (2002), we obtain the following result∣∣E[g(Xlτ )]− E[g(Xµ)]∣∣ ≤ κ[V¯ + 1](1− φ)αlτ +√2V (x0)δlτκαlτ/2 1√
φ
, (D.4)
where Xµ follows the invariant distribution of Markov process {Xk}k=0,1,..., V¯ = 2 supx∈C V (x) is
a bounded constant, δ ∈ (e−2mη, 1) is a constant, and α ∈ (0, 1) is chosen small enough such that
δκα/2 ≤ 1. In particular, we choose α ∈ (0, 1) such that δκα/2 ≤ (1− φ)α, which yields
α ≤ log(1/δ)
log(
√
κ/(1− φ)) ≤
log(1/δ)
log(
√
κ)
,
25
where the last inequality is due to 1− φ < 1. Submitting the choice of α into (D.4) we have∣∣E[g(Xlτ )]− E[g(Xµ)]∣∣ ≤ 2√2κ√
φ
[V¯ + 1]V (x0)(1− φ)lτ log(1/δ)/ log(
√
κ)
=
2
√
2κ√
φ
[V¯ + 1]V (x0)e
lτ log(r), (D.5)
where r = (1 − φ)log(1/δ)/ log(
√
κ) is defined as the contraction parameter. Note that by Taylor’s
expansion we have
log r = log(1− (1− r)) = −(1− r)− (1− r)
2
2
− (1− r)
3
3
− . . . ≤ −(1− r), (D.6)
when |1− r| ≤ 1. By definition r = (1− φ)log(1/δ)/ log(
√
κ) and φ = ρd where ρ ∈ (0, 1) is a constant.
Since it is more interesting to deal with the situation where dimension parameter d is large enough
and not negligible, we can always assume that |φ| = ρd is sufficiently small such that for any
0 < ζ < 1
(1− φ)ζ = 1− ζφ+ ζ(ζ − 1)/2φ2 + . . .+
(
ζ
n
)
(−φ)n + . . . ≤ 1− ζφ (D.7)
by Taylor’s expansion. Submitting (D.6) and (D.7) into (D.5) yields∣∣E[g(Xlτ )]− E[g(Xµ)]∣∣ ≤ 2√2κ√
φ
[V¯ + 1]V (x0) exp
(
− 2mlτηρ
d
log(κ)
)
, (D.8)
where we chose δ = e−mη. Next we need to prove that the unsampled chain is also exponential
ergodic. Let k = lτ + j with j = 0, 1, . . . , τ − 1. We immediately get∣∣E[g(Xlτ+j)]− E[g(Xµ)]∣∣ ≤ 2√2κ√
φ
[V¯ + 1]E[V (Xj)] exp
(
− 2mlτηρ
d
log(κ)
)
.
Since the GLD approximation (2.1) of Langevin is ergodic when sampled at rate τ = 1, we
have k = lτ = l and j = 0. Note that by Lemma A.2 in Mattingly et al. (2002), we have
C = {x : V (x) ≤ κ/e−mη}, which implies that V¯ = κemη. Thus we obtain∣∣E[g(Xk)]− E[g(Xµ)]∣∣ ≤ Cκρ−d/2(κemη + 1) exp(− 2mkηρd
log(κ)
)
,
where we used the fact that x0 = 0 and C > 0 is an absolute constant.
D.3 Proof of Lemma C.4
Proof. For the simplicity of notation, we first assume that β = 1 and then show the result for arbitrary
β by a scaling technique. Note that for the continuous-time Markov process {D(t)}t≥0 defined in
(C.8), the distribution of random vector (X1, . . . ,XK) is equivalent to that of (D(η), . . . ,D(ηK)).
Since we have E[ψ(Xk)|X0 = x] = E[ψ(D(ηk))|D0 = x]. We denote E[ψ(D(ηk))|D0 = x] by
Ex[ψ(D(ηk))]. By applying (A.2), we compute the Taylor expansion of Ex[ψ(D(ηk))] at D(η(k−1)):
Ex[ψ(D(ηk))] = Ex[ψ(D(η(k − 1)))] + ηEx[Lψ(D(η(k − 1)))] +O(η2).
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Take average over k = 1, . . . ,K and rearrange the equation we have
1
ηK
(
Ex[ψ(D(ηK))]− ψ(x))+O(η) = 1
K
K∑
k=1
Ex[Lψ(D(η(k − 1)))]. (D.9)
Submit the Poisson equation (A.3) into the above equation (D.9) we have
1
K
K−1∑
k=0
Ex[Fn(Xk)]− F¯ = 1
K
K∑
k=1
Ex[Lψ(Xk−1)] = 1
K
K∑
k=1
Ex[Lψ(D(η(k − 1)))]
=
1
ηK
(
Ex[ψ(D(ηK))]− ψ(x))+O(η)
=
1
ηK
(
Ex[ψ(XK)]− ψ(x)
)
+O(η),
where the second and the fourth equation hold due to the fact that the distribution of {Xk} is the
same as the distribution of {D(ηk)}. Suppose that we have ψ(Xk) is bounded by some constant in
expectation, we are able to obtain the final conclusion∣∣∣∣ 1K
K−1∑
k=0
Ex[Fn(Xk)]− F¯
∣∣∣∣ ≤ C( 1ηK + η
)
.
Thus the remaining task is to show that ψ(Xk) is bounded in expectation. By Assumption 3.1,
using a similar argument as in the proof of Lemma 4.1, we bound Fn(x) by a quadratic function
V (x)
Fn(x) ≤ M
2
V (x) =
M
2
(C0 + ‖x‖22).
Applying Assumption 3.2 and Theorem 9.2 in Vollmer et al. (2016) we have
|ψ(x)| ≤ C1(1 + ‖x‖22) ≤ C2V (x). (D.10)
Note that by Assumptions 3.1 and 3.2 we can verify that a quadratic V (x) and p∗ = 2 satisfy
Assumption 9.1 in Vollmer et al. (2016) and therefore we obtain that for all p ≤ p∗, we have
sup
k
EV p(Xk) ≤ ∞. (D.11)
Combining (D.10) and (D.11) we show that ψ(Xk) is bounded in expectation. This completes the
proof for the case β = 1.
In order to apply our analysis to the case where β can take any arbitrary constant value, we
conduct the same scaling argument as in (C.2).∣∣∣∣ 1K
K−1∑
k=0
Ex[Fn(Xk)]− F¯
∣∣∣∣ ≤ C( 1η′K + η′
)
= C
(
β
ηK
+
η
β
)
.
This completes the proof.
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D.4 Proof of Lemma C.5
We first lay down the following lemma on the bounds of gradient of fi.
Lemma D.1. For any x ∈ Rd, it holds that
‖∇fi(x)‖2 ≤M‖x‖2 +G
for constant G = maxi=1,...,n{‖∇fi(x∗)‖2}+ bM/m.
Proof. Let ui(x) = ∇F (x)−∇fi(x), consider
E
∥∥∥∥ 1B ∑
i∈Ik
ui(x)
∥∥∥∥2
2
=
1
B2
E
∑
i 6=i′∈Ik
ui(x)
>ui′(x) +
1
B
E‖ui(x)‖22
=
B − 1
Bn(n− 1)
∑
i 6=i′
ui(x)
>ui′(x) +
1
B
E‖ui(x)‖22
=
B − 1
Bn(n− 1)
∑
i,i′
ui(x)
>ui′(x)− B − 1
B(n− 1)E‖ui(x)‖
2
2 +
1
B
E‖ui(x)‖22
=
n−B
B(n− 1)E‖ui(x)‖
2
2, (D.12)
where the last equality is due to the fact that 1/n
∑n
i=1 ui(x) = 0. By Lemma D.1 we have
‖∇fi(x)‖2 ≤M‖x‖2 +G, therefore we have ‖∇F (x)‖2 ≤M‖x‖2 +G and consequently, ‖ui(x)‖2 ≤
2(M‖x‖2 +G). Thus (D.25) can be further bounded as:
E
∥∥∥∥ 1B ∑
i∈Ik
ui(x)
∥∥∥∥2
2
≤ n−B
B(n− 1)4(M‖x‖2 +G)
2.
This completes the proof.
D.5 Proof of Lemma C.6
In this section, we provide the proof of L2 bound of GLD and VR-SGLD iterates Xk and Zk. Note
that a similar result of SGLD has been proved in Raginsky et al. (2017) and thus we omit the
corresponding proof for the simplicity of presentation.
Proof of Lemma C.6. Part I: We first prove the the upper bound for GLD. By the definition in
(2.1), we have
E[‖Xk+1‖22] = E[‖Xk − η∇Fn(Xk)‖22] +
√
8η
β
E[〈Xk − η∇Fn(Xk), k〉] + 2η
β
E[‖k‖22]
= E[‖Xk − η∇Fn(Xk)‖22] +
2ηd
β
,
where the second equality follows from that k is independent on Xk. Now we bound the first term
E[‖Xk − η∇Fn(Xk)‖22] = E[‖Xk‖22]− 2ηE[〈Xk,∇Fn(Xk)〉] + η2E[‖∇Fn(Xk)‖22]
≤ E[‖Xk‖22] + 2η(b−mE[‖Xk‖22]) + 2η2(M2E[‖Xk‖22] +G2)
= (1− 2ηm+ 2η2M2)E[‖Xk‖22] + 2ηb+ 2η2G2,
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where the inequality follows from Assumption 3.2, Lemma D.1 and triangle inequality. Substitute
the above bound back and we will have
E[‖Xk+1‖22] ≤ (1− 2ηm+ 2η2M2)E[‖Xk‖22] + 2ηb+ 2η2G2 +
2ηd
β
. (D.13)
For sufficient small η that satisfies η ≤ min{1,m/(2M2)}, there are only two cases we need to take
into account:
If 1− 2ηm+ 2η2M2 ≤ 0, then from (D.13) we have
E[‖Xk+1‖22] ≤ 2ηb+ 2η2G2 +
2ηd
β
≤ ‖X0‖22 + 2
(
b+G2 +
d
β
)
. (D.14)
If 0 < 1− 2ηm+ 2η2M2 ≤ 1, then iterate (D.13) and we have
E[‖Xk‖22] ≤ (1− 2ηm+ 2η2M2)k‖X0‖22 +
ηb+ η2G2 + ηdβ
ηm− η2M2 ≤ ‖X0‖
2
2 +
2
m
(
b+G2 +
d
β
)
. (D.15)
Combine (D.14) and (D.15) and we have
E[‖Xk‖22] ≤ ‖X0‖22 +
(
2 +
2
m
)(
b+G2 +
d
β
)
= 2
(
1 +
1
m
)(
b+G2 +
d
β
)
,
where the equation holds by choosing X0 = 0.
Part II: Now we prove the L2 bound for VR-SGLD, i.e., E[‖Zk‖22], by mathematical induction.
Since ∇˜k = 1/B
∑
ik∈Ik
(∇fik(Zk)−∇fik(Z˜(s)) +∇Fn(Z˜(s))), we have
E[‖Zk+1‖22] = E[‖Zk − η∇˜k‖22] +
√
8η
β
E[〈Zk − η∇˜k, k〉] + 2η
β
E[‖k‖22]
= E[‖Zk − η∇˜k‖22] +
2ηd
β
, (D.16)
where the second equality follows from the fact that k is independent of Zk and standard Gaussian.
We prove it by induction. First, consider the case when k = 1. Since we choose the initial point at
Z0 = 0, we immediately have
E[‖Z1‖22] = E[‖Z0 − η∇˜0‖22] +
√
8η
β
E[〈Z0 − η∇˜0, 0〉] + 2η
β
E[‖0‖22]
= η2E[‖∇Fn(Z0)‖22] +
2ηd
β
≤ η2G2 + 2ηd
β
,
where the second equality holds due to the fact that ∇˜0 = ∇Fn(Z0) and the inequality follows
from Lemma D.1. For sufficiently small η we can see that the conclusion of Lemma C.6 holds for
E[‖Z1‖22], i.e., E[‖Z1‖22] ≤ Γ, where Γ = 2(1+1/m)(b+2G2+d/β). Now assume that the conclusion
holds for all iteration from 1 to k, then for the (k + 1)-th iteration, by (D.16) we have,
E[‖Zk+1‖22] = E[‖Zk − η∇˜k‖22] +
2ηd
β
, (D.17)
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For the first term on the R.H.S of (D.17) we have
E[‖Zk − η∇˜k‖22] = E[‖Zk − η∇Fn(Zk)‖22] + 2ηE〈Zk − η∇Fn(Zk),∇Fn(Zk)− ∇˜k〉
+ η2E[‖∇Fn(Zk)− ∇˜k‖22]
= E[‖Zk − η∇Fn(Zk)‖22]︸ ︷︷ ︸
T1
+ η2E[‖∇Fn(Zk)− ∇˜k‖22]︸ ︷︷ ︸
T2
, (D.18)
where the second equality holds due to the fact that E[∇˜k] = ∇Fn(Zk). For term T1, we can further
bound it by
E[‖Zk − η∇Fn(Zk)‖22] = E[‖Zk‖22]− 2ηE[〈Zk,∇Fn(Zk)〉] + η2E[‖∇Fn(Zk)‖22]
≤ E[‖Zk‖22] + 2η(b−mE[‖Zk‖22]) + 2η2(M2E[‖Zk‖22] +G2)
= (1− 2ηm+ 2η2M2)E[‖Zk‖22] + 2ηb+ 2η2G2,
where the inequality follows from Lemma D.1 and triangle inequality. For term T2, by Lemma C.10
we have
E‖∇Fn(Zk)− ∇˜k‖22 ≤
M2(n−B)
B(n− 1) E
∥∥Zk − Z˜(s)∥∥22 ≤ 2M2(n−B)B(n− 1) (E∥∥Zk∥∥22 + E∥∥Z˜(s)∥∥22).
Submit the above bound back into (D.16) we have
E[‖Zk+1‖22] ≤
(
1− 2ηm+ 2η2M2
(
1 +
n−B
B(n− 1)
))
E[‖Zk‖22]
+
2η2M2(n−B)
B(n− 1) E
∥∥Z˜(s)∥∥2
2
+ 2ηb+ 2η2G2 +
2ηd
β
. (D.19)
Note that by assumption we have E
∥∥Zj∥∥22 ≤ Γ for all j = 1, . . . , k where Γ = 2(1 + 1/m)(b+ 2G2 +
d/β
)
, thus (D.19) can be further bounded as:
E[‖Zk+1‖22] ≤
(
1− 2ηm+ 2η2M2
(
1 +
2(n−B)
B(n− 1)
))
︸ ︷︷ ︸
Cλ
Γ + 2ηb+ 2η2G2 +
2ηd
β
. (D.20)
For sufficient small η that satisfies
η ≤ min
(
1,
m
2M2
(
1 + 2(n−B)/(B(n− 1)))
)
,
there are only two cases we need to take into account:
If Cλ ≤ 0, then from (D.20) we have
E[‖Zk+1‖22] ≤ 2ηb+ 2η2G2 +
2ηd
β
≤ 2
(
b+G2 +
d
β
)
. (D.21)
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If 0 < Cλ ≤ 1, then iterate (D.20) and we have
E[‖Zk+1‖22] ≤ Ck+1λ ‖Z0‖22 +
ηb+ η2G2 + ηdβ
ηm− η2M2
(
1 + 2(n−B)B(n−1)
) ≤ 2
m
(
b+G2 +
d
β
)
. (D.22)
Combining (D.21) and (D.22), we have
E[‖Zk+1‖22] ≤ 2
(
1 +
1
m
)(
b+ 2G2 +
d
β
)
.
Thus we show that when E[‖Zj‖22], j = 1, . . . , k are bounded, E[‖Zk+1‖22] is also bounded. By
mathematical induction we complete the proof.
D.6 Proof of Lemma C.7
Proof. We have the following equation according to the update of GLD in (2.1),
E[exp
(‖Xk+1‖22)] = E exp(∥∥∥Xk − η∇Fn(Xk) +√2ηβ k∥∥∥22
)
= E exp
(
‖Xk − η∇Fn(Xk)‖22 +
√
8η
β
〈Xk − η∇Fn(Xk), k〉+ 2η
β
‖k‖22
)
.
(D.23)
Let H(x) = exp(‖x‖22), we have E[H(Xk+1)] = EXk [E[H(Xk+1)|Xk]]. Thus we can first compute
the conditional expectation on the R.H.S of (D.23) given Xk, then compute the expectation with
respect to Xk. Note that k follows standard multivariate normal distribution, i.e., k ∼ N(0, Id×d).
Then it can be shown that
E
[
exp
(√
8η
β
〈Xk − η∇Fn(Xk), k〉+ 2η
β
‖k‖22
)∣∣∣∣Xk]
=
1(
1− 4η/β)d/2 exp
(
4η
β − 4η‖Xk − η∇Fn(Xk)‖
2
2
)
holds as long as β > 4η. Plugging the above equation into (D.23), we have
E[H(Xk+1)] =
1(
1− 4η/β)d/2EXk
[
exp
(
β
β − 4η‖Xk − η∇Fn(Xk)‖
2
2
)]
. (D.24)
Note that by Assumption 3.2 and Lemma D.1 we have
EXk exp
(
β
β − 4η‖Xk − η∇Fn(X)‖
2
2
)
= EXk exp
(
β
β − 4η
(‖Xk‖22 − 2η〈Xk,∇Fn(Xk)〉+ η2‖∇Fn(Xk)‖22))
≤ EXk exp
(
β
β − 4η
(‖Xk‖22 − 2η(m‖Xk‖22 − b) + 2η2(M2‖Xk‖22 +G2)))
= EXk exp
(
β
β − 4η
(
(1− 2ηm+ 2η2M2)‖Xk‖22 + 2bη + 2η2G2
))
.
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Consider sufficiently small η such that η < m/M2. Then for β satisfying β ≥ max{2/(m−M2η), 4η},
we have β(1− 2ηm+ 2η2M2)/(β− 4η) ≤ 1. Therefore, the above expectation can be upper bounded
by
EXk exp
(
β
β − 4η‖Xk − η∇Fn(X)‖
2
2
)
≤ exp
(
2ηβ(b+ ηG2)
β − 4η
)
E[H(Xk)].
Substituting the above inequality into (D.24), it follows that
E[H(Xk+1)] ≤ 1
(1− 4η/β)d/2 exp
(
2ηβ(b+ ηG2)
β − 4η
)
E[H(Xk)]
≤ exp
(
2η(βb+ ηβG2 + d)
β − 4η
)
E[H(Xk)],
where we used the fact that log(1/(1− x)) ≤ x/(1− x) for 0 < x < 1 and that
log
(
1
(1− 4η/β)d/2
)
=
d
2
log
(
1
1− 4η/β
)
≤ 2dη/β
1− 4η/β =
2ηd
β − 4η .
Then we are able to show by induction that
E[H(Xk)] ≤ exp
(
2kη(βb+ ηβG2 + d)
β − 4η
)
E[H(‖X0‖2)],
which immediately implies that
logE[exp(‖Xk‖22)] ≤ ‖X0‖22 +
2β(b+G2) + 2d
β − 4η kη,
where we assume that η ≤ 1 and β > 4η.
D.7 Proof of Lemma C.10
Proof. Since by Algorithm 3 we have ∇˜k = (1/B)
∑
ik∈Ik
(∇fik(Zk) − ∇fik(Z˜(s)) + ∇Fn(Z˜(s))),
therefore,
E[‖∇˜k −∇Fn(Zk)‖22] = E
∥∥∥∥ 1B ∑
ik∈Ik
(∇fik(Zk)−∇fik(Z˜(s)) +∇Fn(Z˜(s))−∇Fn(Zk))∥∥∥∥2
2
.
Let ui = ∇Fn(Zk)−∇Fn(Z˜(s))−
(∇fik(Zk)−∇fik(Z˜(s))).
E
∥∥∥∥ 1B ∑
i∈Ik
ui(x)
∥∥∥∥2
2
=
1
B2
E
∑
i 6=i′∈Ik
ui(x)
>ui′(x) +
1
B
E‖ui(x)‖22
=
B − 1
Bn(n− 1)
∑
i 6=i′
ui(x)
>ui′(x) +
1
B
E‖ui(x)‖22
=
B − 1
Bn(n− 1)
∑
i,i′
ui(x)
>ui′(x)− B − 1
B(n− 1)E‖ui(x)‖
2
2 +
1
B
E‖ui(x)‖22
=
n−B
B(n− 1)E‖ui(x)‖
2
2, (D.25)
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where the last equality is due to the fact that 1/n
∑n
i=1 ui(x) = 0. Therefore, we have
E[‖∇˜k −∇Fn(Zk)‖22] ≤
n−B
B(n− 1)E‖ui‖
2
2
=
n−B
B(n− 1)E‖∇fik(Zk)−∇fik(Z˜)− E[∇fik(Zk)−∇fik(Z˜)]‖
2
2
≤ n−B
B(n− 1)E‖∇fik(Zk)−∇fik(Z˜)‖
2
2
≤ M
2(n−B)
B(n− 1) E‖Zk − Z˜‖
2
2, (D.26)
where the second inequality holds due to the fact that E[‖x − E[x]‖22] ≤ E[‖x‖22] and the last
inequality follows from Assumption 3.1. This completes the proof.
E Proof of Auxiliary Lemmas in Appendix D
E.1 Proof of Lemma D.1
Proof. By Assumption 3.2 we obtain
〈x∗,∇Fn(x∗)〉 ≥ m‖x∗‖22 − b.
Note that x∗ is the minimizer for Fn, which implies that ∇Fn(x∗) = 0 and threfore ‖x∗‖2 ≤ b/m.
By Assumption 3.1 we further have
‖∇fi(x)‖2 ≤ ‖∇fi(x∗)‖2 +M‖x− x∗‖2 ≤ ‖∇fi(x∗)‖2 + bM
m
+M‖x‖2.
The proof is completed by setting G = maxi=1,...,n{‖∇fi(x∗)‖2}+ bM/m.
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