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The symbol-manipulation system MuMATH has been applied to the algebraic problem of
generating characters and irreducible representations of certain permutation groups which
occur in the treatment of the quantum states of easily rearranged molecules . Character
calculations are based on the methods of Dixon, in which calculations are done in modulo
arithmetic ; representations are recovered by induction as described
by Altmann . These
methods reduce the scale of the computation so that it may be accomplished within the limits
of widely available microcomputers,
No chemical spectroscopist or quantum chemist is without a nodding acquaintance with
group theory, the algebra of symmetry operators . But since the applications of group
theory in chemistry are generally small in scale, this branch of applied mathematics has
not yet been thoroughly altered in practice and in tone by computing machinery . This
may change. The permutation symmetry groups of easily rearranged systems become
important in the analysis of the magnetic resonance spectra of flexible molecules. These
groups are often extremely large, as are their representations . Until recently (Trindle,
1985), only numerical representations of group properties were routinely available to
chemists, in spite of the extensive symbolic and exact work available in mathematics and
computer science (Buchberger et al., 1983). However, the finite mathematics ordinarily
realised in computers does not permit faithful representation of group theoretic
operations. Symbolic manipulation systems permit an exact representation of the
combination laws of a group, and the exact calculation of the characters, irreducible
representations, and coupling coefficients which symmetry-adapt primitive bases . In this
report we describe a series of group theory programs, expressed in the MuSIMP dialect of
LISP which accompanies the MuMATHt algebra system (Yun & Stoutemeyer, 1980).
The symbol manipulation which MuMATH makes possible is an essential part of the
package .
Top Level Input Requirements and Output
We have described all the functions of our symbolic group theory package elsewhere
(Trindle, 1985). Here is provided a brief outline of the information required as input, and
a typical report of results,
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This program treats all groups as if they were permutation groups ; one must supply N,
the number of objects to be permuted, and a set of permutations which serve as
generators of the group. The program will construct the multiplication table, identify
classes, and construct the class multiplication coefficients . One may request in the input
whether characters, irreducible representations, or coupling coefficients are to be
reported. If irreducible representations or coupling coefficients are requested, the full set
of matrices are computed. If only specific irreducible representations or coupling
coefficients are desired, one may specify the particular values to be displayed or printed .
All output is written to disk, and can be used by other application programs .
Times Required
Factors influencing the time required for particular calculations include N, the number
of objects permuted; G, the order of the group (which may be up to N!) ; the structure of
the group ; and the idiosyncracies of the LISP dialect . We use an interpreted LISP for
small problems (N up to 10), and a microprocessor (Apple II 6502 : or ATT 6300) . This
makes our calculation very slow . For N = 8, we produce characters for the group S(8) in
about 2 minutes. The time required on a mainframe computer would be at least 100 times
less. Irreducible representations require much longer times ; however, the exact times are
highly variable, depending on details of the induction process .
Some Essential and Hardworking Procedures
Our purpose here is to provide an overview of the collection of routines on which the
package ultimately depends . The early stages of permutation group theory make heavy
use of set-theoretic unions, intersections, and partitions . We make heavy use of routines
with the self-explanatory names MEMBER (A, B) and SUBSET (A, B), which may have
Boolean values T (true) or F (false) according to whether A is contained within B. We
must count the number of times a set of atoms (in which no element is repeated) appears
in a "bag" (in which elements may be repeated) . The function REMBER (ANATOM,
BAG) will remove a single atom from a bag. REMBER is applied for each element in
ASET, in EXSET(ASET, ABAG) . We count the number of times this excision of a set
from a bag is successful, by COUNTSET . These functions permit the definition of the
class constant matrix A(i, j : k), which occurs in the equation
CiC, = X(k)A(i, j : k)Ck ,
if only we can produce the bag by the group's combination rule .
Our major task in molecular symmetry groups is to represent the combination rule for
permutation groups, the permutation operation itself (Knuth, 1968) . A function
PERMUTE (A, P, B) will be different from all the functions described so far, since it must
return a list B which is the result of shuffling A according to permutation P. Algorithms
for the representation and multiplication of permutations are described by Knuth (1968) .
For small groups it may be possible to store a full multiplication table. More generally,
we store only the sub-tables expressing the combination rules of the factor groups which
define the full group through semidirect products . For example, one might store the
multiplication tables for C 3 and Cs , from which all the group theoretic results for C ar
could be constructed as required .
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Classes, Cosets, and Double Cosets
Given a multiplication table expressed either as a single array or as a sequence of table
inspections, it is a straightforward process to identify groups of operations within the
same conjugacy class . This relation links any two operations (R, S) satisfying g*Rg = S
(all g) in group G .
A group G, which has a subgroup H, may be written as the union of left cosets E( g) gH,
in which g is an element of G not in H. There are 0(G)/0(H) such cosets, where 0(G) is the
number of operators in group G . If the group G contains subgroups A and B, G may
alternatively be represented by a union of double cosets AgB composed of all products of
the form a x g x b,
a in A and b in B . There are 0(G)/0(A) x 0(B) such double cosets .
Double cosets have a variety of applications, identifying equivalent integrals in molecular
orbital calculations (Davidson, 1975) and enumerating permutational isomers and
isomerisation pathways (Ruch et al ., 1970; Hasselbarth & Ruch, 1973 ; Klemperer, 1972) .
It is a straightforward matter to generate such cosets and double cosets automatically,
once the combination table is available .
Characters and Representations
The key to the definition of characters and representations of point groups is the
definition of the class multiplication matrices A in the class product
Cp
x Cg
= E(k)A(pq ; k)Ck .
The characters [X] are solutions to
Ri x Rj x X; x X; = E(k)A(Y; k)RkXk ,
where Rk is the number of operators in class k. We can recover characters from this
equation by a method of Flodmark & Blokker (1967) and Blokker & Flodmark (1971) .
Using the orthogonality theorem in the form
E(g)X, x XJ = h d(i, j),
h being the dimension of the irreducible representation, we find
E(k)[A(J ;
k) -
Ld(jk)]Rk
x
Xk = 0
.
The solutions L to the equations for characters are the (generally complex) roots of
polynomials in L . Here symbolic mathematics is particularly helpful (Pavelle et al ., 1981) .
We need to extract factors from a complex polynomial exactly and directly if possible .
Otherwise we would like to try the already established factors in hope of simplifying the
problem to one which can be solved exactly . Our symbol manipulator permits the exact
solution of any linear, quadratic, cubic, and quartic equation . Our strategem is to solve
the smaller systems first, which will yield several of the characters . These characters may
also be roots of the high-degree polynomials, since there is considerable redundancy in
the class equations . With these trial roots in hand, one might be able to reduce a high
order polynomial by synthetic division. We use Cope's (1984) public domain routine for
synthetic division in MuSIMP, which we have extended slightly to produce simpler non-
numerical coefficients of the expression resulting from the synthetic division . (It is
possible, but rarely occurs, that this step fails to produce a full set of characters . If this
occurs, an alternative factorisation of the group may be needed .) This direct method will
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not succeed when there are more than four classes and the roots are not simple . For large
groups with high-order class constant matrices, we need a more powerful method for
recovering characters .
An Alternative Method for Characters Due to Dixon, which Profits
from High Precision Symbolic Arithmetic
Dixon (1967, 1970) has made the search for roots of the class constant matrix much
more efficient by establishing a restriction on the potential values of the characters . We
have described the basis of this method and our code elsewhere (Trindle, 1985) . In brief,
we must solve for the roots of the matrix of class constants, A(q : k) . However, in Dixon's
method we express all arithmetic modulo p, where p is a prime number such that
p2
> 4 0(G) and (p-1)/e =an integer. Here 0(G) is the order of the group and for any
operation R in the group, R` is the identity . Instead of searching the complex plane for
roots of the polynomial obtained from the secular determinant, it is sufficient to limit
investigation to the set of p integers [0, 1, . . ., p-1] . Now we need not solve high-order
equations, but merely substitute integer estimates of eigenvalues x(k) in an array and
evaluate the polynomial arising from the secular determinant . The MuMATH system
handles MOD arithmetic with ease . Alternatively we could use the powerful techniques
for polynomial factorisation in modulo arithmetic described by Knuth (1981) (see also
Kaltofen, 1983), though one must beware of repeated roots in that case . (The polynomial
is in general not "square-free" .)
Code for this formal manipulation is described in Trindle (1985) . The package includes
program FACTOR, which accepts the class constant matrix and the modulo P, and
returns a list of integer factors . The function CZFACTOR uses the method of Cantor and
Zassenhaus to recover irreducible factors of a polynomial expressed in a ring of integers
0, 1, . . ., p-1, p the prime defined above. The function COEFS processes the expanded
determinant and returns the coefficients in ascending order, modulo P . The function
GCD finds the greatest common divisor of two polynomials . The function DEG finds the
highest degree of a polynomial . The function POLYMOD does polynomial arithmetic,
forming quotients and residues respectively . It is an adaptation of Cope's (1984)
MuMATH code SYNDIV .
Dixon's method permits construction of characters for extremely large groups . Once
the characters are known, the representations may in principle be recovered from the
eigenvectors of the class constant matrix . These matrices are sometimes very large .
Fortunately we can induce representations of the large groups, from representations of
their factors .
Altmann (1963, 1977) describes how the induced representations defined above may
be reduced. We have implemented his method within the MuSIMP programming
environment provided with MuMATH (Trindle, 1985) .
The Chemical Relevance: Molecular and NMR Symmetry Groups are Often
Semidirect Products of Permutation Groups
Organic molecules have various symmetries, applicable on different time scales . On
the slowest spectroscopic time scale, defined by the NMR transition, protons within
methyl groups become equivalent . On the average, the system is properly described by
permutation symmetries. Woodman (1970) has shown that when a molecule can be
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viewed as a rigid frame supporting groups which may execute internal rotations, its
molecular symmetry group may be written as a semidirect product of the group of the
frame and groups for each internal rotor . For example, the molecular symmetry group for
boron trimethyl is the semidirect product of D ab (frame) and (C 3 ) 3 , corresponding to the
cyclic permutations of protons within each of the three freely rotating methyl groups
(Longuet-Higgins, 1963) .
In the NMR problem, we are concerned with a Hamiltonian which is invariant to any
exchange among those particles which share like shielding tensors, are equally coupled to
one another, and are equally coupled to every other nucleus in the system . The symmetry
group of the NMR Hamiltonian contains factors of the symmetric group (all possible
permutations within such a set) for each such set of equivalent nuclei . NMR symmetry
groups are clearly expressible as semidirect products of the permutation groups for each
set of equivalent nuclei (Longuet-Higgins, 1963) . NMR symmetry groups are often larger
than groups relevant to other types of motion . More interesting chemical exchanges also
may be represented as factors helping to compose the full group . For example, the
effective symmetry of a system such as
BeB2H8
where a set of eight protons is rapidly
exchanged between a D 2d and two C3 ,, structures can be shown to be (S 4)v(S4)
(Trindle, 1983). The feasible chemical permutations add new generators to define the
(often large) total group .
Conclusion
The full description of symmetries in systems which are easily rearranged requires
treatment of rather large groups . The algebraic techniques of induction of representations
reduce the bulk of the problem, but require computational aid if their application is to
become widespread . Computer algebra systems, even at the smallest scale, can ease the
application of these algebraic methods . The remark of Calmet & van Hulzen (1983) that
"In biology and chemistry . . . computer algebra has almost no impact at all", may soon
become dated .
MuMATH (listing only or APPLE II 6502-ADIOS diskette) code with preliminary
documentation is available from the author, who would be grateful for the provision of a 5 .25 in
soft-sectored diskette and return postage . Code in an IBM-compatible medium will be available in
1986 .
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