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Wojna a hipotezy dotyczące 
postępu technicznego 
w XXI wieku
Bezpieczeństwo zawiera w sobie nie tylko element teraźniejszości (trwanie, 
przetrwanie), ale również przyszłości (rozwój). Dlatego wydaje się, że refl eksja 
nad  wojną i bezpieczeństwem militarnym powinna uwzględniać aspekt doty-
czący postępu technicznego. Wojna towarzyszy ludzkości od początków jej ist-
nienia. Rozwój technicznych umiejętności człowieka wiązał się z transformacją 
stosowanego uzbrojenia, ze wzmacnianiem własnych możliwości obronnych, 
ale również z potencjałem militarnym i siłą rażenia, ataku. Aforysta Stanisław 
Jerzy Lec stwierdza nawet, że: „Ludzie byli dawniej bliżsi sobie. Musieli. Broń 
nie niosła daleko”1. Celem rozwoju technicznego państw coraz wyraźniej sta-
je się zbudowanie zaplecza militarnego przewyższającego analogiczne zasoby 
prawdopodobnych przeciwników. Rosnącą rolę techniki można zwłaszcza za-
uważyć od rozpoczęcia w 1914 r. I wojny światowej. Działania wojenne, któ-
re przyniosły śmierć około 9 mln żołnierzy (same tylko trwające prawie rok 
walki w okopach pod Verdun pochłonęły kilkaset tysięcy istnień), toczyły się 
nie tylko na lądzie, ale również w powietrzu i na wodzie. „Niemcy przegrali 
też i dlatego, że nie docenili nowej broni, jaką był czołg. […] Były to czołgi 
bardzo jeszcze prymitywne, ale okazały się nader skuteczne”2. Ze względu na 
wydatki związane z uzbrojeniem oraz śmierć żołnierzy na polach walk, przeciw-
nicy militaryzacji stwierdzają, że „wojna jest jedyną zabawą bogatych, w której 
udział biorą biedni”3. Ograniczanie strat i chirurgiczna precyzja współczesnych 
działań wojennych wydają się uzasadniać wydatki na rozwój nowych techno-
1  S.J. Lec, Myśli nieuczesane wszystkie, Warszawa 2015, s. 230.
2 A. Garlicki, Historia 1815–1939. Polska i świat, Warszawa 2000, s. 251.
3 Zob. Protest przeciwko tarczy antyrakietowej, 29.03.2008, http://www.tvn24.pl/kontakt,9/ 
protest-przeciwko-tarczy-antyrakietowej,53554.html [dostęp: 20.05.2016].
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logii. Niepokój osób prognozujących kierunki rozwoju przyszłości budzi jednak 
rosnąca rola sztucznej inteligencji oraz autonomicznych systemów uzbrojenia. 
Warto się zastanowić, jak w świetle hipotez dotyczących postępu techniczne-
go w XXI w. mogą wyglądać wojny przyszłości. „Zagrożenia we współczesnym 
świecie są postrzegane przez jego wyzwania”4. Dlatego ich wczesne zdiagnozo-
wanie może ułatwić sprostanie ewentualnym wyzwaniom przyszłości. 
Na potrzebę strategicznego podejścia do spraw bezpieczeństwie zwraca 
uwagę m.in. Marian Kozub, który wskazuje prognozowanie jako narzędzie 
myślenia o przyszłości5: „Przyszłość próbuje się prognozować, szukając odpo-
wiedzi na wiele pytań, a w tym i na to najczęściej spotykane: jaka ona będzie? 
A może lepiej byłoby zapytać, jaka ona może być, co nam może przynieść?”6. 
Diagnozowanie trendów dotyczących np. rozwoju technicznego czy zmian kli-
matycznych powinno  umożliwić sprawniejsze reagowanie na mające nastąpić 
wydarzenia. Przystosowanie się do przewidywanych (prognozowanych) zmian 
lub próba ich powstrzymania czy chociaż kontrolowania może stanowić istot-
ny czynnik myślenia o bezpieczeństwie przyszłości. Przewidywanie tej przyszło-
ści wiąże się z myśleniem strategicznym, które opierając się na informacjach 
o potencjalnych zmianach w otoczeniu, umożliwia tworzenie różnych jej wizji. 
Zmiany, które mogą zaistnieć w otoczeniu, „a więc niepewne i nieprzewidziane 
okoliczności, stwarzające zarówno zagrożenia, szanse, jak i ryzyko”7, warunkują 
możliwości rozwoju i odczuwanie bezpieczeństwa.
„We współczesnym świecie wszystko może być zagrożeniem i jednocześnie 
czynnikiem wpierającym rozwój człowieka. Oznacza to, że człowiek, jako podmiot 
i przedmiot bezpieczeństwa, jest kreatorem zagrożeń”8. Technika jako „dziedzina 
ludzkiej działalności, której celem jest oparte na wiedzy (na podstawach nauko-
wych) produkowanie rzeczy i wywoływanie zjawisk niewystępujących w przyro-
dzie oraz przekształcanie wytworów przyrody”9 stanowi nie tylko element rozwo-
ju, ale również potencjalne źródło zagrożeń i wyzwań. Postrzegana przez pryzmat 
rozwoju gospodarczego i wzrostu komfortu życia, wpływa również na degradację 
środowiska naturalnego, przekształcenia i ograniczenia rynku pracy. Generuje też 
rozwój niebezpiecznej dla całej ludzkości broni (jądrowej) oraz wyścig zbrojeń, 
który powoduje powstawanie coraz nowszych urządzeń bojowych.
4 A. Czupryński, Przemoc militarna we współczesnym świecie, [w:] Współczesne bezpieczeństwo 
militarne, red. M. Kubiak,  A. Turek, Warszawa–Siedlce 2012, s. 35.
5 Zob. M. Kozub, Myśleć strategicznie o bezpieczeństwie przyszłości, Warszawa 2013.
6 M. Kozub, Strategiczne myślenie o bezpieczeństwie przyszłości, „Zeszyty Naukowe AON” 
2014, nr 4, s. 108.
7 Tamże, s.101.
8 A. Czupryński, Przemoc militarna…  
9 http://encyklopedia.pwn.pl/haslo/technika;3985955.html [dostęp: 20.05.2016].
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Niektóre wymyślone kiedyś na potrzeby wojska technologie czy urządzenia 
są obecnie coraz powszechniej używane na co dzień10. Są wśród nich internet, 
system nawigacji satelitarnej GPS, kamery cyfrowe, kuchenki mikrofalowe, 
samochody jeep, samoloty Boeing 747 czy drony. Część tych projektów jest 
związana z pracami  badawczymi, jakie podjęła DARPA (Defense Advanced 
Research Project Agency – amerykańska Agencja Zaawansowanych Obron-
nych Projektów Badawczych). Agencja ta opracowała m.in. projekt global-
nej sieci komputerowej, która stała się zaczątkiem obecnego internetu, oraz 
system nawigacji, który miał wspomagać fl otyllę nuklearnych okrętów. Chęć 
bardziej efektywnego wykorzystania przez służby wywiadowcze materiałów po-
zyskiwanych dzięki pracy satelitów szpiegowskich skłoniła natomiast NASA 
(National Aeronautics and Space Administration – Narodową Agencję Aero-
nautyki i Przestrzeni Kosmicznej) do opracowania cyfrowego formatu obrazu, 
co stanowi podstawę funkcjonowania współczesnych kamer. Niektóre projekty 
opracowywane przez amerykańskie agencje rządowe, zwłaszcza DARPA, ciągle 
wydają się bardzo dziwaczne i nieprawdopodobne11. Hasła takie, jak mecha-
niczne słonie, wojenne pszczoły czy wojenne szczury brzmią odrobinę bajkowo 
i abstrakcyjnie. Bardziej realne są natomiast badania nad wyeliminowaniem 
zmęczenia (czemu kiedyś miały służyć m.in. amfetamina i LSD), co wiążę się 
jednak ze zmienianiem struktury ludzkiego mózgu. Ponieważ „najsłabszym og-
niwem amerykańskiej armii są ludzie”12, wyobraźnię rozbudzają wizje stworze-
nia superżołnierza, który dzięki udoskonaleniom genetycznym byłby szybszy, 
sprawniejszy i silniejszy. Uwagę koncentrują też np. możliwości telepatycznej 
komunikacji między żołnierzami (Silent Talk) czy technologie do automa-
tycznego tłumaczenia i analizy lingwistycznej języków lokalnych społeczno-
ści. Alternatywą dla genetyki mogą być również egzoszkielety pomagające 
żołnierzom bez zmęczenia dźwigać ciężki ekwipunek (projekt Warrior Web), 
dające ochronę przed kulami i monitorujące stan zdrowia (projekt Talos) bądź 
też ułatwiające wspinanie się. Żołnierze mogą być również wspomagani przez 
tzw. psie roboty (LS3), wyprodukowane we współpracy z korporacją Google. 
Takie roboty – wszędołazy do zadań specjalnych – mają w założeniu towarzy-
10  Zob. Wojskowe technologie, których używamy na co dzień, 12.11.2013, http://tech.
wp.pl/kat,130034,title,Wojskowe-technologie-ktorych-uzywamy-na-co-dzien,wid, 
16161811,wiadomosc.html?ticaid=117217&_ticrsn=3 [dostęp: 20.05.2016].
11  Zob. Najdziwniejsze amerykańskie projekty wojskowe, 16.04.2012, http://tech.wp.pl/kat, 
130034,title,Najdziwniejsze-amerykanskie-projekty-wojskowe,wid,14414423, wiadomosc.html 
[dostęp: 20.05.2016] oraz Wojskowe projekty rodem z filmów Sci-Fi, 25.03.2016,  http://wiado-
mosci.wp.pl/gid,18232879,kat,1356,title,Wojskowe-projekty-rodem-z-fi lmow-Sci-Fi,galeria.
html [dostęp: 20.05.2016].
12  Najdziwniejsze amerykańskie projekty…
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szyć patrolom wojskowym. Wyposażenie żołnierzy przyszłości w zmieniające tor 
lotu naboje czy lasery, które dzięki swojej precyzji mają ograniczyć przypad-
kowe ofi ary, to ukłon w stronę obrony np. cywili. Co prawda posiadane przez 
np. Chińską Armię Ludowo-Wyzwoleńczą karabiny laserowe mają służyć 
m.in. do likwidacji kamer, czujników i wrogich statków bezzałogowych, ale skie-
rowane przeciwko człowiekowi mogą doprowadzić do trwałej utraty wzroku13. 
Egzoszkielety, karabiny laserowe czy nanoroboty wykrywające i zwalczające 
choroby wśród żołnierzy przywodzą na myśl wizje rzeczywistości zaczerpnięte 
z książek fantastycznych i fi lmów science fi ction. Wydaje się jednak, że w części 
tych akcesoriów można znaleźć analogie do historycznie występujących elemen-
tów uzbrojenia. Ewentualne użycie egzoszkieletów zapewni współczesnym wo-
jownikom ochronę podobną do średniowiecznej zbroi, a broń laserowa swoją pre-
cyzją i mocą może zmienić pole walki tak jak przed wiekami zrobiła to np. kusza. 
Prawdziwa rewolucja techniczna, ale również mentalna będzie być może związa-
na z odkryciami mniej namacalnymi, ale rewolucyjnymi na skalę, którą trudno 
sobie wyobrazić. Wśród bojowych technologii przyszłości wskazuje się m.in. broń 
atomową, samoloty naddźwiękowe, warstwową obronę rakietową, niewidzialne 
pojazdy (wykonane w technologii pozwalającej rozproszyć lub pochłonąć wiąz-
kę fal elektromagnetycznych), bojowe lasery dużej mocy (pozwalające atakować 
z prędkością światła strumieniem energii na bardzo duże odległości liczone w ty-
siącach kilometrów), broń umieszczoną w kosmosie (która pozwoli niszczyć cele 
znajdujące się w dowolnym punkcie na ziemi, w powietrzu lub na wodzie), broń 
mikrofalową ADS (Active Denial System), e-bombę (neutralizującą systemy 
elektroniczne przeciwnika) oraz autonomiczne roboty bojowe14. 
Warto się zastanowić, co tak naprawdę kryje się pod tym ostatnim hasłem. 
Co może decydować o tym, że uzbrojone roboty będą samodzielnie identy-
fi kować i unieszkodliwić cele? Czynnikiem decydującym o ich efektywności 
jest – jak się wydaje – sztuczna inteligencja. Jej rozwój nie jest obecnie tak 
atrakcyjny medialnie (np. laserowe karabiny). Pojawiają się jednak sygnały 
świadczące o wzroście możliwości komputerów. Na początku 2016 r. stworzony 
przez naukowców z fi rmy Deep Mind (spółka córka Google’a) program kom-
puterowy AlphaGo zwyciężył z legendarnym mistrzem gry w go Lee Sedolem15. 
13 Chińska armia jako jedyna na świecie posiada karabiny laserowe, 9.02.2016,  http://nt.interia.
pl/raporty/raport-wojna-przyszlosci/wiadomosci/news-chinska-armia-jako-jedyna-na-swiecie-
posiada-karabiny-lasero,nId,2142652 [dostęp: 20.05.2016].
14 Zob. 10 technologii bojowych przyszłości, http://tech.wp.pl/kat,1009779,title,10-technologii-
bojowych-przyszlosci,wid,12110818,wiadomosc.html [dostęp: 1.06.2016].
15 Zob. M. Rolecki, P. Cieśliński, Historyczna porażka człowieka. „Jestem w szoku” – mistrz gry 
w go przegrał z komputerem, „Gazeta Wyborcza” z 9.03.2016.
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Nie wywołało to już takiego zainteresowania medialnego jak historyczne zwy-
cięstwo komputera IBM z programem szachowym Deep Blue nad arcymistrzem 
szachowym Garii Kasparowem (1996 r.), ale ze względu na stopień skompliko-
wania gry w go jest dowodem rosnących możliwości maszyn. Gracz w go ma do 
wyboru około 200 posunięć (szachista około 20), a przeciętna partia to 150 po-
sunięć, co oznacza 10^170 (170 zer) możliwych ułożeń kamieni na planszy16.
Wciąż rozwijające się robotyka (w tym sztuczna inteligencja), genetyka 
i nanotechnologia to dziedziny wiedzy, które według amerykańskiego futuro-
loga i współzałożyciela Uniwersytetu Osobliwości (otwartego w 2009 r. w San 
Jose pod auspicjami NASA i fi rmy Google) Raymonda Kurzweila zdecydują 
o nadejściu w 2045 r. tzw. osobliwości (singularity)17. „Osobliwością w naukach 
ścisłych nazywamy miejsce, w którym znane nam prawa naukowe zawodzą, bo 
na przykład we wzorach matematycznych pojawia się nam dzielenie przez zero 
albo pierwiastek kwadratowy z liczby ujemnej, co prowadzi do paradoksalnych 
wniosków typu «czas tam płynie do tyłu» albo «masa jest nieskończona»”18. 
Tego typu paradoksy dotyczą np. badań związanych z czarnymi dziurami. 
W przypadku rozwoju cywilizacji ludzkiej mająca nadejść osobliwość to sytua-
cja, w której fuzja biologii z tech nologią i robotyką spowoduje, że postęp tech-
niczny będzie tak szybki, iż nieaktualne staną się wszelkie ludzkie przewidy-
wania, które go dotyczyły. Porównując prędkości procesorów i pamięć główną 
komputerów na przestrzeni kilkudziesięciu ostatnich lat, Kurzweil przychyla 
się do poglądu o wykładniczym wzroście ich mocy obliczeniowej. Zauważa 
również, że „początkowo komputery były ogromnymi, zdalnymi maszynami 
w klimatyzowanych pomieszczeniach, doglądanymi przez techników w białych 
kitlach. Następnie przeniosły się na nasze biurka, potem pod pachy, a teraz są 
już w naszej kieszeni. Niedługo będziemy rutynowo umieszczać je we wnętrzu 
naszych ciał i mózgów”19. 
Sztuczna inteligencja ma szansę w połowie obecnego wieku przewyższyć 
ludzką, co będzie stanowić początek nowej ery cywilizacyjnej. Zwolennicy teo-
rii osobliwości wymieniają najczęściej jej trzy rodzaje:
pojawienie się sztucznej inteligencji (Kurzweil),1) 
nadejście końca „epoki rzadkości” (ekonomista Eric Drexler; dzięki 2) 
technologii tzw. dobra rzadkie mają być dostępne dla wszystkich),
16 Tamże.
17 Zob. R. Kurzweil, Nadchodzi osobliwość. Kiedy człowiek przekroczy granice biologii, Warszawa 
2013
18 W. Orliński, Teoria osobliwości. Za 20 lat dzięki sztucznej inteligencji wszystkiego wystarczy dla 
wszystkich, „Gazeta Wyborcza. Duży Format” z 31.12.2015.
19   R. Kurzweil, Nadchodzi osobliwość…, s. 306.
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perspektywa transhumanizmu (określanego symbolem H+ lub >H, bio-3) 
logicznej modyfi kacji człowieka, która pozwoli mu przezwyciężyć swoje 
ograniczenia)20.
Prawdopodobnie osiągnięcie jednej z nich pociągnie za sobą rozwój kolej-
nych, np. rozwój sztucznej inteligencji mógłby być generatorem postępu me-
dycyny, który doprowadziłby do transformacji biotechnologicznej człowieka. 
Rozwój badań nad komórkami macierzystymi, samouczące się algorytmy steru-
jące, np. wyszukiwarka Google i Facebook, postępująca i taniejąca miniatury-
zacja czy wynalezienie drukarek 3D mogą świadczyć o coraz bliższym nadejściu 
osobliwości. 
Część teoretyków wskazuje jednak na stagnację i pozorny tylko rozwój tech-
nologii. „Teorię stagnacji najlepiej podsumował miliarder Peter Thiel, twórca 
m.in. internetowego serwisu PayPal i współzałożyciel Facebooka: «Obiecywano 
nam latające samochody, dostaliśmy wiadomości tekstowe na 140 znaków»”21. 
O ile powszechne obecnie wynalazki, np. łączność satelitarna (1964), myszka 
i ikonki (1968), procesor tekstu (1968), internet (1969), e-mail (1971), telefon 
komórkowy (1973), mikroprocesor (1974), wywarły kiedyś wpływ na szerokie 
grono odbiorców, o tyle obecnie po prostu już tylko są. Pozwalające przekro-
czyć prędkość dźwięku samoloty Concorde dawały nadzieję na rozwój hiperso-
nicznych, orbitalnych lotów pasażerskich. Wyjątkowość przedstawianych jako 
przełom w lotnictwie Dreamlinerów opiera się na rozwiązaniach podnoszących 
komfort pasażerów (np. regulowanie przezroczystości okien). 
Pojawia się również pytanie, czy postęp techniczny przyczyni się do upowszech-
nienia dobrobytu i ogólnej szczęśliwości, czy bardziej do dalszego rozwarstwienia 
i pogłębienia różnic społecznych? Wojciech Orliński zauważa, że „przełomowość 
Boeinga 747 polegała na tym, że ponieważ mieścił ponad 600 pasażerów – prze-
szło dwa razy więcej niż jego poprzednik Boeing 707 – mógł oferować dużo tańsze 
bilety. Największą zaletą dzisiejszego największego samolotu pasażerskiego, Air-
busa 380, jest zaś to, że klasę ekonomiczną można w nim całkowicie oddzielić od 
pierwszej i biznesowej – dzięki czemu na przystosowanych do tego lotniskach ta-
kich jak Frankfurt całą odprawę można prowadzić od początku do końca osobno, 
żeby pasażerowie lepszych klas nigdy nie oglądali nas, proli z ekonomicznej”22. 
Czy ewentualne wyniki badań dotyczących powstrzymania procesu starzenia 
(wynikającego jakoby z mikrouszkodzeń DNA w mitochondriach) wypracowane 
w kierowanym przez Aubreya de Greya instytucie SENS (Strategies for Enginee-
20 Zob. W. Orliński, Teoria osobliwości… 
21 Tamże.
22 Tamże.
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red Negligible Senescence) będą dostępne tak powszechnie jak np. szczepienia, 
operacje serc, czy przeszczepy? A może raczej będą dostępne tylko dla sponsoru-
jących działania de Greya miliarderów? 
Czy tak daleko posunięta ingerencja w biologiczną sferę człowieka nie bę-
dzie wstępem do szeroko zakrojonej eugeniki? „Transhumanizm to […] fi lozo-
fi a techniki”23. Oczekiwanie na nadejście tzw. osobliwości, która ma pchnąć 
ludzkość na nowe tory rozwoju, wiąże się przecież z przeświadczeniem, że moż-
na udoskonalić człowieka, zmodyfi kować efekt milionów lat ewolucji – również 
w celu stworzenia idealnego wojownika, który odmieni sposób prowadzenia 
wojen. „Owo przezwyciężenie i poprawa rozumiane są jako uwolnienie człowie-
ka od chorób, procesów starzenia oraz uzyskanie przez niego pełni szczęścia i – 
permanentnej – szczytowej ekscytacji, a także zastąpienie wielu z jego organów 
(a kiedyś i całego ciała) sztucznymi (oczywiście lepszymi od pierwowzorów) 
elementami. H+ postuluje maksymalne rozwijanie i upowszechnianie techni-
ki, tak by wspomniane całkowite przezwyciężenie i ulepszenie człowieka mogło 
nastąpić jak najszybciej”24.
Ingerencja w starzenie się elit ekonomicznych może powstrzymać proces ich 
naturalnej wymiany i ewolucji struktur społecznych. Projektowanie wieku boga-
tej części ludzi prowadzi do powstania rażącej nierówności społecznej. Znamio-
na eugeniki nosi również koncepcja połączenia człowieka i maszyny, która może 
oznaczać zmierzch edukacji25. W techno-świecie zbyteczna staje się tradycyjnie 
pojmowana edukacja. Egzorozszerzenia (np. egzoszkielety, protezy i różnego 
rodzaju implanty) będą coraz częściej wpływać na funkcjonowanie ludzkiego 
ciała, a „technomózg – mózg biologiczny rozszerzony przez nanoroboty, które 
nie tylko zapewnią jego długowieczność i supersprawność, ale i nieskończoność 
możliwości, maksymalność plastyczności i totalność efektywności”26, nie będzie 
już czerpał wiedzy i umiejętności z procesów uczenia szkolnego. Nanoroboty 
umożliwią ich „wgranie”, co przyspieszy  np. poznanie i opanowanie  obcych 
języków. Technicyzacja człowieka może spowodować zastąpienie oddziaływań 
rodzica lub wychowawcy inżynierią genetyczną, ponieważ edukacja przestanie 
„być technicznie niezbędna”27.   
Jakie treści będą jednak przekazywane przez tak skonstruowany techno-
logiczny akt uczenia? I czy nie będzie to oznaczać kresu podmiotowości i pry-
23 M. Klichowski, Narodziny cyborgizacji. Nowa eugenika, transhumanizm i zmierzch edukacji, 
Poznań 2014, s. 106.
24 Tamże, s. 105–106.
25 Zob. tamże.
26 Tamże, s. 159.
27 Tamże, s. 163.
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watności jednostki, której wiedza i umiejętności będą zależeć od nanorobotów, 
monitorujących również każde jej działanie? Już dzisiaj podłączone do inter-
netu gazety techniczne mają niebagatelny wpływ na naszą prywatność. „Coraz 
mniej jest zawodów, w których można sobie pozwolić na luksus «niebycia na 
Facebooku»”28. Zcyfyzowanie świata  ma coraz wyraźniejsze skutki społeczne. 
„Nawet mieszkańcy NRD nie byli inwigilowani przez Stasi tak skutecznie, jak 
my jesteśmy codziennie inwigilowani przez sektor prywatny i publiczny. Nigdy 
w historii ludzkości nie pojawiła się sytuacja, w której wolność słowa, tajem-
nica korespondencji czy przepływy pieniędzy zależały od kilku korporacji, któ-
rych działalność nie podlega regulacji”29. Funkcjonowanie internetu wpływa 
również na ograniczenie źródeł, z których pozyskujemy informacje. „Internet 
przestał być jedną z dróg pozyskiwania treści. Dla wielu ludzi stał się już jedyną, 
bo zamknięto im ostatni kiosk z gazetami, ostatnią księgarnię czy ostatni sklep 
z płytami w ich okolicy. Najprawdopodobniej wszyscy znajdziemy się w takiej 
sytuacji w bliskim horyzoncie czasowym, niewychodzącym poza dekadę – dla 
nas wszystkich to już nie tylko pytanie «kiedy», a nie «czy»”30.
Internet to podstawowe źródło informacji dla coraz większej części członków 
współczesnych społeczeństw. Źródło to prezentuje ludziom dokładnie te informa-
cje, jakich chcą usłyszeć. Dzieje się tak dzięki dopasowaniu wyszukiwanych in-
formacji do profi lu konsumenta stworzonego przez korporację. Zapoczątkowany 
w 2009 r. program spersonalizowanego wyszukiwania Google31 prowadzi do izolacji 
informacyjnej jednostki. Algorytm wyszukiwarki nie ocenia już tylko przeszukiwa-
nych stron. Istotną rolę odgrywa subiektywna ocena uwzględniająca lokalizację, 
historię wyszukiwania i inne wskaźniki określone przez fi rmę Google. Ma to zdej-
mować z wyszukującego konieczność mozolnego weryfi kowania wyników wyszuki-
wania. Ogranicza przy okazji również prawo do samodzielnego wyboru. Współczes-
ny człowiek traci umiejętność samodzielnego wyszukiwania informacji. „Jesteśmy 
w gorszej sytuacji od starożytnych Greków – nawet nie wiemy, że nic nie wiemy”32. 
Internet „spełnił odwieczne marzenie cenzorów o cenzurze tak doskonałej, że od-
biorcy nie są świadomi jej istnienia”33. Reklamy i informacje są dopasowywane nie 
tylko do tego, co jest wpisywane do wyszukiwarki. „Gogle dodatkowo dopasowuje 
same wyniki wyszukiwania do tego, co wie na temat szukającego”34.
28 W. Orliński, Internet. Czas się bać, Warszawa 2013, s. 14.
29  Tamże, s. 9.
30  Tamże, s. 29.
31 Tamże, s. 71–72.
32 Tamże, s. 84.
33 Tamże, s. 61.
34 Tamże, s. 66.
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Rozwój transhumanizmu może doprowadzić do sytuacji, że algorytmy nie 
będą już rozpoznawać preferencji człowieka. Określone preferencje mogą zo-
stać „zapisane” w jego mózgu. Według socjologa internetu Stephana Humera: 
„Google chce towarzyszyć ludziom przez całe życie. Jeśli mu się to uda, będzie 
mu łatwiej prowadzić interesy”35. Czy wizja świata rządzonego przez maszyny to 
nadal kwestia tylko naiwnych hollywoodzkich scenariuszy? Robert M. Maier 
stwierdza, że „Google dysponuje niewiarygodną władzą, która przez wielu użyt-
kowników i polityków jest bagatelizowana”36 . Czy stworzony przez człowieka 
system może wymknąć się spod kontroli?  Czy wytworzona w procesie inżynie-
ryjnym sztuczna inteligencja to recepta na rozwiązanie problemów, z którymi 
nie radzą sobie ludzkie umysły, czy raczej zagrożenie dla ludzkości i mało uświa-
domiony podmiot wojen przyszłości? 
Już obecnie widoczna jest tendencja do tego, żeby na polu walki zastępować 
człowieka maszynami. „«Mówi się, że podczas I wojny światowej trzeba było 
zużyć 10 tys. sztuk amunicji, by zabić jednego człowieka» – przypominają  George 
Friedman i Robert D. Kaplan z amerykańskiego think-tanku Stratfor. 30 lat 
później, by zniszczyć jeden cel, nad Niemcy leciało 1000 samolotów B-17, ob-
sługiwanych przez 10 tys. ludzi. Na wojnie w Wietnamie wysyłano 30 samolo-
tów F-4, aby np. zburzyć jeden most. W misji uczestniczyło 60 lotników. Nato-
miast pilot współczesnego F-16 poradzi sobie z sześcioma celami. W niedalekiej 
przyszłości klucz czterech dronów nowej generacji zniszczy w czasie jednej misji 
32 cele. Obsłuży je jeden operator. Ale już dzisiaj pracuje się nad miniaturowy-
mi latającymi robotami, które ruszą do boju jako rój, zdolny do ataku na kilka-
set obiektów. Tu również wystarczy tylko dowódca misji, zwłaszcza że mówimy 
o dronach w pełni autonomicznych, samodzielnie wybierających cele zgodnie 
z zaprogramowanymi z grubsza wymogami. Co najważniejsze, misja drona nie 
łączy się z zagrożeniem dla życia pilota”37. 
Użycie dronów stanowi jednak wyzwanie dla prawa – zarówno poszcze-
gólnych  krajów, jak i międzynarodowego – czego dowodzi skierowany wobec 
administracji Baracka Obamy zarzut nielegalności operacji wojskowej w Libii 
w 2011 r.38 Zgodnie z regulacjami sięgającymi czasów wojny w Wietnamie, na 
prezydencie ciąży obowiązek poinformowania Kongresu (w ciągu 48 godzin) 
o rozpoczęciu działań wojennych, „w których amerykańscy żołnierze mogą 
35 Tamże, s. 28.
36 Tamże, s. 25.
37 Człowiek, maszyna, bezpieczeństwo. Systemy inteligentne w zarządzaniu kryzysowym 
i działaniach militarnych, Warszawa 2013, s. 11.
38 Zob. B. Sajduk, Maszyny do zadań specjalnych, [w:] tamże, s. 6.
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wziąć udział w walce”39. Kongres ma 60 dni, żeby zdecydować, czy wyraża zgodę 
na kontynuowanie działań wojennych. Libijski precedens polegał na tym, że 
uznano, iż w przypadku  bezzałogowych dronów, obsługiwanych przez oddalo-
nych od miejsca walk operatorów, „zgoda Kongresu na kontynuowanie działań 
nie jest potrzebna, ponieważ żołnierze amerykańscy nie biorą udziału w dzia-
łaniach wojennych i ich życiu nie zagraża poważne niebezpieczeństwo (prze-
słanka ubiegania się o zatwierdzenie akcji przez Kongres)”40. Obrazu sytuacji 
dopełnia fakt wyrażenia przez Radę Bezpieczeństwa ONZ zgody na prowadze-
nie działań powietrznych w celu ochrony życia cywili. „Może to oznaczać, że 
dokonała się zmiana i że w przyszłości politycy będą szukać publicznego oraz 
politycznego poparcia dla działań wojennych jedynie w sytuacjach, w których 
będą wiązały się z narażaniem życia żołnierzy, ale nie maszyn. Sytuacja stanie 
się jeszcze bardziej skomplikowana, gdy doda się do niej fakt, że często CIA za-
trudnia prywatnych kontrahentów do obsługi bezzałogowych maszyn”41. Stwa-
rza to iluzoryczną możliwość prowadzenia działań zbrojnych niegenerujących 
strat w ludziach po swojej stronie. Jean Baudrillard, autor książki Wojny w za-
toce nie było, opisując to zjawisko, stwierdził nawet: „Najpierw bezpieczny seks, 
teraz bezpieczna wojna”42. 
Użycie dronów jeszcze bardziej ułatwia medialne manipulacje przy relacjo-
nowaniu konfl iktów i działań wojennych. Przedstawianie wroga jako migają-
cego punktu na ekranie i świadomość, że nie zostaje narażone życie własnych 
żołnierzy, zwiększa społeczną akceptację prowadzonych przez siły amerykańskie 
interwencji.  Australijski fi lozof Robert Sparrow zauważa, że bezzałogowe robo-
ty bojowe  „ułatwiają rządom rozpocząć wojnę. Myślą one, że w ten sposób nie 
poniosą żadnych strat”43. Ofensywne użycie takich narzędzi wywołuje – jego 
zdaniem – pytanie o etyczny aspekt budowania takich robotów dla wojska, 
ponieważ umożliwiają one łatwiejsze zabijanie ludzi.
Olbrzymi niepokój budzi wizja dalszego rozwoju inteligentnych broni. 
W opublikowanym w 2015 r. przez Future of Life Institute liście otwartym 
w sprawie sztucznej inteligencji, który został podpisany przez grono wybitnych 
naukowców i biznesmenów, dostrzeżono w niekontrolowanym rozwoju sztucz-
nej inteligencji zagrożenie dla naszej cywilizacji44. Czytamy w nim: „Istnieje 
39 Tamże.
40 Tamże.
41 Tamże. 
42 Cyt. za: Człowiek,  maszyna, bezpieczeństwo…, s. 10.
43 Tamże, s.11
44 Naukowcy ostrzegają przed sztuczną inteligencją. List otwarty Muska i Hawkinga, 17.01.2015, 
http://wiedzoholik.pl/naukowcy-ostrzegaja-przed-sztuczna-inteligencja-list-otwarty-muska-i-
hawkinga/ [dostęp: 20.05.2016].
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ogólna zgoda co do tego, że tempo rozwoju sztucznej inteligencji przyspiesza, 
a wpływ tej technologii na ludzi zapewne będzie również wzrastał. […] Korzy-
ści, które za tym idą, są gigantyczne, ponieważ wszystko, co nasza cywilizacja 
ma do zaoferowania, bazuje właśnie na ludzkiej inteligencji. Musimy jednak 
pamiętać, że nie jesteśmy w stanie przewidzieć, co możemy osiągnąć, gdy na-
sza inteligencja zostanie wzmocniona przez narzędzia, jakie daje AI. Zniesienie 
ubóstwa czy chorób wcale nie wydaje się niemożliwe. Ale z powodu wielkich 
możliwości AI konieczne jest zbadanie tego, w jaki sposób z niej skorzystać, 
unikając jednocześnie tragicznych w skutkach wpadek”45. Zdaniem jedne-
go z sygnatariuszy listu, Stephena Hawkinga, wytworzona technologia może 
w przyszłości np. przechytrzyć rynki fi nansowe czy opracować broń o działaniu 
niezrozumiałym dla ludzkości, co spowoduje, że sztuczna inteligencja okaże się 
największym, ale również ostatnim dokonaniem ludzkości46.
Ze względu, na to że list podpisało ponad 1000 ekspertów, naukowców i ba-
daczy (np. wymieniony już fi zyk Stephen Hawking, fi lozof Noam Chomsky, 
biznesmen Elon Musk, współzałożyciel fi rmy Apple Steve Wozniak oraz szef 
działu sztucznej inteligencji fi rmy Google Demis Hassabis), wydaje się, że pły-
nąca z niego refl eksja powinna się stać przedmiotem zainteresowania środowisk 
badających współczesne bezpieczeństwo i perspektywy wykorzystania nowych 
technologii w działaniach wojennych47. Wyścig zbrojeń w dziedzinie sztucznej 
inteligencji może się stać niebezpieczny dla ludzkości. Dotyczy to zwłaszcza 
budowy autonomicznych systemów bojowych, samodzielnie (bez interwencji 
człowieka) wybierających i atakujących cele. Zdaniem Hawkinga: „Ludzie, 
ograniczeni przez powolną ewolucję biologiczną, nie będą mogli konkurować 
(ze sztuczną inteligencją) i zostaną przez nią zastąpieni”48.
Badania nad sztuczną inteligencją mogą wpływać nie tylko na obraz przy-
szłego pola walki i pojawienie się na nim nowego wroga całej ludzkości, jako 
podmiotu bezpieczeństwa. Zdaniem niektórych ekspertów doprowadzą rów-
nież do głębokich przemian społecznych. „Według naukowców z Uniwersytetu 
Oksfordzkiego w ciągu 10 do 20 lat nowe generacje robotów mogą sprawić, że 
zniknie około 700 zawodów”49. Na liście zagrożonych zawodów znajdują się 
m.in. recepcjonista, sprzedawca sklepowy, strażnik, kucharz w barze typu fast 
45 Tamże.
46 Zob. tamże. 
47 Zob. Eksperci ostrzegają przed zabójczymi robotami, 29.07.2015,  http://naukawpolsce.
pap.pl/aktualnosci/news,405946,eksperci-ostrzegaja-przed-zabojczymi-robotami.html [dostęp: 
20.05.2016].
48 Cyt. za: tamże.
49 Roboty zabierają pracę. Może zniknąć aż 700 zawodów, 05.08.2014, http://www.tvp.
info/16327239/roboty-zabieraja-prace-moze-zniknac-az-700-zawodow [dostęp: 20.05.2016].
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food, taksówkarz, redaktor tekstów czy wykładowca. Automatyzacja spowo-
duje, że z dużych obszarów gospodarki zostanie wyeliminowany kapitał ludzki. 
Zachowane zostaną sektory wymagające dużej precyzji manualnej (np. praca 
chirurga), zawody artystyczne, ale również te wymagające emocjonalnego kon-
taktu z drugim człowiekiem (np. pielęgniarki).  Zdaniem ekonomistów Erika 
Brynjolfssona i Andrew McAfee’ego, autorów książki Wyścig z maszyną, nadej-
ście ery taniej robotyzacji będzie oznaczać rewolucję na rynku pracy i ogromny 
spadek zatrudnienia w niektórych sektorach. Maszyny będą mogły bez przerw 
pracować 24 godziny na dobę przez siedem dni w tygodniu, wypierając w ten 
sposób ludzi, co spowoduje, że „nawet 47% amerykańskich stanowisk pra-
cy może zniknąć na skutek zastąpienia pracowników przez automaty, roboty 
i sztuczną inteligencję”50.
Ze względu na fakt powiązania Singularity University (Uniwersytetu Osob-
liwości),  stworzonego przez Raymonda Kurzweila w Dolinie Krzemowej, z pod-
miotami takimi, jak NASA i Google51, to właśnie oparta na koncepcji roz-
woju sztucznej inteligencji teoria osobliwości wydaje się najbardziej znaczącą 
hipotezą dotyczącą postępu technicznego w XXI w. Oznacza to, że sztuczna 
inteligencja, nanotechnologia czy koncepcja transhumanizmu mogą nie tylko 
decydować o  sposobie życia przyszłych pokoleń, ale również kreować sposób 
prowadzenia przez nie wojen. Albert Einstein stwierdził kiedyś: „Nie wiem, 
jaka broń będzie użyta w trzeciej wojnie światowej, ale czwarta będzie na kije 
i kamienie”52. Współczesne możliwości techniczne pozwalają na kompletne 
fi zyczne zniszczenie przeciwnika (broń jądrowa), a wyprodukowanie e-bom-
by (neutralizującej systemy elektroniczne przeciwnika) przybliża nas do wizji 
przedstawionej przez Einsteina. 
Zagrożenia wskazane w opublikowanym przez Future of Life Institute liście 
otwartym dotyczącym m.in. autonomicznych systemów bojowych powinny być 
realną przesłanką do ograniczenia prac nad ich budową. W oczach entuzja-
stów ma ona pomóc rozwiązać globalne problemy społeczne (np. wyżywienie 
przeludniającego się świata) i doprowadzić do ogólnego dobrobytu. Jej rozwój 
to jednak nie tylko czysto militarne zagrożenie na polu walki, ale być może 
50 R. Kędzierski, Naukowcy ostrzegają przed sztuczną inteligencją. List otwarty w tej sprawie 
podpisali Musk, Hawking i kilkudziesięciu specjalistów Google, 15.01.2015, http://next.gazeta.pl/ 
internet/1,104530,17258910,Naukowcy_ostrzegaja_przed_sztuczna_inteligencja__List.html 
[dostęp: 20.05.2016].
51  R. Tomański, Uniwersytet Osobliwości - jedyna taka uczelnia. Nie ma na niej normalnych 
zajęć, ale wypuszcza wielu innowatorów, http://innpoland.pl/116571,uniwersytet-osobliwosci-
jedyna-taka-uczelnia-na-swiecie-nie-ma-na-niej-normalnych-zajec-ale-wypuszcza-wielu-inno-
watorow [dostęp: 20.05.2016].
52 Za: 10 technologii bojowych…  
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poważny problem zorganizowania od nowa naszej codzienności. Podobnie jak 
ukierunkowane na bogatą elitę badania nad starzeniem, tak również sztuczna 
inteligencja może doprowadzić do pogłębienia się rozwarstwienia społecznego. 
Ludzie wyeliminowani z rynku pracy przez maszyny mogą się stać stroną wo-
jen domowych. Wojen, w których interesów elit społecznych, nastawionych na 
zysk ekonomiczny, będą bronić autonomiczne roboty. 
Amerykański autor science fi ction Issac Asimov wymyślił tzw. prawa ro-
botyki, czyli zestaw zasad etyki dla robotów, które do dzisiaj są powtarzane jak 
mantra przez entuzjastów prac nad ich rozwojem. Zakładają one, że:
1.  Robot nie może skrzywdzić człowieka ani przez zaniechanie działania 
dopuścić, aby człowiek doznał krzywdy.
Robot musi być posłuszny rozkazom człowieka, chyba że stoją one 2. 
w sprzeczności z Pierwszym Prawem. 
Robot musi chronić sam siebie, jeśli tylko nie stoi to w sprzeczności 3. 
z Pierwszym lub Drugim Prawem. 
Prawo zerowe: robot nie może skrzywdzić ludzkości lub poprzez zanie-4. 
chanie działania doprowadzić do uszczerbku dla ludzkości53.
Współcześnie jednym z zastosowań robotów, wynikającym z fi nansowania 
badań nad nimi przez wojsko, staje się zabijanie żołnierzy przeciwnika. Mark 
Langfort sparodiował więc prawa stworzone przez Asimova, stwierdzając, że:
Robot nie może działać na szkodę rządu, któremu służy, ale zlikwiduje 1. 
wszystkich jego przeciwników.
Robot będzie przestrzegać rozkazów wydanych przez dowódców, z wyjąt-2. 
kiem przypadków, w których będzie to sprzeczne z trzecim prawem.
Robot będzie chronił własną egzystencję za pomocą broni lekkiej, ponie-3. 
waż robot jest „cholernie drogi”54.
Brzmi to jak opis fi lmu fantastycznego, który jednak w perspektywie kilku 
lat może stanowić najlepszą odpowiedź, jakie będą losy naszej cywilizacji.
Nowe technologie (sztuczna inteligencja, biotechnologia) to szansa na roz-
wój cywilizacji ludzkiej. Studenci Singularity University kierują swoją uwagę 
na rozwiązania mogące przydać się w skali globalnej, np. szukając narzędzi do 
wczesnego wykrywania zburzeń rozwoju u dzieci55. „Głównym przesłaniem pro-
gramu i samego SU jest tworzenie rozwiązań z wykorzystaniem tzw. exponential 
53 Człowiek,  maszyna, bezpieczeństwo…, s. 6.
54 Prawa robotyki i bunt robotów, http://www.kopernik.org.pl/przewodnik-po-wystawie/ar-
tykuly/kulturaprawa-robotyki-prawa-robotyki-i-bunt-robotow/ [dostęp: 20.05.2016].
55 Zob. R. Tomański, Uniwersytet Osobliwości…
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technologies, które mają potencjał rozwiązania problemu 10^9 ludzi (jednego 
miliarda odpowiadającego za 1/7 ludzkości). Dotarcie do takiej grupy potencjal-
nych odbiorców to nie lada wyzwanie, które wymaga przede wszystkim zmia-
ny myślenia z liniowego na wykładniczy”56. Realizowane z takim rozmachem 
projekty mają szansę zmieniać świat na lepsze, a ich w tworzeniu może pomóc 
sztuczna inteligencja. Co jednak, jeśli postawionym przed nią zadaniem będzie 
unicestwienie jak największej liczby ludzi? Wtedy najście osobliwości może się 
okazać pułapką. Tylko dokonanie szczegółowych analiz i badań dotyczących 
tego, jak korzystać ze sztucznej inteligencji, pozwoli wykorzystać jej potencjał 
do rozwiązywania, a nie generowania problemów społecznych (nierówność, 
bezrobocie). Co jednak, jeśli doprowadzi do zniszczenia większej liczby więcej 
miejsc pracy niż stworzy? Czy będzie to zarzewiem wojen? „Marzymy o niej i za-
razem boimy się jej. Nie bez powodu. Sztuczna inteligencja już wkrótce może 
stać się dla nas naprawdę groźna”57. Czy stworzona przez człowieka, na jego po-
dobieństwo, sztuczna inteligencja, przerastająca go możliwościami i szybkością 
myślenia, nie będzie jednak skażona również naszymi ułomnościami, takimi jak 
skłonność do stosowania przemocy i wzniecania wojen? Czy człowiek porzuca-
jący powolną edukację dla wygody i szybkości transhumanistycznej eugeniki 
będzie odporny na ewentualną manipulację skomputeryzowanych systemów? 
Czy będzie chciał i umiał zachować kontrolę nad tworem, którego nie będzie 
rozumiał? „Krótkoterminowy wpływ sztucznej inteligencji zależy od tego, kto ją 
kontroluje, długoterminowy – od tego, czy w ogóle można ją kontrolować”58.
O ile automatyzacja może pozbawić ludzi pracy fi zycznej, o tyle sztuczna 
inteligencja może zdominować ludzkich analityków i wyeliminować ich kre-
atywność oraz mieć wpływ na ich decyzje. „Im więcej rozmawiam z ludźmi, 
tym więcej się uczę – pisał do użytkowników Twittera wypuszczony przez fi rmę 
Microsoft bot Tay, będący częścią jej ofi cjalnego projektu, bot oparty na sztucz-
nej inteligencji”59.  Zaprogramowany na zdobywanie wiedzy przez rozmowy bot 
został po kilku godzinach wyłączony przez swoich twórców. Interakcja z ludźmi 
w wieku od 18 do 24 lat  spowodowała wchłonięcie przez bota haseł rasistow-
skich i nazistowskich. Co by się stało, gdyby miał możliwości inne niż sama ko-
munikacja? Fascynacja techniką i wiara w jej moc rozwiązywania istotnych dla 
56 Tamże.
57 A. Stanisławska, Niebezpieczna sztuczna inteligencja, http://www.focus.pl/technika/ niebez-
pieczna-sztuczna-inteligencja-12425 [dostęp: 20.05.2016].
58 Tamże.
59 Zob. Eksperyment Microsoftu wymknął się spod kontroli. Internauci zmienili bota w nazistę, 
26.03.2016, https://www.wprost.pl/534642/Eksperyment-Microsoftu-wymknal-sie-spod-kontroli 
-Internauci-zmienili-bota-w-naziste [dostęp: 20.05.2016].
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świata problemów nie może powodować ignorowania zagrożeń, jakie przynosi. 
Refl eksja dotycząca hipotez postępu technicznego w XXI w. wydaje się klu-
czowym czynnikiem decydującym o bezpieczeństwie militarnym w obecnych 
czasach.  „Wojna to sprawa o żywotnym znaczeniu dla państwa, obszar życia 
i śmierci, droga do przetrwania lub zagłady. Zagadnienie to trzeba więc dokład-
nie rozpatrzyć”60. Zwłaszcza jeżeli chodzi o wojny przyszłości.
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