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Abstract
Any Lie group G acting on a Euclidean nonvoid open subset M can
be seen as a subgroup of the smooth diffeomorphisms Diff∞(M,M)
of M into itself. Thus actions by such Lie groups G correspond to
smooth coordinate transforms onM which, in particular, have smooth
inverses.
In Rosinger [1, chap. 13], the study of Lie semigroups G in the vastly
larger semigroup C∞(M,M) of smooth maps of M into itself was ini-
tiated. Such semigroups were named genuine Lie semigroups, or in
short, GLS, since they are no longer contained in Diff∞(M,M), thus
they correspond to smooth coordinate transforms which need not have
smooth inverses.
Genuine Lie semigroups, or GLS, have a major interest since they still
can transform solutions of linear or nonlinear PDEs into other solu-
tions of the respective equations, thus leading to the vastly larger class
of semi-symmetries of such equations.
Certain Lie semigroups have earlier been studied in the literature,
Hilgert, et.al. However, such semigroups have always been contained
in suitable Lie groups, thus they have been contained inDiff∞(M,M)
as sub-semigroups. In particular, the coordinate transforms defined
by them were always invertible, unlike in the case of genuine Lie semi-
groups, or GLS, studied here.
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1. Motivation
Given an open subset M ⊆ Rl, it is obvious that a Lie group G acting
on M , that is
(1.1) G×M ∋ (g, x) 7−→ gx ∈M
can be identified with a subgroup of all the smooth diffeormorphism
of M . Namely, we have the injective group homomorphism
(1.2) G ∋ g 7−→ fg ∈ Diff∞(M,M)
where fg is defined by
(1.2∗) M ∋ x 7−→ fg(x) = gx ∈M
Here the noncommutative group structure onDiff∞(M,M) is defined
by the usual composition of mappings, and thus the neutral element
is e = idM , that is, the identity mapping of M onto itself.
In this way, in terms of the Euclidean domain M , the group homo-
morphism (1.2) is but a group of smooth coordinate transforms which
have smooth inverses.
Given a linear or nonlinear PDE
(1.3) T (x,D) U(x) = 0, x ∈ Ω
where Ω is an open subset in Rn, one of the major interests in Lie
groups - according to Lie’s original aim - is in the study of the sym-
metries of solutions U : Ω −→ R of (1.3), which therefore, transform
them into other solutions of (1.3). This can be done as follows. One
takes M = Ω×R and finds the corresponding Lie group actions (1.1)
which, when extended to the solutions U ∈ C∞(Ω,R) of (1.3), will
transform them into solutions of the same equation, Appendix, or
Olver, Rosinger [1].
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We present here a significant extension of this classical symmetry
method. For that purpose we note the following four facts :
• In view of (1.2), for every Lie group G acting on any nonvoid
open subset M ⊆ Rl, we have the inclusions
(1.4) G ⊆ Diff∞(M,M) ⊂ C∞(M,M)
• Even in the simplest one-dimensional case when M = R, the
set C∞(M,M) is considerably larger than Diff∞(M,M). In-
deed, only those functions f :M −→ M in C∞(M,M) belong to
Diff∞(M,M) which are bijective and have their derivative ei-
ther everywhere strictly positive, or everywhere strictly negative
on M .
• With respect to the usual composition of mappings, C∞(M,M)
is a noncommutative semigroup with identity, which is not a
group since it contains a vast amount of non-invertible mappings,
while on the other hand, Diff∞(M,M) is a noncommutative
subgroup of it, and as such, the largest one.
• As seen in the sequel, the property that solutions U ∈ C∞(Ω,R)
of PDEs in (1.3) are transformed by suitable Lie group actions
g ∈ G - thus in view of (1.4), by diffeomorphism inDiff∞(M,M)
- into other solutions of (1.3), is by no means restricted to diffeo-
morphisms alone, but it can also be valid for certain smooth and
not necessarily invertible transformations which are elements in
the considerably larger set C∞(M,M).
2. Genuine Lie Semigroups
Our main aim is to extend the usual Lie group actions (1.1), (1.2),
that is
G×M ∋ (g, x) 7−→ gx ∈M, G ∋ g 7−→ fg ∈ Diff∞(M,M)
in such a way that we are no longer restricted to Lie groups, see (1.4)
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G ⊆ Diff∞(M,M)
and instead we can now deal with the vastly larger class of semigroups
G ⊆ C∞(M,M)
In other words, in terms of the Euclidean domains M , we are expand-
ing into the vastly larger class of semigroups of smooth coordinate
transforms which need not have smooth inverses, and in fact, need not
be surjective either.
Consequently, we are interested in exploring the structure of semi-
groupsG in C∞(M,M) which have minimal overlap withDiff∞(M,M).
Here we note two facts :
• Since we are interested in semigroups G with neutral element e ∈
G, it follows that a certain overlap between such semigroups and
Diff∞(M,M) is inevitable. Indeed, in the overall semigroup
C∞(M,M), the neutral element is e = idM , that is, the identity
mapping of M into itself. And obviously, we have e = idM ∈
Diff∞(M,M).
• Similar with the classical Lie group theory, we may start with ex-
ploring the structure of one-dimensional semigroupsG in C∞(M,M).
In this regard, a first clarification follows from
Lemma 2.1
Let (X, ◦) be any semigroup with neutral element e ∈ X . Let
[0,∞) ∋ t 7−→ xt ∈ X
be a semigroup homomorphism, where [0,∞) is considered with its
usual additive semigroup structure.
If for a certain t > 0, the element xt ∈ X has an inverse in X , then
every element xs ∈ X , with s ∈ [0,∞), has an inverse in X .
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Consequently, the above semigroup homomorphism can be extended
to a group homomorphism
R ∋ t 7−→ xt ∈ X
where R is considered with its usual additive group structure.
In particular, every element xt ∈ X , with t ∈ R, will have an inverse.
Proof
Let x ′t ∈ X be the inverse element of xt. Let 0 ≤ s < t, then the
commutativity of the additive semigroup on [0,∞) and the semigroup
homomorphism [0,∞) ∋ t 7−→ xt ∈ X sends s + (t − s) to xs ◦ xt−s,
and (t−s)+s to xt−s ◦xs, both being equal with xt, since s+(t−s) =
(t− s) + s = t. In this way
xs ◦ xt−s = xt, xt−s ◦ xs = xt
Hence, by multiplying with x ′t on the right the first relation, and on
the left the second one, we obtain
e = xt ◦ x ′t = xs ◦ (xt−s ◦ x ′t), e = x ′t ◦ xt = (x ′t ◦ xt−s) ◦ xs
Let us denote
x ′s = xt−s ◦ x ′t , x ′ ′s = x ′t ◦ xt−s
then
xs ◦ x ′s = x ′ ′s ◦ xs = e
hence
x ′ ′s = x
′ ′
s ◦ e = x ′ ′s ◦ (xs ◦ x ′s) = (x ′ ′s ◦ xs) ◦ x ′s = e ◦ x ′s = x ′s
Therefore xs ∈ X has indeed the inverse x ′s = x ′ ′s ∈ X .
Now, let t < s <∞. Let n ∈ N be such that s < nt. Then obviously
xnt ∈ X has the inverse x ′t ◦ . . . ◦ x ′t ∈ X , where the composition ◦
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is applied n− 1 times. Taking now t ′ = nt, we obtain s < t ′, and the
proof is reduced to the previous case.
Remark 2.1
In the above Lemma it is not necessary that the semigroup (X, ◦) be
commutative, nor that x0 = e ∈ X .

In view of Lemma 2.1, we are led to, Rosinger [1, chap. 13]
Definition 2.1 ( Genuine Lie Semigroups, or GLS )
We call one-dimensional genuine Lie semigroup on M , every semi-
group homomorphism
(2.1) [0,∞) ∋ t 7−→ gt ∈ C∞(M,M)
which has the properties
(2.2) g0 = idM
(2.3) gt ∈ C∞(M,M) \ Diff∞(M,M), for t > 0
Remark 2.2
1) Actually, every genuine Lie semigroup, or GLS, in the above def-
inition is given by the image of the semigroup homomorphism (2.1),
namely
(2.4) G = { gt | t ∈ [0,∞) } ⊆ C∞(M,M)
And we call it genuine, since we obviously have
(2.5) G ∩ Diff∞(M,M) = { idM }
In other words, none of the elements of G, except for idM , are invert-
ible in the overall semigroup C∞(M,M).
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2) In view of Lemma 2.1, we have the following dichotomy with respect
to arbitrary semigroup homomorphisms
(2.6) [0,∞) ∋ t 7−→ gt ∈ C∞(M,M), with g0 = idM
namely :
Either
• None of the smooth coordinate transforms gt has a smooth in-
verse, except for g0 = idM .
Or
• All the smooth coordinate transforms gt have a smooth inverse,
and then the above semigroup homomorphism (2.6) can be ex-
tended to a group homomorphism
(2.7) R ∋ t 7−→ gt ∈ Diff∞(M,M)
In view of this dichotomy, and within the realm of semigroups of trans-
formations, the concept of genuine one-dimensional Lie semigroup
proves to be the natural alternative to that of one-dimensional Lie
group.
3) Here it should be recalled that Lie semigroups have been studied
in Hilgert et.al., for instance. However, so far, such studies have only
concerned Lie semigroups which are sub-semigroups of Lie groups, or
with the above notation, are sub-semigroups of Diff∞(M,M).
Therefore, they cannot be genuine Lie semigroups.

In the sequel, it will be shown that there are plenty of one-dimensional
genuine Lie semigroups. Namely, it will among others be shown that
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(2.8)
∀ f ∈ C∞(M,M) :
∃ [0,∞) ∋ t 7−→ gt ∈ C∞(M,M) one-dimensional GLS :
f = g1
In other words, when taken all together, the one-dimensional genuine
Lie semigroups cover the whole of C∞(M,M).
Needless to say, any given one-dimensional genuine Lie semigroup is
but a path in C∞(M,M).
3. Applications to PDEs, Semi-symmetries
Very simple examples can already show that genuine Lie semigroups,
or in short, GLS, can give semi-symmetries of PDEs which cannot
be obtained by smooth coordinate transforms which are invertible.
Therefore, they are not within the reach of Lie group theory.
Let us start with an example, before giving the precise definition.
One of the simplest linear PDEs is
(3.1) Ut = Ux, (t, x) ∈ Ω = R2
whose smooth solutions are given by
(3.2) U(t, x) = h(t + x), (t, x) ∈ Ω
where h ∈ C∞(R,R) is arbitrary.
Let us take now M = Ω × R = R3, and any smooth function f ∈
C∞(M,M) which is of the form
(3.3) M ∋ (t, x, u) f7−→ (t, x, g(u)) ∈ M
where g ∈ C∞(R,R) is an arbitrary non-injective function.
Then clearly, the smooth function f : M −→ M is not a coordinate
transform on M , since it is not injective, thus it fails to be invertible,
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and consequently f /∈ Diff∞(M,M).
We note, nevertheless, that the function f transforms solutions of
the PDE in (3.1) into solutions of the same PDE, thus it is a semi-
symmetry of that equation. Indeed, the action of the function f upon
the solution U in (3.2) is given by, Appendix
(3.4) U˜(t, x) = (fU)(t, x) = g(h(t+ x)), (t, x) ∈ Ω
thus U˜ = fU is again a solution of the PDE in (3.1).
The above example of a semi-symmetry which is not a usual symmetry
is no doubt very simple. However, it can already clearly illustrate the
main issue. Namely, given any linear or nonlinear PDE
(3.5) T (x,D) U(x) = 0, x ∈ Ω
where Ω is an open subset in Rn, and U : Ω −→ R is the unknown
solution. If we denote M = Ω×R, then the standard Lie symmetries
of that equation are given by functions f ∈ Diff∞(M,M) which by
their actions, turn solutions U into solutions U˜ = fU of that equation.
However, as seen above in (3.4), we can define such actions not only
for functions f ∈ Diff∞(M,M), but also for the much larger class of
functions f ∈ C∞(M,M). And such actions U˜ = fU are called semi-
symmetries of the PDEs in (3.5), if they turn solutions U of those
equations into solutions U˜ = fU of the respective equations.
Here it should be noted that in order to define the actions U˜ = fU
for arbitrary solutions U ∈ C∞(M,R) and functions f ∈ C∞(M,M),
one has to use the full power of the parametric representation of func-
tions and actions, introduced and developed in Rosinger [1, chapters
1-5]. For convenience, a brief review of these issues is presented in the
Appendix.
Also, in Rosinger [1, chap. 13], other more involved examples of semi-
symmetries of PDEs are presented.
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4. ”Enforcing” : How to Generate One-Dimensional Genuine
Lie Semigroups
Our interest is to generate one-dimensional genuine Lie semigroups in
C∞(M,M), for arbitrary nonvoid open sets M ⊆ Rl.
What we shall do in this section is to show how to solve the following
particular case of that general problem. Namely, let us take arbitrary
smooth functions
f ∈ C∞(M,M)
and use them in a simple ”enforcing” method, in order to generate
one-dimensional genuine Lie sub-semigroups
G# ⊂ C∞(M#,M#)
such that
f# = (1, f) ∈ G#
where
M# = (0,∞)×M ⊆ Rl+1
In this way, we obtain the following general result
( dim + 1 )
∀ M ⊆ Rl nonvoid open, f ∈ C∞(M,M) :
∃ G# ⊂ C∞(M#,M#) a genuine Lie semigroup :
f# = (1, f) ∈ G#
where M# = (0,∞)×M ⊆ Rl+1.
Open Problem. The ultimately general result regarding GLS-s,
namely
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( GLS )
∀ M ⊆ Rl nonvoid open, f ∈ C∞(M,M) :
∃ G ⊂ C∞(M,M) a genuine Lie semigroup :
f ∈ G
is still open.
Short Review of the Classical Case of Lie Groups. When gener-
ating one-dimensional genuine Lie semigroups, we shall try as much as
possible to follow the classical way in Lie group theory which generates
the one-dimensional Lie groups. There are a number of well known
reasons why that classical way is important and useful, and therefore,
its possible extension to the generation of one-dimensional genuine Lie
semigroups is worth exploring. Indeed, in that classical way, several
fundamental mathematical ideas, constructions and properties come
together in a fruitful interaction. Among them are :
• Lie Groups,
• Actions,
• Infinitesimal Generators,
• Autonomous ODEs,
• Flows,
• Evolution Operators.
Let us start, therefore, by recalling here in short that classical con-
struction.
Autonomous ODEs Generating Lie Groups. Let M ⊆ Rl be
any nonvoid open subset and F ∈ C∞(M,Rl) any smooth function.
We consider the autonomous nonlinear system of ODEs with the re-
spective initial conditions
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(4.1)
d
dt
Y (t) = F (Y (t)), t ∈ R
Y (0) = y ∈M
Then the unique solution - for convenience, assumed to exist globally
- namely
(4.2) R ∋ t 7−→ Y (t) ∈M
defines through each point y ∈M a flow on M , which corresponds to
the one-dimensional Lie group G = (R,+) that acts on M according
to
(4.3) R×M ∋ (t, y) 7−→ Y (t) ∈ M
In this case F is called the infinitesimal generator of the Lie group
action (4.3).
Lie Groups Generating Autonomous ODEs. A basic fact in Lie
group theory is that the converse of the above construction also holds.
Namely, given the one-dimensional Lie group action (4.3) on M , then
one can obtain an infinitesimal generator F ∈ C∞(M,Rl) defined by
(4.4) F (y) = d
dt
Y (t)|t=0, y ∈M
and the corresponding ODE and initial value problem (4.1) will always
have a global solution. In this case, the steps (4.1) - (4.3) will give
us back the initial Lie group action (4.3) onM , with which we started.
Evolution Operators. The above in (4.1) - (4.4) can be described
in terms of evolution operators E as well. Namely, we define
(4.5)
R ∋ t 7−→ E(t) :M −→M
E(t)(y) = Y (t), t ∈ R, y ∈M
and then the above one-dimensional Lie group action (4.3) can be
written in the form
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(4.6) R×M ∋ (t, y) 7−→ E(t)(y) = Y (t) ∈M
These evolution operators E have the important group property
(4.7)
E(0) = idM
E(t) ◦E(s) = E(t+ s), t, s ∈ R
thus we have the group homomorphism, see (4.5)
(4.8) R ∋ t 7−→ E(t) ∈ Diff∞(M,M)
”Enforcing” : How to Find Infinitesimal Generators for One-
Dimensional Genuine Lie Semigroups. Our aim - according to
the most general program ( GLS ) above - is to find on M one-
dimensional semigroup actions, see (4.3), (4.6)
(4.9) [0,∞)×M ∋ (t, y) 7−→ S(t, y) ∈M
or equivalently
(4.10) [0,∞) ∋ t 7−→ S(t, .) :M ∋ y 7−→ S(t, y) ∈M
which give one-dimensional genuine Lie semigroups, that is, with the
properties, see (2.1) - (2.3)
(4.11)
S(0, .) = idM
S(t, .) ◦ S(s, .) = S(t + s, .), t, s ∈ [0,∞)
S(t, .) /∈ Diff∞(M,M), t > 0
For that purpose, and in order to become more familiar with the new
one-dimensional genuine Lie semigroup situation, we shall proceed
step by step, analyzing cases which are more and more general, and
in the process we shall eliminate those which are not suited.
Autonomous Nonsingular ODEs with Global Solutions. First
we note that a one-dimensional GLS in (4.9) - (4.11) cannot be gen-
erated by an autonomous ODE of the type (4.1).
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Indeed, if the respective ODE in (4.1) has global solutions (4.2) for
every y ∈ M , then as seen above, it generates a one-dimensional Lie
group (4.8) acting on M , which obviously is not a genuine Lie semi-
group.
Autonomous Nonsingular ODEs with Local Solutions. On the
other hand, in case the ODE in (4.1) does not have such a global so-
lution property, then since the respective F is assumed to be smooth
on the whole of M , a classical result on the existence of solutions for
ODEs, Coddington & Levinson, states that for every initial condition
y ∈ M , there exists a largest nonvoid open interval 0 ∈ Iy ⊆ R, such
that a unique solution Y : Iy −→ M exists, which satisfies the initial
condition Y (0) = y ∈M .
Here it is important to note that such a unique solution Y will exist
on an open neighbourhood of t = 0 ∈ R, that is, both for strictly
positive and strictly negative values of t, possibly limited accordingly.
And as seen next, this is enough in order to prevent such a solution
Y from generating a genuine Lie semigroup on M .
Indeed, the above unique solution property gives
(4.12) M ∋ y 7−→ E : Iy ∋ t 7−→ E(t)(y) = Y (t) ∈M
Let us denote for t ∈ R
(4.13) Mt = { y ∈ M | t ∈ Iy }
then (4.12) gives
(4.14) R ∋ t 7−→ E(t) :Mt ∋ y 7−→ E(t)(y) = Y (t) ∈M
and we have the generalized group property of the evolution operators
E, Rosinger [3, pp. 56,57], given by the commutative diagram
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Mt+s
E(t+ s)
✲ M0 = M
(4.15)
❅
❅
❅
❅
❅
❅
❅
❅❘
E(t)
Ms
 
 
 
 
 
 
 
 ✒
E(s)
where t, s ∈ R.
What happens now in case the ODE in (4.1) does not have global
solutions (4.2) for every y ∈ M , is that Mt = φ, or at least Mt ⊂
M, Mt 6= M , for certain t ∈ R. Consequently, the evolution operators
E are not defined on the whole of M , thus we cannot possibly obtain
(4.10), where S(t, .) are supposed to be defined everywhere on M .
Autonomous Singular ODEs. A next level of generality is to con-
sider the autonomous ODEs in (4.1) with F no longer smooth all over
M , but having certain singularities, for instance
(4.16) F ∈ C∞(M \ Σ, Rl) \ C∞(M,Rl)
for suitable nonovid subsets Σ ⊂ M . Such an approach, however,
need not always lead to one-dimensional genuine Lie semigroups, as
seen from the following simple example. Let M = R, and consider the
ODE
d
dt
Y (t) = 1/(Y (t))2, t ∈ R
Y (0) = y ∈M \ {0}
Here we have F (y) = 1/y2, for y ∈ M \ Σ, where Σ = {0} ⊂ M , thus
(4.16) is satisfied. However, the unique solution is
Y (t) = (3t+ y3)1/3, y ∈ M, y 6= 0, t ∈ R, t 6= −y3/3
And we note that this function Y can in fact be extended to
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Y (t) = (3t + y3)1/3, y ∈M, t ∈ R
which for every y ∈M satisfies the singular autonomous ODE
d
dt
Y (t) = 1/(Y (t))2, t ∈ R, t 6= −y3/3
Thus instead of (4.10), we have
R ∋ t 7−→ S(t, .) :M ∋ y 7−→ Y (t) ∈M
and this leads to a Lie group action on M , since obviously
S(t, S(s, y)) = S(t+ s, y), t, s ∈ R, y ∈M
Non-autonomous Singular ODEs. In view of the above, the next
step is to consider non-autonomous ODEs of the form
(4.17)
d
dt
Y (t) = F (t, Y (t)), t ∈ R
Y (t0) = y0 ∈M
where F : R×M −→ Rl and
(4.18) F ∈ C∞
except for certain possible singularities in its domain R×M .
The idea here is twofold, namely :
• ( Reduct ) To use the standard reduction method of such
non-autonomous ODEs to autonomous ones.
• ( Sing ) To include certain singularities in the non-autonomous
ODEs, so that, when reduced to autonomous ODEs, the so-
lutions of these latter ODEs do not give one-dimensional Lie
groups, but only one-dimensional genuine Lie semigroups.
It follows that the only problem here is to find out what kind of sin-
gularities the non-autonomous ODEs (4.17), and more precisely, their
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right hand terms (4.18), must have in the very least, in order to secure
the above property ( Sing ).
Remark 4.1.
For the sake of clarity, let us recall in short the standard way non-
autonomous ODEs can be reduced to autonomous ones. The further
details needed will be presented in section 5.
Given an explicit non-autonomous ODE with a respective initial value
problem
(4.19)
d
dt
Y (t) = F (t, Y (t)), t ∈ R
Y (t0) = y0 ∈M
or more generally, an implicit non-autonomous ODE with an associ-
ated initial value problem
(4.20)
F (t, Y (t), d
dt
Y (t)) = 0, t ∈ R
Y (t0) = y0 ∈M
there is a well known standard procedure in Control Theory to re-
duce it to an autonomous ODE. This is done simply by increasing
with 1 the dimension of the system of ODEs (4.20), namely, from l to
l + 1. For that purpose, we replace the l-dimensional solution vector
Y : R −→ M with the (l + 1)-dimensional solution vector
(4.21) Y # : R −→M#
where
(4.22) M# = R×M, Y #(t) = (t, Y (t)), t ∈ R
In this case (4.20) obviously becomes the implicit autonomous ODE
(4.23)
F#(Y #(t), d
dt
Y #(t)) = 0, t ∈ R
Y #(t0) = (t0, y0) ∈M#
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where the equation F#(Y #(t), d
dt
Y #(t)) = 0 given by
(4.24)
d
dt
t = 1, t ∈ R
F (t, Y (t), d
dt
Y (t)) = 0, t ∈ R
Clearly, in the particular case of (4.19), this procedure leads to an
autonomous ODE system which again is explicit, namely
(4.23∗) d
dt
Y #(t) = F#(Y #(t)), t ∈ R
However, it is important to note that in (4.23) care has to be taken
with the initial condition. Indeed, if as in (4.20), the initial condition
is given at t0 ∈ R, then in the case of the extended ODE in (4.23),
this will become
(4.25) Y #(t0) = (t0, y0) ∈M#
in other words, the right hand term in (4.25) is not completely arbi-
trary in M#, since it must have the same t0 as in the left hand term.
Now the point of interest for us in the above reduction of non-autonomous
ODEs to autonomous ones is in the following two facts :
• The resulting autonomous ODE in (4.23) has solutions Y # de-
fined on the same t-interval I ⊆ R with the solutions Y of the
non-autonomous ODE (4.20), as this follows easily from (4.24).
• The solutions Y # of the autonomous ODE in (4.23) may under
rather general conditions have a one-dimensional group property
similar with (4.5) - (4.7).
• In case there are appropriate singularities involved in the ODE
in (4.23), the solutions Y # will have a one-dimensional semi-
group property, namely, they lead to an evolution operator
(4.26)
[0,∞) ∋ t 7−→ E#(t) :M# −→ M#
E#(t)(y#) = Y #(t), t ∈ [0,∞), y# ∈M#
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with the semigroup property
(4.27)
E#(0) = idM#
E#(t) ◦ E#(s) = E#(t + s), t, s ∈ [0,∞)
In this way, we shall be able to generate one-dimensional genuine Lie
semigroups in C∞(M#, M#), rather than in the initial C∞(M, M).
A First Simple Example of ”Enforcing” : A Singular Non-
autonomous ODE and its Solution. We note that we can start,
so to say, backwards. Namely, we can start with an action on M of
the form, see (4.9) - (4.10), given by
(4.28) [0,∞)×M ∋ (t, y) 7−→ H(t, y) ∈M
which need not be a semigroup, and then find the non-autonomous
singular ODE which it satisfies.
Now the enforcing part comes when on purpose we choose this action
(4.28) so that it cannot be extended to an action
(4.28∗) (−∞,∞)×M ∋ (t, y) 7−→ H(t, y) ∈ M
which in certain cases may possibly give a Lie group action on M .
Consequently, by such an enforcing, we may obtain an insight into the
kind of singularities possessed by the non-autonomous ODE satisfied
by such an action (4.28).
As mentioned, such an action (4.28) from which we start need not in
general be a semigroup action onM , and even less a genuine Lie semi-
group action. However, when the respective non-autonomous ODE
satisfied by that action is reduced to an autonomous one, we shall in-
evitably obtain a semigroup action, this time on the (l+1)-dimensional
open subset M# = R×M , see Remark 4.1, above.
And now, we choose one of the simplest possible such actions (4.28),
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namely
(4.29) H(t, y) = y +
√
t y2, t ∈ [0,∞), y ∈M = R
Then obviously (4.29) cannot be extended to a smooth action (4.28∗)
owing to the presence of
√
t. Also, since y2 appears in (4.29), the
corresponding action (4.28) is not injective. Furthermore, we have
(4.30)
H(0, y) = y, y ∈M
H(t, .) /∈ Diff∞(M,M), t ∈ (0,∞)
H /∈ C1([0,∞)×M,M)
H ∈ C0([0,∞)×M,M) ∩ C∞((0,∞)×M,M)
Let us now find the non-autonomous explicit or implicit ODE satisfied
by H in (4.29). By partial derivation of that relation with respect to
t, we obtain
(4.31) ∂
∂t
H(t, y) =
y2
2
√
t
, t ∈ (0,∞), y ∈M
Then we solve (4.29) as a quadratic equation in y, and obtain
(4.32) y1, y2 =
−1±
√
1 + 4
√
tH(t, y)
2
√
t
,
t ∈ (0,∞), 1 + 4√tH(t, y) ≥ 0
Further, we return to (4.29), replace y with its values from (4.32),
while we replace y2 with its value from (4.31). In this way, we obtain
the two non-autonomous singular explicit ODEs
(4.33)
∂
∂t
H(t, y) =
1 + 2
√
tH(t, y)±
√
1 + 4
√
tH(t, y)
4t
√
t
,
t ∈ (0,∞), 1 + 4√tH(t, y) ≥ 0
If we now consider H given in (4.29) as a function of t ∈ (0,∞), and
with y ∈M being a fixed parameter, then substituting H into (4.33),
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a simple computation shows that H satisfies the ODE in (4.33) with
the sign ”+” in front of the large radical, when
(4.34) t ∈ (0,∞), y ∈ M, 1 + 2√t y ≤ 0
and alternatively, satisfies the ODE in (4.33) with the sign ”−” in
front of the large radical, when
(4.35) t ∈ (0,∞), y ∈ M, 1 + 2√t y ≥ 0
Moreover, in both of these cases, H as defined in (4.29) will obviously
satisfy the limit type initial condition
(4.36) lim
t ց 0
Y (t) = y
since in fact we have H(0, y) = y, for y ∈M , as for every y ∈M , H is
continuous at t = 0 from the right, see (4.30).
Here we note that, since it is necessary that t > 0 for the ODEs in
(4.33) to be defined, one cannot in general ask for them to satisfy a
usual initial condition Y (0) = y, but only of the limit type one in
(4.36).
A Type of Implicit Singular Non-autonomous ODEs Leading
to Genuine Lie Semigroups. In view of the above example, we are
led to consider explicit non-autonomous singular ODEs and associated
limit type initial condition of the form, see (4.17), (4.18)
(4.37)
d
dt
Y (t) = F (t, Y (t)), t ∈ (0,∞)
lim
t ց 0
Y (t) = y ∈M0
for a suitable subset M0 ⊆M , and with
(4.38) F ∈ C∞((0,∞)×M, Rl)
And we expect to have unique solutions Y such that
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(4.39)
∗) Y ∈ C∞((0,∞),M)
∗ ∗) Y ∈ C0([0,∞),M) \ C1([0,∞),M)
∗ ∗∗) (0,∞) is the largest interval in R
with properties ∗) and ∗ ∗)
Needless to say, we may have to go one level of generality higher,
namely, to consider implicit non-autonomous singular ODEs and as-
sociated limit type initial conditions, of the form
(4.40)
F (t, Y (t), d
dt
Y (t)) = 0, t ∈ (0,∞)
lim
t ց 0
Y (t) = y ∈M0
instead of the explicit ones in (4.37).
We present a first result on the existence of solutions (4.39) of im-
plicit singular non-autonomous ODEs of the type (4.40). This result
shows that there are so many such solutions as to cover the whole of
C∞(M,M), at least in the case when M = Rl.
Lemma 4.1. ”Enforcing”
Let f ∈ C∞(Rl,Rl) \ Diff∞(Rl,Rl). Then there exist actions on Rl
(4.41)
[0,∞)× Rl ∋ (t, y) 7−→ H(t, y) ∈ Rl
H ∈ C0([0,∞)× Rl, Rl) ∩ C∞((0,∞)× Rl, Rl)
such that
(4.42) H(0, .) = idR l, H(1, .) = f
and H as a function of t, and with y ∈ Rl considered as a fixed param-
eter, is a solution of an implicit singular non-autonomous ODE and
associated limit type initial condition in (4.40), which satisfies (4.39).
Proof
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Let us take any function g ∈ C0([0,∞),R) ∩ C∞((0,∞),R) such that
(4.43)
g(0) = 0, g(1) = 1
g /∈ C1([0,∞),R)
g ′(t) 6= 0, t ∈ (0,∞)
for instance, we can consider g(t) =
√
t, for t ∈ [0,∞).
Let us then define
(4.44) H ∈ C0([0,∞)× Rl, Rl) ∩ C∞((0,∞)× Rl, Rl)
as the homotopic deformation of idR l into f , mediated by g, namely
(4.45) H(t, y) = (1− g(t))y + g(t)f(y), t ∈ [0,∞), y ∈ Rl
Then clearly
(4.46) H(0, .) = idR l, H(1, .) = f ∈ C∞(Rl,Rl) \ Diff∞(Rl,Rl)
Let us now find the ODE satisfied by H when it is considered a func-
tion of t, while y is taken as a parameter. The relation (4.45) and its
partial derivative in t give the two linear algebraic equations in y and
f(y), namely
(4.47)
H = (1− g(t))y + g(t)f(y)
∂
∂t
H = g ′(t)(f(y)− y)
for t ∈ (0,∞), y ∈ M . Since in view of (4.43) we have g ′(t) 6= 0 for
t ∈ (0,∞), we can solve (4.47) for y and f(y), and obtain
(4.48) y =
g ′H − gHt
g ′
, f(y) =
(1− g)Ht + g ′h
g ′
, t ∈ (0,∞)
Substituting in (4.45) these values for y and f(y), we obtain the im-
plicit singular non-autonomous ODE in Y , namely
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(4.49) (1−g(t)) d
dt
Y (t)+g ′(t)Y (t) = g ′(t)f

g ′(t)Y (t)− g(t)
d
dt
Y (t)
g ′(t)


for t ∈ (0,∞). Indeed, in view of (4.43), g ′(t) may be singular at
t = 0.
Finally, in view of (4.46), the solution Y of the ODE in (4.49) does
satisfy the initial condition in (4.40).

It is easy to see, Rosinger [1, pp. 199,200], that a lot more general
examples than above in (4.41) - (4.49), (4.40) can be constructed for
arbitrary f ∈ C∞(Rl,Rl) \ Diff∞(Rl,Rl).
The conclusion is that, as indicated in (4.40), a class of implicit non-
autonomous ODEs which are singular at t = 0, is needed in order
to be able, through the standard construction in section 5, to obtain
genuine Lie semigroups, or GLS-s.
Nonremovable Singularities
As seen in section 5, the property of the actions H , see (4.30), and in
particular (4.29), (4.45)
(4.50) H ∈ C0([0,∞)×M,M) \ C1([0,∞)×M,M)
is needed in order to obtain genuine Lie semigroups, or GLS-s. This
property, as seen above, corresponds to a singularity at t = 0 of the
non-autonomous ODEs satisfied by such actions H . Let us further
note that such singularities of the actions H must, therefore, be non-
removable, and the example below shows that this is possible to attain.
Returning to the action H in (4.29) with M = R, we can associate
with it the action K ∈ C∞(R×M,M), given by
(4.51) K(s, y) = y + sy2, s ∈ R, y ∈ M
and then we have
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(4.52) H(s2, . ) = K(|s|, . ), H(t, . ) = K(√t, . )
for s ∈ R, t ∈ [0,∞).
However, even if K has no singularity for (s, y) ∈ R ×M , the fact
remains that in the sense of ∗ ∗ ∗) in (4.39), H is singular at t = 0, as
it fails to be C1-smooth in a neighbourhood of t = 0.
5. Standard Reduction to Autonomous ODEs and Evolution
Here we present the needed details on the standard way mentioned
briefly in Remark 4.1., and according to which non-autonomous ODEs
can be reduced to autonomous ones, with the all important corre-
sponding reduction of non-autonomous evolutions to an autonomous
ones. This standard reduction is fundamental in obtaining the gen-
eral result in ( dim + 1 ) in section 4 above, which is a stepping stone
towards the ultimate result in ( GLS ), a result still open.
Autonomous Evolution. Let be given the autonomous nonlinear
system of ODEs
(5.1)
d
dt
Y (t) = F (Y (t)), t ∈ R
Y (t0) = y0
with F ∈ C∞(Rl,Rl), t0 ∈ R, y0 ∈ Rl, where the sought after solution
is Y ∈ C∞(R,Rl). For convenience, we assume that the unique solu-
tion Y exists globally on R for every initial condition y0 ∈ Rl. Thus
we can associate with (5.1) the evolution operator
(5.2)
R ∋ t 7−→ E(t) : Rl −→ Rl
E(t− t0)(y) = Y (t), t0, t ∈ R, y ∈ Rl
which, as mentioned, defines the one dimensional Lie group action on
R
l
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(5.3) R× Rl ∋ (t, y) 7−→ E(t)(y) ∈ Rl
Thus the evolution operator E has the group properties
(5.4)
E(0) = idRl
E(t+ s) = E(t)E(s), t, s ∈ R
in other words, we have the group homomorphism
(5.5) R ∋ t 7−→ E(t) ∈ Diff∞(Rl)
So much for a recapitulation of needed well known properties of au-
tonomous nonlinear systems of ODEs.
Non-autonomous Evolution. And now, let us consider the non-
autonomous nonlinear system of ODEs
(5.6)
d
dt
Y (t) = F (t, Y (t)), t ∈ R
Y (t0) = y0 ∈ Rl
where F ∈ C∞(Rl+1,Rl), t0 ∈ R, y0 ∈ Rl, and for convenience, the
unique solution Y ∈ C∞(R,Rl) is supposed to exist for all t ∈ R.
This time, the associated non-autonomous evolution operator E ∈
C∞(R2 × Rl,Rl) has the property
(5.7)
R× R ∋ (t0, t) 7−→ E(t0, t) : Rl −→ Rl
E(t0, t)(y0) = Y (t), t0, t ∈ R, y0 ∈ Rl
However, it is important to note that if we solve only for a given fixed
t0 ∈ R the non-autonomous ODE system in (5.6) and with all the
initial conditions y0 ∈ Rl, then (5.7) will in general not give the full
information on E, and even less will give it in an explicit manner.
This is unlike the case with autonomous ODEs, see (5.2).
Nevertheless, as seen in (5.22), the full information on the non-autonomous
evolution operator E can be recovered from the knowledge of (5.7)
even for one single t0 ∈ R, and moreover, it can be recovered without
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having to solve the ODE system (5.6) for every other t0 ∈ R, but only
by solving some additional algebraic equations. Indeed, this becomes
possible, once we transform the non-autonomous ODE system in (5.6)
into the autonomous ODE system (5.10), and then we use the corre-
sponding autonomous evolution operator EA.
In the case of (5.6), (5.7), the relations (5.4) take the following more
general, non-autonomous form of group property, namely
(5.8)
E(t, t) = idRl, t ∈ R
E(s, r)E(t, s) = E(t, r), t, s, r ∈ R
Reduction to Autonomous Evolution. Now we recall the stan-
dard way the non-autonomous system (5.6) can be reduced to an au-
tonomous one, such as for instance in (5.1).
Namely, let us augment the function Y ∈ C∞(R,Rl) in (5.6) to the
function YA ∈ C∞(R,Rl+1), given by
(5.9) YA(t) = (t, Y (t)), t ∈ R
then clearly, the l-dimensional non-autonomous ODE system (5.6) is
equivalent with the l + 1-dimensional autonomous ODE system
(5.10)
d
dt
YA(t) = (1, F (YA(t))), t ∈ R
YA(t0) = (t0, y0) ∈ Rl+1
Two facts should be noted here.
First, the non-autonomous infinitesimal generator F in (5.6), becomes
associated by (5.10) with the autonomous infinitesimal generator FA ∈
C∞(Rl+1,Rl+1) defined by
(5.11) FA(yA) = (1, F (yA)), yA ∈ Rl+1
Second, in the initial condition (t0, y0) in (5.10), the first coordinate
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t0 ∈ R must be the same with that in the left hand term. Clearly, this
is a direct consequence of the definition of YA in (5.9).
Let now EA ∈ C∞(R×Rl+1,Rl+1) be the autonomous evolution oper-
ator associated with (5.10), then
(5.12) EA(t− t0)(t0, y0) = YA(t), t0, t ∈ R, y0 ∈ Rl
and it is easy to see that it can be decomposed as follows
(5.13) EA(s)(t, y) = (EA1(s)(t, y), EA2(s)(t, y)), t, s ∈ R, y ∈ Rl
with the C∞-smooth functions
(5.14)
R ∋ s 7−→ EA1(s) : Rl+1 −→ R
R ∋ s 7−→ EA2(s) : Rl+1 −→ Rl
In view of (5.7), (5.9), (5.12), (5.13), it follows that, for t0, t ∈ R, y0 ∈
R
l, we have
(5.15) E(t0, t)(y0) = Y (t) = EA2(t− t0)(t0, y0)
Also, EA satisfies the group properties corresponding to the autonomous
case (5.4), namely
(5.16)
EA(0) = idRl+1
EA(t+ s) = EA(s)EA(t), t, s ∈ R
which result in the group homomorphism
(5.17) R ∋ t 7−→ EA(t) ∈ Diff∞(Rl+1)
Therefore, for t, s, r ∈ R and y ∈ Rl, we obtain the relations
(5.18)
EA1(r + s)(t, y) = EA1(r)(EA1(s)(t, y), EA2(s)(t, y))
EA2(r + s)(t, y) = EA2(r)(EA1(s)(t, y), EA2(s)(t, y))
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And in view of (5.7) - (5.12), we obtain for t, s ∈ R, y ∈ Rl
(5.19)
EA1(s)(t, y) = t+ s
EA2(s)(t, y) = E(t, t+ s)(y)
In particular, we can check for E the non-autonomous form of the
semigroup property (5.8). Namely, for t, s, r ∈ R, y ∈ Rl, we have
(5.20)
E(t, t+ s+ r)(y) =
= EA2(s+ r)(t, y) =
= EA2(r)(t+ s, EA2(s)(t, y)) =
= EA2(r)(t+ s, E(t, t+ s)(y)) =
= E(t+ s, t+ s+ r)E(t, t+ s)(y)
Recovering the Non-autonomous Evolution. Let us show now
how we can recover the full non-autonomous evolution operator E in
(5.8), from anyone of its particular cases in (5.7), which corresponds
merely to a certain t0 ∈ R fixed. For that purpose, we shall use the
autonomous extension EA of E.
Indeed, (5.15) gives
(5.21) E(t, s)(y) = EA2(s, t)(t, y), t, s ∈ R, y ∈ Rl
We fix now t0 ∈ R. Given any t ∈ R, if we can compute the mapping
R
l ∋ y 7−→ y∗ ∈ Rl
where y∗ is the solution of the algebraic equation
E(t0, t)(y∗) = y
then it is clear that we thus obtain (t, y) = EA(t− t0)(t0, y0), hence
E(t, s)(y) = EA2(s− t)EA(t− t0)(t0, y∗) = E(t0, s)(y∗)
Therefore
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(5.22)
E(t, s)(y) = E(t0, s)(y∗), t, s ∈ R, y ∈ Rl
where y∗ is a solution of E(t0, t)(y∗) = y
We shall also assume that
(5.23) y∗ depends C∞ − smoothly on t, y
Let us illustrate the above with a simple example. We consider the
non-autonomous ODE
d
dt
Y (t) = 2t, t ∈ R
Y (t0) = y0 ∈ R
for which obviously
Y (t) = E(t0, t)(y0) = EA2(t− t0)(t0, y0) = t2 − t20 + y0
YA(t) = (t, EA2(t− t0)(t0, y0))
EA1(s)(t, y) = t+ s
EA2(s)(t, y) = E(t, t+ s)(y) = s
2 + 2st+ y
We now check the group properties (5.15). First, we note that the
relation
EA(0) = idRl+1
results immediately from the expressions of EA1 and EA2 above. Then
EA(r)EA(s) = EA(s+ r), s, r ∈ R
holds since the previous relations give EA(s)(t, y) = (t+s, s
2+2st+y),
hence EA(r)EA(s)(t, y) = EA(r)(t+s, s
2+2st+y) = (t+s+r, r2+2r(t+
s)+s2+2st+y), while EA(s+r)(t, y) = (t+s+r, (s+r)
2+2(s+r)t+y).
In other words, the non-autonomous version (5.8) of the group prop-
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erty works as follows, for t, s, r ≥ 0, y ∈M , we have
E(t, s)(y) = s2 − t2 + y
hence clearly E(t, t)(y) = y, while
E(s, r)E(t, s)(y) = r2−s2+(s2− t2+y) = r2− t2+y = E(t, r)(y)
The autonomous version, which corresponds to the non-autonomous
one, according to (5.9) - (5.22), will have the group property (5.16)
working as follows. For t, s, r ≥ 0, y ∈M , we have
EA(s)(t, y) = (t + s, s
2 + 2st+ y)
thus obviously EA(0)(t, y) = (t, y), while
EA(r)EA(s)(t, y) = (t+ s+ r, r
2 + 2r(t+ s) + s2 + 2st+ y) =
= (t+ s + r, (s+ r)2 + 2(s+ r)t+ y) = EA(s+ r)(t, y)
Finally, in the case of this example, the relation (5.22) works as fol-
lows. Given a fixed t0 ∈ R, the algebraic equation
t2 − t20 + y∗ = y
can obviously be solved in y∗ for every t, y ∈ R, and it gives y∗ =
y − t2 + t20, which also satisfies (5.23), therefore
E(t, s)(y) = E(t0, s)(y∗) = s
2 − t20 + y∗ = s2 − t20 + y
6. Examples of Genuine Lie Semigroups
We return to the examples in section 4, and show the way in which
the respective actions can be associated with genuine Lie semigroup
actions, by applying to them the method of reduction in section 5.
First we note that the results in section 5, where the ODEs are de-
fined on the whole of R, have to be adapted since, in general, and
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as seen with the examples in section 4, one no longer has t ∈ R, but
only t ∈ (0,∞), or at most t ∈ [0,∞), see (4.29), (4.43) - (4.46), or
Rosinger [1, p. 199, (13.2.36) - (13.2.38)]. As noted in section 4, this
restriction of the domain of t is due to the nonremovable singularities
of the respective ODEs, and more specifically, of their solutions of in-
terest.
Concerning the autonomous case (5.1) - (5.5), such a restriction of the
domain of t means that the respective evolution operator E in (5.2)
will only be defined for t ∈ [0,∞), and instead of the group property
(5.4), will only have the semigroup property
(6.1) E(t + s) = E(s)E(t), t, s ∈ [0,∞)
In particular, E(t), with t ∈ (0,∞), may fail to be invertible, since
E(−t) need not exist, and thus, we could not always obtain from (5.4)
the relations E(t)E(−t) = E(−t)E(t) = idRl.
In the non-autonomous case (5.6) - (5.8), the evolution operator E in
(5.7) will only be defined for t0, t ∈ [0,∞), and will have the following
semigroup version of property (5.8)
(6.2) E(r, s)E(t, s) = E(t, r), t, s, r ∈ [0,∞)
This however allows for the existence of its inverses, since we have for
any t, s ∈ [0,∞)
(6.3)
E(t, s)E(s, t) = E(s, s) = idRl
E(s, t)E(t, s) = E(t, t) = idRl
Let us now transform, more precisely reduce, the thus restricted non-
autonomous version of (5.6) - (5.8) into the corresponding restricted
autonomous version of (5.9) - (5.22). Then clearly, for t, s ∈ [0,∞), y ∈
R
l, we obtain
(6.4) EA(s)(t, y) = (t+ s, E(t, t+ s)(y))
or equivalently
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(6.5) EA(s− t)(t, y) = (s, E(t, s)(y)), 0 ≤ t ≤ s <∞
Therefore, in the case of such singular non-autonomous ODEs and of
their corresponding evolution operators E, after the transformation
into the autonomous case, except for the trivial situation of s = t, we
need no longer be able to benefit from the existence of the inverses in
(6.3), when we deal with the associated autonomous evolution opera-
tor EA.
This is precisely at the basis of our construction of genuine Lie semi-
group actions.
And in particular, this is how we shall associate such genuine Lie semi-
group actions with the examples in section 4.
Before going further, let us note that in the case of both non-autonomous
examples in section 4, we do have the corresponding versions of (6.2),
namely
(6.6) E(s, r)E(t, s) = E(t, r), t, s, r ∈ [0,∞)
Indeed, for the example in (4.29) - (4.36), this follows from the fact
that H in (4.29) is a solution on (0,∞) of (4.31) - (4.36), while in
addition, see (4.37), H is such that H(0, y) = y, for all y ∈ M , and
also H ∈ C0([0,∞)×M,M).
A similar argument will apply to the more general examples in (4.43)
- (4.46), or Rosinger [1, p. 199, (13.2.36) - (13.2.38)].
In view of (6.6), we obtain for the example in (4.29) - (4.36), the re-
lation
(6.7) E(0, t)(y) = y +
√
ty2, t ∈ [0,∞), y ∈M
while for the example in (4.43) - (4.49), we shall have
(6.8) E(0, t)(y) = (1− g(t))y + g(t)f(y), t ∈ [0,∞), y ∈ Rl
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These two relations will help us in fully computing the respective non-
autonomous evolution operators E for the mentioned examples.
Indeed, let us determine E(t, s)(y) for the first example, and do so for
all t, s ∈ (0,∞), y ∈M = R. From (6.6) we have
E(t, s)(y) = E(0, s)E(t, 0)(y) = E(0, s)(E(0, t))−1(y)
Hence, proceeding for t0 = 0 as in (5.22), let us assume that
(E(0, t))−1(y) = y∗ ∈M
then clearly
y = E(0, t)(y∗) = y∗ +
√
ty2
∗
and we note the important consequence that
lim t→0 y∗ = y ∈M
provided that y∗ is bounded.
Now computing y∗ from the above quadratic equation, we obtain
y∗ =
−1±
√
1 + 4
√
ty
2
√
t
, t ∈ (0,∞), y ∈M, 1 + 4√ty ≥ 0
and in order to secure the above limit, it follows that we must choose
y∗ =
−1 +
√
1 + 4
√
ty
2
√
t
=
2y
1 +
√
1 + 4
√
ty
,
t ∈ (0,∞), y ∈M, 1 + 4√ty ≥ 0
In this way (5.23) is satisfied, while
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(6.9)
E(t, s)(y) = E(0, s)(y∗) =
=
2y
1 +
√
1 + 4
√
ty
+
√
s
4y2(
1 +
√
1 + 4
√
ty
)2
t, s ∈ (0,∞), y ∈M, 1 + 4√ty ≥ 0
and we have obtained the full expression of the non-autonomous evo-
lution operator E for the first example (4.29) - (4.36) in section 4.
The genuine Lie semigroup of actions generated by this example in
(4.29) - (4.36) will now be given by the autonomous evolution opera-
tor EA, which corresponds to E above, according to (5.9), namely, see
also (6.4)
(6.10)
EA(s)(t, y) = (t + s, E(t, t+ s)(y))
t, s ∈ [0,∞), y ∈M, 1 + 4√ty ≥ 0
The genuine Lie semigroup actions generated by the example in (4.43)
- (4.49) can be obtained in a similar manner, provided that one can
solve in y0 ∈ Rl the corresponding algebraic equations
y = (1− g(t))y0 + g(t)f(y0)
for given (t, y) ∈ (0,∞)× Rl.
Milder Singularities. We show with an example that the condition
( SING ) H(t, . ) /∈ Diff∞(M), t ∈ (0,∞)
is not necessary, in order to obtain genuine Lie group actions by using
the above method. Indeed, letM = R and f ∈ C∞(M,M) be given by
(6.11) f(y) = 1
y2 + 1
, y ∈M
We define H ∈ C0([0,∞)×M,M) ∩ C∞((0,∞)×M,M) such that
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(6.12) H(t, y) = (1−√t)y +√tf(y) = (1−√t)y +
√
t
y2 + 1
,
t ∈ [0,∞), y ∈M
Then it follows that
(6.13)
H(1, . ) = f /∈ Diff∞(M)
H(t, . ) ∈ Diff∞(M) for t ∈ [0, 4/9) ∪ (4,∞)
However, it is obvious that the above procedure applied to the exam-
ples in section 4, is equally applicable to (6.11) - (6.13), and again, it
will lead to genuine Lie semigroup actions.
7. Singularity, Continuity, Smoothness and Domains
of Action
In view of sections 4 - 6, one possible method to obtain genuine Lie
semigroups is that given by the evolution operators EA of the au-
tonomous singular ODEs, which are associated in the above standard
manner with the non-autonomous singular ODEs in (4.37) - (4.40).
In other words, such genuine Lie semigroup actions on suitable subsets
M˜ in Euclidean spaces are given by mappings
(7.1) EA ∈ (C0([0,∞)× M˜, M˜) ∩ C∞((0,∞)× M˜, M˜)) \
C1([0,∞)× M˜, M˜)
With respect to the domains of action of such genuine Lie semigroups,
as constructed in sections 4 - 6, we have to note the following. We
have started with certain open subsets M in Euclidean spaces, and
see for instance (4.29), with singular actions
(7.2) H ∈ (C0([0,∞)×M,M) ∩ C∞((0,∞)×M,M)) \
C1([0,∞)×M,M)
which clearly were not any kind of semigroup actions on the respective
open subsets M .
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Then, we found non-autonomous singular ODEs which were satisfied
by these singular actions H , and associated with them in the standard
manner autonomous singular ODEs.
Finally, the evolution operators EA of these associated autonomous
singular ODEs gave us the genuine Lie semigroup actions.
However, such an EA is no longer acting on M , but on the set with
one dimension higher, namely
(7.3) M˜ = [0,∞)×M
Thus we are led to the Open Problem ( GLS ) formulated at the
beginning of section 4.
8. Remark on Singularities
Let us note that in order to obtain genuine Lie semigroups, we can
use milder forms of singularities than those in section 4. For instance,
instead of H given by (4.29), let us consider it defined as follows
(8.1) H(t, y) = y + ty2, t ∈ R, y ∈M = R
Then (4.30) becomes replaced with
(8.2)
H(0, y) = y, y ∈M
H(t, . ) /∈ Diff∞(M), t ∈ R \ {0}
H ∈ C∞(R×M,M)
while the action in (4.29) limited to t ∈ [0,∞), extends now to the
following one defined for all t ∈ R, namely
(8.3) R×M ∋ (t, y) 7−→ H(t, y) ∈M
However, this extended action still cannot be part of a group or local
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group action on M , since in view of (8.2), H(t, . ), with t ∈ R \ {0},
is not a C∞-smooth diffeomorphism of M .
Proceeding now in a manner similar with that in (4.31) - (4.36), it
follows that H in (8.1), as a function of t ∈ R, and for any given fixed
y ∈M , will satisfy the ODE
(8.4)
∂
∂t
Y (t) =
2Y (t)2
1 + 2tY (t) +
√
1 + 4tY (t)
,
t ∈ R, 1 + 4tY (t) ≥ 0
if
(8.5) 1 + 2ty ≥ 0
while it will satisfy the ODE
(8.6)
∂
∂t
Y (t) =
1 + 2tY (t) +
√
1 + 4tY (t)
2t2
,
t ∈ R \ {0}, 1 + 4tY (t) ≥ 0
if
(8.7) 1 + 2ty ≤ 0
Furthermore, both these ODEs will for H specified above be associ-
ated with the initial condition
(8.8) lim t→0 Y (t) = y ∈M
We can note in the above example (8.1) - (8.8) that in the case of
(8.5), the corresponding ODE in (8.4) which is satisfied by H , seen as
a function of t ∈ R, and with y ∈ M fixed, is not singular at t = 0.
Nevertheless, the respective solution H , for t ∈ R \ {0}, still cannot
be part of a group or local group of transformations on M , in view of
( 8.2).
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9. Evolution PDEs and Genuine Lie Semigroups
In this section, as a possible alternative to the method in section 4, we
give an indication about another way one may try to generate genuine
Lie semigroup actions. This alternative way is suggested by the well
established literature on solving initial value problems for evolution
PDEs through the associated semigroups of operators acting on the
respective initial values. The early basic result in the case of linear
evolution PDEs is the celebrated Hille-Yoshida theorem, which was
followed by a rather large body of more recent results, including non-
linear developments, see for instance Pazy and the references cited
there.
The important point to note here is that, in general, the solutions of
the initial value problems for evolution PDEs will be given by semi-
groups, rather than groups, of such operators. A well known class of
evolution PDEs for which, typically, one can only obtain such semi-
groups of operators is that of parabolic equations.
The idea suggested in this section is to try to use such semigroups act-
ing on initial values, in order to generate the genuine Lie semigroups
which are the object of our interest in this paper.
For simplicity, we shall again consider the case when M = Rl is the
open set on which we want to define a genuine Lie semigroup action.
Let us therefore take any evolution PDE of the form
(9.1) DtU(t, x) = T (x,D)U(t, x), t ∈ [0,∞), x ∈ M
where U ∈ C∞([0,∞)×M,R) is the unknown function, while T (x,D)
is a partial differential operator in x alone.
Associated with (9.1), we consider the initial value problem
(9.2) U(0, x) = f(x), x ∈M
where f belongs to a suitable class of functions, namely
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(9.3) f ∈ F(M) ⊆ C∞(M,R)
We shall assume that there exists a semigroup of operators acting on
the typically infinite dimensional vector space F(M), namely
(9.4) [0,∞) ∋ t 7−→ E(t) : F(M)→ F(M)
such that, given any f ∈ F(M), if we define
(9.5) U(t, x) = (E(t)f)(x), t ∈ [0,∞), x ∈M
then U is a solution of (9.1), (9.2).
So far, we have been moving within the well established framework of
the mentioned literature, provided that we work with suitable evolu-
tion equations (9.1) and initial values (9.2).
Now the idea which is the subject of this section is to make the follow-
ing further assumption. Namely, suppose that there exists a family of
functions
(9.6) Va,b ∈ F(M), a ∈M, b ∈ B
where B ⊆ Rk is a suitable open subset, such that
(9.7) E(t)Va,b = Vα(t,a,b),β(t,a,b), t ∈ [0,∞), a ∈M, b ∈ B
for appropriate functions
(9.8) α ∈ C∞([0,∞)×M ×B,M), β ∈ C∞([0,∞)×M × B,B)
In this case, the assumed semigroup property
(9.9) E(s)E(t) = E(t+ s), t, s ∈ [0,∞)
together with (9.6), (9.7) will result in
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(9.10)
α(t+ s, a, b) = α(s, α(t, a, b), β(t, a, b))
β(t+ s, a, b) = β(s, α(t, a, b), β(t, a, b))
for t, s ∈ [0,∞), a ∈M, b ∈ B.
It follows that if, for instance
(9.11) β(t, a, b) = b, t ∈ [0,∞), a ∈ M, b ∈ B
then (9.10) yields
(9.12) α(t+ s, a, b) = α(s, α(t, a, b), b), t, s ∈ [0,∞), a ∈M, b ∈ B
hence for any fixed b ∈ B, the mapping
(9.13) [0,∞)×M ∋ (t, a) 7−→ α(t, a, b) ∈M
is a semigroup action on M , and it is a priori not impossible that it
may indeed be a genuine Lie semigroup action.
It is easy to see that the assumptions (9.6) - (9.8) can be satisfied by
a large variety of soliton solutions, for instance. Indeed, for simplicity,
let us consider the one dimensional case, when M = R, and assume
that (9.1) has a soliton solution
(9.14) U(t, x) = W (x− ct), t ∈ [0,∞), x ∈M
for c ∈ R. In this case (9.5) becomes
(9.15) (E(t)W )(x) = W (x− ct), t ∈ [0,∞), x ∈M
For further more detailed illustration, let us consider the well known
Burgers equation
(9.16) Ut(t, x) + U(t, x)Ux(t, x) = µUxx(t, x), t, x ∈ R
where µ ∈ (0,∞). This equation has a soliton solution given by
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(9.17) U(t, x) = c−√c2 + d tanh
(√
c2 + d
2µ (x− x0 − ct)
)
,
t, x ∈ R
where x0, c, d ∈ R are arbitrary fixed, and c2 + d > 0. For this soliton
it is clear that (9.6) - (9.8), (9.11) - (9.13) are satisfied, if we take
(9.18) a = x0 ∈M = R, b = (c, d) ∈ B ⊂ R2
where B = {(c, d) ∈ R2 | c2 + d > 0}, in which case
(9.19)
α(t, a, b) = x0 + ct
β(t, a, b) = b
for t ∈ [0,∞), a ∈M, b ∈ B.
10. Other Instances of Semigroups of Actions
In a private correspondence, P J Olver mentioned further instances in
which semigroups of actions appear in a natural way. Not all of them,
however, need be genuine Lie semigroup actions.
A first such example happens in the framework of (1.1), when a cer-
tain subset S ⊂M is given, and we are interested in the set of actions
which invariate it, namely
GS = { g ∈ G | gS ⊆ S }
For instance, let
S = (−1, 1)× R ⊂ R2 = M
and G = ( (0,∞), . ) be the usual Lie group, which is supposed to
act on M according to
G×M ∋ (g, (x, y)) 7−→ (gx, y) ∈M
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Then clearly
GS = (0, 1]
which is a semigroup action. However, GS is not a genuine Lie semi-
group action, since it is a subsemigroup of the Lie group action G.
A second example is given by ODEs with inequality constraints. Let
us, for instance, consider the differential equation
d
dx
U(x) = 0, x ∈ R
with the inequality constraint
U(x) > 0, x ∈ R
Then the Lie group actions
(x, u) 7−→ (x, u+ c)
are symmetries, only if c ≥ 0. Needless to say, in view of a large
class of applications, such as control theory or differential games, for
instance, where ODEs with inequality constraints play a crucial role,
the study of semigroups of symmetries of such equations can present
a special interest.
Another class of examples, this time related to PDEs, is given by
generalized symmetries, see Olver [1, chap. 5]. Indeed, the evolution
PDEs governing the flow of a generalized symmetry often only define
a semigroup. A good example is the symmetry
V = Uxx∂U
which is a symmetry of any linear constant coefficient PDE. Its flow
is
Ut = Uxx
43
Appendix
In Rosinger [1] the global approach to arbitrary Lie group actions on
smooth functions was introduced and developed. And it was shown
that for such a purpose, the use of a parametric representation of func-
tions upon which the Lie groups are supposed to act is particularly
appropriate. Here we present the essentials in this regard, as needed
in this paper.
Let us consider linear or nonlinear PDEs of the general form
(A.1) T (x,D) U(x) = 0, x ∈ Ω
where Ω is an open subset in Rn.
Lie group theory deals, among others, with those symmetries of solu-
tions U : Ω −→ R of any given PDE in (A.1) which lead to other so-
lutions of the same equation. For that purpose, one takes M = Ω×R
and finds the corresponding Lie groups G and their actions on M ,
namely
(A.2) G×M ∋ (g, (x, u)) 7−→ g(x, u) = (g1(x, u), g2(x, u)) ∈M
where
(A.3)
G×M ∋ (g, (x, u)) 7−→ g1(x, u) ∈ Ω
G×M ∋ (g, (x, u)) 7−→ g2(x, u)) ∈ R
actions which, when extended to the solutions U ∈ C∞(Ω,R) of the
PDE in (A.1), will transform them into solutions of the same equation.
The well known difficulty here related to global actions of (A.2) on
functions in C∞(Ω,R) is the following.
In general, the Lie group actions (A.2) defined on the Euclidean do-
mains M cannot so easily be extended to act on the functions U :
Ω −→ R as well. And the only problem here is that such extended
actions cannot be defined so easily globally, that is, for the functions
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U : Ω −→ R considered on the whole of their domain of definition
Ω, Rosinger [1, chapters 1,2]. The reason for that is rather simple,
namely, the lack of invertibility of certain functions involved, Rosinger
[1, pp. 14,15].
For further clarity about the mentioned difficulty facing global Lie
group actions on functions, we recall here a simple example, namely,
the rotation in plane of a parabola.
Let us take the function U : Ω −→ R given by
U(x) = x2, x ∈ Ω = R
and let us consider the Lie group G on M = Ω × R = R2 given by
the rotations of the plane around the origin (0, 0) ∈ R2. Then it is
obvious that, unless it is an integer multiple of pi, every such rotation,
when applied to all of the parabola, will turn it into a curve in plane
which is no longer the graph of any function in V : Ω −→ R.
Of course, bounded parts of the parabola can be rotated with suffi-
ciently small angles, and one again obtains the graph of a function.
In other words, arbitrary Lie group actions (A.2) cannot be extended
to actions
G× C∞(Ω,R) −→ C∞(Ω,R)
This difficulty can, however, be easily overcome by the use of paramet-
ric representation of the respective functions U : Ω −→ R, Rosinger
[1, chapters 3-5]. In this way Lie group actions (A.2) can act globally
on the functions U : Ω −→ R which are solutions of the rather general
type of PDEs in (A.1).
For that purpose, we proceed as follows. Given any smooth function
(A.4) U : Ω −→ R
we associate with it its graph
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(A.5) γU = { (x, U(x)) | x ∈ Ω } ⊆M = Ω× R
Then by definition, a parametric representation of the function U is
given by any smooth function
(A.6) V : Λ −→M
where Λ ⊆ Rn is nonvoid and open, such that
(A.7) V (Λ) = γU
We note the following well known advantage of such parametric repre-
sentations. Namely, the set of functions in (A.6) is larger than that in
(A.4). In other words, not every function V in (A.6) is the parametric
representation of a function U in (A.4). For instance, a nontrivially
rotated parabola in the plane can easily be written as a function in
(A.6), but not as a function in (A.4).
Therefore, we denote by
(A.8) C∞n (M)
the set of all smooth functions in (A.6), and call them n-dimensional
parametric representations in M .
Clearly, we have the following embedding which associates with each
function U in (A.4) its canonical parametric representation VU in
(A.6), (A.7), namely
(A.9) C∞(M,R) ∋ U 7−→ VU ∈ C∞n (M)
where for U : Ω −→ R, we define VU : Ω −→M by VU(x) = (x, U(x)),
with x ∈ Ω. It follows that with the notation in (A.6), we have in this
particular case Λ = Ω, therefore (A.7) holds, which means that indeed
VU ∈ C∞n (M).
The important property of parametric representations is that for ev-
ery Lie group G acting on M , see (A.2), one can naturally define the
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global Lie group actions on each of the functions in C∞n (M), namely
(A.10) G× C∞n (M) −→ C∞n (M)
as follows. Given g ∈ G and V : Λ −→M in C∞n (M), we define
(A.11) gV = g ◦ V
where in the right hand term, g denotes the mapping, see (A.2)
(A.12) g :M ∋ (x, u) 7−→ g(x, u) ∈M
while ◦ in (A.11) is the usual composition of mappings.
In other words, we define the action gV in (A.11) by the commutative
diagram
Λ
V
✲ M
g
✲ M
(A.13)
✻
gV
And then, in view of (A.9), the simple construction in (A.13) allows
the action (A.2) of every Lie group on M = Ω × R to be extended
globally to every smooth function U : Ω −→ R.
Remark A
From the point of view of genuine Lie semigroups, the essential feature
of the definition of action on functions in (A.11), (A.13) is that it
is valid not only for Lie group elements g, which therefore generate
bijections (A.12), thus elements of Diff∞(M,M).
Indeed, (A.11), (A.13) make also sense for all smooth mappings in the
far larger C∞(M,M), thus for mappings generated by g which need no
longer be elements of Lie groups, and instead can belong to genuine
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Lie semigroups as well.

The essence of the above definition (A.10) - (A.13) of global action
on functions is very simple when seen in categorial terms, that is, in
terms of most general properties of the usual composition of functions.
Indeed, initially, the functions of interest on which the actions are sup-
posed to be defined are, see (A.4)
(A.14) U : Ω −→ R
while the actions operate according to, see (A.2), (A.3)
(A.15) M
g−→ M, with g ∈ G
where M = Ω×R. In this way, the extension of the actions (A.15) to
functions (A.14) leads to having to deal with the inversion of certain
functions which may fail to exist, Rosinger [1, pp. 14,15].
However, if the functions (A.14) are embedded into the larger set of
functions, see (A.6)
(A.16) V : Λ −→M
where Λ ⊆ Rn is nonvoid and open, and this embedding is done ac-
cording to, see (A.9)
(A.17) C∞(M,R) ∋ U 7−→ VU ∈ C∞n (M)
then the mappings (A.15) and (A.16) can trivially be composed with
one another, thus yielding (A.11), (A.13). And obviously, such a com-
position of mappings does not require the mappings g in (A.15) to
be bijections, that is, to belong to Diff∞(M,M). Instead, they can
belong to the far larger C∞(M,M).
It appears that the above definition (A.10) - (A.13) of a global action
on all smooth functions by arbitrary Lie groups was presented for the
first time in Rosinger [1, chapters 1-5], based on the above simple de-
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vice of parametric representation of functions.
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