Abstract. C. T. C. Wall formulated surgery-obstruction groups L n (Z[G]) in terms of quadratic modules and automorphisms. C. B. Thomas showed that the Wall-group functors L n (Z [−], w| − ) are modules over the Hermitian-representation-ring functor G 1 (Z, −) if the orientation homomorphism w is trivial. A. Bak generalized the notion of quadratic module by introducing quadratic-form parameters, and obtained various K-groups related to quadratic modules and automorphisms. One of the authors established that some Bak groups W n (Z [G], ; w) are equivariant-surgery-obstruction groups and showed in the case of even dimension n that the Bak-group functor W n (Z[−], − ; w| − ) is a w-Mackey functor as well as a module over the Grothendieck-Witt-ring functor GW 0 (Z, −), where w is possibly nontrivial. In this paper, we prove the same facts in the case of odd dimension n. Primary 19G12, 19G24, 19J25; Secondary 57R67. 
Introduction
Throughout this paper let G be a finite group and let S(G) denote the set of all subgroups of G.
After the works on surgery by J. Milnor, S. P. Novikov, W. Browder, and others, Wall [26, 28] formulated the surgery-obstruction groups L n (Z [G] , w) in terms of quadratic modules and automorphisms. Thomas [24] proved in 1971 that if the orientation homomorphism w is trivial, then L n (Z [G] , w) is a module over the Hermitian-representation ring G 1 (Z, G) and, moreover,
is a Frobenius pairing in the case where morphisms are inclusions between subgroups of G. Dress defined the Grothendieck-Witt rings GW 0 (Z, G) and GW(G, Z) in [12, p. 742] and [13, p. 294] , respectively (cf. [21, p. 2356] ). These are quotient rings of G 1 (Z, G) with respect to the Quillen relation. By [13, Theorem 5], we can see that the canonical epimorphism GW(G, Z) → GW 0 (Z, G) is an isomorphism. It is a folklore, perhaps regarded as a corollary to [24, Theorems 1 and 3(ii) ], that if w is trivial, then L n (Z [G] , w) is a module over the ring GW 0 (Z, G) and
is a Frobenius pairing. Thus L n (Z [−] , w| − ) inherits various properties from GW 0 (Z, −). By using the Frobenius structure above and the induction theory, particularly of Dress [11] [12] [13] , of GW 0 (Z, −), various authors computed L n (Z [G] , w) for many finite groups G (cf. [14] ). In [1, 2] , Bak conceptually unified all existing notions of forms (e.g. symplectic forms, even Hermitian forms, quadratic forms of Tits [25] and Wall [27] ) by inventing the notion of quadratic-form parameter , and furthermore constructed various K-groups of -quadratic modules and developed certain exact sequences for computing them. It turned out in the papers [16] [17] [18] that equivariant-surgery obstructions on a compact 1-connected G-manifold X such that 2 dim X H dim X lie in certain Bak groups W n (Z [G] , ; w). By definition, W n (Z [G] , ; w) coincides with L h n (Z [G] , w) if is the minimal form-parameter. In the case n is an even integer, it was shown in [21, Theorem 12.10 ] that the Bakgroup functor W n (Z [−] , − ; w − ), for arbitrary w, is a Frobenius module over the Grothendieck-Witt-ring functor GW 0 (Z, −) (cf. [21, Definitions 2.4 and 2.5]). The purpose of this paper is to give a detailed proof of the same fact in the case of odd n.
Let R be a commutative ring with identity, n a nonnegative integer, and w: G → {1, −1} a homomorphism. For a subgroup H of G, the restriction w H of w to H determines the involution -on R[H ] such that g = w(g)g −1 for g ∈ H . We set λ = (− 1) k and regard it as the symmetry of the ring R[H ] with involution, where n = 2k or 2k + 1. Let G (2) denote the set of all elements in G of order 2 and let Q be a conjugation-invariant subset of G (2) such that w(g) = (− 1) k+1 for all g ∈ Q. 
. The bifunctor W n (R[−], − ; w − ) on S(G) with canonical correspondence of morphisms is a w-Mackey S(G) functor (see Definition 2.4).
The conclusion for even n follows from [21, Theorem 12.7] and that for odd n follows from Theorems 6.4 and 7.4. Furthermore, by Theorem 12.10 of [21] , and Theorems 6.4 and 8.4, we obtain THEOREM 1.2 (cf. [24, Theorem 3(ii) ], [2, Theorem 12.7 
]). The bifunctor W n (R[−], − ; w − ) on S(G) with canonical correspondence of morphisms is a module over the Grothendieck-Witt-ring functor GW 0 (Z, −) on S(G) with canonical correspondence of morphisms.
By replacing as in Proposition 2.6 the correspondence of morphisms, we obtain the Mackey S(G) functor associated to a w-Mackey S(G) 
In particular, the restriction homomorphism
is injective, and the induction homomorphism Ind:
is surjective.
The fundamental theorem [2, Theorem 12.13a)] was obtained by composing several results in [13] . We state a slight generalization of this result in Theorem 2.8 and give a simple proof in the Appendix. The remainder of this paper is organized as follows. In the coming section, we define the categories G(G) and G(G) and the notions of Frobenius pairing and Mackey functor. In addition we provide an Erratum for the paper [21] . Section 3 states a few elementary facts concerning commutative rings and group rings. In Section 4, we recall the definitions of quadratic module, Lagrangian, hyperbolic module, and quadratic formation. In Section 5, we recall the definitions of the groups EU ( 
COROLLARY 1.4. If an element β of the Burnside ring (G) satisfies χ H (β)
= 0 for all 2-hyperelementary (resp. cyclic) subgroups H of G, then βW n (R[G], G ; w) = 0 (resp. β 2(a+1) W n (R[G], G ; w) = 0),
Frobenius Pairing and w w w-Mackey Functor
The notions of Frobenius pairing and Mackey functor have been used in various contexts (cf. [2, 3, 8, 13, 21, 24] ). So, in this section we give the definitions of a Frobenius pairing and a (w-)Mackey functor. We begin with defining the two categories G (= G(G)) and G (= G(G)). The sets Obj(G) and Obj(G) are the set S(G).
(resp. the composition of maps).
Let A denote the category whose objects are Abelian groups and whose morphisms are group homomorphisms.
Similarly to [21, Proposition 2.1], we obtain
for all H ∈ S(G) and g ∈ G.
Let L, M, N: G → A be bifunctors. We mean by a pairing L × M → N a family of biadditive maps
where H runs over S(G). 
Let w: G → {1, −1} be a homomorphism. (
A w-Mac functor for trivial w is called a Mac functor.
Let U be a conjugation-invariant, upper-closed subset of S(G), namely gHg −1 ∈ U and K ∈ U both hold whenever H ∈ U, g ∈ G, K ∈ S(G) and
Most known w-Mackey U functors G → A factor via bifunctors G → A. In such occasion, we say that they are w-Mackey U functors from G to A. It is remarkable that there exist Mackey S(G) functors from G → A that are not Mackey S(G) functors from G to A. The theory of Mackey functors by Dress is, in our language, the theory of Mackey S(G) functors. Since [2] and [3] use results in [13] , the results there were obtained for Mackey S(G) functors.
Let S denote the category of finite G-sets, where morphisms are G-maps.
S → A satisfying the following two conditions.
(1) For any pullback diagram
is an isomorphism, where j X : X → X Y and j Y : Y → X Y are the inclusion maps.
Similarly to the arguments in [13, p. 299] , one can see that the notion of Mackey U functor is equivalent to the notion of geometric Mackey U functor.
A Mackey U functor M: The next proposition obviously follows. 
obviously holds. Thus M(G) is a module over (G). Similarly, for each H ∈ S(G), M(H ) is a module over (H ).
The naturalities (1)-(3) required in Definition 2.2 can be checked in a straightforward way.
Let L be a conjugation-invariant, lower-closed subset of S(G), namely gHg −1 ∈ L and K ∈ L both hold whenever H ∈ L, g ∈ G and K ∈ S(H ). For a bifunctor M: G → A, we define the inverse limit lim
If M is a Mac functor, there are canonical homomorphisms Res:
Res and Ind are both isomorphisms, namely
There is a fundamental theorem:
and let L be a conjugationinvariant, lower-closed subset of S(G). If M is a module over F and the canonical map H ∈L F (H ) → F (G) is surjective, then M is L-computable.
The proof is given in the Appendix. In the following, let R be a commutative ring with identity 1 ( = 0). ERRATUM 2.9 (of [21] ). If the G-set Z (0) in Sections 11-13 of [21] is the empty set, then GW 0
is not the empty set, then these are bifunctors from G(G) to A. Thus, in the case Z (0) = ∅, the results in [21, related to the notions of Mackey functor and Frobenius pairing should be understood in the contexts of the present paper.
Algebraic Preliminaries
In this section, we recall a few facts concerning commutative rings R with identity and group rings R [G] , that are elementary but important in the theory of quadratic modules. PROPOSITION 3.1. The following hold.
Then U is necessarily finitely generated over R. Let j denote the Jacobson radical of R and let a be an arbitrary maximal ideal of R. The map f :
where a ranges over the set of all maximal ideals of R. We immediately get
By Krull and Azumaya's Lemma (which is often referred to as Nakayama's Lemma), M = N, namely R m ⊕ U = R m , and hence U = 0.
denote the group ring of a group G over the commutative ring R.
(
1) If m < n, then there never exists an
Proof.
(1) Consider R ⊗ A A m and R ⊗ A A n , and apply Proposition 3.1(1). (2) Regard A m and U as R-modules, and apply Proposition 3.1(2).
Quadratic Modules and Lagrangians
Let A be a ring with identity 1 ( = 0). We call a bijection −: A → A an involution if the following conditions (1)-(4) are satisfied:
The maximal and minimal choices are denoted by max and min respectively, i.e., max = {a ∈ A | a = −sa} and min = {a − sa | a ∈ A}.
A quadruple A A A = (A, −, s, ) consisting of a ring A with identity, an involution -on A, a symmetry s of (A, −), and (A, −, s)-quadratic-form parameter is called a form ring [2, p. 5] .
Let M be a left A-module. A sesquilinear form on M is a biadditive map (1)- (3): 
Remark 4.1. If A is the group ring R[G] of a finite group G over a commutative ring R with identity, the condition (3) above follows from the other conditions. Actually, by the condition (1) there is an A-submodule L such that M = N ⊕ L and we have the induced map
By the condition (2), Hom A (N, A) is isomorphic to A m . Since B is nonsingular, the map is an epimorphism, and L is isomorphic to 
Since B is nonsingular, is an isomorphism. Since N is a Lagrangian, the map 
where ⊥ denotes orthogonal sum. A-basis {x 1 , . . . , x m } of N 1 extends to a hyperbolic basis {x 1 , . . . , x m , y 1 , . . . , y m } of (M, B, q) . Similarly for any A-basis {x 1 , . . . , x m } of N 2 extends to a hyperbolic basis {x 1 , . . . , x m , y 1 , . . . , y m } of (M, B, q) . Let f : M → M be the A-homomorphism such that f (x i ) = x i and f (y i ) = y i for all i = 1, . . . , m. Then f : (M, B, q) → (M, B, q) is an isomorphism such that f (N 1 ) = N 2 .
Isomorphisms and Groups of Matrices
Let M and N be free A-modules with bases X = {x 1 , x 2 , . . . , x 2m } and Y = {y 1 , y 2 , . . . , y 2n }, respectively. For an A-homomorphism f : M → N, we obtain using the bases above the 2m × 2n-matrix
where
(c ij y j + d ij y n+j ), 
Let SU m (A A A) denote the group consisting of all 2m × 2m-matrices
fulfilling the conditions (1)- (3) 
We set DU m (A A A) = TU m (A A A)CU m (A A A).

The stabilization homomorphism j m,m+1 : SU m (A A A) → SU m+1 (A A A)
is defined by j m,m+1 (M) = M ⊕ I 2 , where I 2 is the identity matrix of degree 2. Any of the 2m×2m-matrices (for some m) ε * * ( ) and H(ε * * ( )) below is called an elementary A A A-quadratic matrix. entry = 1 (k = 1, . . . , 2m) , the (i, m + i)-entry = a, all other entries = 0. . Then σ lies in SU 1 (A A A). We set
H(ε i,j (a)) (i = j, a ∈ A):
       the (k, k)-entry = 1 (k = 1, . . . , 2m),σ i = I 2(i−1) ⊕ σ ⊕ I 2(m−i) .
Let RU m (A A A) denote the subgroup of SU m (A A A) generated by all elements in TU m (A A A)
and σ 1 , . . ., σ m .
LEMMA 5.3. The group EU m (A A A) is a subgroup of RU m (A A A).
Proof. The elementary A A A-quadratic matrices ε m+i,j (a), ε m+i,i (a) and H(ε i,j (a)) belong to TU m (A A A) and hence to RU m (A A A). Set = σ ⊕ σ ⊕ · · · σ (m-fold sum). Then the matrices ε i,m+j (a) and ε i,m+i (a) belong to TU m (A A A), which implies ε i,m+j (a), ε i,m+i (a) ∈ RU m (A A A).
In each case L = C, D, E, R, S, T, we define
LEMMA 5.4 ([2, Corollary 3.9]). The elementary A A A-quadratic group EU(A A A) equals the commutator subgroup of SU(A A A), namely EU(A A A) = CU(A A A).
COROLLARY 5.5. The group DU(A A A) is a subgroup of RU(A A A).
DEFINITION 5.6. (cf. [2, p. 61]). The groups KQ 1 (A A A) = SU(A A A)/EU(A A A), WQ 1 (A A A) = SU(A A A)/DU(A A A), W 1 (A A A) = SU(A A A)/RU(A A A),
are referred to as the Bak groups.
By Lemma 5.4 and Corollary 5.5, the Bak groups are Abelian.
Nonsingular Quadratic Formations
Let ( 
. , y m } and X be hyperbolic bases of (M, B, q).
1) There exists a matrix U ∈ SU m (A A A) such that for all isomorphisms f : (M, B, q) → (M, B, q)
This lemma implies that the map
is independent of the choices of f and X . It is easy to check that this map is additive. A A) ) denote the quotient group
Let K 0 (M(A A A)) denote the Grothendieck group of M(A A A) and K 0 (M(A A A)) the reduced Grothendieck group of M(A A A), namely K 0 (M(A A A)) = K 0 (M(A A A))/ [H(A)
,
Let K 0 (M(A
where (M, B, q) ranges over all A A A-hyperbolic modules and N 1 , N 2 , N 3 range over all Lagrangians of (M, B, q) . It follows from Remark 5.1 that the relation defining K 0 (M(A A A) ) vanishes in WQ 1 (A A A) . Thus there is a canonically defined homomorphism
The next lemma will be used to show that this map is an isomorphism. For a nonsin-
is a nonsingular A A A-quadratic formation, then one has the following.
(1) We get the conclusion because (1) and (2)).
(4) The proof runs as follows.
[N 1 , fgf
is an isomorphism. Proof. Define the correspondence ψ: 
Note that WQ 1 (A A A) = SU(A A A)/DU(A A A) = DU(A A A)\SU(A A A) = (TU(A A A)CU(A A A))\SU(A A A) = TU(A A A)\SU(A A A)/CU(A A A).
To show that ψ:
It is clear that ψ is the inverse map of ϕ.
where {e 1 , e 2 } is the canonical basis of the standard A A A-hyperbolic plane H(A). By Theorem 6.3, we obtain
The w w w-Mackey Structures of K
Let G denote the category and ϕ (H,g,K) the homomorphism H → K defined in Section 2. Employing the notation in [21] , we also use j H,K and c (H,g) for ϕ (H,e,K) and ϕ (H,g,gHg −1 ) , respectively. Let A denote the category whose objects are abelian groups and whose morphisms are group homomorphisms. where r g ∈ R, and let Q be a conjugation-invariant subset of G consisting of elements g ∈ G of order 2 with w(g) = −λ. For each subgroup H of G, let w H denote the restriction of w to H and let H denote the form parameter generated by Q H = Q ∩ H , namely 
It has a canonical R[K]-action. Given ϕ as above and an R[K]-module N, we have the 'restriction' module
If H and K are subgroups of G, then we have the double-coset decompo-
The next lemma is well known. Its proof is straightforward.
LEMMA 7.1. Let H and K be subgroups of G and let M be an R[H ]-module.
Then the following hold:
where e is the identity element of G.
and be a monomorphism of type ϕ (H,g,K) and let (M, B, q) be a nonsingular A A A H -quadratic module such that M is a finitely generated projective R[H ]-module. Then we define the R-bilinear map ϕ # B: 
(Recall that G(2) denotes the subset of G consisting of all elements of order 2.) Set
For g ∈ G, we define the R-module R g by
We can write q(x) in the form
where 
B and c (H,g ) # q = c
q via the canonical isomorphism (see Proposition 7.1(1)). 
Kg,H q)) via the canonical isomorphism (see Proposition 7.1(3)).
For a nonsingular
. With this notation, the next lemma follows immediately from the previous one. LEMMA 7.3 . Let H and K be subgroups of G and let (M, B, q, N 1 , N 2 ) be a nonsingular A A A-quadratic formation with M ∼ = R [H ] 2m . Then the following hold:
via the canonical isomorphism (see Proposition 7.1(3)), where
By Lemma 7.3, we obtain 
Proof. By Formulae (8.1) and (8.2), the submodule U ⊗ Z N is totally isotropic.
Using Corollary 3.2(2), one can check that the map
By the lemma, the product
In this case, we have a nonsingular Let {x 1 , . . . , x m , y 1 , . . . , y m } be a hyperbolic basis of M such that N 1 = x 1 , . . . , x m R[G] . The isomorphism in (8.3) for N 1 is understood with
The isomorphism in (8.3) for N 2 is similarly obtained from a hyperbolic basis
Hence we have the canonical isomorphism
preserving the canonical basis, the λ-Hermitian form, and the quadratic form. In the computation below, the element in K 0 (M(A A A)) represented by a nonsingular A A A-quadratic formation
Thus, we get
By using the lemma above, one can prove the next proposition without difficulty. Proof. We have to check the following three properties for a morphism f : H → K: 
