Abstract. For autonomous Lotka-Volterra systems modelling the dynamics of N competing species, a new condition has been found to prevent a particular species from dying out. Based on this condition, criteria have been established for all or some of the N species to stabilise at a steady state whilst the others, if any, die out.
Introduction
Consider the autonomous Lotka-Volterra systeṁ
(i∈I N ), (1.1) whereẋ i = dx i /dt, b i > 0, I m = {1, 2, . . . , m} for any integer m ≥ 1, N ≥ 3, x = (x 1 , x 2 , . . . , x N )
T ∈ R N and α i = (a i1 , a i2 , . . . , a iN ) with a ii > 0 and a ij ≥ 0 (i = j). Since (1.1) is well known as a model of a community of N mutually competing species, x i denoting the population size of the ith species at time t, we adopt the usual restriction of x to the positive cone R N + . We are interested in the existence of a global attractor x * ∈ R N + . If x * ∈ ∂R N + (i.e., the boundary of R N + ), then some of the N species will eventually die out whilst the others will coexist and stabilise at a steady state. If x * ∈ intR N + (i.e., R N + \ ∂R N + ), however, no extinction will occur and all of the species will stabilise at x * . A simple and frequently used condition for (1.1) to have a global attractor
for all i ∈ I N (see Kaykobad [6] , Gopalsamy and Ahlip [5] and Gopalsamy [4, pp. 294-297] ). For the existence of a global attractor x * ∈ ∂R N + , Zeeman [9] gives a condition for the survival of only one species and Ahmad and Lazer [2] obtain a criterion for the extinction of only one species. Bridging the gap between the above extreme cases, Montes de Oca and Zeeman [7] prove that the species x 1 , . . . , x r stabilise at (x * 1 , . . . , x * r )
T ∈ intR r + whereas x r+1 , . . . , x N go extinct provided (1.2)
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holds for i ∈ I r and
where the symbol " " reads "such that".
We observe that (1.2) for some i ∈ I N is employed to prevent the species x i from extinction while (1.3) for k = N is to drive x N to extinction (cf. Montes de Oca and Zeeman [8, Lemma 3.1] ). We also notice that these ideas, especially (1.2), are extended to nonautonomous (see [7, 8] , Ahmad [1] , Ahmad and Lazer [3] ) and retarded autonomous ( [5] and [4, §4.1- §4.3]) systems. No doubt the popularity of (1.2) is attributed to its conciseness. Nonetheless, as a means of preserving and stabilising x i at some x * i > 0, (1.2) is too restrictive and is far from necessary. When N = 3, van den Driessche and Zeeman [10] provide a simpler criterion for the global attractivity of a steady state x * ∈ intR N + assuming the existence of x * . For the general system (1.1), however, it seems that (1.2) for all i ∈ I N is the only condition available for both the existence of a steady state x * ∈ intR N + and its global attractivity.
The purpose of this paper is to find new conditions that are less restrictive than (1.2) and (1.3) for the existence of a global attractor x * ∈ R N + .
Main results
For any α 0 = (a 01 , a 02 , . . . , a 0N ) = 0 with all a 0j ≥ 0, the set
can be viewed as an (N − 1)-dimensional plane in R N + . Let γ i be given by (2.1) with the replacement of 0 by i ∈ I N and let
From system (1.1) itself we perceive that the γ i , together with Y , will play an important role in determining the dynamics of (1.1). Define y S for y ∈ R 
In fact, if a im ≥ a mm for some m = i, i.e., (2.3) holds for this m and S = ∅, then (2.4) leads to a contradiction a im < a mm . This also shows that S = ∅ for any pair (m, S) satisfying (2.3) and (2.4). Figure 1 . The left (right) satisfies Condition 2.1 ((2.8) for j ∈ I 3 \ {1}) but does not satisfy (2.8) for j ∈ I 2 (1.2) .
The following are preliminaries towards a geometric interpretation of Condition 2.1. The set γ 0 given by (2.1) is convex in the sense that c 1
is a convex set too. Suppose that y 1 is below γ 0 whereas y 2 is on or above γ 0 . Then there are pairs of m ∈ I N and S ⊆ I N \ {m} such that
S∪{m} is on or above γ 0 . Hence, for each such pair (m, S), there is a
Let P be the set of all such y(m, S), so P consists of the points of intersection of γ 0 and the edges of the cell [y
Remark 2.3. Condition 2.1 is equivalent to the following statement: Every set We are now able to give an alternative of Condition 2.1. Proof.
On the other hand, as Condition 2.1 holds
By Remark 2.3, z is below γ i , i.e.,
Then (2.8) follows for i, j ∈ J with i = j.
Then, since (2.8) holds for j ∈ I N \ {i}, for every pair (m, S) satisfying (2.3) we must have m ∈ I N \ {i} and
by (2.8). Therefore, (2.4) holds for (m, S) satisfying (2.3) and j ∈ I N \ {i}.
(iii) This is a combination of (i) and (ii).
Remark 2.5. If (1.2) holds for some i ∈ I N , then
which, together with −a 2 ), we have ε 2 − 3ε + 1 > 0 so that (2.8) holds for all i, j ∈ I 3 with i = j. By Theorem 2.6, (1.1) has a global attractor x * ∈ intR 3 + . It is obvious that (1.2) for i = 1, i.e. 3ε < 1, is not satisfied.
Remark 2.8. Remark 2.5 and Example 2.7 show that Theorem 2.6 suits a broader class of systems than the one using (1.2). As (2.8) is still concise enough, with little extra cost we have obtained a better result and thus achieved a goal set in §1. Remark 2.10. We show that (1.3) implies (2.9) with J = I r . For any k ∈ I N \ J, let i k be given by (1.3). We need find an k ≤ r such that a k j ≤ a kj for all j ∈ J so that (2.9) holds for this k. If i k ≤ r, then k = i k meets the requirement. If r < i k < k, by (1.3) there is an m k < i k such that a m k j < a i k j < a kj for all j ∈ I i k . We then take k = m k if m k ≤ r. If m k > r, repeating the above process a number of times, we can always find the required k .
Replacing Condition 2.1 by (2.8) in Theorem 2.9, we have the following result. 
holds for i ∈ I 2 and j ∈ I 4 \ {i}. Since a 21 ≤ a 31 , a 22 ≤ a 32 , a 11 ≤ a 41 and a 12 ≤ a 42 , (2.9) with J = I 2 is satisfied. By Corollary 2.11, (1.1) has a global attractor x * ∈ ∂R
4
+ with x * 3 = x * 4 = 0 and x * i ∈ (0, 1] for i ∈ I 2 . Note that a 11 + a 12 + a 13 + a 14 > 2, a 13 > a 43 , a 23 > a 43 and a 33 > a 43 . So neither (1.2) for i = 1 nor (1.3) for k = 4 is met.
Remark 2.13. From Example 2.12 and Remarks 2.5 and 2.10 we see that Theorem 2.9 and Corollary 2.11 cover the corresponding result given in [7] for the autonomous case. However, this does not rob the significance of [7] as it deals with general nonautonomous systems. From the proof of Theorem 2.9 given in the next section, it will be clear that Condition 2.1 for all i ∈ J guarantees the existence of a common point x * of the γ i , i ∈ J, such that x * i ∈ (0, 1/a ii ] for i ∈ J and x * i = 0 otherwise. The purpose of (2.9) is to ensure that x * is not below γ j for any j ∈ I N \ J without actually finding x * and then calculating α j x * as Ahmad and Lazer [2] did for |J| = N − 1.
The special case of Theorem 2.9 and Corollary 2.11 when |J| = 1 can be stated as follows.
Corollary 2.14. Let i ∈ I N be fixed. Assume that
and either (2.8) for j ∈ I N \ {i} or Condition 2.1 is met. Then Y {i} is a global attractor of (1.1).
Remark 2.15. Condition (1.3) with r = 1 can be written
Zeeman [9] and Montes de Oca and Zeeman [8] show the above conclusion with i = 1 under the solo condition (2.11) without the requirement of (1.2) for i = 1. As Figure 2 . The left (right) satisfies (2.11) (the condition of Corollary 2.14 for i = 1) but does not satisfy Condition 2.1 for i = 1 ((2.11) for k = 3).
Corollary 2.14 requires either (2.8) or Condition 2.1, it can be seen that neither of (2.11) and the condition of Corollary 2.14 implies the other (see Figure 2) . Again, we point out that the result in [8] is more general as it is mainly for nonautonomous systems.
3. The proofs of Theorems 2.6 and 2.9
ii for i ∈ I N . Proof. Denoting the statement of this lemma by P (N ), we show the truth of P (N ) by induction. If (2.8) holds for all i, j ∈ I N with i = j, then
Viewing π N as R N −1 + and (3.1) as (1.2), where
by Remark 2.5 we obtain max 0,
for all i, j ∈ I N −1 with i = j. Suppose P (N −1) is true. Then
i.e., T , y N T , we have
where 3, x * is above γ N . This is impossible as (3.3) indicates that x * is on or below γ N . We therefore have shown the truth of P (N ) when P (N − 1) is true.
For N = 2, (2.8) for i ∈ I N becomes a 12 a −1
22 < 1 and a 21 a −1 11 < 1. P (2) is true since the system of a 11 x 1 + a 12 x 2 = 1 and a 21 x 1 + a 22 x 2 = 1 has a unique solution
ii ] (i ∈ I 2 ). By induction, P (N ) is true for all N ≥ 2.
In the following, by saying that x is a solution of (1.1) we mean x(0) ∈ intR N + and x(t) satisfies (1.1) for all t ≥ 0.
If a solution of (1.1) satisfies lim t→∞ x(t) ≥x, then lim t→∞ x(t) ≤ŷ.
Proof. We show the conclusion by starting with ∃i ∈ I N , lim t→∞ x i (t) = p >ŷ i (3.6) and then ending up with a contradiction. Take δ = 1 4 a ii (p −ŷ i ) and ε > 0 such that εα ix < δ. Then, by the assumption, there is a T ≥ 0 such that x(t) ≥ (1 − ε)x for t ≥ T . Hence, if x i (t) ≥ 1 4 (3p +ŷ i ) for some t ≥ T , from (3.5) we obtain
This, along with (3.6), leads to x i (t) ≥ p > 1 4 (3p +ŷ i ) and further to (3.7) for all t ≥ T . Integration of (3.7) gives lim t→∞ x i (t) = 0, a contradiction to (3.6). Therefore, lim t→∞ x(t) ≤ŷ. Then there is a δ > 0 such that every solution of (1.1) satisfies lim t→∞ x i (t) ≥x i + δ. ii meets the requirement of (3.8). For any solution x of (1.1), we shall see later the existence of T ≥ 0 such that
IN \{i} +x {i} < 1 2 (1 + ε) (3.11) for all t ≥ T . Then, for any t ≥ T , x(t) is below γ i (i.e., α i x(t) < 1) if x i (t) ≤ x i + δ. If (3.8) does not hold, sinceẋ i (t) > 0 if and only if x(t) is below γ i , we must have x i (t) ≤ δ 0 for some δ 0 <x i + δ and all t ≥ T . By (3.11), α i x(t) < 1 2 (1 + ε) + a ii (x i (t) −x i ) ≤ 1 2 (1 + ε) + a ii (δ 0 −x i ) ≡ ε 0 < 1. Integration of the ith component equation of (1.1) leads to lim t→∞ x i (t) = ∞, which contradicts x i (t) ≤ δ 0 . Therefore, we have shown (3.8) .
The existence of T ≥ 0 such that (3.11) holds for t ≥ T follows from (i), (ii) and Lemma 3.2 if α iẑ < Then (i), (ii) and Lemma 3.2 lead to the existence of T 0 ≥ 0 such that, for any t ≥ T 0 and j ∈ I N \ {i}, α j x(t) ≥
