Abstract. We prove the existence of a countable family of Delaunay type domains
Introduction and statement of the result
A long-standing open problem is to classify domains Ω ⊆ R n , n ≥ 2, for which the over-determined elliptic problem (1)
has a solution u ∈ C 2 (Ω), where f is a given Lipschitz function, ν is the normal vector about ∂Ω, and ·, · denotes the usual scalar product.
In [18] , J. Serrin proved that if Ω is a C 2 bounded domain where there exists a solution u ∈ C 2 (Ω) to problem (1) and f is C 1 , then Ω must be a ball. The same result can be obtained when f is supposed to have only Lipschitz regularity, see [15] . The result by J. Serrin has been of outstanding importance for two reasons: first, because it made 1 available to the mathematical analysis community the moving plane method, introduced some years before by A. D. Alexandrov to prove that the only compact and constant mean curvature hypersurfaces embedded in R n are the spheres (see [1] ), and secondly for the many applications to physics and to applied mathematics. Indeed, problem (1) , when f is constant, describes a viscous incompressible fluid moving in straight parallel streamlines through a straight pipe of given cross sectional form Ω. If we fix rectangular coordinates (x, y, z) with the z-axis directed along the pipe, it is well known that the flow velocity u along the pipe is then a function of x and y, and satisfies ∆u + k = 0 where k is a constant related to the viscosity and density of the fluid. The adherence condition is given by u = 0 on ∂Ω. The result by J. Serrin allows us to state that the tangential stress per unit area on the pipe wall (represented by µ ∇u, ν , where µ is the viscosity) is the same at all points of the wall if and only if the pipe has a circular cross section. An other model referable to problem (1) , is the linear theory of torsion of a solid straight bar of cross section Ω, see for example [21] , and in this framework the result by J. Serrin states that when a solid straight bar is subject to torsion, the magnitude of the resulting traction which occurs at the surface of the bar is independent of the position if and only if the bar has a circular cross section.
Overdetermined boundary conditions arise naturally also in free boundary problems, when the variational structure imposes suitable conditions on the separation interface: see for example [2] . In this context it is important to underline that several methods for studying locally the regularity of solutions of free boundary problems are often based on blow-up techniques applied to the intersection of Ω with a small ball centered in a point of ∂Ω, which lead then to the study of an elliptic problem in an unbounded domain. In this framework, problem (1) in unbounded domains was considered by H. Berestycki, L. Caffarelli and L. Nirenberg in [3] . In this case, the typical nonlinearity f taken into account was f (u) = u − u 3 , which reduces the equation in (1) to the Allen-Cahn equation. Under the assumptions that Ω is a Lipschitz epigraph with some suitable control at infinity for its boundary, they proved that if problem (1) admits a smooth, bounded solution, then Ω is a half-space.
Some rigidity results for overdetermined elliptic problems in R 2 and R 3 have been obtained in some recent papers by A. Farina and E. Valdinoci. In particular they obtain natural assumptions under which one can conclude that if Ω is an epigraph where there exists a solution to problem (1) then Ω must be a half-space and u is a function of only one variable, see [6] , [7] and [8] .
For some types of functions f the structure of the family of domains Ω where the overdetermined problem (1) can be solved shares many similarities with the class of embedded constant mean curvatures hypersurfaces. For the bounded case, the analogy is very simple: the only compact embedded constant mean curvature hypersufaces in R n are the spheres by the result of A.D. Alexandrov [1] and the only bounded domains in R n where problem (1) can be solved are the balls by the result of J. Serrin [18] . In [19] P. Sicbaldi showed the existence of perturbations of the right solid cylinder in R n for n ≥ 3, rotationally symmetric and periodic in the vertical direction, where it is possible to solve problem (1) for the function f (t) = λ t. In [17] , F. Schlenk and P. Sicbaldi show that previous examples belong in fact to a smooth 1-parameter family of unbounded domains s → Ω s where (1) can be solved, whose boundaries are smooth periodic hypersurfaces of revolution with respect to an R-axis. They obtain such a result by paralleling the construction of the well known Delaunay's family of constant mean curvature surfaces.
It is interesting to remark that domains where problem (1) with f = 0 can be solved arise as limits under scaling of sequences of domains where problem (1) with f (t) = λ t can be solved, just like minimal surfaces arise as limits under scaling of sequences of constant mean curvature surfaces. Problem (1) in the interesting case when f = 0 has been recently studied in R 2 by F. Hélein, L. Hauswirth and F. Pacard, in a work highly inspired by the theory of minimal surfaces, where they get a Weierstrass representation for domains where the overdetermined problem can be solved. In a recent paper, [22] , M. Traizet proves a one-to-one correspondence between 2-dimensional domains where problem (1) with f = 0 can be solved and a special class of minimal surfaces, showing that the link is in fact very deep.
In [16] , A. Ros and P. Sicbaldi studied problem (1) obtaining geometric and topological necessary properties of the domain Ω and leading to geometric and topological conditions for the existence of a solution of (1) . Their work is highly inspired by the theory of constant mean curvature surfaces embedded in R 3 , and in particular they obtain, for 2-dimensional domains where (1) can be solved, a kind of half-space theorem and for some functions f also a result on the boundedness of the ends of the domain. More precisely they prove the following two results:
(1) If Ω is contained in a half-space of R 2 and problem (1) can be solved with |∇u| bounded, then Ω is either a ball, or a half-plane, or it is contained in a slab and is symmetric with respect to the axis of the slab. (2) If Ω has finite topology and problem (1) can be solved for some super-linear function f (i.e. there exists a positive constant λ such that f (t) ≥ λ t), then each end E of Ω is contained in a half-slab.
The strong link between overdetermined elliptic problems and constant mean curvatures surfaces lets us think that the structure of the family of domains where (1) can be solved is very rich and interesting. As for constant mean curvature surfaces, overdetermined problems can be considered also in a Riemannian manifold, and in this framework problem (1) becomes
where g denotes the metric of the manifold and ∆ g is the Laplace-Beltrami operator.
In this paper we are interested in generalize the result of P. Sicbaldi in [19] to manifolds S n × R and H n × R, where S n and H n are respectively the n-dimensional manifolds of constant sectional curvature equal to 1 or -1. In fact, we prove that the solid right cylinder B n × R (where B n is a geodesic ball in S n or H n ) can be perturbed in order to obtain new domains where problem (2) can be solved for the function f (t) = λ t for some positive constant λ. The boundary of such domains is rotationally symmetric with respect to the R-axis of the cylinder, and is periodic in the vertical direction. We can refer to such domains as Delaunay type domains.
In order to state our result, let us denote by M n the Riemannian manifold S n or H n . We denote the coordinates of M n × R as (x, t), x ∈ M n and t ∈ R. Let us fix a point 0 (origin) in M n and denote by x the distance of x ∈ M n to the origin 0 ∈ M n . Our main result is the following: Theorem 1.1. There exist a real positive number T * , a sequence of real positive numbers T j −→ T * and a sequence of nonconstant functions v j ∈ C 2,α (R) of period T j converging to 0 in C 2,α (R) such that the domains
We remark that we do not have a smooth one-parameter family of domains, but only a sequence of domains converging to the straight cylinder. According with the case of R n in [17] , it is tempting to conjecture that such domains belong in fact to a smooth one-parameter family of domains.
Rephrasing the problem
Given a continuous function v : R/T Z −→ (0, +∞) whose L ∞ -norm is small enough, we define C
Our aim is to show that there exists a positive real number T * , a sequence T j → T * and a sequence of nonconstant functions v j ∈ C 2,α (R/T j Z) of mean equal to zero and converging to the zero function in the C 2,α -norm, such that the overdetermined problem
has a nontrivial positive solution (φ, λ) = (φ j , λ j ) for the sequence (v j , T j ). Here ν denote the normal vector field about ∂C T 1+v , λ is a positive constant, and g is the product metric of M n × R/T Z (in particular the second factor is equipped with the metric induced by the standard metric of R).
We remark that the symmetry of the problem allow us to require the function v to be even.
Let us denote by g M n the usual metric on M n . Let λ 1 be the first eigenvalue of the Laplace-Beltrami operator with zero Dirichlet boundary condition in the unit geodesic ball
We denote byφ 1 the associated eigenfunction
As φ 1 do not depend on t, sometimes we will write simply φ 1 (x).
Let C 2,α even,0 (R/2πZ) be the set of even functions on R/2πZ of mean equal to zero. For all function v ∈ C 2,α even,0 (R/2πZ) whose norm is small enough, the domain C T 1+v is well defined for all T > 0 and standard results on Dirichlet eigenvalue problem (see [9] and [4] ) apply to give the existence, for all T > 0, of a unique positive function
and a constant λ = λ v,T ∈ R such that φ is a solution to the problem
which is normalized by
In addition φ and λ depend smoothly on the function v, and φ = φ 1 , λ = λ 1 when v ≡ 0.
After canonical identification of ∂C T 1+v with S n−1 × R/T Z, we define the Dirichlet-toNeumann operator N :
where ν denotes the unit normal vector field to ∂C T 1+v and φ is the solution of (7). A priori N(v, t) is a function defined over S n−1 × R/T Z, but it is easy to see that it depends only on the variable t ∈ R/T Z because v has such a property. For the same reason it is an even function, and moreover it is clear that its mean vanishes. If now we operate a rescaling and we define
Schauder's estimates imply that F is well defined in a neighborhood of (0, T ) in the space C 2,α even,0 (R/2πZ) × R, and takes its values in C 1,α even,0 (R/2πZ). Our aim is to find a positive real number T * , a sequence T j → T * and a sequence of nonconstant functions v j ∈ C 2,α (R/T j Z) of mean equal to zero and converging to the zero function in the C 2,α -norm, such that F (v j , T j ) = 0. Observe that, with this condition, φ = φ v j ,T j will be the solution to the problem (3) and our main theorem 1.1 will be proved.
The linearized operator
Let k the sectional curvature of the manifold
If we choose spherical coordinates (r, θ), with θ ∈ S n−1 and r ∈ [0, +∞) if k < 0 and r ∈ [0, π] if k > 0, the usual metric in M n can be written as
(see [4] , Section II.5, Theorem 1).
Remark 1.
In fact our result is true also in a more general situation. Instead of considering S n and H n whose sectional curvatures are 1 and −1, it would be possible to consider the n-dimensional manifold M n (k) of constant sectional curvature k = 0. When k > 0 we have to assume that M n (k) contains a geodesic ball of radius 1, and this is not true for all k > 0. Using spherical coordinates (r, θ), with θ ∈ S n−1 and r ∈ [0, +∞) if k < 0 and
(see [4] , Section II.5, Theorem 1). The computations that follow are true in general for the manifold M n (k) × R, under the hypothesis that M n (k) contains a geodesic ball B 1 of radius 1, even though we consider only the cases k = 1 and −1.
For all v ∈ C 2,α even,0 (R/2πZ) and all T > 0 let ψ be the (unique) solution (periodic with respect to the variable t) of (10)
By symmetry it is clear thatH T (v) is a function only depending on t, then changing the variable we can define
The main result of this section is the:
Proposition 3.1. The linearization of the operator F with respect to v computed at the point (0, T ) is given by H T .
Proof. To linearize the operator F (see (9) ) with respect to v at (0, T ) we will compute
Precisely we determine the first order approximation of F (s w, T ) with respect to the variable s. We parameterize C for y ∈ M n and t ∈ R and where χ is a cutoff function identically equal to 0 when y ≤ 1/4 and identically equal to 1 when y ≥ 1/2. The metric induced by Y will be denoted by (13) We remind that the function φ 1 is the positive solution to (14) with v = 0, λ = λ 1 and L 2 -norm equal to 1. Clearly the functionφ 1 := Y * φ 1 solves (15). Moreover
on ∂C 2π 1 . Writingφ =φ 1 +ψ andλ = λ 1 + µ, we find out thatψ solves
Obviouslyψ and µ are smooth functions of s.
and (15) reduces to (14) with v = 0. In particular we have φ = φ 1 =φ 1 , λ = λ 1 ,ψ ≡ 0, µ = 0 andĝ = g. We setψ := ∂ sψ | s=0 andμ := ∂ s µ| s=0 . Differentiating (17) with respect to s and evaluating the result at s = 0, we obtain
because from (16), differentiation with respect to s at s = 0 yields ∂ sφ1 | s=0 = ∂ r φ 1 w, where r = y .
Differentiating (18) with respect to s and evaluating the result at s = 0, we obtain (20)
Indeed, the derivative of the right hand side of (18) (19) by φ 1 and we integrate it over C 2π 1 , using the boundary condition and the fact that the average of w is 0 we conclude thatμ = 0. Consequently the 2π-periodic functionψ(y, t) is related to the solution ψ(y, t) of (10) by the identity ψ(y, t) :=ψ(y, 2πt/T ). We proved that
To complete the proof of the result, we will computeĝ(∇φ,ν) on the boundary of C 2π 1 . Such a function is the normal derivative ofφ when the normal is computed with respect to the metricĝ. We use the coordinates (r, θ, t), with y = r θ, (being (r, θ) the coordinates introduced at the beginning of Section 3). In
It follows from this expression that the unit normal vector field to ∂C 2π 1 for the metricĝ is given byν = (1 + s w)
As a result, on ∂C
On ∂C 2π 1 the term w ∂ 2 r φ 1 + ∂ r ψ(y, T t/2π) has mean equal to zero and ∂ r φ 1 is constant. Usingĝ(∇φ,ν) to compute F (sw), we get that the linearized of F is H T . 2
The structure of the linearized operator
Let v ∈ C 2,α even,0 (R/2πZ). Recalling that the mean of v is zero and the fact that v is even, by Fourier expansion v can be written as
Observe that in principle φ 1 is only defined in the cylindrical domain C 2π 1 , however, this function being radial in the first n variables and not depending on t, it is a solution of a second order ordinary differential equation and then it can be extended at least in a neighborhood of ∂C 2π 1 . We will need the following:
even,0 (R/2πZ) and write v as in (21) . For T > 0 we define
where r = x . Then
Proof : The Laplace-Beltrami operator for the metric g can be written as
(see [4] , Section II.5, Theorem 1). Then it is easy to compute
This completes the proof of the result. 2
Remark 2. With respect to Remark 1 we give the formula of C k (r) when k / ∈ {−1, 1}. In fact, we have
We investigate now the structure of the linearized operator H T . The main result of this section is the:
is a self adjoint, first order elliptic operator preserving, for all j ∈ N\{0}, the eigenspace V j spanned by the function cos(jt).
Proof. The fact that H T is a first order elliptic operator is standard since it is the sum of the Dirichlet-to-Neumann operator for ∆ g + λ 1 and a constant times the identity. In particular, elliptic estimates yield
The fact that the operator H T is (formally) self-adjoint is easy. Let ψ 1 (resp. ψ 2 ) the solution of (10) corresponding to the function w 1 (resp. w 2 ). Letψ i (x, t) = ψ i (x, T t/2π). We compute
To prove the other statements, we define for all v ∈ C 2,α even,0 (R/2πZ) written as in (21), Ψ to be the continuous solution of
Observe that ∂ r φ 1 vanishes at first order at r = 0 and hence the right hand side is smaller than a constant times r −1 near the origin. Standard elliptic estimates then imply that the solution Ψ is at least continuous near the origin (the right side of (23) belongs to the space L p (C T 1 ) for each p < n, then the solution Ψ belongs to the Sobolev space
for each p < n, and by the Sobolev embedding theorem for a compact domain Ω we have
). A straightforward computation using the result of Lemma 4.1 and writing Ψ(x, t) = ψ(x, t) + ∂ r φ 1 (x) v(2πt/T ), shows that
By this alternative definition, it is clear that H T preserves the eigenspaces V j and in particular, H T maps into the space of functions whose mean is zero.
2
By the previous proposition
where σ j (T ) are the eigenvalues of H T with respect to the eigenfunctions cos(jt). From (11), (25) and (10) we deduce that
where c j is the continuous solution on [0, 1] of
Our next task is to find the kernel of the operator H T . For this it is enough to study the eigenvalues σ j . We remark that if we set
for T > 0, from (26) we obtain that
Then, in order to study the kernel of the linearized operator, it suffices to consider only the first eigenvalue σ 1 . For this aim we will use Legendre and Ferrers functions.
To simplify the notation, in the sequel we will drop the lower index 1 , and we set σ 1 = σ.
Recollection on Legendre and Ferrers functions
In what follows we shall use several properties of associated Legendre and Ferrers functions. For the convenience of the reader, we recall their definitions and some properties. This section can be skipped by the reader who is familiar with these functions. For more details we refer to [5, 13, 14] . 5.1. Legendre functions. The (general) Legendre equation in the variable z ∈ C (see [14] , 5.12) is
where µ, ν are complex parameters. To solve this equation one considers special solutions to the hypergeometric equation:
where a, b, c ∈ C. The solutions to this equation can be found by the power series method. If we consider a series centered at z = 0 we find a series which is convergent for |z| < 1 and whose sum is known as hypergeometric function:
where c > 0 (see [14] , 9.02, p.159). Let Γ be the Gamma function and let (·) s denote the Pochammer symbol
Tthe Olver hypergeometric function F (see [14] , 9.03, p.159) is defined by
for |z| < 1 and extended to |z| ≥ 1 by analytic continuation. Such a function presents the advantage of being defined for all values of c. Using the Olver hypergeometric function we can construct a first solution of (28):
A second solution can be built from the first one by using the fact that also
is a solution to the hypergeometric equation and replacing a = ν + 1, b = −ν, c = µ + 1 and z by 1−z 2
. We get (after multiplication by 2 ν Γ(ν + 1)):
Because the Legendre equation is unchanged by replacing µ by −µ or ν by −ν − 1,
, are all solutions, but only the following four of them are distinct:
Moreover only two of them are linearly independent, as one can see by the two following connection formulas:
.
The functions P 
For |x| < 1, it is possible to define four real valued functions if ν and µ are real. They are known as associated Ferrers functions. Two of such functions are defined as follows under the assumption −(ν + µ) / ∈ N * (here N * = {1, 2, 3, ...}):
(32)
The two other associated Ferrers functions are P −µ ν (x) and Q −µ ν (x). It is possible to show that
1 For more clarity we denote the associated Legendre functions of first kind by P ±µ ν (x). We do not adopt the standard notation P 
In particular the formula we get for Q µ ν is used to extend Q µ ν (x) to complex values of ν, µ and x in the same way as for P µ ν (x).
5.3. Asymptotics. We recall now some asymptotics about Legendre and Ferrers functions that we will need through the paper. 
have the following asymptotic behaviour for
where
Finding a formula for σ(T ) via Legendre and Ferrers functions
We are going now to study the first eigenvalue σ 1 (T ) = σ(T ) of the linearized operator H T . For this we need a formula of σ(T ). Recall that
where φ(r) is the bounded solution of the ordinary differential equation
such that φ(1) = 0 and φ(r) > 0 on [0, 1), and normalized by (6) , and c(r) is the continuous solution on [0, 1] of the ordinary differential equation
. We observe that φ ′ (1) = 0 otherwise φ(r) ≡ 0. Indeed the solution of (42) satisfying also φ(1) = φ ′ (1) = 0 is the function identically equal to zero.
The general solution of (42) can be found as follows. The function
satisfies:
By the change of variable x = x(r) = C k (r), we get that the function
satisfies (28) after replacing z by the real variable x and setting
< 0 then we will always consider the square root having positive imaginary part. In other terms Im(ν) > 0. The general solution to (28) can be expressed as linear combination of P 
Lemma 5.1 says that such functions are, in some cases, unbounded on [0, 1]. They can diverge as r tends to 0, as specified below. Q µ ν (C k (r)) is unbounded for Re(µ) > 0 and µ + ν = −1, −2, −3, . . .. P µ ν (C k (r)) is unbounded if µ is half-integer (that is n is odd). Q µ ν (C k (r)) is unbounded if µ is integer (that is n is even). P µ ν (C k (r)) is unbounded if µ is half-integer (that is n is odd). Furthermore, the function Q µ ν (C k (r)) is bounded if µ is half-integer, but it is a complex valued function.
If µ is half-integer, then a bounded real valued solution to equation (42) 
where s is a constant chosen in order to ensure the conditions φ(r) > 0 for r ∈ [0, 1) and (6) . The value of eigenvalue λ 1 which appears in ν is the smallest positive real number so that φ(1) = 0.
In order to find the function c(r) we set
< 0 then we will always suppose that the imaginary part of ν * is positive. By the same reasoning we did for φ, we find that the solution of (43) is given by
where A is a constant that can be determined using the boundary condition c(1) = −φ ′ (1).
In the next two sections we will study σ(T ). An essential ingredient will be the following: If τ ∈ R + , then r 0 is a decreasing function of τ.
Proof.
We follow the proof of Theorem 7.6.4 in [14] . Suppose that z 0 = cosh(r 0 ) and
The differential equation satisfied by the function P µ ν is
We multiply it by P µ η , with η = ν, and we subtract from the expression we get this way, the differential equation satisfied by P µ η multiplied by P µ ν . We get:
If we let ρ tend to τ, then using the l'Hôpital rule, we get:
If we set the integration bounds equal to 1 and z 0 then (47)
In other terms:
which replaced in (46) gives:
The proof of the monotonicity for the zeros of P µ ν is essentially the same. Suppose that z 0 = cos(r 0 ). As z 0 ∈ (−1, 1), we set the bounds of integration equal to −1 and z 0 . In this case instead of (47) we have:
Plugging it into (46) (which is true also for P µ ν ), we get:
Now we consider the identity z 0 = cos(r 0 ) then
As a consequence:
This completes the proof of the proposition. 2
Study of σ(T )
It is easy to see that σ(T ) is analytic. This fact comes from the following remark: if K is an invertible operator and I is the identity, then for T > 0 and any continuous function v, the solution u of K − 1 T 2 ρ I u = v is analytic with respect to T for each constant ρ (this follows from the equality
for each s ∈ R). Then to prove that c is analytic it suffices to take
We conclude that c ′ (1) is analytic with respect to T , and from (27) follows the analyticity of σ. The following proposition shows the behavior of σ at 0 + and +∞. Proof. We consider independently four cases, according if the dimension n is odd or even and if the curvature k of M n is positive (S n ) or negative (H n ). According to remark 1, we could use k = 0 instead of k ∈ {−1, 1}. For this reason, in the following computation we will distinguish the case k < 0 and k > 0 and we do not replace k by its value.
First case: n even and k negative. If n is even then µ is integer. So, we are in the case k < 0 and µ integer, and then the derivative of c(r) is
The last summand can be expressed in terms of P µ ν * and P µ+1 ν * using formula 7.12.17, page 195 [13] :
and
. If we replace ν * by ν and A by s, then c(r) reduces to φ(r). So the computation above shows also that
We remark that lim
Consequently the numerator of c ′ (1) tends to
when T goes to +∞. As Im(ν * ) < Im(ν), then Proposition 6.1 ensures that the first positive zero of P µ ν * (C k (r)) is bigger than 1. Furthermore
. By definition, s has the same sign as P µ ν (C k (r)) on r ∈ [0, 1). Then, if s > 0, lim
As the second summand φ ′′ (1) does not depend on T and it is bounded, we conclude that lim
Now we consider the limit of σ(T ) as
That says also that for T small enough, ν * is real. For ν * big enough
. Formula 14.15.13 [5] provides the asymptotic behaviour of P −µ ν * with respect to ν * :
where I µ denotes the modified Bessel function of first kind (we refer to [13] for basic facts about Bessel functions). To get the asymptotic expression for P µ ν * (C k (1)) we use the following identity
which follows from (31) using the fact that µ is integer. Notice that
∼ (ν * ) t for ν * big, where t = 2µ if µ is integer and t = 2µ + 1 if µ is not integer. We are considering the case µ is integer, then from (49) we get
for ν * big. This implies that
∼ ν * for ν * big, and in conclusion c
As φ ′ (1) < 0, and φ ′′ (1) is bounded and independent from T , we conclude that
Second case: n odd and k negative. If n is odd, then µ is half-integer. If k < 0 and µ is half-integer, then c(r) is given by
where A is the constant such that c(1) = −φ ′ (1). Moreover
where s is a constant such that φ(r) > 0 for r ∈ [0, 1) and (6). Moreover we have φ(1) = 0. Using (48) with µ replaced by −µ, we get:
If we replace ν * by ν and A by s, then c(r) reduces to φ(r). So the computation above shows also that
, we get the value of the constant A:
If ν * is big enough, then (49) gives the asymptotic behaviour for ν * big:
The asymptotic behaviour of I µ is described by (52). Consequently
As φ ′ (1) < 0, k < 0, and φ ′′ (1) is bounded and independent from T, we conclude that
It remains to study the behaviour of σ(T ) as T → +∞. In this case ν * → ν. Proposition 6.1 ensures that, the first positive zero of P −µ ν * (C k (r)) is bigger than 1. Consequently
. In other terms such a limit has the same sign as s. Moreover the numerator of c ′ (1) tends to
As the second summand φ ′′ (1) does not depend on T and it is bounded, then
Third case: n even and k positive. If n is even then µ is integer. If k > 0 and µ is integer then the function c(r) is given by the first line of (45). As a consequence
The derivative (P µ ν * ) ′ (x) is expressed in terms of P µ+1 ν * (x) and P µ ν * (x) using
Replacing x by C k (r) we get:
from which it follows:
). The constant A is determined in order to have c(1) = −φ ′ (1). The function φ is defined by
where s is the constant such that φ(r) > 0 for r ∈ [0, 1). To get the expression of its derivative, we replace A by s and ν * by ν in the expression of c ′ (r) :
The value of the constant A is given by
In conclusion, if k > 0 and µ is integer, then σ(T ) = c ′ (1) + φ ′′ (1) equals
For T big enough ν * is a real valued increasing function of T. If T → +∞, then ν * → ν (which is a real number in this case). If P µ ν (C k (r)) > 0 for r ∈ [0, 1), (that is s > 0) then, from Proposition 6.1, we get
In other terms the sign of such a limit is the same as s. When T → +∞, the numerator of c ′ (1) tends to
Consequently, as k > 0,
Now we study the limit of σ(T ) as
In this case we use the following asymptotic formula (exercise 13.4, page 473 [14] ):
when τ goes to infinity. To get the corresponding formula for P 
As µ is integer, then (55) reduces to:
We need to estimate the limit as T → 0 + of
This implies that
for τ big, since
τ √ 2πτ (formula 5.16.5 [13] ). In conclusion for τ big,
As φ ′ (1) < 0 and φ ′′ (1) is bounded and does not depend on T , then we conclude that
Fourth case: n odd and k positive. If n is odd then µ is half-integer. If k > 0 and µ is half-integer, then c(r) is given by
where s is the constant such that φ(r) > 0 for r ∈ (0, 1) and (6). Moreover we have φ(1) = 0. Using (53) with µ replaced by −µ, we get:
As −φ ′ (1) > 0 and φ ′′ (1) is bounded and independent from T, then we conclude that
It remains to study the behaviour of σ(T ) as T → +∞. If T → +∞ then ν * → ν increasing (for T big enough ν * is real). Proposition 6.1 ensures that, the first positive zero of P −µ ν * (C k (r)) is bigger than 1. Consequently
. In other terms such a limit has the same sign as s. The numerator of c ′ (1), tends to
Lyapunov-Schmidt reduction and bifurcation
In view of the analyticity of σ (showed in section 7) and Proposition 7.1, σ has at least a zero and the set of the zeros of σ is finite. Let {0 1 , 0 2 , . .., 0 p } denotes the set of the zeros of σ, and let T * be the smallest zero such that σ changes sign at T * , say T * = 0 q (the existence of T * follows also from the analyticity of σ and Proposition 7.1). It is clear then the eigenspace V 1 (defined in Proposition 4.2) belongs to the kernel of H T * . As σ j (T ) = σ(T /j) we obtain that σ j is analytic on T and the set of the zeros of σ j is {j 0 1 , j 0 2 , ..., j 0 p }. It is clear that if j is big enough then T * / ∈ {j 0 1 , j 0 2 , ..., j 0 p }, and this means that V j does not belong to the kernel of H T * for almost all j. This implies that the kernel of H T * is of the form V j 1 ⊕ · · · ⊕ V j l with 1 = j 1 < · · · < j l . Moreover if V j i ∈ Ker(H T * ) and j i = 1 then the function σ j i (T ) does not change sign at T * by the definition of T * .
We summarize such facts in the following proposition, where we use also the ellipticity of the linearized operator H T given by Proposition 4.2.
Proposition 8.1. There exists a positive real number T * such that the kernel of H T * is given by V j 1 ⊕ · · · ⊕ V j l , with 1 = j 1 < · · · < j l . Moreover the eigenvalue associated to the eigenspace V 1 , considered as a function on T , changes the sign at T * , and the eigenvalues associated to the other eigenspaces V j 2 , ..., V j l , always considered as functions on T , do not change sign at T * . There exists a constant c > 0 such that
where V 0 is the space of constant functions.
Such proposition says us that the operator H T * has finite-dimensional kernel, and that it is an isomorphism from the orthogonal to its kernel over its image (see also Proposition 4.2 and its proof). We are going to use now these two properties.
Consider the space C where I is the identity operator and v ⊥ (v , T ) is the function given by Proposition 8.1. G is a finite-dimensional operator from KerH T * × (0, +∞) into the space orthogonal to the image of H T * . We remark that our main theorem 1.1 will be proved if we show that (0, T * ) is a bifurcation point for the zero level set of G. In fact, it is easy to prove that the curve Γ = {(v , T ) ∈ KerH T * × (0, +∞) : v = 0} is a solution of G(v , T ) = 0 with v ⊥ (0, T ) = 0. Then, the fact that (0, T * ) is a bifurcation point of Γ for the zero level set of G means that in every neighborhood of (0, T * ) in Let us prove that (0, T * ) is a bifurcation point of Γ for the zero level set of G. We start by recalling a useful result about bifurcation (see [12] and [20] for details). Let L be an operator on B 1 × Λ into B 2 , where B 1 and B 2 are Banach spaces (or subspaces) and Λ is an interval of R. Thus suppose that Γ = (x(s), s) is a curve of solutions of the equation L(x, s) = 0. Let (x 0 , s 0 ) = (x(s 0 ), s 0 ) be an interior point on this curve with the property that every neighborhood of (x 0 , s 0 ) in B 1 ×Λ contains solutions of the equation L(x, s) = 0 which are not in Γ, i.e. it is a bifurcation point of Γ for the zero level set of L. In our case B 1 = C 2,α even,0 (R/2πZ), Λ = (0, +∞), B 2 = C 1,α even,0 (R/2πZ) and x(s) = 0 for all s. A necessary condition for bifurcation at (0, s 0 ) is that 0 is an isolated eigenvalue of finite algebraic multiplicity, say l, of the operator obtained by linearizing L with respect to x at (0, s 0 ), which can be denoted by D x L(0, s 0 ). It is crucial to know how the eigenvalue 0 of D x L(0, s 0 ) changes when s varies in a neighborhood of s 0 . It is possible to show (see [11] ) that the generalized eigenspace E s 0 of the eigenvalue 0 of D x L(0, s 0 ) having dimension l is perturbed to an invariant space E s of D x L(0, s) of dimension l too, and all perturbed eigenvalues near 0 (the so-called 0-group) are eigenvalues of the finite-dimensional operator D x L(0, s) restricted to the l-dimensional invariant space E s . Moreover the eigenvalues in that 0-group depend continuously on s. Let us give the definition of odd crossing number: In presence of an odd crossing number, a standard result known as the Krasnosel'skii Bifurcation Theorem (see [12] for the proof) applies: Then the 0-group of eigenvalues is given by σ j 1 (T ), . . . , σ j l (T ), where σ j 1 (T ) = σ(T ). For T = T * they are all equal to 0. Moreover, by the proposition 8.1 only σ j 1 (T ) changes sign at T * , and the corresponding eigenspace has dimension 1. This means that D v G(0, T ) has a crossing number at T * and completes the proof of the proposition. 2
