Abstract
Introduction
The aim of this paper is to clarify, in a specific example, the link between large systems of ordinary differential equations (ODEs) and certain limiting nonlinear partial differential equations. The are two ways of arriving at such a problem. One can start with a dynamical system (a system of ODEs) and take a limit where the number of particles tends to infinity (a thermodynamical point of view). On the other hand, one can start with a given PDE and investigate the convergence of numerical schemes obtained by discretization. Both points of view have gained interest recently, the first one in the theory of infinite-dimensional integrable systems and the second in the numerical studies of hyperbolic partial differential equations. We are concerned in this paper with the example of the dispersionless limit for the Toda lattice, but we believe that our methods should be valid in other situations since we only use the Lax pair structure of the lattice and not its complete integrability. This work is an extension of that in [4] ; however, we also discuss here the case of the periodic Toda lattice, in addition to the nonperiodic case.
The Toda system is one of the most studied nontrivial integrable Hamiltonian systems. It consists of N 1-dimensional particles interacting through a nearest-neighbor Hamiltonian of the form (see M. Toda [26] ; see also [16] , [23] The nonperiodic case is sometimes referred to as the finite nonperiodic Toda lattice (as opposed to the lattice on the line) and was first analyzed in [24] .
The key idea behind transforming the 2N -systems of ODEs (1.3) into a system of two PDEs, in the limit where N diverges, consists of formally requiring that the numbers a 1 , . . . , a N , b 1 , . . . , b N be the values of (1/N )-step discretizations of two "nice" functions, a and b, defined on the unit interval. Indeed, if we suppose that 6) where x = j/N , which, after a rescaling of time
gives, in the limit as N → ∞, the system ∂ s a = a∂ x b,
(see [14] , [6] , [7] , [15] , [4] ). The question addressed in this paper (see Theorems 1.1, 1.2, and 1.5) is the following. Suppose that we know a smooth solution of (1.8) Before we state the precise results and the strategy of their proofs, we want to comment a bit on equation (1.8). The limit equation (1.8) is nonlinear and therefore might (and does) develop shocks. For example, if we suppose that the initial condition (a t=0 , b t=0 ) satisfies b t=0 = 2a t=0 , which is easily shown to be a condition preserved by the equation, then (1.8) reduces to the famous Burgers equation 9) which is known to have smooth solution only for finite time. Therefore in general there is a critical time, s c , beyond which a solution of (1.8) cannot be extended smoothly. This is not to be seen as a contradiction of the fact that the initial system, (1.3), being Hamiltonian, has a solution for all times. Recall that to obtain (1.8) we have performed a rescaling of time; the natural time for the original system is N times bigger than the natural time of the equation that develops shocks. What we learn from these remarks is that the evolution of the N -particle Toda system fails to be "uniformly nice" for times of order N as N → ∞. The first result is the following, for the periodic case. 
and
In particular, as N → ∞, j/N → x, and t/N → s < s c , 
Functions in A are smooth in (0, 1) and must satisfy a(0) = 0 = a (1) . In addition to these two theorems, we have also proved spectral estimates for the matrices with initial conditions (1.19) and (1.21). More precisely, we have proved that the asymptotic density of states is given by the formulae of [15] (for the precise statements, see Section 6). The proofs of Theorems 1.1 and 1.2 use extensively the well-known Lax pair formulation (see [16] , [24] ): The system (1.3) can be written in the form 26) and
Notice that in this case one has 28) where N is the N × N diagonal matrix
(see [2] , [3] , [5] ).
In the periodic case (a t i+N = a t i and
is still an (exterior) derivation. Let us recall that the Lax pair formulation implies, in the case of the Toda system, its complete integrability as (1.25) is easily shown to preserve the spectrum of L, giving enough conserved quantities. The main idea of this paper consists of regarding the equation
as an equation on operators of semiclassical type; that is, our goal is to handle (1.32) with a symbol calculus. Indeed, if L and B(L) in (1.32) were semiclassical pseudodifferential operators, L(x, D x ) and B(x, D x ), acting on L 2 (R 2 ), then the (principal) symbol of the right-hand side of (1.32) could be evaluated thanks to the rule (correspondence principle)
where { , } is the Poisson bracket on R 2n . Of course, pseudodifferential operators act structurally on infinite-dimensional Hilbert spaces, and therefore it remains to find a symbolic calculus for (N × N )-matrices. It turns out that such a calculus exists, yielding precise asymptotics as the rank, N , of the matrices tends to infinity (Planck's constant gets identified with := 1/N ); this is the Toeplitz calculus associated to the quantization of compact Kählerian manifolds. Physically, the fact that the quantization of a compact (and therefore finitevolume) symplectic manifold M of dimension n should give rise to a finitedimensional Hilbert space H is justified by the Heisenberg uncertainty principle. It asserts that any vector (quantum state) must occupy a minimal phase-space volume of (2π ) n , leading to the estimate that the dimension of H should be bounded by the volume of M divided by (2π ) n .
To quantize a compact symplectic manifold M, one has to choose a compatible almost-complex structure, and the symplectic form of M must satisfy a certain cohomological condition. If the almost-complex structure is integrable, one has a Kähler manifold. Then the Hilbert space that is the quantization of M depends on Planck's constant, = 1/N , and is realized as the space of holomorphic sections of the N th tensor power of a holomorphic Hermitian line bundle over M whose curvature form is the symplectic form on M. In many cases this space of sections can be identified with a space of functions with certain analytic properties. This is the case for the two manifolds that happen to be significant for the purposes of this paper: the Riemann sphere, associated to the nonperiodic Toda system, and the torus T 2 = C/Z 2 , associated to the periodic case.
Although precise constructions are given in Sections 3 and 4, we finish this introduction by summarizing the basic facts about Toeplitz operators and state a crucial theorem from which Theorem 1.1 follows.
For each N , the quantization H S N of the Riemann sphere, S 2 , is the space of homogeneous polynomials of degree N − 1 in two complex variables. Through stereographic projection, we can identify H S N with the space
(1.33) The quantization of the torus T 2 is more ambiguous since there exist many flat bundles over T 2 . Passing to the universal cover, C, for our purposes we pick for the quantization of T 2 the spaces
(1.34)
). Therefore there exists an orthogonal projection,
are spaces of functions on phase space, one could think of defining quantization by letting a classical Hamiltonian act by simple multiplication (in analogy with the usual quantization of potentials). This procedure does not work since it breaks the analyticity condition in the definition of H S,T N . But by analogy with the standard Toeplitz matrices, one can, after multiplication, project back on the Hilbert space. In the present context, a Toeplitz operator is a sequence, T = {T N } N =1,2,... , where for each N , T N is an operator on H N with very precise asymptotic properties for large N . Although the precise definition is somewhat technical (see [12] for the general theory, and, for Toeplitz operators in the present setting, [11] are finitedimensional, being a Toeplitz operator is visible only in the limit N → ∞. Moreover, the underlying structure of the corresponding phase space is visible through the following result, making the Toeplitz calculus similar to the pseudodifferential one. PROPOSITION Finally, we give the Toeplitz formulation of the main result of the paper (see the remaining sections for more details).
The two boundary conditions (1.4) for the Toda systems are associated to the two different geometrical situations described before, as shown by the following. 
where the entries are defined by b N = b(1) and ∀1 ≤ j ≤ N − 1,
Then L N is the sequence of matrices of a Toeplitz operator on the sphere (with respect to a natural basis), with principal symbol H
0 (h, θ) = b(h) + 2a(h)
cos(θ ) (where h and θ are the natural height and polar angle on the sphere).
The next result, from which Theorem 1.1 follows, is a kind of "Egorov" theorem which states that the Toda equations, although they are nonlinear, propagate a Toeplitz operator into an operator arbitrarily close to a Toeplitz operator as long as the Toda PDE admits a smooth solution. (Notice, however, the change of time scale.) It remains to explain how the symbol H (s) of the Toeplitz operator T s in Theorem 1.5 can be computed, and to explain the link between Theorems 1.5 and 1.1. The situation in the periodic/nonperiodic case is a little different depending on whether the matrix B(L) is or is not a commutator.
with B(L) defined as before and L(t = 0) as in Lemma 1.4. Then, for s < s c with s c as before, there exists a Toeplitz operator T s such that
In the nonperiodic case,
It happens that N /N is a Toeplitz operator whose principal symbol is precisely the function h defined in Lemma 1.4. Therefore rewriting ( Let us conclude this long introduction with a final remark: Although in the case of Toda the integrability is equivalent to the existence of a Lax pair, we did not explicitly use this integrability in this paper. This makes our treatment of the problem rather different from other approaches, for example, the one of P. Deift and K. McLaughlin [15] . On the other hand, the rather mysterious link between the different boundary conditions and the different symplectic structures of the underlying dispersionless limit suggests that other systems of ODEs, put in Lax pair form, could be treated the same way and give rise to other "classical" limits.
Finally, let us mention that this present paper has been mostly inspired by papers [2] - [4] and [14] . In particular, the idea of relating the dispersionless limit of Toda to semiclassical analysis is due to Flaschka.
The paper is organized as follows. Sections 2 -4 are devoted to a brief description of the Toeplitz quantization of a general Kählerian manifold and then to the particular cases of the sphere and the torus. In Section 5 we prove Theorems 1.1 and 1.5, and we conclude the paper with some additional results in Section 6.
Toeplitz operators
In this section * we review some aspects of the semiclassical theory of Toeplitz operators that we need later on. We begin with a review of the quantization theory of integral Kähler manifolds.
Let X denote an integral Kähler manifold with symplectic form ω. By integral symplectic manifold we mean that the cohomology class defined by the 2-form is integral, that is, that the integral of over an arbitrary 2-cycle in X is an integer. In what follows we consider only the two cases
connection ∇ whose curvature form is the symplectic form of X (the condition for X to be integral implies the existence of such a bundle), and for each positive integer N , let
denote the space of holomorphic sections of the (N −1)th tensor power of L . Another way of saying this is to define H N as the space of holomorphic sections of a Hermitian line bundle whose curvature is N . Specifically, in the case X = P 1 , H N is the space of homogeneous polynomials of degree N − 1 in two complex variables, while if X = C/Z 2 , H N can be identified with a space of classical theta functions of degree N (and fixed characteristics; see Section 4 for details).
The spaces H N have a natural Hermitian inner product structure, namely, the one inherited from the space of L 2 sections of L ⊗N :
where dλ is the Liouville measure of X . We let
be the dimension of H N . Then d N is given by the Riemmann-Roch theorem and is, for N large, a polynomial in N of degree dim(X )/2 and leading coefficient the volume of X . We next need to discuss the anti-Wick quantization of observables, H : X → R.
This yields a sequence (T (N )
H ) of operators, where T (N ) H acts on H N (which are the simplest Toeplitz operators on X ). The definition is as follows. Let
, we can form the operator
that is, T 
We sometimes call the "order" of T (N ) the opposite of the first j for which H j = 0, but most of the time (and if not specified) we are dealing with zeroth-order Toeplitz operators. H 0 is called the principal symbol. Since the dimension of H N is finite, being a Toeplitz operator is a property only visible in the asymptotics N → ∞. The principal symbol is the basic invariant of a Toeplitz operator and, as we see, it controls to a large extent the asymptotic behaviour of the T (N ) . Furthermore, one has the following symbolic calculus. The commutator
is a Toeplitz operator of order m 1 + m 2 − 1, and its principal symbol is
where { , } is the Poisson bracket on X .
The next result evaluates the norm of a Toeplitz operator. PROPOSITION 
If T = (T (N ) ) is a Toeplitz operator of order
where HS is the Hilbert-Schmidt norm and, once again,
More properties of Toeplitz calculus can be found in [12] , [9] , and [10] .
Quantization of the sphere
The quantization of the Riemann sphere arises in quantum mechanics as spin. The basic quantum angular momentum observables can be identified with the Lie algebra of SU (2) . Recall that the irreducible representations of this Lie group can be realized in the spaces
Specifically, if f ∈ G N and g ∈ SU(2), then
where the action on the right-hand side is the natural action of SU(2) on C 2 . These representations, with N = 1, 2, . . . , exhaust the irreducible representations of SU (2) . Obviously, these representations are unitary if we put on G N the Hermitian inner product
where S 3 ⊂ C 2 is the unit sphere and d S 3 is its volume form. Consider the natural action of the circle group, S 1 ⊂ C, on S 3 , given by complex multiplication. By homogeneity, the functions on G N transform very simply along the orbits of S 1 , and the inner product above is invariant under S 1 . We can therefore regard the elements of G N as some sort of objects on the abstract quotient, M := S 3 /S 1 , which is identified below with a sphere of radius 1/2. The right "objects" are sections of a line bundle over this sphere.
To realize M as a 2-dimensional sphere, begin by noticing that M is naturally CP 1 , the manifold of complex lines in C 2 . Then, define a map
by the following rule: For each ∈ CP 1 , (l) is the matrix having as an eigenspace with associated eigenvalue i/2, and ⊥ as another eigenspace with associated eigenvalue −i/2. * For example, maps the first axis, {(w 1 , 0)}, to the matrix σ 3 ; the matrices
form a standard basis of su(2) (so that [σ 1 , σ 2 ] = σ 3 , etc.). Give su(2) the inner product such that the σ j are orthogonal and have length 1/2. An intrinsic characterization of this Euclidean inner product on su (2) is
which shows that it is SU-invariant. Clearly, is an equivariant diffeomorphism onto its image, which is easily seen to be the sphere of radius 1/2. The description of M as a sphere means that we can speak of (restrictions of) linear functions on CP 1 . For the record, we define the following functions on CP 1 :
3) * The choice of spectrum is dictated by the normalization that the area of S 3 /S 2 agrees with the one induced by the Killing form.
It is not difficult to get formulae for the previously introduced functions. Let us write = [w 1 : w 2 ] ∈ M, where (w 1 , w 2 ) ∈ S 3 is a representative. Then one can show that
and more calculations show that
To get the description of the quantization of M = S 3 /S 1 given in Section 1, consider the map
This is a cross-section of the S 1 -action missing precisely one orbit of S 1 , namely,
We can therefore think of the C in (3.6) as the sphere M = S 3 /S 1 with a point deleted. This is how one arrives at the Riemann sphere from angular momentum considerations. Finally, we note that in the z-coordinate the functions x j are given by
(3.7)
The Hilbert spaces
Pulling back a homogeneous polynomial f (w 1 , w 2 ) ∈ G N by the map (3.6), one obtains the function 1 1) is a polynomial in z of degree less than or equal to N − 1. Therefore, by pulling back elements from G N by (3.6), we obtain the space H N of complex polynomials in one variable of degree less than or equal to N − 1, as we mentioned in Section 1.
Let us next work out the Hilbert space structure on H N corresponding to that of G N . One can check that if ρ : S 3 → R is S 1 -invariant, then
Putting together these remarks (and dropping a factor of 2π for simplicity), we arrive at the formula
for the inner product on H N . A tedious calculation shows the following. LEMMA 
3.1
For every N > 0, the vectors
We use this basis to identify Toeplitz operators on S 2 with certain sequences of matrices. We refer to it as the standard basis of H N . (2) SU (2) and its Lie algebra are represented in G N and therefore in H N . Next we state, without proof, how the standard generators of su(2) are represented in H N .
Action of su
In particular, the lowering and raising operators,
It follows that the vectors | j , j = 0, . . . , N − 1, are eigenvectors of J N 3 with eigenvalue j − (N − 1)/2. 
Toeplitz operators and proof of Lemma 1.4, nonperiodic case
Toeplitz operators on the sphere are defined as in the general case exposed in Section 2. Given the orthogonal projector
and given a sequence of C ∞ -functions on the sphere H j , a Toeplitz operator is an operator T such that
The important (and nontrivial) result we need for the presentation of this section is the fact that Toeplitz operators form a ring (i.e., the composition of two Toeplitz operators is Toeplitz; see [12] for a proof). Let us mention that another (tedious) way of getting the results of this section is possible, in the spirit of next section.
It turns out that the J N k are Toeplitz operators. 
Proof
Although this is a "folk" result, we indicate a proof for the case k = 3, the others being analogous. (Alternatively, they follow from the k = 3 case by SU(2) equivariance.) Notice that it suffices to show that the sequence of operators
acting on H N is a Toeplitz operator with principal symbol
From Lemma 3.1, it follows that the reproducing kernel of H N is
that is,
Let us now integrate by parts, noting that
This expression exhibits (1/N )z (d/dz) as a Toeplitz operator with an N -dependent multiplier, namely,
This (obvious) full asymptotic expansion of the multiplier implies that (1/N )z (d/dz) is a Toeplitz operator with principal symbol x 3 + 1/2.
Introduce the fundamental operator
Notice that the spectrum of Z N is simple and equals { j/N ; 0 ≤ j ≤ N − 1 }. By Lemma 3.4, Z N is a Toeplitz operator with principal symbol equal to the height function
Notice that the range of h is 
whereα is the Fourier transform of a compactly supported smooth extension of α.
Since Z is a self-adjoint Toeplitz operator of order zero, e itZ N is a unitary Toeplitz operator of order zero (unitarity is obvious, and the Toeplitz property can be derived by Taylor expansion of the exponential (convergent for each t as Z N is bounded) together with the fact that the set of Toeplitz operators is a ring), and we are done.
Next we see how to obtain tridiagonal Toeplitz operators with the entries described in Lemma 1. 
is a smooth function, and the Toeplitz operator
(whereα N is as in Lemma 3.5) has zero matrix elements except along the supradiagonal, where the jth entry is equal to
Proof By symmetry, it suffices to prove the smoothness of α near h = 0. Let us first remark that a(h) cos(θ ) vanishes at the poles as its integrals over lines of latitude arbitrarily close to the poles are zero. Using (x 1 , x 2 ) as coordinates on the sphere near the south pole, h = 0, we introduce the function on the plane, f (x 1 , x 2 ) := a(h) cos(θ ). If
, we easily find that ρ = √ h − h 2 and that f (x 1 , x 2 ) = (a(h)/ρ)x 1 . By assumption, this is C ∞ .
We now consider the restriction of f to a meridian near the south pole, say, x 2 = 0. Since f (x 1 , x 2 ) is C ∞ and vanishes at the origin, we have that f ( If α is any smooth function on [0, 1], the operator given by (3.10) is as in the conclusion of the lemma, and an easy matrix calculation shows that its supradiagonal elements are equal to
which equals a( j/N ).
The proof of the second part of Lemma 1.4 is an easy consequence of Lemmas 3.5 and 3.6. Let B N be defined by A N is as in Lemma 3.6, and (.) * denotes the adjoint and has the desired matrix elements. The symbol of J N − is x 1 − i x 2 , and therefore the symbol of L N (as above) is
This is a diagonal
Using commutation relations between Z N and J N ± , we get the following. PROPOSITION 
is a Toeplitz operator with principal symbol
{H 1 , h} = −∂ θ H 1 = 2 sin θa(h).
Quantization on the torus
In this section we carry out in detail the computations necessary for the study of the dispersionless limit of the Toda system in the periodic case. The realization of the space H T N involves theta functions that we present in a slightly more general formulation than the one needed for the main theorems of this paper, and we explain at the end of this section how this generality is useful also for the Toda system. This section is in some sense equivalent to Section 3, and the main result is the proof, in the periodic case, of Lemma 1.4. (We remark that some related work on quantization on the torus may be found, for example, in [8] .)
Let us mention finally that the following "naive" way of quantizing the torus leads also to the same finite-dimensional space. If we consider the torus as obtained from T * S 1 by periodization on the fiber (impulsion), the usual quantum mechanics with Planck constant := 1/N should provide wave functions that are functions ψ on the circle (1-periodic) and whose (1/N )-Fourier transform, as defined byψ(ξ ) := 
Theta functions (τ = i)
There are several approaches to the theory of theta functions. Here we review what we need for our purposes for the case of the standard torus X = C/ , where
We begin with the classical definition.
Definition and first properties Definition 4.1 (see [1], [25])
A theta function of order N ∈ Z + and characteristics µ, ν ∈ R for the square torus is an entire function f : C → C such that ∀z ∈ C, m + in ∈ ,
The space of all such functions is denoted
The parameters µ, ν arise because one can always tensor a given quantizing line bundle of the torus with the flat line bundle associated to the character of ,
We see that the dimension of 
Line bundles *
We now review how theta functions arise as holomorphic sections of tensor powers of a line bundle over the torus X := C/ . The following is the point of view of geometric quantization. We think of X as an integral Kahler manifold, and the first step in its quantization is to consider a Hermitian holomorphic line bundle L → X whose Chern class is the symplectic form of X . Notice that since X is not simply connected, the Chern class condition does not determine the bundle; one can always twist by a flat line bundle. This is what gives rise to theta functions with characteristics. Any line bundle is of course trivial when pulled back to C (even holomorphically), and therefore its sections can be identified with functions on C satisfying a transformation law that is slightly different from the classical one. More precisely, we can define a line bundle,
as a quotient L = (C × C)/ ∼. Here the equivalence relation is defined by a cocycle, χ : C × → C \ {0}, * This section can be omitted by readers not interested by the geometrical aspects of the paper.
as follows:
The cocycle condition ensuring that this is indeed an equivalence relation is
Given such a cocycle, it is easy to show that the quotient space L = (C × C)/ ∼ so defined is indeed a line bundle over X . We observe three features of this construction.
(1) The sections of this line bundle are naturally identified with the functions f :
(Indeed, the section associated to one such f is defined by
where the square brackets denote equivalence classes. It is trivial to check that s f is well defined.) (2) For any integer N the N th power of χ, χ N is again a cocycle. The line bundle it defines is the N th tensor power of L , L ⊗N . (3) A Hermitian structure on L is defined by a function h : The proof is a simple calculation. From this point of view, the definition of theta functions is the following.
Definition 4.4
The space of theta functions of order N and characteristic µ, ν is the space µ,ν N of holomorphic sections of the line bundle
Here L µ,ν denotes the line bundle associated with the cocycle χ µ,ν . Thus µ,ν N is the space of entire functions f : C → C satisfying, ∀z ∈ C, m + in ∈ ,
Both definitions are reconciled as follows. PROPOSITION 
4.5
For all N , the linear map
is an isomorphism.
We henceforth use this isomorphism to identify This means that if f is a section of L ⊗N , then with respect to the Hermitian metric,
Therefore the space of smooth sections of L ⊗N has the pre-Hilbert space structure
where F is a fundamental domain (e.g., F = [0, 1] × [0, 1]) and z = x + i y. It is easy to check that the expression above is independent of the choice of F . We endow N with this Hermitian inner product. Let us now work out the formula for the inner product on µ,ν N , obtained by decreeing that the basic isomorphism (4.9) be unitary. Clearly, to obtain the weight for the inner product on µ,ν N , the weight e −N π |z| 2 in (4.10) ought to be multiplied by
Without bundles
In this paper we are interested only in theta functions with characteristics satisfying
Indeed, the x and y directions do not play symmetrical roles in the periodic Toda problem. Henceforth, we take µ to be zero. The next lemma gives in particular the Hilbert structure of 0,ν .
LEMMA 4.6
Let us endow 0,ν with the Hilbert structure
where
Then the basis {θ
This is a consequence of a more general calculation that we perform below (case H = 1 in Proposition 4.7).
Toeplitz quantization Let T (N ,ν) H
be the Toeplitz operator with multiplier H acting on the space 0,ν . Our goal here is to compute the matrix associated to T (N ,ν) H , where H is of the form
in the orthonormal basis
(cf. Lemma 4.6).
Multipliers H = u(y)
We first consider the case v = 0, that is, H of the form
where u is a smooth periodic function of period 1. Letû(n) denote the nth Fourier coefficient of u. PROPOSITION 
Let H be given by (4.14). Then the matrix of T (N ,ν) H in the basis (4.13) is diagonal and the jth diagonal element is equal to
If H is a trigonometric polynomial in y, then the eigenvalues λ
uniformly in j as N → ∞.
Multipliers H = 2 cos(2π x)v(y)
We now compute
The only nonzero terms are the following. The terms N (m − n) + l − j = −1; that is, N m + l + 1 = N n + j. Here the roles of (m, l) and (n, j) are simply reversed. In this case either ( j = l + 1 and m = n) or (l = N − 1 and j = 0 and n = m + 1). It follows that the matrix of T H is tridiagonal except possibly for nonzero entries at the upper right-hand and lower left-hand corners, exactly as in the periodic Toda lattice. Let us now compute the nonzero matrix entries. Up to a permutation of j, l, there are only two possibilities.
(i) We have l = j + 1 and m = n. In this case (4.19) becomes
Once again we complete the square:
As before, we can apply the Poisson summation formula to obtain
Taking into account the normalization of ϑ j , we obtain Completing the square,
Applying the Poisson summation formula,
Finally, we obtain
Putting all this together, we can state the following. 
More precisely, given a matrix of the form (4.27) , one can find two functions,
such that for all N , (4.27 Sometimes Toda systems with quasi-periodic boundary conditions a N = e −2πiν a 0 are considered. The spectral parameter e −2πiν is of crucial importance for the connection with algebraic geometry. Although we do not go in this direction, let us mention that the results of this paper extend naturally to this setting. 
Conclusion of the proof of Lemma 1.4 and other results
and consider matrices on the rearranged basis
with ν = 0. In particular, we have the following more precise result. PROPOSITION 
4.10
Let By easy computations and the same argument, we get the following proposition, also a consequence of the general theory. PROPOSITION 
Finally, we need the following. PROPOSITION 
Let
B(L) =        0 a 1 0 · · · −a N −a 1 0 a 2 · · · 0 0 −a 2 0 a 3 · · · 0 · · · · · · · · · · · · a N · · · −a N −1 0        (4.30) with a i = a(i/N ), a ∈ C ∞ (S 1 ). Then B(L) is, in the basis {(2N ) 1/4 e −π(N −1) 2 /N θ 0,0 N −1 , . . . , (2N ) 1/4 θ 0,0 0 } of 0,0
N , the matrix of the Toeplitz operator of (total) symbol
where H N is as in Proposition 4.10.
Proofs
Lemma 1.4 was proved in Sections 3 and 4. In essence it means that the different types of sampling used in this paper (i.e., periodic and nonperiodic) give us Toeplitz operators.
Let us first prove that Theorem 1.5 implies Theorem 1.1.
From Theorem 1.5 to Theorem 1.1 Let us consider the Toeplitz operator T H,K =
K 0 N −k T k obtained from the operator T N constructed in Theorem 1.5 by truncation at order K . Let us consider for simplicity the nonperiodic case, the periodic one being exactly the same. We know that each T k has a tridiagonal form and matrix elements that are discretizations of some functions. Let us define the functions a k and b k in Theorem 1.1 as
Since we know that ||L(t)− T H,N || HS is of order N −(K +1) , it is enough to use the fact that the operator norm is bounded by the Hilbert-Schmidt norm to finish the proof of Theorem 1.1.
Proof of Theorem 1.5
Let us recall that the main idea in the proof, that a given operator O is a Toeplitz operator, consists of finding a symbol H whose corresponding Toeplitz operator T H is close to O, and then proceeding by induction. The first part of the proof of Theorem 1.5 follows this way and provides a Toeplitz operator T solving the equatioṅ
modulo a remainder of arbitrary order in N −1 . We prove then that the true solution of (5.2) is close to T in an adapted norm.
Construction of a Toeplitz approximate solution
In order to carry the proofs in the periodic and nonperiodic case together, we denote by x both the variables h and ϕ.
Let us recall that if T H is a Toeplitz operator of symbol
is also a Toeplitz operator and its principal symbol is
In what follows, X stands for either the sphere or the torus. 
Then there exists a smooth one-parameter family of self-adjoint Toeplitz operators, (t), of order zero with (N ) (t) defined for t/N ∈ J , such that 
where R 0 is a Toeplitz operator of order −1. Let
where S is a Toeplitz operator of order −1. Then a simple calculation shows that
with R 1 of order −2, provided the symbol σ of S satisfies
where ρ 0 is the principal symbol of R 0 . This equation is an inhomogeneous linearization of the nonlinear equation (5.3) around the solution H . Although it appears to be a second-order equation in σ , since 0 was chosen tridiagonal, then σ is also tridiagonal and (5.5) is easily seen to be equivalent to a hyperbolic first-order (2 × 2)-system. Therefore it certainly has a smooth solution given any smooth initial condition. The initial condition σ 0 is chosen in such a way that L 0 − 1 | s=0 is of order −2. That is, σ 0 is the principal symbol of L 0 − 0 | s=0 . In addition, since tridiagonality of the symbols is preserved by the equation they must satisfy, the symbols are tridiagonal, and hence we can choose the Toeplitz operators to be tridiagonal as well. Proceeding inductively in this fashion, one finds a self-adjoint time-dependent Toeplitz operator, ∞ , such that
It now suffices to make the change of time variables, t := s N , to conclude the proof.
Approximating the true solution
To prove that the operator ∞ is close to the exact solution of the Toda system L, we need a stability result that we derive from some a priori estimates. Therefore let us denote by
the solution of the Toda flow with an initial condition L(0) = L 0 , where L 0 is a Toeplitz operator as in Lemma 5.1. Moreover, let
be the Toeplitz operator just constructed in Section 5.2, and let
We obtain an estimate on the "energy"
By hypothesis, E(t = 0) = O(N −∞ ), and by the constructions of L(t) and ∞ , we have
where F and G are rapidly decreasing. From (5.9) and (5.10) we compute Indeed, the first sum in (5.12) is less than C N E, the second sum can be seen to be less than √ 2E 3/2 , and the sum of the remainder terms, by the Cauchy-Schwarz inequality, is less than K N E 1/2 .
Let us next compute the solution of the equatioṅ with X (0) = E(0), and let t * ≥ 0 be a time such that E(t) ≤ X (t) for all t ∈ [0, t * ]. ThenĖ =Ẋ (t * ).
ThereforeĖ(t * ) <Ẋ (t * ), which implies that there exists δ > 0 such that E(t) ≤ X (t) for all t ∈ [0, t * + δ]. Therefore the set {t ≥ 0 ; E(t) ≤ X (t)} is open. Since it is obviously closed, it must equal the entire interval of definition of E(t). Since this is valid for all , we have E(t) ≤ X (t) on the whole interval of definition of E. We have just proved that E = O(N −∞ ) uniformly for t/N bounded. It is then enough to notice that E controls the Hilbert-Schmidt norm of L(t) − ∞ to conclude the proof of Theorem 1.5.
Final remarks and complementary results
(1) It is well known that the solution of the Toda flow is unitarily conjugate to the initial condition. In the nonperiodic case the conjugating operator can be found as follows.
Let us decompose the operator e L(0)t into its unitary U (t) and upper-triangular parts (QR-decomposition or Gramm-Schmidt factorization method). Then the solution of the Toda flow satisfies L(t) = U (t)L(0)U (t) −1 . On the set of regular values of H , the measure dm H is absolutely continuous with respect to Lebesgue measure:
where χ (E) is the derivative of the distribution function
It is possible to analyze the asymptotics of the spectrum at a finer scale; this is done by either the trace formula or the Bohr-Sommerfeld quantization condition. To state how that goes, we introduce the following notation.
For every regular value E of the classical Hamiltonian, let γ E j denote the connected components of H −1 (E),
and for each j, let h E j ∈ [0, 2π) denote the holonomy angle of the oriented curve γ E j with respect to the connection of the quantizing line bundle L . Let T E j denote the smallest positive period of γ E j . Then one has the following. 
for some connected component γ E j of H −1 (E).
