Abstract. Let M be a smooth compact manifold and P be either R or S
Introduction
In this note we extends the results of [3] to the case of circle-valued mappings M → S 1 .
Let M be a smooth (C ∞ ) connected compact m-dimensional manifold, P be either the real line R or the circle S 1 , and D M and D P be the groups of diffeomorphisms of M and P respectively.
For z ∈ M let C ∞ z (M ) be the algebra of germs of smooth functions at z. If f ∈ C ∞ z (M ), then denote by ∆(f, z) the Jacobi ideal of f in C ∞ z (M ), i.e. the ideal generated by germs of partial derivatives of f in some local coordinates at z.
1.0.1. Definition. Let Y(M, P ) the subset of C ∞ (M, P ) consisting of mappings f satisfying the following conditions (E) and (J):
(E) f is constant at every connected component of ∂M and has only finitely many critical values; (J) for every critical point y of f there is a local representation f : R m → R in which the germ of the function f (x)−f (y) belongs to the Jacobi ideal ∆(f, y).
1.0.2. Remark. The condition (E) is just an aggregate of the conditions (BC) and (FV) of [3] . For the implications of the condition (J) see Section 2 of [3] .
If f ∈ C ∞ (M, P ) satisfies (E), then the set of critical points of f may be infinite and there may be critical points on ∂M . The values of f on the connected components of ∂M will be called boundary ones. All critical and boundary values of f will be called exceptional and their inverse images will be exceptional levels of f . Since M is assumed to be compact, it follows that the set of exceptional values is finite.
Let us define the following groups. If f ∈ C ∞ (M, R), then • D R (f ) is the subgroup of D R consisting of diffeomorphisms that preserve orientation of R, and leave the image of f invariant;
• D e R (f ) is the subgroup of D R (f ) consisting of diffeomorphisms that also fix every exceptional value of f ;
•
is the group of preserving orientation diffeomorphisms of S 1 ;
where n is the number of exceptional values of f ;
Then D M and D M P act on C ∞ (M, P ) by the following formulas:
where
, and O M P (f ) be respectively the stabilizers and the orbits of f ∈ C ∞ (M, P ) under the actions of D M and D M P . Evidently,
We will often omit the notation f and denote
and so on. This will not lead to collisions. Finally, we endow the spaces D M , D P , and C ∞ (M, P ) with the corresponding C ∞ Whitney topologies. These topologies yield some topologies on D M P and on the corresponding stabilizers and orbits of f .
Main results.
Suppose that f ∈ Y(M, S 1 ) has n exceptional values and let p :
Thus putting S M S 1 = p −1 (D e S 1 ) ⊂ S M S 1 , we get the following exact sequence split by θ:
Notice that we have the following relations:
with C ∞ -topology such that every g ∈ U has a critical point in U .
Let α : E → S 1 be a k-dimensional vector bundle. Then E can be regarded as the quotient of [0, 1] × R k by identifying 0 × R k with 1 × R k via some homeomorphism h : R k → R k . The topological type of E depends on the isotopy class of h only, whence we have two possibility for E. If h preserves orientation, then E ≈ S 1 × R k . Otherwise, we will say that E is a "twisted" product and denote it by S 1× R k . 
1.1.7. Remark. Suppose that n = 0. This means that f : M → S 1 has no critical points, whence this is a locally trivial fibering. In this case we have:
. This means that there is (h, φ) ∈ D M S 1 such that φ • f = f • h and φ shifts exceptional values of f . Then f "admits additional symmetry" which seem not to be typical. Thus for most mappings f ∈ Y(M, S 1 ) we should have that D e S 1 = p(S M S 1 ), whence
The proofs of Theorems 1.1.1 and 1.1.6 will be given in sections 4 and 5. They follow the line of [3] . Certain steps extends to S 1 -case almost literally, therefore we often refer the reader to [3] .
Notice that the results are similar to the R-case in the part that the S M and O M are the topological multiples of S M S 1 and O M S 1 respectively. The main cause of this is that S 1 is a Lie group, whence there is a section of the evaluation map from D S 1 to the n-th configuration space of S 1 , see Section 3 and [1].
2. Configuration space F n (S 1 ) of S 1
We will regard S 1 as the unit circle in the complex plane C. Recall that the n-th configuration space of S 1 is the following subset
is an open and convex subset of R n−1 , whence it is diffeomorphic with R n−1 .
Proof. Let π : (0, 1) → S 1 be defined by the formula π(t) = e 2πit . Evidently, π is a diffeomorphism of (0, 1) onto S 1 \ {1}. Consider now the following mapping ξ :
where x/y means the division of complex numbers. Since
It is easy to see that ξ is a surjective local diffeomorphism. Moreover, it admits a section s :
Consider the action of the group Z n on F n (S 1 ) by cyclic permutation σ : F n (S 1 ) → F n (S 1 ) of coordinates:
Evidently, this action is free and σ(F n (S 1 )) = F n (S 1 ). Moreover, σ preserves orientation of F n (S 1 ) iff and only if n is odd.
Suppose that n = cd and let Z c be a (cyclic) subgroup (of order c) of Z n generated by σ d .
Lemma. Suppose that n is even and d is odd, then
Proof. The proof is direct and based on the remark that σ d reverses orientation if and only if n is even and d is odd.
The groups D
Suppose that f ∈ Y(M, S 1 ) and z a = e 2πi a n (a = 0, . . . , n − 1) are all of the exceptional values of f . We will assume that n ≥ 1. Then D e S 1 is the subgroup of D
Notice that e is constant on the adjacent classes of D + S 1 by D e S 1 and yields a bijective continuous mapping e :
where q is a factor-mapping. By Lemma 2.0.1 we have a diffeomorphism ξ :
Thus in order to show that e is a homeomorphism it suffices to prove the following statement.
Proof. Consider the composition:
By the arguments used in Proposition 3.0.2 of [3] it suffices to construct a continuous section s :
The following statement is Lemma 3.0.3 of [3] with a slight adaptation of notations to our case:
There exists a smooth function u : R × ∆ n−1 → R with the following properties:
(1) u ′ t (t; x 1 , . . . , x n−1 ) > 0 for all (t; x 1 , . . . , x n−1 ) ∈ R × ∆ n−1 ; (2) u(t; x 1 , . . . , x n−1 ) = t for t ≤ 0 and t ≥ 1;
Let u be a function of this lemma. Then u maps the set [0, 1] × ∆ n−1 onto [0, 1] so that u(0, x) = 0 and u(1, x) = 1. Hence u yields a continuous mapping w : S 1 × ∆ n−1 → S 1 defined by factorization of [0, 1] to S 1 by the mapping π.
Moreover, u ′ t (0, x) = u ′ t (1, x) = 1 and u (s)
t (1, x) = 0 for s ≥ 2 and x ∈ ∆ n−1 . Hence, w is in fact C ∞ .
Similarly to Lemma 3.0.3 of [3] it can be proved that the following mapping s :
is a section of E. This completes our proposition.
4. Proof of Theorem 1.1.1
Suppose that f ∈ C ∞ (M, S 1 ) satisfies the condition (E). Let n be the number of exceptional levels of f .
Notice that for n = 0 we have
The following statement are analogues of Lemmas 3.0.1 and 5.0.1 of [3] . We leave the proof to the reader. 4.0.3. Definition. Let f ∈ C ∞ (M, P ), where P is either R of S 1 . We say that a vector field F on M is f -compatible if the following conditions (1) and (2) hold true:
(1) if y ∈ M belongs to a non-exceptional level-set of f , then df (F )(y) = 0;
for all x from some neighborhood of y and some ε = ±1. Evidently ε is the same for all points of L. Therefore we call L attractive if ε = −1 and reflective otherwise.
Let f ∈ Y(M, R). We proved in Lemma 5.0.5 of [3] that there exists an f -compatible vector field F . Let Φ be the flow generated by F . Then we defined the shift mapping ϕ : C ∞ (M, R) → C ∞ (M, M ) along trajectories of Φ by the following formula, see [2] :
and the mapping sh : D e R → C ∞ (M, R) such that the composition
is what we need, i.e. a continuous homomorphism such that for every φ ∈ D e R we have (Ω(φ), φ) ∈ S M R : Let f ∈ Y(M, S 1 ). If n is odd, then F and therefore Φ, ϕ, and sh may exist only locally. Nevertheless, we will show that it is possible to define them so that the composition Ω = ϕ • sh is well-defined on all of M . 4.0.6. Case n = 0. In this case, following Lemma 5.0.5 of [3] , we can define a global f -compatible vector field F on M such that df (F ) > 0. Then the construction of Ω is similar to [3] . 4.0.7. Case n ≥ 1. We can assume that z a = e 2πi a n (a = 0, . . . , n − 1) are all of the exceptional values of f . Below all indexes will be taken modulo n.
If n = 1 then put l 0 = S 1 \ z 0 . Otherwise, n ≥ 2, therefore the points z a and z a+1 divides S 1 into two open arcs. Let l a be that arc which starts from z a and finishes at z a+1 with respect to the positive orientation of S 1 . Denote also W a = f −1 (l a ).
Following Lemma 5.0.5 of [3] for every a = 0, . . . , n − 1 we can define
x ∈ U a and y ∈ L a . Let U − a and U + a be the "lower" and "upper" parts of U a with respect to the orientation of S 1 , i.e.
Gluing F a with G a on U + a we can assume that F a = G a on U + a . Similarly, gluing F a with −G a−1 on U − a we can also assume that F a = −G a−1 on U − a , see Lemma 5.0.4 of [3] . Let Ψ a : W a × R → W a be the flow that generated by G a . Then, see §5.1 of [3] , for every φ ∈ D e S 1 there is a smooth function
Let also Φ a : V a × (−ε, ε) → U a be the local flow generated by F a on some neighborhood
These flows and functions are compatible in the following sense: let φ ∈ D e S 1 and suppose that σ φ is defined at x ∈ U a . Then (a) if x ∈ U + a , then F a (x) = G a (x), whence Φ a (x, t) = Ψ a (x, t) and
, therefore we have that Φ a (x, t) = Ψ a (x, (−1) n t) and σ φ (x) = (−1) n σ ′ φ (x). In both cases we see that Φ a (x, σ φ (x)) = Ψ a (x, σ ′ φ (x)). Then the following mapping Ω(φ) : M → M given by the formula 4.0.9. Remark. If n ≥ 2 is even, then we could replace F a with −F a and G a with −G a for even a = 0, 2, . . . , n − 2, see Figure 4 .0.8. This would give us a global f -compatible vector field F and therefore we could define Ω similarly to [3] . But we preferred not to separate the cases of even and odd n.
Then there is a path in S M S 1 between (h, φ) and (h,φ) such thatφ is periodic and
, it follows that φ cyclically shifts z a , thus φ(z a ) = z a+s for some s ∈ Z c and every a = 0, . . . , n − 1, where indexes are taken modulo n.
Letφ(z) = e 2πis/n · z be the rotation of S 1 by the angle 2πs/n. Then
Thus puttingh = Ω(φ•φ −1 )•h we see that (h,φ) ∈ S M S 1 andφ is periodical. By Lemma 4.0.1 D e S 1 is contractible. Therefore there exists an isotopy φ t : S 1 → S 1 between φ 0 =φ • φ −1 and φ 1 = id S 1 . It gives a path
5. Proof of Theorem 1.1.6
Suppose that n = 0. In this case f is a locally trivial fibering over
Now let n ≥ 1. We will assume that z a = e Consider the mapping τ :
Evidently, τ is continuous. Denote its image by O M S 1 :
Recall that we have the action of Z n on F n (S 1 ) generated by the cyclic permutation σ of coordinates. This action together with the trivial action on O M S 1 yields an action of Z n on O M S 1 × F n (S 1 ).
By Theorem 1.1.1, p(S M S 1 )/D e S 1 is a cyclic group of some order c dividing n. Denote d = n/c. Then we can identify it with the subgroup Z c of Z n generated by σ d . If k is continuous, then p 1 is a c-sheet  covering and µ is a homeomorphism. Proof. In order to simplify notations we denote a point (x 0 , . . . , 
Thus O M S 1 is invariant under Z c . Since Z c is finite and its action is free and p 1 -equivariant, it follows that the factor mapping O M S 1 → O M S 1 /Z c is a c-sheet covering. Moreover, since p 1 is onto, we obtain that p 1 yields a continuous bijection µ :
Suppose that k is continuous. We will show that p 1 is a local homeomorphism. This will imply that so is µ, whence µ is in fact a homeomorphism. It suffices to prove that p 1 admits continuous local sections, i.e. for every (g, x) ∈ O M S 1 there exists a neighborhood U g of g in O M S 1 and a continuous mapping G :
Notice that we have the following maps:
Let (g, x) ∈ O M S 1 and [x] = ν(x) be the corresponding class of x in F n (S 1 )/Z n . Then k(g) = [x]. Since ν is covering, there is a neighborhood U x of x in F n (S 1 ) and a neighborhood V [x] of [x] in F n (S 1 )/Z n such that ν homeomorphically maps U x onto V [x] . Let U g = k −1 (V [x] ). Since k is continuous, we obtain that U g is an open neighborhood of g. Then the mapping ν −1 • k : U g → U x is a local section of p 1 .
Consider now the projection 
Then it remains to apply Lemma 2.0.2.
