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 Vision par ordinateur
Avantpropos
La vision par ordinateur est une discipline dont les premieres bases th	eoriques
ont 	et	e j	et	ees dans les ann	ees  Depuis 	etant donn	e le spectre tres large
dapplications industrielles militaires a	erospatiales et m	edicales qui peut etre
envisag	e la vision par ordinateur a vite fait de d	epasser le cadre relativement
restreint des laboratoires de recherche Aujourdhui rares sont les 	ecoles din
g	enieurs les instituts de technologie ou les e et e cycles universitaires scien
tiques ne proposant pas un ou plusieurs cours de vision par ordinateur
Cet ouvrage sadresse a l	etudiant a ling	enieur a lenseignant au chercheur
et a tous ceux qui d	esirent 
  sinitier au domaine de la vision par ordinateur et a ces travaux de re
cherche les plus r	ecents
  se sp	ecialiser dans ce domaine
  acqu	erir les connaissances permettant par la suite daborder des aspects
plus techniques
  suivre des cours et pr	eparer des examens
  enseigner cette discipline
Les outils fondamentaux de la vision par ordinateur  d	etection et seg
mentation extraction dindices visuels g	eom	etrie et calibration des capteurs
st	er	eoscopie localisation et reconnaissance dobjets reconstruction traitement
dimages volumiques  sont pr	esent	es dans un langage math	ematique simple le
souci de base 	etant la clart	e Louvrage peut ainsi etre abord	e par le n	eophyte
ayant des connaissances de base en math	ematiques et en informatique niveau
DEUG ou 	equivalent Il sera 	egalement utile au sp	ecialiste comme manuel de
r	ef	erence Louvrage contient par ailleurs de nombreux exemples dutilisation
de la vision par ordinateur dans deux domaines de technologie de pointe  la

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robotique et limagerie m	edicale Enn le texte est compl	et	e par 
 r	ef	erences
bibliographiques comment	ees tout le long de lexpos	e
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Avantpropos de la deuxieme edition
Cette deuxieme 	edition de louvrage a 	et	e augment	ee denviron cinquante pages
Nous avons 	egalement fait un eort consid	erable dharmonisation des notations
tache qui nest pas du tout facile compte tenu de la diversit	e des sujets abord	es
Les chapitres     
  et  ont 	et	e remani	es de la facon suivante 
Le chapitre  D	etection de contours a 	et	e compl	et	e par une discussion
quant a lint	eret de lisotropie des ltres de lissage De plus on d	ecrit en d	etail
une m	ethode permettant la synthese par des ltres r	ecursifs du ltre gaussien
ainsi que de ses d	eriv	ees
Les m	ethodes dapproximation polygonale d	ecrites au chapitre  ont 	et	e
illustr	ees par un exemple
Le chapitre  G	eom	etrie et calibration des cam	eras a subi plusieurs
modications  la section  a 	et	e corrig	ee et rendue plus claire la section 
a 	et	e rajout	ee ce qui permettra au lecteur daborder facilement le cas dune
cam	era ane
Trois sections du chapitre  Vision st	er	eoscopique ont subi des modica
tions importantes  les sections  Estimation de la matrice fondamentale
  Reconstruction et  Appariement par relaxation
Une m	ethode quasi lin	eaire de calcul de la transformation objetcam	era
a 	et	e rajout	ee au chapitre 
 Cette m	ethode permet une utilisation judicieuse
dun modele simpli	e de cam	era nouvellement introduit au chapitre  dans
le cadre dun algorithme it	eratif tres simple et tres performant  section 

Le chapitre  Des images volumiques D a la g	eom	etrie des surfaces
aborde dune maniere g	en	erale le probleme de la mod	elisation locale dune
surface Nous y avons rajout	e un exemple dutilisation de lapproche multi
	echelle Cet exemple illustre a la fois lint	eret ainsi que les dicult	es associ	es
avec cette approche
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Le chapitre  Des cartes de profondeur a la g	eom	etrie des surfaces a
	et	e sensiblement 	eto	e Ce chapitre donne maintenant une ouverture a la fois
sur la caract	erisation de surfaces a partir de cartes de profondeur et sur les
algorithmes les plus r	ecents dextraction dindices visuels
Chapitre  
Introduction
   Questce que la vision 
L espace qui nous entoure a une structure tridimensionnelle D Lorsque
l on demande a une personne de decrire ce qu elle voit elle n eprouve aucune
di	culte a nommer les objets qui l entourent 
 telephone table livre      Et
pourtant l information qui est reellement disponible sur la retine des ses yeux
n est ni plus ni moins une collection de points environ un million  En
chaque point ou pixel picture element il y a tout simplement une information
qui donne une indication quant a la quantite de lumiere et la couleur qui
proviennent de l espace environnant et qui ont ete projetees a cet endroit de
la retine Le telephone la table ou le livre n existent pas sur la retine Guide
a la fois par l information codee dans l image ou la retine et par ses propres
connaissances le processus visuel construit des percepts Le telephone ou le livre
sont le reponses nales resultant d un processus d interpretation qui fait partie
integrante du systeme de vision De plus il n y a pas de correspondance terme
a terme entre l information sensorielle la lumiere et la couleur et la reponse
nale des objets D Le systeme de vision doit fournir les connaissances
necessaires an de permettre une interpretation non ambigue
  Comprendre la vision
Il n est pas su	sant de constater qu un probleme est complexe Encore
fautil essayer de le comprendre dans ces moindres details et de proposer une
solution

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La vision a suscite l interet de nombreux scientiques et philosophes depuis
deja tres longtemps Parmi ceuxci les neurobiologistes menent des recherches
theoriques et experimentales an d essayer de comprendre l anatomie et le
fonctionnement du cerveau dans son ensemble Ils ont decouvert une structure
tres complexe qui est loin de leur avoir revele tous ses secrets La tache des
neurobiologistes semble etre a la fois grandiose et illusoire Grandiose parce
que le cerveau est une des plus complexes inventions de la nature Il reste et
restera pour longtemps le bastion encore inconnu que les sciences humaines
se proposent de conquerir Illusoire car on ne connat pas ses limites Ces
limites ne sontelles par repoussees a chaque decouverte  David Hubel  a
merveilleusement bien exprime ce paradoxe 
 Le cerveau peutil comprendre le
cerveau 
Avec la naissance de machines de calcul de plus en plus sophistiquees un
certain nombre de scientiques se sont attaques au probleme de la vision d un
point de vue quantitatif 
 estil possible de construire unmodele computationnel
pour la perception visuelle  Attention 
 il ne s agit pas de fournir une explica
tion de comment marche la vision biologique mais de creer un modele qui
vu de l exterieur possede des proprietes semblables
Ce modele articiel peutil etre d une utilite quelconque quant a la vision
biologique  Peutil constituer la base d une nouvelle technologie  des machines
qui voient 
Il est certainement trop tot pour repondre a ces questions et pour tirer des
conclusions Malgre les eorts non negligeables il y a tres peu de resultats
convaincants Nous pensons que deux demarches doivent etre suivies simulta
nement 

  essayer d elaborer une theorie de la vision par ordinateur qui doit nous
guider a long terme 
  tenter de resoudre des problemes speciques dans le cadre de cette theo
rie 
 de tels resultats partiels permettraient de conrmer ou au contraire de
mettre en cause certains aspects de la theorie
  Une theorie de la vision
L elaboration d une theorie scientique demande trois etapes 

 enoncer la theorie specier et elaborer les concepts de base 
 ces concepts
doivent exprimer le cadre formel qui est a la base de la theorie
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 exprimer ces concepts sous forme mathematique
 realiser un ensemble experimental qui permette de verier la theorie
Voici comment la vision par ordinateur peut s enoncer brievement dans les
termes de ce paradigme La vision est un processus de traitement de l informa
tion Elle utilise des strategies bien denies an d atteindre ses buts L entree
d un systeme de vision est constituee par une sequence d images Le systeme
luimeme apporte un certain nombre de connaissances qui interviennent a tous
les niveaux La sortie est une description de l entree en termes d objets et de
relations entre ces objets
Deux types de strategies sont mises en jeu 
 ascendantes et descendantes Les
strategies ascendantes tentent de construire a partir de l information sensorielle
une representation la plus abstraite possible par exemple un ensemble de
primitives geometriques D Les strategies descendantes deduisent a partir de
l ensemble d objets connus par le systeme une description compatible avec les
primitives extraites de l image Il est alors possible de mettre en correspondance
la representation extraite de l image avec les descriptions des objets an de
decrire les donnees sensorielles en termes de ces objets
Les connaissances mises en jeu peuvent etre de trois types 
 physiques
geometriques et semantiques Les lois physiques imposent des contraintes aux
signaux lumineux qui partant d une source traversent la scene et se projettent
sur l image La gravitation impose a la scene et donc a l image une structure
heterogene 
 preponderance de lignes verticales et horizontales pour ne citer
qu un exemple La forme des objets l ensemble de ses surfaces et la geometrie
de la formation de l image imposent des contraintes tres strictes quant aux
structures susceptibles d etre presentes dans l image A un niveau plus eleve
un objet peut etre decrit par sa fonction dans le contexte d un raisonnement
symbolique Cette fonction n est pas directement mesurable dans l image On
devrait pouvoir deriver des contraintes sur la forme et l emplacement d un objet
a partir de sa fonction Par exemple le mot chaise designe une classe d objets
reels un objet reel est un objet qui occupe une place dans l espace physique
Cependant il y a une grande variete de chaises quant a la forme et a la couleur
pour ne citer que deux proprietes Quelles sont les proprietes communes a toutes
les chaises mesurables dans l image 
L etape suivante consiste a exprimer ces strategies et connaissances dans le
cadre d un formalisme mathematique et a construire les algorithmes correspon
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dants Les performances de ces algorithmes doivent correspondre aux qualites
exigees d un tel systeme 
 la reconnaissance visuelle doit etre able et rapide
 	 Le paradigme de David Marr
Vers la n des annees  David Marr  a propose un modele calculatoire
pour le traitement et la representation de l information visuelle Voici quels sont
les principaux traits de ce paradigme 

  a partir d une ou de plusieurs images un processus d extraction de carac
teristiques produit un description en termes d attributs bidimensionnels  ce
niveau de representation est appele premiere ebauche primal sketch 
  la premiere ebauche constitue l entree d un certain nombre de processus
plus ou moins independants qui calculent des proprietes tridimensionnelles
locales relatives a la scene  il s agit d une representation centree sur l observa
teur appelee ebauche 	D  ces processus operent sur une sequence d images
analyse du mouvement sur une paire d images stereoscopie ou sur une seule
image Dans ce dernier cas il s agit de processus d inference qui utilisent des
connaissances geometriques analyse des contours geometriques et statistiques
analyse des textures photometriques analyse des ombrages ou colorime
triques analyse des reets 
  l ebauche D est mise en correspondance avec des connaissances D
an de construire une description de la scene en termes d objets et de relations
entre les objets  il s agit maintenant d une representation centree sur la scene
la description ne depend plus de la position de l observateur
 
 Segmentation reconstruction reconnaissance
En pratique le paradigme de David Marr se traduit par trois etapes de
traitement 
 segmentation reconstruction et reconnaissance
La segmentation d images etant la pierre de base de tout systeme de vision
de nombreux travaux lui ont ete consacres La diversite des images la di	culte
du probleme les origines variees des chercheurs l evolution de la puissance de
calcul des ordinateurs et un certain empirisme dans l evaluation des resultats
ont conduit a l introduction d une multitude d algorithmes
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Quelle que soit son origine une image constitue une representation d un
univers compose d entites 
 objets dans une scene d interieur cellules surfaces
sismiques organes du corps humain      Le but de toute methode de segmen
tation est l extraction d attributs caracterisant ces entites Les attributs etudies
correspondent a des points d interet ou a des zones caracteristiques de l image 

contours et regions La detection des contours chapitre  implique la recherche
des discontinuites locales de la fonction des niveaux de gris de l image La seg
mentation des contours chapitre  consiste a approximer les contours par des
representations analytiques telles que des droites ou des coniques L extraction
de regions chapitre  revient a determiner des zones homogenes en niveaux
de gris de l image Par exemple dans le cas d images reelles les contours cor
respondent aux frontieres des objets et les regions a leurs surfaces Ces deux
approches contour et region sont duales en ce sens qu une region denit
une ligne par son contour et qu une ligne fermee denit une region Elles ame
nent cependant a des algorithmes completement dierents et ne fournissant pas
les memes resultats Cette dualite est cependant peu exploitee dans la plupart
des methodes existantes
Un autre aspect de la segmentation est celui qui consiste a retrouver la
geometrie des objets a partir des images On obtient ainsi des representations
intrinseques aisement manipulables et utilisables a partir de la realite physique
induite par l image De maniere a obtenir ces caracteristiques geometriques
on est souvent conduit a denir une suite hierarchique de representations de
l information image permettant nalement d obtenir des indices visuels servant
a resoudre une tache donnee Dans les chapitres  et  nous illustrons ces
principes dans le cas des images bidimensionnelles et des images volumiques
La calibration est la premiere etape indispensable pour toute methode de
reconstruction a moins que la calibration ait lieu en meme temps que la recons
truction Le chapitre  decrit en detail les modeles geometriques de plusieurs
capteurs bases sur une camera ainsi que plusieurs techniques de determina
tion des parametres de ces capteurs calibration On etudiera ainsi la camera
matricielle la camera lineaire ainsi que les capteurs stereoscopiques passifs et
actifs Le chapitre  aborde le probleme de la caracterisation des cartes de
profondeur obtenues avec un capteur stereoscopique actif camera et faisceau
laser
Le chapitre  decrit en detail les principes de reconstruction tridimensionnelle
a partir d un systeme stereoscopique Plus particulierement le probleme de
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mise en correspondance stereo est aborde d un point de vue geometrique et
algorithmique La reconstruction de surfaces polyedriques par vision stereosco
pique a partir d images D peut etre realisee par une approche regions ou par
une approche contours Le chapitre  presente une approche de type geometrie
algorithmique pour resoudre le probleme de reconstruction polyedrique
La reconnaissance consiste essentiellement a comparer des indices visuels
bi ou tridimensionnels avec les indices des objets a reconnatre Les methodes
de reconnaissance sont souvent couplees avec des methodes de localisation Le
chapitre  decrit quelques methodes de localisation position et orientation avec
six degres de liberte a partir d indices visuels D mis en correspondance avec
des indices d objets D Le chapitre  decrit une methode de localisation a partir
d indices visuels Dmis en correspondance avec des indices d objets D Enn le
chapitre  montre comment on peut combiner les methodes de localisaton avec
des methodes de recherche arborescente pour pouvoir reconnatre des objets
rigides
  Quelques references bibliographiques
Le premier ouvrage consacre partiellement a la vision par ordinateur est
celui de Duda et Hart datant de   A une premiere partie consacree a
la reconnaissance des formes fait suite une deuxieme partie qui introduit les
bases theoriques d une approche geometrique de l interpretation d une image
Les ouvrages de Gonzales et Wintz  et de Rosenfeld et Kak 
seconde edition passent en revue l etat de l art de ce qu on appelle aujourd hui
la !vision bas niveau   
Pendant longtemps l ouvrage de reference en vision par ordinateur a ete
celui de Ballard et Brown   Sans rentrer dans les details mathema
tiques ce texte fournit une vue synthetique des travaux de recherche dans les
annees 
L ouvrage de Horn publie en   aborde quelques aspects de la vision d un
point de vue plus fondamental  Les bases mathematiques de la formation
d une image de la detection de contours et de regions des proprietes photome
triques ainsi que de la perception du mouvement sont clairement presentees
L utilisation de la vision par ordinateur pour la navigation des robots est le
theme de l ouvrage d Ayache publie en   et en   version anglaise
On y trouve notamment les details de l utilisation du ltre de Kalman etendu
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pour integrer l information provenant de plusieurs cartes stereoscopiques
Enn l ouvrage de Faugeras est avec le notre le plus recent  Il propose
une approche geometrique geometrie projective et euclidienne pour resoudre
notamment le probleme de reconstruction Tres clair et tres detaille contenant
de nombreux exemples ainsi que des exercices ce texte rend compte de 
annees de travaux de recherche eectues par l auteur et par son equipe de
l INRIA
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Chapitre 
D etection de contours
Les contours des objets dans des images de dimensions quelconques images
naturelles D images medicales D        correspondent le plus souvent aux
extrema locaux du gradient ou aux zeros du laplacien de la fonction des ni
veaux de gris Les di	cultes de la detection des contours proviennent du bruit
important present dans les images bruit du capteur bruit d echantillonnage
irregularites de la surface des objets        On est donc confronte au probleme de
la dierenciation d un signal bruite Pour le resoudre il est d abord necessaire
de denir des criteres de performance d un operateur incluant une modelisa
tion des contours recherches et la notion de bruit Dans une deuxieme phase
on deduit de ces criteres une famille de ltres optimaux Dans une troisieme
phase on resout le probleme pose par l implantation de ces ltres
Nous mettrons l accent dans cette partie sur l utilisation de ltres lineaires
En eet dans le cas ou on ne dispose pas de connaissances a priori sur l image
ce type de methode fournit des algorithmes de faible complexite dont les resul
tats sont satisfaisants sur la plupart des types d images Nous nous attacherons
plus particulierement aux ltres separables recursifs car ils peuvent se generali
ser a une dimension quelconque separabilite  et permettent une implantation
de faible cout algorithmique pour des operateurs de reponse impulsionnelle in
nie recursivite
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  Generalites
   Filtrage lineaire dune image
Rappelons rapidement que ltrer signie convoluer une image Ix y avec
une fonction fx y qui s appelle reponse impulsionnelle du ltre Dans le cas
continu l image ltree est donnee par 













fx  x y  yIx ydxdy 
Dans le cas discret les domaines de I et de f sont bornes Le domaine de I
est N#N et le domaine de f est K#K On a necessairement
K  N  N etant la taille de l image Dans le cas discret la convolution s ecrit 







fi  i j  jIi j 
On notera que le ltrage lineaire consiste simplement a remplacer chaque
niveau de gris par une combinaison lineaire des niveaux de gris des points
voisins  les c$	cients de cette combinaison lineaire sont denis par la reponse
impulsionnelle du ltre Cette reponse impulsionnelle est la reponse du ltre a
la fonction impulsion d ou son nom
  Le gradient dune image
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En chaque point x y de l image nous pouvons donc calculer le vecteur
gradient Le module et la direction de ce vecteur sont donnes par 

G " x # y
 
 
 maxIx Iy 





La direction du gradient maximise la derivee directionnellle et la norme du
gradient est la valeur de cette derivee On obtient la derivee de I dans une
direction quelconque d a partir des deux derivees directionnelles denissant le
gradient Ix et Iy de la maniere suivante 
 LdI " rI  d
  Interpretation geometrique du gradient
An de mieux comprendre la signication du gradient considerons une
image constituee de deux regions !plates separees par une marche rectiligne
voir gure  Essayons d exprimer analytiquement cette image Nous avons




 si t  
 si t  





 si t " 
 sinon








La derivee de ut est 

ut " t 
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Figure   Quelques prols de contours 
 marche rampe toit pic
Figure  Les deux principes de la detection de contours 
 derivee premiere
et derivee seconde discontinuite du signal derivee premiere derivee seconde
B1 B 2
Figure  Deux regions plates separees par une marche d escalier
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Ecrivons maintenant l equation de la droite decrivant la marche de l image
Cette droite fait un angle  avec l axe des x son equation s ecrit donc 

 x sin  # y cos  # 	 "   
Nous pouvons maintenant ecrire la fonction image 

Ix y " B # B  Bux sin  # y cos  # 	 
Les composantes du vecteur gradient au point image x y sont donc 





B  Bx sin  # y cos  # 	 




B Bx sin  # y cos  # 	 
Le gradient est nul partout dans l image sauf le long du contour en marche
Le vecteur gradient se trouve dans le plan image et il est perpendiculaire a la
direction du contour 






La norme du gradient est egale a la derivee de l image le long de la normale
au contour soit 
 B B
 Derivation et separabilite des ltres
L objectif de cette partie est de montrer que sous reserve d hypotheses rai
sonnables on peut ramener la detection de contours au lissage et a la derivation
par ltrage lineaire d un signal monodimensionnel On notera que les methodes
decrites dans les developpements suivants s appliquent pour une image de di
mension quelconque
Soit Ix y une image de dimension  le meme developpement peut etre
realise pour un signal de dimension quelconque
On admet communement que les contours correspondent aux discontinuites
d ordre  de I  On peut noter que cette hypothese peut etre mise a mal par
certains contours associes aux discontinuites d ordre  contours en toit Quoi
qu il en soit peu de travaux ont ete consacres a la detection de ce deuxieme
type de contours
La detection de contours s eectue classiquement de deux manieres 
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 calcul du gradient et extraction des extrema locaux de la norme du gra
dient dans la direction du gradient 
 approche gradient
 calcul du laplacien et determination des passages par zero 
 approche
laplacien
On remarque que la premiere approche se ramene a extraire les zeros de la
derivee seconde dans la direction du gradient ce qui est dierent des passages
par zero du laplacien Pratiquement ces deux types de methodes fournissent
cependant des resultats tres proches
Soit G le gradient de I 
















Il s agit donc de trouver des methodes permettant de calculer GI et LI
Une maniere commode de poser ce probleme est de rechercher des ltres li
neaires permettant l approximation du gradient ou du laplacien Si on suppose
le bruit de moyenne nulle le ltrage lineaire est susceptible d amener des solu
tions satisfaisantes Pour la plupart des images traitees l hypothese d un bruit
blanc gaussien est raisonnable Cependant dans certains cas un bruit impul
sionnel necessite au prealable un ltrage de lissage non lineaire par exemple un
ltrage median  Le principe du ltre median est de calculer en un point
non pas une combinaison lineaire des niveaux de gris de ses voisins mais une
valeur mediane dependant d un tri des niveaux de gris des points voisins Les
gures  a  illustrent cette remarque en dimension  
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Figure 	 Signal ideal
Figure 
 Signal bruite par un bruit impulsionnel
Figure  Signal lisse par un ltre lineaire 
 pas d issue 
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Figure  Signal apres un ltrage median de dimension 
Soit i i       in la suite des valeurs de I
Soit j j       jn la suite des valeurs de I apres ltrage
jp 
 valeur mediane de ip ip ip 
jp " ip si ip  ip  et ip  ip
jp " ip si ip   ip et ip  ip      
On a donc ramene la detection de contours a la determination de ltres
lineaires permettant d approximer le gradient ou le laplacien de l image le
gradient ou le laplacien permettent de denir les discontinuites d ordre  de la
fonction des niveaux de gris Soit un ltre lineaire de reponse impulsionnelle f
et I un signal la derivee du signal convolue avec f est egale a l image convoluee
avec la derivee de f 

I  f " I  f 
I  f " I  f 
A cause de cette propriete les approches !derivee premiere et !derivee
seconde se ramenent a determiner un ltre de lissage de reponse fx y On
calcule les derivees premieres et secondes par rapport aux variables x y en
convoluant avec fxyx 
fxy
x    On remarque que le calcul du laplacien
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" I  fy
%Ix y " I %f 
On remarquera que parfois l expression %f se simplie bien Une autre
solution pour le calcul du laplacien consiste a l approximer par dierence entre
l image lissee par deux ltres de lissage de largeurs dierentes   Cepen
dant les resultats obtenus avec cette deuxieme solution sont nettement moins
satisfaisants que ceux fournis par un calcul direct du laplacien Un des pre
miers algorithmes de detection de contours dans des images bidimensionnelles
introduits par Prewitt  revient a approximer le gradient par convolution
de l image avec des masques de convolution les masques de convolution re





















Figure  Masques de Prewitt
Dans le cas de l operateur de Prewitt l expression analytique de la reponse
impulsionnelle de L n etant pas derivable on derive alors par dierences nies
Les premiers algorithmes de detection de contours par approximation du
laplacien consistent a calculer le laplacien par convolution de l image avec un
masque par exemple voir gure  Il est important de remarquer que dans
le cas des approches reposant sur le calcul de la derivee premiere le but du cal
cul du gradient est de determiner la direction selon laquelle la variation locale
des niveaux de gris est la plus forte direction du gradient ainsi que l intensite
de cette variation norme du gradient Dans le cas d un signal continu deri
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Figure  Masques d approximation du laplacien
vable  il su	t de deriver selon deux directions non colineaires pour obtenir
la norme et la direction du gradient invariants selon les directions de deriva
tion choisies Ainsi dans des images comprenant des points ou se rejoignent
plusieurs contours et ou le bruit est important il est interessant de calculer
le gradient par une suite de derivations directionnelles Le principe de ces me
thodes consiste a discretiser l espace des orientations possibles pour un contour
et a denir un masque de derivation pour chaque direction On selectionne en
suite en chaque point l orientation selon laquelle le gradient est maximum
La gure  presente les masques proposes par Kirsch  Ces masques
sont obtenus par rotation d un masque de derivation selon  orientations la
gure  presente les masques obtenus pour  orientations Cependant le
cout eleve de l implantation de ce type de methodes et l amelioration souvent
assez tenue des resultats qu elles permettent font qu elles sont assez peu utili
sees Quoi qu il en soit ces algorithmes se revelent tres e	caces dans les zones
de l image ou plusieurs contours se croisent Cependant meme lorsque l on
N
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Figure   Masques de Kirsch correspondant aux directions NN 
WWS W 
choisit d approximer le gradient par derivation selon n directions n 
 dimen
sion de l image n "  dans le cas traite des problemes de cout algorithmique
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se posent En eet par exemple en dimension  pour une image de dimensions
dxdy le cout d une convolution pp est pdxdy Si on approxime les derivees
partielles a l aide d un ltre s implantant avec un masque de convolution pp il
en coute 
 pdxdy Ces remarques ont amene l introduction de ltres a reponse
impulsionnelle separable selon les directions x y 

fx y " fxfy
Le ltrage separable comporte plusieurs avantages 

  reduction du temps de calcul d une convolution p p de p a p pour le
cas d une image de dimension 
  possibilite de prise en compte d un bruit de caracteristiques dierentes
selon chaque direction par exemple dans certaines images le bruit est dierent
selon les deux axes X et Y 
  generalisation directe d un ltre a une dimension quelconque
  utilisation du ltrage recursif
L inconvenient majeur du ltrage separable est que l on peut deboucher sur des
ltres anisotropiques selon les directions dierentes de XY l anisotropie etant
denie par rapport a la distance euclidienne On provoque alors une legere
delocalisation des contours fournis On peut noter que les ltres gaussiens sont
parmi les rares ltres separables et isotropes voir paragraphe  
Dans le cas ou f est un ltre separable on obtient 

I  fx y " I  fxfy 
Or la convolution d un signal par le produit de deux reponses impulsionnelles
separables peut s ecrire comme la convolution par la deuxieme reponse du signal
convolue par la premiere reponse 

I  fxfy " I  fx  fy
f peut donc s implanter par la cascade des ltres f et f
Si on suppose le bruit homogene selon toutes les directions on peut poser 

f " f " S
On supposera dans la suite que le bruit est isotrope mais l approche que nous
decrirons s adapte directement au cas d un bruit anisotropique mais homogene
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selon XY  On verra en eet que le ltrage recursif ne peut etre utilise que si le
bruit est homogene selon chaque variete de dimension  
 x " cste ou y " cste
On obtient 






d ou par exemple si on note Ix et Ixx les derivees premiere et seconde de









" I  P xSy
%I " I  SxP y # SyP x
Exemple 

Le premier operateur utilisant le ltrage separable a ete introduit par Sobel













Figure    Masques de Sobel a gauche gradient en X a droite gradient en
Y 
Si on pose 

S "     D "  
On obtient 

Sx "     Sy "   t
D etection de contours 
Dx "    Dy "  t
Soit 









Di  iSj  jIi j
" Ii   j   # Ii   j # Ii   j # 
 Ii #  j   Ii #  j Ii #  j # 






Si  iDj  jIi j
" Ii   j   # Ii j   # Ii #  j  
 Ii   j #  Ii j #  Ii #  j # 
" IH i j
On a donc reduit le probleme de la derivation et du lissage d un signal d une
dimension quelconque au cas monodimensionnel On est donc ramene a la
recherche de ltres de lissage D
 Du gradient ou du laplacien vers les points de contours
On remarque que le calcul du gradient ou du laplacien bien que constituant
la partie essentielle de la detection des contours ne fournit pas directement les
points de contour En eet dans les deux cas deux etapes supplementaires sont
necessaires Nous decrivons brievement ces traitements communs a tous les
operateurs avant d introduire des operateurs de ltrage D
Soit Ix y une image
Soit Gx y le gradient de I au point x y 

Gx y " Ixx y Iyx y
t
Soit %I le laplacien de I au point x y
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  Approche gradient
Dans le cas d une approche derivee premiere on dispose donc de la valeur
du gradient en tout point de l image soit de la fonction G Dans les premieres
approches   l extraction des points de contour s eectuait par selection des
points de norme de gradient elevee grace aux deux etapes suivantes 

 calcul de la norme du gradient
N x y " Ixx y
 # Iyx y
 
 selection des points de fort gradient
On determine les points tels que 

N x y  s
s 
 seuil xe a priori
Dans le cas d images ou la norme du gradient aux points de contour varie
fortement selon les parties de l image cette methode se revele ine	cace En eet
il n existe alors pas de seuil s permettant d obtenir les vrais points de contours
sans selectionner aussi ceux dus au bruit
Un moyen de tourner cette di	culte est d extraire non pas les points de
norme de gradient elevee mais les extrema locaux de la norme du gradient
Une methode e	cace consiste a determiner les maximade la norme du gradient
dans la direction du gradient  Ces extrema correspondent aux passages par
zero de la derivee de la norme du gradient dans la direction du gradient Dans
une deuxieme etape on elimine les points de norme de gradient faible avec
un seuillage par hysteresis  Ce type de seuillage permet l obtention de
points de contour bien connectes entre eux Il faut cependant noter qu il utilise
une propriete topologique 
 la connexite On obtient donc les deux traitements
suivants 

 extraction des extrema locaux du gradient
Soit un point M de gradient GM  et d une distance seuil par exemple d " 
SoientM etM deux points de la droite passant parM et de vecteur directeur
GM  situes a une distance d de M  M est pris dans le sens du gradient et
M dans le sens inverse
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On determine une approximation du gradient aux pointsM etM par exemple
par interpolation lineaire avec les points voisins
Le point M est selectionne si N M   N M et N M   N M  le fait
d imposer que le maxima soit strict dans un sens revient a choisir si on localise
le point de contour dans la zone de plus faible ou de plus forte valeur de la
fonction des niveaux de gris Cela revient a se deplacer le long de la normale





Figure   Extraction des extrema locaux 
 cas D
On remarquera que les points obtenus verient l equation rkrIk rI " 
 seuillage par hysteresis des extrema
Le principe du seuillage par hysteresis est de selectionner parmi tous les extrema
dont la norme du gradient est superieure a un seuil bas sb ceux tels qu il existe
un chemin compose de points dont la norme du gradient est plus elevee que
le seuil bas entre l extremum considere et un extremum de norme de gradient
plus eleve qu un seuil haut sh Le seuil haut sh et le seuil bas sb peuvent
par exemple etre determines a partir de l histogramme cumule des valeurs de
la norme du gradient aux extrema  L algorithme se decompose donc en
deux etapes 

  determination de deux images Ih et Ib telles que 

IhM  "  si N M   sh
IhM  "  si N M   sh
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IbM  "  si N M   sb
IbM  "  si N M   sb
  expansion en composantes connexes a partir de tous les points tels que
IhM  "  sur tous les points tels que IbM  "  Cette etape revient a
determiner le graphe d adjacence des points de I tels que IbM  "  puis
a selectionner les composantes connexes des n$uds tels que IhM  " 
Le seuillage par hysteresis peut etre ameliore en eectuant une expansion en
composantes connexes non pas dans toutes les directions mais simplement dans
la direction perpendiculaire au gradient direction du contour Ceci permet de
diminuer la valeur du seuil bas sans introduire de contours parasites Cette
idee se revele particulierement interessante pour la detection de contours D
ou une expansion dans toutes les directions marque parfois de faux points de
contours  Il est important de noter que ce type de traitement introduit
de maniere implicite des contraintes sur la morphologie des contours et ne
repose pas uniquement sur l information du !signal image comme les etapes
precedentes
 Approche laplacien
Dans le cas d une approche derivee seconde on dispose donc de la valeur
du laplacien en chaque point de l image soit de la fonction % On considere
que les points de contours sont localises aux passages par zero du laplacien Si
le calcul du laplacien etait exact il su	rait de selectionner les points M tels
que %M  "  Mais comme generalement l approximation du laplacien est
assez bruitee on detecte les points ou il change de signe Une derniere etape
de seuillage est la encore necessaire an d eliminer les points de trop faible
gradient L extraction de ces passages par zero s eectue classiquement en trois
etapes 

 determination dune image de polarite
On calcule une image Ip telle que 

IpM  "  si %M   
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IpM  "  si %M   
 detection des passages par zero
On calcule une image Iz telle que 

IzM  "  si M correspond a une transition  ou  dans Ip
IzM  "  sinon
On remarque que le choix de la localisation du passage par zero au point
de laplacien positif ou negatif revient comme pour l extraction des extrema
locaux a denir les points de contour dans la region la plus claire ou la plus
foncee
 seuillage des passages par zero
L elimination des passages par zero de faible norme de gradient peut s eectuer
par un algorithme de seuillage quelconque L algorithme de seuillage par hys
teresis decrit pour l approche derivee premiere peut par exemple etre utilise
On peut aussi se servir du fait que les passages par zero extraits denissent
des lignes fermees delimitant les regions de points connexes ou le laplacien est
positif ou negatif Des methodes reposant sur le suivi de ces frontieres et sur
un calcul local du gradient peuvent aussi etre utilisees  
Il faut noter que la methodologie que nous avons developpee dans cette
partie tant pour le ltrage que les traitements complementaires s applique
a l extraction de contours dans des images de dimensions quelconques Cette
approche nous a donc permis de ramener ce probleme a celui du lissage d un
signal D bruite La partie suivante est donc consacree au ltrage D  Ensuite
nous decrirons les algorithmes que nous obtenons dans le cas D
	 Mise en oeuvre du ltrage  D
Nous presentons dans cette partie des criteres de performance pour un ltre
de lissage D et le ltre de derivation correspondant Nous deduisons de ces
criteres des ltres optimaux Il faut cependant noter que des liens de causalite
existant entre les ltres et les criteres d optimalite qu ils verient peuvent etre
vus dans les deux sens Nous montrons enn que le ltrage recursif amene pour
certains de ces ltres des implantations de faible complexite algorithmique
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	  Modeles de contours
Une premiere etape est de specier le type de contours auxquels on s inte
resse ainsi que les caracteristiques du bruit
  type de contours
Plusieurs types de contour existent dans une image Horn en a denit une
classication 
 marche arete toit      
  bruit
Des bruits de caracteristiques diverses sont presents dans les images 
 bruit
convolutif bruit additif bruit blanc bruit impulsionnel      
  modele classique de contours
Les contours de type !marche etant tres frequents dans les images et le bruit
blanc facile a modeliser la plupart des methodes se focalisent sur la detection
de contours marche avec un bruit blanc additif Neanmoins cette approche
s applique pour d autres types de contours
Soit A l amplitude de la marche et  la variance du bruit blanc Le signal
d entree Ix peut etre represente par 







 pour x dans 
 pour x dans#
	 Criteres de performances
Il est generalement di	cile d apprecier le resultat d une detection de contours
et ceci pour plusieurs raisons 

  les resultats sont assez souvent estimes a l $il ce qui ne fournit pas de
jugement objectif
  les images traitees sont en general en nombre et en type assez limites
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Figure   Dierents types de contours 
 contour ideal contour en toit
contour en pointe contour ideal bruite
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Aussi il est necessaire de denir au prealable des criteres de performance
d un detecteur utilisant evidemment le modele de contour et le modele de bruit
choisis Les performances d un detecteur se caracterisent essentiellement par 

  detection 
 l operateur doit donner une reponse au voisinage d un contour
  localisation 
 le contour doit etre localise avec precision
  reponse unique 
 un contour doit provoquer une seule reponse de l opera
teur d extraction
On suppose classiquement que la detection est eectuee en convoluant le
contour bruite avec une fonction spatiale antisymetrique fx et que l on






A partir de cette modelisation Canny  denit des criteres evaluant 

  la detection des points de contours 
 faible probabilite de ne pas detecter
un vrai point de contour et faible probabilite de marquer de faux points de
contours  ce critere correspond a maximiser le rapport signal sur bruit RSB
sortie du ltre au point de discontinuite pour le contour marche & ecart type































  la localisation des points de contours 
 les points marques comme contours
par le detecteur doivent etre aussi pres que possible du centre du contour
veritable Ce critere correspond a maximiser l ecart type de la position des
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passages par zero voir   pour le calcul detaille et correspond a l inverse de
l esperance de la distance entre le vrai point de contour et le point de contour




























  une reponse a un contour 
 le detecteur ne doit pas fournir de multiples
reponses a un seul contour  la distance moyenne entre les pics dans la reponse
au bruit de f  note xmax est posee comme une fraction k de la largeur de
l operateur W la largeur d un operateur est la taille du masque de convolution
necessaire pour l implanter Cette expression xmax se calcule aisement car
on connait la distance moyenne entre les passages par zero de la derivee seconde
de la reponse d un ltre a un bruit blanc gaussien Rice 









On notera que l introduction de ce troisieme critere est du au fait que le
critere de detection ne prend en compte que la reponse du ltre au point de
contour et non dans son voisinage Ce critere est le seul utilisant l hypothese
d un bruit gaussien
Les criteres de detection et de localisation etant antinomiques on les com
bine d une maniere signicative en maximisant le produit  sous la contrainte
du eme critere d autres solutions sont envisageables par exemple maximiser
le produit des trois termes       On obtient ainsi une equation dierentielle dont
la solution est 

fx " ae
x sinx # ae
x cosx
# ae
x sinx # ae
x cos x# c 
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avec les conditions initiales 

f "  fW  "  f  " S f W  " 
W etant la taille du ltre deni dans W 
Si on fait tendre W vers # on obtient
a " a " a " c " 








 denit la largeur du ltre soit le compromis detectionlocalisation desire
la localisation est une fonction croissante de  et la detection une fonction
decroissante de 
Shen et Castan   proposent de determiner les operateurs de lissage op
timisant un critere incluant la detection et la localisation Les criteres qu ils
obtiennent correspondent aux criteres de detection et de localisation de Canny
et les ltres obtenus assez similaires dans la pratique
	 Filtres optimaux de lissagederivation
Les ltres de derivation correspondant aux ltres de lissage sont obtenus
simplement par derivation des reponses impulsionnelles et renormalisation Il
est important de remarquer que l utilisation de ltres de derivation pour la
detection des contours revient a supposer que les contours correspondent aux
discontinuites d ordre  Si on s attachait a la recherche des contours en toit il
faudrait mettre en $uvre des operateurs de detection des discontinuites d ordre
 cela revient a determiner la courbure du signal
 ltre ShenCastan
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Figure  	 Reponse impulsionnelle de s
le ltre de derivation correspondant d est obtenu par normalisation de la
derivee du ltre de lissage
dx "
 
d ejxj si x  
d ejxj si x  






d "  e
Le parametre  denit la largeur du ltre  plus  est petit plus le lissage
eectue par le ltre est important
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Figure  
 Reponse impulsionnelle de d
Ce ltre a ete introduit par Shen et Castan pour l approximation du laplacien
par dierence entre l image originale et l image lissee   Le ltre obtenu par
derivation constitue une solution optimale pour la premiere partie des criteres
de Canny voir equations  et   Il correspond a une valeur optimale
pour le produit  soit au meilleur compromis detectionlocalisation La dis
continuite d ordre  au point  permet d eviter une delocalisation importante
des contours dans l image lissee meme avec des valeurs faibles de  Cependant
cette discontinuite peut entrainer la detection de contours multiples 





n  si x dans n n
 sinon






n pour x dans n 

n  pour x dans  n
 sinon

Ce ltre est le plus simple a mettre en $uvre et est utilise depuis longtemps
Il peut par exemple etre mis en $uvre pour approximer le laplacien par dif
ference entre les images obtenues par lissage avec deux ltres de largeurs dif
ferentes  Il est equivalent au ltre s lorsque  tend vers zero Il est
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Figure   Reponse impulsionnelle de s
Figure   Reponse impulsionnelle de d
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recommande de l utiliser avec des valeurs du parametre  faibles par rapport a
la distance minimale entre deux contours car sinon la degradation des contours
dans l image lissee est importante






c est choisi de maniere a obtenir un ltre normalise








Figure   Reponses impulsionnelles de d et de d d  d
Ce ltre a ete introduit pour la detection de contours par Marr et Hildreth pour
le calcul du laplacien  Il correspond a la valeur optimale pour le produit
de la variance temporelle et de la variance spectrale Le ltre de derivation
correspondant dx est une solution approchee a l equation de Canny En eet
par optimisation numerique Canny trouve que la plus grande valeur de k qui
peut etre obtenue est  et que sa performance est donnee par  "   voir
equations     Il propose l utilisation de la premiere derivee
d une gaussienne pour laquelle 
  "   et k "   voir equation 
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 ltre Deriche Le ltre Deriche s ecrit 

sx " k j x j #ejxj





 k "  e

 # e  e
Ce ltre a ete propose recemment par R Deriche  et sa derivee est une
solution exacte a l equation de Canny etendue a des ltres innis Il est obtenu
en etendant l equation dierentielle  aux operateurs innis et antisyme
triques et constitue ainsi une solution exacte a l equation de Canny
En eet soit fx le ltre solution de l equation de Canny etendue aux ltres
a reponses innies 

fx " dejxj sinwx
  c reels positifs
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Le cas d montre que pour une meme valeur de k la performance de la premiere
derivee d une gaussienne est moins bonne que celle de l operateur f de plus de
 (
Le cas c montre que la forme nale utilisee par Canny pour son operateur
optimal la derivee d une gaussienne  "   k "   est moins bonne que
l operateur f de plus de  (
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Le cas b presente une reponse ideale pour k mais le produit  devrait etre
beaucoup plus petit que l unite
Le cas a presente le meilleur compromis On peut alors ecrire ce ltre optimal






Le ltre de lissage s obtient par integration du ltre de derivation
Les ltres de derivee seconde s obtiennent en derivant deux fois les ltres
de lissage correspondants ou une fois les ltres de derivation Ils permettent
d approximer la derivee seconde du signal Nous remarquerons que pour le
ltre moyenne et le ltre Shen il est necessaire d eectuer une approximation a
cause de la discontinuite au point  De toute maniere meme s il n existe pas
d expression analytique des reponses impulsionnelles il est toujours possible de
les implanter par cascade de deux ltres de derivation Les ltres de derivee
seconde et troisieme de Deriche sont decrits dans le chapitre !Reconstruction
et modelisation de surfaces partie 
 !Des derivees partielles des images D
aux courbures des surfaces
		 Recursivite et implantation des ltres
La determination de ltres ayant des proprietes interessantes pour la de
tection de contours repond a la question 
 Que calculer voir introduction
Maintenant il nous faut trouver avec quels algorithmes En d autres termes
comment implanter e	cacement la convolution d un signal D par une reponse
impulsionnelle innie
L implantation classique consiste a tronquer les reponses de maniere a ne
conserver que les c$	cients signicatifs les ltres de lissage et de derivation
premiere ou seconde consideres decroissent vers  a l inni Ensuite on procede
par implantation directe d un produit de convolution On obtient ainsi par
exemple pour une gaussienne d ecart type  un masque de convolution de taille
 et pour un ltre Shen ou un ltre Deriche de parametre  un masque de
taille 	  Pour des etendues de ltres assez importantes on obtient donc des
complexites prohibitives et ceci d autant plus que la dimension de l image est
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Figure   Reponses impulsionnelles de s et de s s  s
importante De plus la troncature des reponses introduit un eet cut o qui
nuit a la qualite des contours detectes
Une solution pour eviter ce compromis entre la taille des masques et la qua
lite des resultats consiste a utiliser le ltrage recursif Le ltrage recursif est
une technique bien connue en traitement du signal et a ete introduite recem
ment en vision articielle pour la detection des contours    elle permet
d implanter des ltres de reponse impulsionnelle innie avec un cout faible Il
se trouve que le ltre Shen et le ltre Deriche admettent des realisations recur
sives respectivement d ordres  et  Le ltre gaussien peut etre approxime par
des ltres recursifs d ordre   Dans cette partie nous montrerons comment
obtenir la mise en $uvre recursive des ltres de Canny Deriche et Shen
Nous allons montrer par exemple que le ltre optimal de Canny fx se
realise par un ltrage recursif d ordre  
fx " cejxj sinwx
Soit fn la fonction d echantillonnage de fx et F Z sa transformee en







On reecrit fn comme 

fn " fn # f n ou
fn "
 











n n  




" e i p " e i
 
 conjugue de 
Les equations precedentes reviennent a separer la reponse en une partie
positive f  et une partie negative f En utilisant la transformee en Z on
reconnat que chaque facteur ipi
n a une transformee en Z egale a ipiZ 
et on obtient 






 # bZ # b  Z
FZ "
aZ
 # bZ # bZ
avec 

a " c e sin
b "  e cos
b " e
Toutes les singularites de F Z resp FZ sont a l interieur resp a
l exterieur du cercle unite pour une valeur de  positive ces deux transformees
en Z correspondent donc a deux fonctions de transfert rationnelles de ltres
stables du second ordre recursifs de la gauche vers la droite F  et de la droite
vers la gauche F
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En particulier la sequence de sortie ym en reponse a l entree xm pour
un systeme de reponse impulsionnelle fn peut etre obtenue recursivement de
la maniere suivante 

y m " axm  by m   by m   m "         N
ym " axm #  bym #   bym #  m " N        
ym " y m # ym m "         N





 #              anZ
n
 # bZ #         bnZn
si jzj  











 #              anZ
n
 # bZ #         bnZn
si jzj  








La recursivite du ltre de Canny permet une realisation qui requiert seule
ment  multiplications et  additions par point et cela avec un parametre de
ltre  quelconque
En appliquant la meme technique on peut montrer que l echantillonnage h
de l integrale hx du ltre precedent fx s implante aussi recursivement 
En eectuant le meme type de calcul on montre que les ltres de lissage et
de derivation de Shen s implantent par ltrage recursif d ordre  s ltre de
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y m " axm # by m 
pour m "         N
ym " abxm #  # bym # 
pour m " N        
ym " ym # y m
pour m "         N
avec
a " c "
 e
 # e
 b " e




d ejxj si x  
d ejxj si x  
y m " dxm # ey m   pour m "         N
ym " dxm # eym#  pour m " N        
ym " ym # y m pour m "         N
avec
d " e "  e  f " e
s ltre de lissage Deriche est un ltre recursif du second ordre de realisa
tion 

sx " k j x j #ejxj
y m " axm # axm  by m   by m  
pour m "         N
ym " axm #  # axm #  bym #  bym# 
pour m " N        
ym " ym # y m
pour m "         N
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avec
a " k  a " k e  a " k# e  a " ke 
b " e  b " e  k "  e

 # e  e




y m " axm  by m   by m   pour m "         N
ym " axm #   bym #  bym#  pour m " N        
ym " ym # y m pour m "         N
avec




l ltre derivee seconde Deriche est un ltre recursif du second ordre de
realisation 

lx " c c j x jejxj
y m " axm # axm  by m    by m  
pour m "         N
ym " axm#  # axm #  bym #   bym # 
pour m " N        
ym " ym # y m
pour m "         N
avec
a "   a "  # ke  a "   ke  a " e 
b " e  b " e  k "  e

e
 Vision par ordinateur

 Resume  algorithmes de calcul du gradient et du laplacien
Nous presentons dans cette section les dierentes etapes des algorithmes de
detection de contours issus de la methodologie precedemment decrite
 choix dun ltre de lissage  D  sx
On recommande de choisir un ltre qui s implante recursivement soit par
exemple 

sx " sx " k j x j #ejxj ltre de lissage Deriche
ou
sx " sx " ce
jxj ltre de lissage Shen
Theoriquement le ltre de derivation sx est meilleur par rapport au cri
tere de reponse multiple mais sx presente le meilleur compromis detection
localisation Pour des  petits la forme de sx induit des problemes de de
localisation des contours comme pour la plupart des ltres continus au point
   Neanmoins sur une grande variete d images les resultats obtenus sont
comparables On notera que les deux ltres ne sont pas de la meme espece dis
continu ou continu au point  donc ne sont pas theoriquement comparables
 choix du type dapproche  gradient laplacien En general on
constate que le calcul de la derivee seconde est plus sensible au bruit D un
autre cote la complexite du calcul du gradient est generalement plus elevee
que pour le laplacien Ceci est du aux simplications qui apparaissent lors du
calcul de la reponse du ltre d approximation du laplacien par multiplication
et addition de ltres de lissage et de derivee seconde Il faut cependant noter
que le plus souvent une etape de seuillage des passages par zero du laplacien
est utile et qu elle necessite le calcul de la norme du gradient aux points de
passage par zero La localisation des contours obtenus est pratiquement la
meme On remarque que l approche laplacien a tendance a arrondir les angles
tout en maintenant une localisation exacte pour les coins On choisira donc
plutot une approche gradient si des angles aigus sont presents dans les images
scenes d interieur par exemple et plutot une approche laplacien dans le cas
de contours a faible variation de courbure
 determination dune cascade de ltres pour approximer le gra
dient ou le laplacien
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Une fois que l on a choisi le type d approche 
 gradient ou laplacien il nous
faut determiner un moyen de les calculer
  calcul du gradient
Determination d une implantation des ltres D de reponses 
 sx lis
sage et dx derivation On choisira de preference des implantations
recursives Des exemples sont donnes dans la section precedente
Soit Ix y une image
Soit Gx y le gradient de I






t " Ix Iy
t
Le calcul des composantes du gradient dI
dxi
s eectue en calculant les
images correspondant aux derivees partielles des points par rapport a x
et a y par ltrage separable recursif 

Ixx y " I  sy  dx
Iyx y " I  sx  dy
Pour une image de dimension d le calcul de chaque composante du gra
dient necessite donc le calcul de  convolutions par point  on obtient pour
le calcul total du gradient d convolutions par point Si on utilise l im
plantation directe d un masque de convolution D de taille k on obtient
une complexite de dk Le ltrage recursif d ordre r permet d obtenir
une complexite de l ordre de dr Par exemple pour le ltre Deriche on
obtient  multiplications et  additions par points et ceci quelle que soit
la valeur de  Si on utilise un ltre recursif le calcul de I  sx s eectue
en ltrant successivement les droites d equation y " cste
  calcul du laplacien
On peut le calculer en determinant d abord les derivees secondes puis en les
additionnant Le calcul des derivees secondes s eectue avec la structure
algorithmique precedente dans laquelle on remplace l operateur de derivee
premiere dx par l operateur de derivee seconde lx Cependant dans
certains cas la reponse impulsionnelle du ltre permettant d approximer
le laplacien L se simplie et se reecrit sous une forme separable On obtient
alors 
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 extraction des extrema locaux du gradient ou des passages par
zero du laplacien
Bien que ne constituant pas la partie essentielle de la detection des contours
cette etape doit etre eectuee avec attention car elle conditionne fortement le
resultat nal La methode proposee dans la section precedente permet d obtenir
des resultats satisfaisants pour des images D  ou D 
 seuillage des extrema locaux du gradient ou des passages par
zero du laplacien
Le plus souvent les ltres utilises ne su	sent pas a eliminer completement le
bruit present dans les images On obtient alors des extrema locaux ou des
passages par zero du laplacien qui ne correspondent pas a de vrais points de
contour Frequemment ces points parasites ont une norme de gradient faible
Ainsi un seuillage selon une estimation de la norme du gradient permet le plus
souvent d eliminer la plupart de ces faux points de contour L algorithme de
seuillage par hysteresis decrit precedemment semble etre une bonne reponse a
ce probleme de seuillage
 Analyse des performances des ltres
On traitera dans cette section le cas D an de montrer l applicabilite a une
dimension quelconque des developpements precedents et d expliciter dans un
cas particulier le calcul des criteres de Canny On remarquera que ces calculs
sont realises avec des ltres normalises dans le domaine continu
  Introduction
Le ltrage separable permet de deriver des operateurs d approximation du
gradient ou du laplacien D ou D memes developpements que precedemment
en rajoutant une dimension a partir d operateurs D optimaux au sens des
criteres de Canny voir partie  Dans cette partie nous nous interessons
au calcul des performances des ltres D ou D correspondant pour le ltre
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Deriche voir partie  Nous verrons que l anisotropie des reponses impul
sionnelles obtenues necessite la prise en compte de l orientation du contour pour
le calcul des performances Nous remarquons que dans le cas du ltre gaussien
l isotropie de la reponse impulsionnelle fait que les performances du ltre D
sont les performances des ltres D D a une constante multiplicative pres
 Modele de contour D
x




Figure  Contour ideal D
Un contour parfait est deni par une droite separant l espace en  regions
homogenes voir gure  

Hx y " Aux y
avec
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ux y "
 
 si y  ax
 si y  ax
avec a  
Un contour bruite est deni par 

Cx y " Hx y # x y
ou x y represente le bruit
On suppose que le bruit est decorrele en x y soit 

x y " x # y
ou  et  sont des bruits blancs gaussiens independants de moyenne nulle
et de variance  On supposera dans la suite par commodite que les variances
de  et  sont egales
 Modele de contour D
Dans le cas D le contour parfait est deni par un plan divisant l espace en
deux regions de niveaux de gris uniformes voir gure   

Hx y z " Aux y z
avec
ux y z "
 
 si z  ax# by
 si z  ax# by
avec a b   Un contour bruite est deni par 

Cx y z " Hx y z # x y z
avec 

x y z " x # y # z
ou les i sont des bruits blancs gaussiens independants de variances 





z = ax + b
0
Figure   Contour ideal D
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	 Performances du ltre Deriche D D
Dans cette partie on calcule les performances des ltres D et D de Deriche
en fonction de l orientation du contour On commencera par le calcul dans le
cas D le cas D etant deduit directement

 Operateurs
sx " k j x j #ejxj 
 composante de lissage
dx " cxejxj 
 composante de derivee premiere
lx " f   j x jejxj 
 composante de derivee seconde
Dx y z " lxsyszsxlysz #
sxsylz 
 ltre de calcul du laplacien 
et

gx y z " dxsysz
gx y z " sxdysz
gx y z " sxsydz
sont les ltres de calcul des derivees par rapport a x y z Pour les calculs
suivants les constantes de normalisation k c f sont determinees dans l espace
continu
 Performances
Detection pour l approche gradient
De maniere a determiner RSB on calcule la reponse du ltre en un point
du contour pour le contour ideal Hx y z soit 

Gx " Ixx y z " H  g
"
Z Z Z
Hx y zgx  x y  y z  zdxdydz
Gy " H  g
Gz " H  g
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Soit le vecteur gradient G " Gx  Gy Gz
t dont la direction est ortho
gonale au contour deni par z " ax# by Apres calcul on obtient la norme du
gradient qui depend de l orientation du contour et est donnee par 

kGk " Aga b




a   b   ba    ba  a   a  




a   b   b a  a  a   a 




a   b   b	a  a  a   	a  a  a  a 
b a  ba 
Il est interessant d etudier comment varie ga b avec la direction a b On
atteint la valeur maximale de  pour une normale au contour alignee avec un
des axes du repere soit si a et b tendent tous les deux vers  ou si un des deux
tend vers l inni On atteint la valeur minimale  pour a b "   soit
pour un plan oriente a  degres
De maniere a obtenir le cas D on pose b "  et dans ce cas 

ga  "




De nouveau la valeur maximale  est atteinte pour a "  ou d   La
valeur minimum g     est obtenue pour a "  ce qui correspond a un





Figure  Tableau des variations de ga 
Calcul de l ecart type de la reponse au bruit 
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En utilisant le fait que
R   
 
lxdx "  la reponse du ltre derivee seconde
a un signal constant est nulle et
R   
 
sxdx "  la reponse du ltre de












La valeur du critere de detection de Canny voir equation  s obtient en
faisant le rapport de la norme du gradient en un point du contour ideal et de













Localisation pour l approche laplacien
Un point x y z est considere comme point de contour si et seulement
si 

 " x y z "
Z Z Z
Cx y zDx x y  y z  zdxdydz " 
Ce produit de convolution peut etre reecrit comme 

 " P #N
ou P " H D et N "  D





Dx  x y  y z  zdxdydz
Et ensuite on developpe P au premier ordre autour de l origine ou de
n importe quel point du plan d equation z " ax#by Ce developpement limite
se justie car on suppose que le point de contour detecte est au voisinage du
vrai point de contour
P  Aax # by  zma b
ou
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ma b "
ab # ab # ab # b # aba # b # 
a# b a#  b# 
#
ab # ab # ab# ab# aa # b # 
a # b a#  b# 
Etant donne que  "  aux points de contours le point x y z est un
point de contour si P # N "  Ainsi pour chaque point de contour detecte






















ax # by  z

ma b
L ecart type de la distance du point de contour detecte au plan contenant les
vrais points de contour inverse du critere de localisation de Canny est donc 


ax # by  z
















a # b # 
Par denition le critere de localisation de Canny voir equation   cor








On obtient ainsi une estimation quantitative de la qualite de la localisation
des contours Comme dans le cas D la localisation est une fonction croissante
de  La fonction ha b apparat comme un facteur de correction dependant de
l orientation du contour et qui est minimum quand la normale au contour est
parallele a un des trois axes cad quand a et b tendent vers  ou quand l un des
deux tend vers l inni Dans ces trois cas ha b  La valeur maximale de
ha b est h  " 
p
    obtenue pour un plan de contour dont la
normale est parallele au vecteur   Cela montre clairement l importance
de la prise en compte de l orientation du contour pour la localisation
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Dans ce cas la valeur minimale de ha  est  pour a "  ou a  
contours paralleles aux axes de coordonnees La valeur maximale produisant
la pire localisation est 
p






Figure  Tableau des variations de ha 
 Isotropie et invariants euclidiens pour les ltres lineaires
Le developpement precedent illustre dans le cas du ltre de Deriche et de
la norme du gradient les problemes d invariance ou plutot de noninvariance
engendres par des ltres de lissage nonisotropes Dans cette partie nous allons
aborder ces problemes de fa)con plus generale en montrant que l invariance
euclidienne est conservee si les derivees partielles sont calculees a partir de
ltres issues d un ltre de lissage isotrope On notera que l isotropie est en
theorie une condition su	sante mais non necessaire et en pratique une condition
aussi necessaire
Nous discuterons les proprietes des ltres dans l espace continu et nous
traiterons comme precedemment le cas D qui est plus general une image
se note Ix y z dans l espace continu et Ii j k dans l espace discret
Soit Ix y z une image D





n  m p q que nous noterons avec la notation abregee 
 Ixmypzq nous ecri
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rons seulement les variables dont l exposant est non nul par exemple Ix yz
devient Ix
Comme on l a vu precedemment si fx y z est la reponse impulsionnelle
du ltre de lissage l image restoree Ir est egale a I  f  ou  est le produit de











Ainsi la reponse impulsionnelle du ltre qui calcule Ixmypzq est
nf
xmypzq
Supposons que le ltre de lissage soit l operateur de Deriche 

fx y z " fxfyfz
avec
fx " c #  j x jejxj
ou c est une constante de normalisationL inconvenient de l operateur fx y z
est qu il n est pas isotrope invariant par rotation Par exemple cela implique
que la norme du gradient calcule avec les ltres de derivation correspondants
depend de l orientation du contour voir paragraphe precedent On pourrait
aussi montrer la meme chose pour le Laplacien ou d autres invariants dieren
tiels euclidiens
On va maintenant montrer que si les derivees partielles sont calculees avec
des ltres derivant d un operateur de lissage isotrope alors les invariants die
rentiels euclidiens !demeurent invariants On donnera la demonstration pour
une image de dimension  mais elle s applique pour une dimension quelconque
Soit Ix y z une image D
Soit Jx y z une image I transformee par un deplacement rigide 

JX Y Z " Ix y z
avec
X Y Z
t " Rx y z
t # T
ou R et T sont respectivement des matrices denissant une rotation autour de
l origine et une translation
Soit f la reponse impulsionnelle d un ltre de lissage isotrope nous avons 

fx y z " fx y z
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ou
x y z
t " Rx y z
t
ainsi
I  fx y z " J  fX Y Z
Soit E une fonction des derivees partielles de I Si E est un invariant
dierentiel euclidien de I nous avons 

EIxx y z Iyx y z Izx y z Ixxx y z Ixyx y z       "
EJxX Y Z JyX Y Z JzX Y Z JxxX Y Z JxyX Y Z      
Si nous calculons les derivees partielles en utilisant nos ltres on obtient 

EI  fxx y z I  fyx y z I  fzx y z         "
EI  fxx y z I  fyx y z I  fzx y z      
Etant donne que E est aussi un invariant dierentiel euclidien de I  f  la
derniere expression est egale a 

EJ  fxX Y Z J  fyX Y Z J  fzX Y Z       "
EJ  fxX Y Z J  fyX Y Z J  fzX Y Z      
Par consequent nous avons montre que 

EI  fxx y z I  fyx y z I  fzx y z         "
EJ  fxX Y Z J  fyX Y Z J  fzX Y Z      
L equation precedente signie que E reste invariant par changement de re
pere invariant euclidien si les derivees partielles sont calcules a partir d ope
rateurs derives de f 
On notera au passage qu il existe deux types d invariants dierentiels eucli
diens dans les images 

  Les invariants dierentiels euclidiens pour chaque point de l image 
 gra
dient laplacien courbures de la surface hypersurface dans le cas D denie
par l image voir chapitre 
 !Des images volumiques D a la geometrie des
surfaces
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  Les invariants dierentiels euclidiens denis seulement sur les points de
contour  si on suppose que le gradient est parallele a la normale a la surface
a la courbe dans le cas D les courbures s expriment en fonction des derivees
partielles de l image les expressions correspondantes sont donc invariantes
seulement sur les points de contour voir chapitre !Des images volumiques
D a la geometrie des surfaces
La preuve precedente est aussi valide dans le second cas si on suppose que
le gradient est parallele a la normale pour I  f ce qui est une hypothese
raisonnable
Nous avons donc montre que si les derivees partielles d une image sont
calculees avec des ltres derives d un operateur de lissage isotrope alors les
invariants dierentiels euclidiens calcules en utilisant ces derivees partielles
sont invariants par transformation rigide invariance euclidienne
La gure  illustre l interet d utiliser des ltres issus d un ltre de lissage
isotropique pour calculer les derivees partielles  on compare les courbures sur
les contours d un disque plein voir chapitre !Des images volumiques D a la
geometrie des surfaces pour le calcul des courbures en fonction des derivees
Les derivees sont successivement calculees avec le ltre de Deriche et ensuite
avec un ltre gaussien On choisit la largeur des ltres de maniere a ce que
la courbure inverse du rayon du cercle ait la bonne valeur en pixels On
discerne clairement les fausses variations de courbure induites par les ltres
derivant d un operateur anisotrope  
 Filtres recursifs pour approximer les ltres gaussiens
La partie precedentes montrent clairement l interet d utiliser des operateurs
derives d un ltre de lissage isotrope an de calculer les derivees partielles d une
image D un autre cote on a aussi interet a mettre en $uvre des ltres recursifs
separables de maniere a obtenir un temps de calcul raisonnable Un moyen de
joindre ces deux points antagonistes est d utiliser des approximations recursives
des ltres gaussiens et de leurs derivees 
  Calcul des derivees dun signal  D
L operateur de lissage gaussien D est donne par 
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Figure 	 Image gauche 
 Valeurs de la courbure obtenues avec les ltres
derives d un operateur anisotrope ltre de Deriche  Image droite 
 Valeurs





Les parties positives et negatives de g et de ses derivees normalisees d ordre
   peuvent etre approximees avec une erreur normalisee au sens des moindres
carrees d environ  " 
 par un ltre recursif IIR d ordre  de la forme 

hx " a cos








x # c cos










On realise ces approximations de la maniere suivante









ou les c$	cients i et i sont des nombres complexes conjuguees dans le
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ou u est la fonction que l on veut approximer avec h
Ce probleme de minimisation peut etre resolu en utilisant un algorithme
classique de minimisation Un bon point de depart pour une methode iterative
de minimisation peut etre obtenu avec la methode de Prony
La methode de Prony utilise un echantillonage equidistant de la fonction
x y " fx        xn yn " fxn On peut poser xr " x # rh cr "
re
rx et vr " hr pour r "       m et ecrire fx "
Pm
i iix Ainsi on




c # c #       # cm " y














v  vi "
mX
i
sivmi " v 
avec s "  en multipliant chaque equation de  par si i "       m et en




i siymi "  puisque vr " 




yms # yms #       # ysm " ym
yms # yms #       # ysm " ym 

yns # yns #       # ynmsm " yn
Ces nm#  equations avec m inconnues si denissent un syteme au sens
des moindres carres Ensuite nous obtenons les inconnues vi en resolvant 
Finalement nous obtenons les c$	cients i avec la formule i "
lnvi
h les ci a





L avantage de cette methode est qu il n est pas necessaire d aecter a  une
valeur particuliere pour determiner les c$	cients i et i Les c$	cients a
a b b c c   sont aisement obtenus a partir des i et i
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Nous allons maintenant donner les resultats d approximation obtenus pour
g et ses derivees normalisees d ordre  que nous noterons 
 g g g Ces
operateurs sont normalises de maniere a ce que le resultat obtenu soit correct












































On peut montrer qu une fonction F  "
P 
k k
 k     peut etre
approximee avec une tres faible erreur par une fonction polynomiale Fa "








 I "  et I #  " # I
Si  "  on approxime F  avec Fa "     pour    
Ainsi nous obtenons les approximations suivantes 

      #  












Les c$	cients de normalisation sont egaux a 

   " 
   
 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   "   #   
  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b   
b  

















 Le ltre gaussien normalise et sa premiere derivee  " 
Pour g et  "   "  E   Pour g  "  E   
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Pour gx "   xe
x
  et gx "

 x  xe
x
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Figure  Derivees deuxieme et troisieme du ltre gaussien normalisees
 " 
Pour g et  "   "  E    Pour g et  "   "  E  
Une fois que les c$	cients a a c c b b   sont calcules on peut
aisement determiner une realisation recursive de hn On calcule la trans








n pour la partie anticausale Les details d implemen
tation peuvent etre trouves par exemple dans 
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 Conclusion
La prise en compte de modeles de contour reellement D ou D meme aussi
simples qu un contour oriente remet en question l optimalite des operateurs
L utilisation de modeles plus complets incluant des proprietes d angles ou de
courbures est sans doute interessante d un point de vue theorique Cependant il
parat di	cile d obtenir des operateurs de mise en $uvre aisee avec des modeles
plus complexes
Les algorithmes bases sur le ltrage separable recursif apportent neanmoins
des solutions interessantes pour la detection de contours Ces methodes decrites
precedemment permettent en eet d obtenir des resultats satisfaisants sur la
plupart des types d images
 Detection de contours par lissage  Haralick
L idee de ce modele est d approximer localement le signal discret formant
l image par une fonction derivable puis de deriver cette fonction 
Soit Ir c l image r c Ir c forme une surface
On suppose que localement l image peut etre approximee par une fonction
polynomiale
Ir c " k # kr # kc# kr







On recherche les c$	cients de ce polynome en construisant une base de
l ensemble des fonctions polynomiales dans RC R et C etant des ensembles
d indices  r  R 
 r  R  c  C 
 c  C On va montrer que dans
certains cas particuliers il existe un polynome discret deni dans l espace des
entiers relatifs interpolant unique passant par tous les points de l image On
montrera aussi que les c$	cients de ce polynome peuvent etre determines par
des produits de convolution
Soit fPr      PNrg un ensemble de polynomes discrets orthogonaux
entre eux
fQr c Qr c      Qpr cg peut etre obtenu par produit tensoriel
On prend pour Por      Pnr les polynomes discrets de Tchebyche 

On denit 
 Por " 
On suppose 
 Pr       Pnr denis par recurrence comme suit 
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 
Pnr " rn # anrn #      # ar # a




n # anrn #      # ar # a " 
k "         n 
On obtient ainsi n equations lineaires d inconnues a        an Pour n "
 la resolution de ce systeme permet l obtention d une base orthogonale de






Pr " r  uu








fPr      PN rg est un ensemble de polynomes discrets et orthogonaux
sur R





c  C 
c  C 
 fPrQc       PnrQnc      PN rQMcg













Si on pose 
 R " C " f  g on obtient une base orthogonale des
polynomes discrets de degre  sur R C 

f r c r 

 rc c  

 rc  

 cr  

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car  Pm Pn " 
On obtient dans ce cas particulier des c$	cients am tels que e "  par produit
scalaire ce sont les composantes du polynome d interpolation dans la base Pi
D ou les c$	cients am du polynome recherche s expriment comme combinaison
lineaire des valeurs de l image dans un voisinage  autour du point On peut





















































 c$	cient de c   
























 c$	cient de r   c   
On obtient ainsi neuf masques correspondant a une fenetre  permettant
de calculer par des produits de convolution un polynome approximant locale
ment l image en chaque point ce polynome interpole les  points correspondant
au point considere et a ces  voisins La base de fonctions polynomes utilisee
denit implicitement un modele du bruit Le probleme de ce type de methodes
est la sensibilite des approximations polynomiales au bruit
 Detection de contours par optimisation
Le principe de cette approche est de rechercher directement dans l image
un modele de contour base sur la separation locale de l image en deux zones
homogenes 
Le modele utilise est une droite subdivisant le mieux possible un disque
centre en un point en deux regions homogenes 

T x y c s l d b "
 
b si cx# sy  l
b# d si cx# sy  l
On considere qu il existe une bijection entre les contours ideaux et les fonc
tions T x y c s l d b
Soit Ix y l image 






Ix y  T x y s l b ddxdy " kI  Tk minimum
De maniere a minimiser cette fonction on decompose selon une base ortho
gonale de l espace hilbertien des fonctions sur D
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Figure  Contour ideal au sens de Hueckel





Hix yIx ydxdy " Hi  I
si "
Z
























On decompose les fonctions sur D en produits de composantes radiales et
angulaires 
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r " x # y Qr "  r  































































H " H #H























Ensuite on minimise par decomposition sur cette base de fonctions et on
obtient T d b en fonction des luminances des points consideres
Etudions maintenant le cas particulier de l operateur de Hueckel pour la
detection de contour dans un voisinage  traite par JeanFran)cois Abramatic
sx y "
 
a si x sin   y cos 
b sinon
D etection de contours 
H7H6H5H4
H3H2H1H0
Figure  Representations graphiques des fonctions de la base de Hueckel
Soit a b le couple de valeurs optimales on va montrer que
j a  b j" maxj B C j j A D j
Soit HHHH la base canonique de l espace des fonctions sur le






























f " AH # BH #CH #DH
f " A  f " b  f " C  f " D







Figure  Cas d un voisinage   pour le modele de Hueckel
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Pour des raisons de symetrie on n etudie que le premier et le second cadran
Pour le premier cadran on obtient 



























 " 	  
CBAD
Les calculs sont similaires pour le eme cadran On obtient 

j a  b j" maxj B C j j A D j
Ce qui correspond a l operateur de Roberts
Comme dans le cas du modele d Haralick le probleme du modele de Hueckel
est la denition non explicite du bruit Par contre ces deux modeles sont
reellement D ce qui n est pas le cas du modele de Canny
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  Perspectives
Les proprietes essentielles d un operateur de detection de contour dans des
images bidimensionnelles sont 

 denition explicite du bruit




Les operateurs issus du modele de Canny apportent une reponse satisfaisante
pour les points  et  mais negligent le point  Les operateurs associes a des
modeles de type Haralick ou Hueckel prennent en compte du moins implici
tement le point  et conduisent a des algorithmes de cout raisonnable mais
negligent le point 
Une autre alternative fournissant des resultats interessants consiste a ap
proximer la fonction des niveaux de gris de l image par une fonction spline 
On peut raisonnablement penser que l utilisation de mathematiques plus
sophistiquees pourra permettre de denir des modeles prenant en compte a
la fois une denition explicite du bruit et des proprietes geometriques locales
Cependant il semble peu vraisemblable que de tels modeles debouchent sur des
algorithmes de cout raisonnable On peut alors esperer que l emergence des
machines paralleles ou d ordinateurs sequentiels plus puissants permettra leur
implantation
   Resultats experimentaux
La methode reposant sur le ltrage separable recursif que nous avons decrite
a ete appliquee aux cas D  D  et D  en utilisant les ltres de
Shen et de Deriche On obtient ainsi de bons resultats au moins meilleurs que
ceux des methodes plus anciennes sur une grande variete d images 
 images
D de scenes d interieur et d exterieur images aeriennes images medicales D
obtenues par resonance magnetique nucleaire images D constituees par des
sequences temporelles d images medicales D      
Nous presentons dans cette section a titre indicatif quelques resultats expe
rimentaux gures  a  Sur une station de travail SUN et pour une
image    le temps total de calcul incluant le ltrage l extraction
des extrema et le seuillage par hysteresis est de l ordre de  secondes CPU
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Figure  Image originale d une scene d interieur
Figure   Valeur absolue du gradient en X de l image precedente calcule
avec le ltre Deriche  " 
 Vision par ordinateur
Figure  Valeur absolue du gradient en Y de l image precedente calcule
avec le ltre Deriche  " 
Figure  Extrema locaux de la norme du gradient dans la direction du
gradient la valeur achee est la norme du gradient
D etection de contours 
Figure 	 Contours obtenus apres seuillage des extrema locaux  " 
Figure 
 Contours obtenus apres seuillage des extrema locaux  "  
 Vision par ordinateur
Figure  Contours obtenus apres seuillage des extrema locaux  "  
Figure  Image originale coupe sagittale du cerveau obtenue par IRM
D etection de contours 
Figure  Extrema locaux obtenus avec le ltre Deriche
Figure  Contours obtenus par seuillage par hysteresis des extrema locaux
 Vision par ordinateur
Figure 	 Image originale coupe d une image IRM du thorax
Figure 	  Extrema locaux obtenus avec le ltre de Deriche
D etection de contours 
Figure 	 Contours obtenus par seuillage par hysteresis des extrema locaux
Figure 	 Image originale
 Vision par ordinateur
Figure 		 Extrema locaux obtenus avec le ltre de Deriche
Figure 	
 Contours obtenus par seuillage par hysteresis des extrema locaux
D etection de contours 
Figure 	 Image originale
Figure 	 Extrema locaux obtenus avec le ltre de Deriche
 Vision par ordinateur
Figure 	 Contours obtenus par seuillage par hysteresis des extrema locaux
  Amelioration suivi et chanage des contours
Il est souvent di	cile de selectionner des seuils adequats pour l etape de
seuillage Des seuils eleves permettent de supprimer les points de contour dus au
bruit mais aussi de vrais points de contour Des seuils bas permettent d obtenir
tous les vrais points de contour mais aussi ceux dus au bruit Le choix de seuils
denit un compromis entre les vrais et les faux contours La raison de cette
limitation des algorithmes de detection de contours reside dans la nature locale
des operateurs En eet lorsque le bruit de l image est important il est necessaire
de denir aussi des criteres globaux Ces criteres s expriment generalement par
une fonction a optimiser sur un ensemble d attributs locaux Le plus souvent on
choisit de rechercher dans l image des chemins optimisant la somme des normes
du gradient calcule en chaque point a l aide d un operateur local
On peut aussi rajouter un critere de forme de contour minimisant les va
riations de courbure et la longueur des contours seconde minimisation des
courbures Lorsqu on prend simplement en compte un critere de normes de
gradient des algorithmes de recherche de chemins optimaux dans un graphe
su	sent pour l optimisation  Si on considere aussi les courbures on uti
lise alors le calcul variationnel pour minimiser une fonctionnelle incluant la
D etection de contours 
somme des normes du gradient sur le contour la longueur et la somme des
courbures   On ajuste alors un modele deformable sur les donnees ces
algorithmes sont connus sous le nom de !snake serpent mais leur danger
reside dans le choix de la fonctionnelle a utiliser cette fonctionnelle resulte le
plus souvent de l addition de quantites non comparables Generalement on
applique les methodes de suivi non pas sur toute l image mais simplement dans
les zones ou les operateurs locaux ne donnent pas des resultats satisfaisants
Par exemple si on suppose que les contours reels sont fermes on peut mettre
en $uvre un algorithme de suivi de contours a partir des extremites des lignes
de contours ouverts
 Recherche de chemin optimal dans un graphe
L idee de ce type d algorithme est de poser le probleme de la detection de
contour comme la recherche d un chemin de cout minimumdans un graphe Les
donnees sont une carte incomplete des contours et les resultats une meilleure
carte des contours Les composantes critiques de ces methodes sont 

 prendre un bon point de depart 
 comment les resultats deja obtenus doiventils inuencer le choix du point
suivant 
 fonction a optimiser 
 critere d arret
L approche classique consiste a rechercher un chemin de cout minimumdans
le graphe d adjacence des points de l image
On denit une fonction d evaluation 





 fonction de cout
  G 
 cout pour aller de l etat n vers un etat de depart
  H 
 estimation du cout pour aller de l etat n vers un etat but
Un exemple de ce type d algorithme a ete propose par Martelli  

But 
 Une ligne de contraste qui commence sur la ligne en haut de l image et
se termine sur la ligne du bas de l image
 Vision par ordinateur
Etats 
 Elements de contours denis par deux points 

A " i j B " i j #  denissant le contour oriente AB
Contour 
 Sequence d elements de contour commen)cant en haut de l image
et se terminant en bas ne contenant pas de boucle et n ayant aucun element
de direction haut
Figure 	 Chemins recherches
Un contour est donc un chemin dans le graphe representant l espace des
etats
La determination du meilleur contour se ramene a la recherche d un chemin
optimal dans le graphe
Soit Max le niveau de gris maximum de l image I
n " ArAs
Cn " Max IAr # IAs
Gn " cout pour aller de l etat n a un etat initial "
X
Cs
s parcourant le chemin optimal reliant l etat de depart a l etat n
Hn " estimation du cout du chemin optimal reliant l etat n a un etat nal
F n " Gn #Hn
D etection de contours 
Pour optimiser F on peut utiliser des methodes de programmation dynamique
ou un algorithme de type A
   Chanage de contours
Dans la plupart des applications la description matricielle des contours four
nis par la detection de contours n est pas su	sante Il est alors necessaire de
passer a une description sous forme de listes chanees de contours Nous decri
vons les principes d un algorithme de chanage operant dans le cas D unique
ment
L objectif du chanage de contours est de passer d une description matricielle
des contours a une description sous forme de listes de contours chanees Cette
etape qui semble aisee pose en fait des problemes di	ciles 

  le temps de calcul 
 cette etape n etant que transitoire il faut eviter des
temps de calcul trop prohibitifs 
  la representation des relations entre les chanes 
 les relations entre les
chanes doivent etre gerees sans perdre d informations par rapport a l informa
tion matricielle 
  la structuration de l information 
 il faut bien structurer l information
pour que les manipulations de donnees eectuees par la suite soient aisees
P Garnesson et G Giraudon   ont mis au point un algorithme de chanage
qui resout en partie ces problemes en permettant 

  un chanage rapide en une seule lecture de l image 
  une gestion e	cace des liens de parente 
  la possibilite d un stockage etendu pour divers types d informations ni
veau de gris pixel amplitude du gradient        
  la possibilite d eliminer des chanes 
  la minimisation du nombre de chanes 
  la possibilite de travailler avec des stockages d images reduits 
  une faisabilite temps reel envisageable pour un cout reduit
Pour cela ils ont repris l idee de decomposition d un pave  x  centre autour
d un pixel en passe present futur idee deja utilisee pour le coloriage de taches
ou sur des problemes de restauration d images La methode se divise en trois
etapes principales 

 Vision par ordinateur
  creation des chanes en parallele en une passe par un balayage de l image
avec un pave  x   les chanes sont creees par mise a jour iterative par de
simples jeux de pointeurs 
  fusion des chanes obtenues an de minimiser leur nombre 
  elimination de chanes suivant un critere
L originalite de cette approche par rapport aux nombreux algorithmes de
chanage existant est de proposer une structure de donnees propre permettant
d eectuer le chanage et de representer son resultat En eet il faut noter que
dans les travaux anterieurs l aspect structure de donnees n avait pas ete aborde
aussi clairement Une methode d approximation polygonale peut permettre
ensuite d obtenir a partir des chanes de contours une approximationpolygonale
des contours voir le chapitre 
  Vision par ordinateur
  creation des chanes en parallele en une passe par un balayage de limage
avec un pave  x   les chanes sont creees par mise a jour iterative par de
simples jeux de pointeurs 
  fusion des chanes obtenues a	n de minimiser leur nombre 
  elimination de chanes suivant un critere

Loriginalite de cette approche par rapport aux nombreux algorithmes de
chanage existant est de proposer une structure de donnees propre permettant
deectuer le chanage et de representer son resultat
 En eet il faut noter que
dans les travaux anterieurs laspect structure de donnees navait pas ete aborde
aussi clairement
 Une methode dapproximation polygonale peut permettre
ensuite dobtenir a partir des chanes de contours une approximationpolygonale




Les chanes de contours peuvent etre partitionnees dans des segments de
courbes qui ont une description analytique connue telles des lignes droites et des
coniques
 La plus simple description dune courbe est la ligne droite mais dans
de nombreux cas ce nest pas susant et lutilisation de courbes du deuxieme
ordre savere alors necessaire
 Ce chapitre est en grande partie base sur les
travaux de Pavlidis  Horowitz  

  Segmentation dune chane
Soit C  fci  i            ng lensemble des points dune chane ou ci 
xi  yi est le i eme point de la chane avec ses coordonnees dans limage
 Ce
point na en principe que deux voisins sauf pour le premier et dernier point 
ci  et ci
 Soit S une partition de C
 SoitM un sousensemble de C contenant
les points de cassure correspondant a la partition S
 On a 
S  fs  s       sN g et M  fm m      mNg
Le segment sk commence au pointmk et se termine au pointmk
 Les elements
m de M appartiennent egalement a C
 Chaque m correspond donc a un c 
mk  cik 




sk  fcj j ik  j  ik  cik  mk  cik  mkg
La segmentation dune chane de contours posera donc deux problemes 
  














Figure   Un exemple de segmentation 








Figure   La parametrisation dune droite utilise la distance de la droite a
lorigine et linclinaison de la droite par rapport a laxe horizontal 
Segmentation de contours  
 
 trouver un partionnement de la chane en segments s       sk     et

 trouver pour chaque segment sk la meilleure approximation analytique

Nous allons commencer par donner une solution simple dapproximation dun
ensemble de points par un segment de droite et par un arc de cercle
 Ensuite
nous allons decrire quelques methodes de partionnement dune chane de points
en segments

  Approximer un segment par une droite
Soit lequation dune droite 	gure 

 
x sin y cos   d 
 
La distance dun point xi  yi a cette droite est 
ei j xi sin yi cos  d j















Apres calculs on obtient pour d et  





































xi  Vxyi  Vy
   Approximer un segment par un cercle
Soit lequation dun cercle 
x a  y  b  r 

Avec les notations suivantes 
A  a
B  b
C  a  b  r
Lequation du cercle peut secrire a nouveau 
x  y Ax By C   

La distance dun point a un cercle secrit 
di j
p
xi  a  yi  b  r j 

Cependant ceci conduit a un probleme doptimisation non lineaire
 La distance
euclidienne dun point a un cercle peut etre remplacee par la distance alge
brique 
ei  j xi  a
  yi  b
  r j
 j xi  y

i  Axi Byi  C j 







La solution pour A B et C est donnee par le systeme dequations suivant 














Apres derivation on obtient 
Uxx A  Uxy B  Ux C  Uxxx  Uxyy
Uxy A Uyy B  Uy C  Uxxy  Uyyy 
 






et des de	nitions similaires pour Ux Uxxy Uxyz etc

On obtient donc un systeme lineaire a trois inconnues A B et C a partir
desquelles on retrouve facilement les parametres du cercle

  Algorithme de decoupage recursif
Supposons pour linstant quon veuille approximer une chane de points avec
des segments de droite
 Dans ce cas un algorithme de decoupage recursif peut
etre le suivant 
 
 pour une chane de points estce un segment de droite 

 si oui  aller en 	n 

 sinon  diviser la chane en deux souschanes et repeter




Avec les notations precedentes considerons une souschane sk dont les extremi
tees sont mk et mk
 Si cette souschane nest pas correctement approximee
par un segment de droite au sens du critere quadratique enonce precedem
ment une fa!con "naturelle dameliorer cette approximation est de chercher
parmi les points de la souschane sk celui qui est le plus eloigne de la corde
de	nie par les extremites de sk
 On casse alors sk en deux souschanes s

k et
sk et on leur applique le meme traitement  
  Vision par ordinateur
La 	gure 

 illustre une implantation ecace de lalgorithme de decoupage
recursif
 La procedure utilise deux tableaux CLOSED et OPEN
 Initialement
ces tableaux contiennent respectivement le premier et dernier points de la
chane A et B
 Si la chane comprise entre A et B ne peut etre approximee
par un segment de droite ce qui est le cas le point le plus eloigne de la
corde AB C est choisi comme point de cassure
 Ce point est rajoute dans
le tableau OPEN
 A chaque pas diteration de la procedure on considere la
chane comprise entre le dernier point entre dans CLOSED et le dernier point
entre dans OPEN
 Lorsquun point de cassure est trouve il est rajoute a la 	n
du tableau OPEN
 Lorsquune chane peut etre approximee par un segment
le dernier point entre dans OPEN passe dans CLOSED

CLOSED OPEN Segment considere Sommet cree
A B AB C
A B C AC D
A B C D AD  
A D B C DC E
A D B C E DE  
A D E B C EC F
A D E B C F EF  
A D E F B C FC  
A D E F C B CB G
A D E F C B G CG  
A D E F C G B GB H
A D E F C G B G GH  
A D E F C G H B HB  
A D E F C G H B    
Figure    Un exemple de procedure de decoupage recursif 
 	 Algorithme de decoupage et union
Supposons maintenant quon veuille approximer une chane par une sequence
de segments de droite et darcs de cercle
 Lalgorithme de decoupage recursif
devient alors 
Segmentation de contours  
 
 pour une chane de points  estce un segment de droite 

 si oui  aller en 	n 

 sinon  estce un cercle 

 si oui  aller en 	n 






Cet algorithme pose trois problemes 
 
 etant donne un ensemble de points approxime correctement au sens des
moindres carres aussi bien par une droite que par un cercle quelle approxima
tion choisir  Ce probleme est illustre par la 	gure 

 Dans cet exemple nous
sommes tentes de choisir un cercle
 Nous introduisons un facteur devaluation
e 










  n est le nombre de points de la chane 
  k est le nombre de changements de signe de la sequence des vecteurs
derreur 
  p est la longueur de la plus grande sequence de vecteurs derreurs ayant
le meme signe

  Vision par ordinateur
Dans lexemple traite k est grand et p est petit pour un cercle alors que cest
le contraire pour une droite
 Dans ce cas on aura donc 
ecercle  edroite

 les points de cassure choisis par lalgorithme de decoupage recursif peu
vent couper un arc de cercle en deux parties 	gure 

 Il faudrait donc accom
pagner la procedure de decoupage par une procedure dunion de deux chanes
adjacentes










Figure  	 La procedure de decoupage recursif a coupe un arc de cercle en
deux morceaux 

 lors du choix dun point de cassure sa position peut etre mauvaise par
rapport a une position theorique
 Cest souvent le cas lorsquune droite est tan
gente a un cercle le point de tangence etant dicile a localiser 	gure 

 Soit
Ek et Ek les erreurs dapproximation associees a deux segments adjacents
et soit mk leur point de cassure
 On veut trouver la position dun nouveau
point de cassure mk tel que 
jmk mkj  Dmax
Ek  Ek
Ek  Ek
Segmentation de contours  
CLOSED OPEN Segments consideres Sommet enleve
A D E C H B ADE  
A D E C H B DEC  
A D E C H B ECH C
A D E H B EHB  
A D E H B   
A D E H B    
Figure  
 Un exemple de decoupageetunion 
point de tangence
point de cassure
Figure   Une droite tangente a un cercle 
On de	nit donc un intervalle autour du point de cassure initial a linterieur
duquel on doit se deplacer
 Le nouveau point de cassure doit etre tel que les




Nous allons illustrer a laide dun exemple simple la segmentation en lignes
droites obtenues par un algorithme de decoupage et union tel quil vient detre
decrit
 La 	gure 

 montre une image comportant beaucoup de lignes droites
gauche ainsi que le resultat de lextraction de contours droite
 La 	gure 


montre le resultat de lapproximation polygonale
 On remarque que dans ce cas
le choix de lerreur maximale dapproximation nest pas du tout critique

  La transformee de Hough
Il est possible de "grouper des points de contour colineaires sans passer par
letape de chanage
 On peut utiliser pour cela une methode qui consiste a faire
   Vision par ordinateur
Figure   Une image a niveaux de gris et les contours extraits de cette
image utilisant le ltre de Deriche 
Figure   Les segments de droite obtenus avec un algorithme de decoupage
et union  Dans limage de gauche nous avons utilise une erreur maximale
dapproximation de  	 pixels alors que dans limage de droite nous avons utilise
une erreur de 
 pixels 
Segmentation de contours    
correspondre a des points de contour du plan image des points dun espace
de parametres
 Cette technique sappelle "transformee de Hough du nom de
son inventeur
 Conceptuellement elle peut setendre pour detecter des courbes
de forme quelconque
 On trouvera un traitement complet de la tranformee de
Hough dans  

Soit lequation dune droite telle que nous lavons deja utilisee 
x sin y cos  d
Si de plus      les parametres de la droite sont uniques
 A chaque droite
du plan x y correspond un point dans le plan  d

Considerons maintenant un point de contour du plan image
 Ce point est
caracterise par sa position dans limage xi  yi et par son orientation i
 On
peut donc de	nir une droite qui passe par ce point et qui a la direction du
contour 
xi sini  yi cosi  di
A chaque pointcontour du plan image correspond donc un point dans le plan
  d
 Soient n pointscontour colineaires
 On aura        n et d 
    dn
 A tous ces points colineaires il correspond le meme point dans le plan
des parametres

A	n dutiliser pratiquement cette technique nous devons discretiser le plan
des parametres en NM cellules
 A chaque pointcontour du plan image corres
pond donc une cellule du plan  d
 De plus on associe un compteur a chaque
cellule
 Chaque fois quune cellule re!coit un "vote de limage on incremente
son compteur
 Des points de contour colineaires voterons pour la meme cel
lule le compteur correspondant contiendra par consequent une valeur elevee
par rapport au compteur dune cellule qui ne correspond pas a des points de
contour colineaires 	gure 
 










Figure   Detection de droites avec la transformee de Hough 
Chapitre  
Segmentation d images en regions
L objectif de la segmentation d images en regions est de partitionner une image
en zones d interet correspondant a des objets de la scene d ou elle est issue Elle
peut etre situee dans le cadre plus general de la segmentation de donnees
Le probleme de base de la segmentation de donnees est le suivant 
On connat 
  un ensemble d entit es
  un ensemble d attributs caracterisant ces entites
  des relations topologiques entre ces entites
  des attributs relationnels entre ces entites
On cherche 
  une ou des partitions de ces donn ees ayant des proprietes interes	
santes par rapport aux attributs et aux relations topologiques
Les principaux problemes qui se posent sont 
  de
nir les propri et es des partitions que l on cherche
  concevoir des algorithmes permettant l obtention de partitions opti
misant ces propri et es
Pour le probleme speci
que de la segmentation d images 
  les entit es sont des points dimages par exemple bidimensionnelles ou
tridimensionnelles
  les attributs sont la position dans lespace et les luminances
  les relations topologiques sont la 	connexite ou la 	connexite

 Vision par ordinateur
  les attributs relationnels sont les caracteristiques des frontieres entre
deux ensembles d entites
On peut donc caracteriser un probleme de segmentation dimages par 
  un ensemble de criteres dhomog en eit e determinant les proprietes
des partitions de l image que l on cherche  mod elisation analytique
  un algorithme utilisant ces criteres de maniere a segmenter l image 
mod elisation algorithmique
On est donc confronte a deux problemes de base distincts 
  la de
nition de criteres de segmentation speci
ques a chaque probleme
particulier de segmentation
  la de
nition d une strat egie dutilisation des criteres de segmentation
qui peut etre de
nie de maniere generale
On peut noter que dans le cas ou les proprietes d homogeneite des regions
s expriment simplement il est possible de deriver un operateur d extraction de
contour qui detecte les frontieres entre les regions On peut ensuite determiner
les regions par fermeture des contours ainsi obtenus Un exemple de ce type
d approche est presente ulterieurement Mais souvent la recherche de 
ltres ai	
sement implantables permettant de detecter les ruptures d une propriete d ho	
mogeneite d ordre superieur a  reste complexe Ce constat a motive le nombre
important de travaux consacres a la segmentation d images en regions
Les methodes existantes peuvent etre rangees dans deux categories  les
methodes de classi
cation et les methodes de croissance de regions La
dierence principale entre ces deux types d approches reside dans la strategie
d utilisation de l espace des luminances et des relations spatiales existant entre
les pixels Les methodes de classi
cation determinent d abord une partition
de l espace des luminances et se servent ensuite des relations de connexite
pour determiner les regions Les methodes de croissance de regions utilisent de
maniere simultanee ces deux types d information
 Probl ematique 	 un probleme doptimisation NPdi
cile
L objectif de cette section est de montrer que la segmentation en regions dans
des images de dimension quelconque se ramene a un probleme d optimisation
Nous verrons qu il est le plus souvent NP	dicile ce qui necessite l introduction
d heuristiques auxquelles est consacree la section suivante
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La segmentation d une image I utilisant un predicat d homogeneite P est
communement de
nie    comme une partition S  R   R    Rn
de I telle que 
 I   Ri  i     n
 Ri est connexe i     n
 P Ri  vrai  i     n
 P RiRj  faux  i  j pour tout couple Ri  Rj de regions connexes
ll est important de remarquer que les conditions     ne de
nissent
pas en general une segmentation unique Les resultats de segmentation de	
pendent par consequent de l ordre et de la maniere avec lesquelles les donnees
sont traitees et non pas seulement de l information contenue dans l image Par
exemple dans beaucoup de methodes une segmentation calculee sur la trans	
posee d une image n est pas similaire a la transposee de la segmentation de
l image Il est possible de reduire ce probleme d indetermination en ajoutant
une contrainte d optimisation d une fonction C caracterisant la qualite d une
segmentation  Soit Q une fonction caracterisant la qualite d un element de
S par exemple la variance des niveaux de gris des pixels d une region Soit C
une fonction monotone et symetrique par rapport a la qualite de chaque element
de S  CS  CQR     QRn par exemple la moyenne arithmetique de
QR     QRn Nous ajoutons aux axiomes    le suivant 
 parmi toutes les segmentations possibles S veri
ant    nous recher	
chons la ou une segmentation S  qui optimise la fonction de qualite c est	a	
dire telle que 
CS   CS S  SP I
ou SP I est l ensemble des partitions de I et C une fonction decroissante
Tres souvent C est additive elle peut etre par exemple dans le cas d images
	D la fonction C  de













 CardRi etant le nombre de points d une region Ri
Il est important de remarquer que generalement les proprietes desirees pour
les regions peuvent etre decomposees hierarchiquement de maniere a simpli	

er leur optimisation  Une suite P   C      Pn  Cn sera ainsi utilisee
au lieu d un simple couple P C Une telle decomposition permet de reduire
en le divisant le probleme d optimisation Cette necessite peut s illustrer par
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un exemple simple Supposons que nous voulions determiner des angles droits
a partir d un ensemble de points Dans une premiere etape nous utiliserons
un couple P   C  permettant l obtention de segments de droites a partir des
points Dans une deuxieme etape nous utiliserons un couple P  C permet	
tant la formation d angles droits avec les segments
Il est clair que la condition  ne de
nit pas toujours une segmentation
unique En eet plusieurs segmentations ayant la meme valeur minimale de C
peuvent exister Quoi qu il en soit cette condition permet d obtenir une de
ni	
tion plus precise mais pose un probleme algorithmique sous	tendant une com	
plexite importante C est pourquoi la recherche d algorithmes sous	optimaux
est necessaire
 Segmentation en r egions par classication
Ces methodes determinent d abord une partition de l espace des luminances
en utilisant les niveaux de gris presents dans l image On associe a chaque pixel
la classe de niveaux de gris a laquelle il appartient Les regions sont de
nies
par les ensembles maximaux de pixels connexes appartenant a la meme classe
Les predicats d homogeneite et les fonctions de qualite voir paragraphe pre	
cedent ne sont pas de
nis explicitement dans ce type d algorithme Le plus
souvent la classi
cation des luminances s eectue a partir du calcul de l his	
togramme de repartition dans l image On recherche les dierents modes de
l histogramme et les vallees correspondantes Les classes sont determinees
par les intervalles entre les vallees Cette procedure fonctionne bien pour des
images comprenant un nombre peu important d objets ayant des niveaux d in	
tensite dierents Olhander  a ameliore cette idee en introduisant une clas	
si
cation recursive permettant d operer quand un nombre important d objets
est present dans l image On de
nit un masque selectionnant tous les pixels
de l image un masque de
nit une zone de l image Pour chaque masque un
histogramme de l image masquee est calcule Les modes de l histogramme sont
detectes permettant ainsi de segmenter l espace des niveaux de gris Les points
de l image sont etiquetes avec la classe correspondante Les ensembles maxi	
maux de pixels connexes appartenant a une meme classe sont determines Si
l histogramme comprend plus qu un mode alors le masque est termine Sinon
tous les ensembles connexes precedemment calcules sont utilises pour generer
des masques qui sont places dans une pile de masques Durant les iterations
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successives le masque courant determine les pixels utilises pour le calcul d his	
togrammes La classi
cation est repetee pour chaque nouveau masque jusqu a
ce que la pile soit vide Le nombre des modes de l histogramme determines a
chaque etape est un parametre de cette procedure  par exemple si ce nombre
est reduit a l unite on determine a chaque etape le meilleur pic Ohta Ka	
nade et Sakai  ont adapte cet algorithme pour la segmentation d images
couleur Dans le cas ou l image contient un objet se detachant sur un fond
des techniques de classi
cation par seuillage adaptatif ont ete developpees 
	 Ces methodes combinent l information spatiale de l image avec l in	
formation de luminance pour aider la determination des seuils L iteration de
ce type d algorithme peut permettre la segmentation d images comprenant plu	
sieurs objets
Chow et Kaneko  calculent en chaque point un seuil dependant de l histo	
gramme de repartition des luminances sur son voisinage Des voisinages carres
   ou    sont par exemple utilises pour la determination de ces
histogrammes locaux De maniere a eviter le calcul d un histogramme pour
chaque point Chow et Kaneko partitionnent l image en blocs calculent l his	
togramme pour chaque bloc determinent un seuillage approprie pour chaque
histogramme et ensuite interpolent spatialement les valeurs des seuils de ma	
niere a obtenir un seuil adaptatif en chaque pixel
Weszca Nagel et Rosenfeld  suggerent de determiner un histogramme
en prenant seulement en compte les pixels de laplacien faible Seules les lu	
minances a l exterieur des zones de fort gradient donc a priori a l interieur de
zones homogenes peu bruitees sont ainsi prises en compte
Watanabe  propose de choisir une valeur de seuil qui maximise la somme
des gradients calculee sur tous les pixels dont le niveau de gris est egal a la valeur
du seuil
Ces methodes de segmentation par classi
cation se revelent ecaces si
la classi
cation des luminances permet de mettre en evidence les dierentes
regions homogenes de l image Dans le cas d images comprenant des objets
de luminances dierentes se detachant sur un fond cette approche donne de
bons resultats Mais lorsque les images sont bruitees et contiennent un nombre
important d objets la classi
cation se revele peu utilisable Dans ce cas il est
necessaire d utiliser les relations spatiales tout au long du processus de segmen	
tation Cette idee a ete developpee dans les methodes dites de croissance de
regions
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 Segmentation par croissance de r egions
Ces techniques consistent a regrouper iterativement des ensembles de points
connexes en regions plus importantes en utilisant des conditions dependant de
proprietes d homogeneite L idee de base de ce type d approche est de de
	
nir des criteres de regroupement des pixels permettant l obtention de regions
homogenes Les relations spatiales sont ainsi utilisees tout au long du proces	
sus de segmentation Ces methodes peuvent etre subdivisees en deux classes 
agregation de points et regroupement iteratif d ensembles de points
 Agr egation de points
Ces algorithmes associent a chaque pixel un vecteur de proprietes Deux
pixels sont regroupes si leurs vecteurs de proprietes sont susamment si	
milaires Le resultat de la segmentation est constitue par les composantes
connexes determinees Divers vecteurs de proprietes et diverses mesures de si	
milarite ont ete proposees  
L heuristique la plus simple consiste a reunir deux pixels si leur dierence
de niveau de gris est susament faible Bryant  normalise cette dierence
par la moyenne des dierences calculees sur tous les couples de pixels voisins
de l image Asano et Yokoya  regroupent deux pixels si leur dierence de
niveaux de gris est faible par rapport a la plus grande dierence existant entre
chacun des pixels et ses voisins pris dans un petit voisinage carre
Nagao et Matsuyama utilisent ce type d algorithme pour la segmentation
d images couleur  Un pixel est regroupe avec un noyau de region si la
norme SUP entre son vecteur de composantes dans R  V B et un vecteur
de composantes quelconques d un point du noyau est majoree par un seuil
Une expansion point a point permet d obtenir un ensemble de regions dont
l amplitude de variation des intensites des points selon les composantes rouge
R vert V  bleu B est majoree par le seuil
Des criteres de regroupement plus sophistiques attachant a chaque pixel un
vecteur de proprietes dependant d un voisinage k  k autour du pixel ont ete
employes Souvent le vecteur propriete est issu d un operateur de detection
de contour   Les pixels non separes par un contour sont associes Les
resultats obtenus dependent evidemment du detecteur de contour utilise
Les limitations de ce type d approche par agregation de points sont liees au
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fait que les entites que l on regroupe les pixels vehiculent peu d informations
En eet ces methodes consistent a determiner des noyaux de regions et ensuite
a regrouper iterativement des points a ces noyaux Les seules informations dont
on dispose pour decider d un regroupement sont les caracteristiques du noyau
de regions et la luminance du point Les methodes par regroupement iteratif
d ensembles de points permettent d utiliser des informations plus riches pour
former les regions
 Regroupement it eratif densemble de points
L idee de ces methodes est de de
nir une succession de partitions de l image
par regroupement iteratif de regions connexes Cette strategie permet de de
nir
des heuristiques de regroupement dependant de la similarite des proprietes des
regions
La premiere approche de ce type a ete proposee par Muerle et Allen 
Ils suggerent de regrouper deux regions adjacentes si leurs distributions de
niveaux de gris sont susament similaires Ils recommandent d utiliser le test
de Kolmogorov	Smirnov
Brice et Fennema  eectuent la croissance de regions en partitionnant
l image en ensembles initiaux de points de meme intensite Ils regroupent en	
suite sequentiellement les couples de regions adjacentes dont une fraction si	
gni
cative de la frontiere a un contraste faible Horowitz et Pavlidis utilisent
un quad tree pour representer l image Une strategie de fusion et d explosion
split and merge utilisant le quad	tree est ensuite mise en uvre  On ob	
tient ainsi un ensemble de regions dont l amplitude de variation des luminances
est majoree par un seuil
La methode developpee par Pong et al  est basee sur l utilisation se	
quentielle de plusieurs algorithmes  l image est d abord segmentee en utilisant
un sloped facet model   ensuite la segmentation initiale sert d entree a un
algorithme de croissance de regions Deux regions adjacentes sont fusionnees si
un critere de similarite est veri
e
La plupart de ces methodes regroupent iterativement tous les couples de
regions adjacentes veri
ant certaines conditions Le processus de croissance
s arrete quand plus aucun couple de regions adjacentes ne veri
e les conditions
de fusion Generalement le resultat obtenu depend de l ordre avec lequel les
couples de regions sont regroupes Ainsi le principe des methodes les plus
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ecaces est de de
nir une hierarchie de fusion
 Croissance hi erarchique de r egions
On decrit un algorithme sous	optimal illustrant la de
nition de la segmenta	
tion proposee precedemment L idee de base de cet algorithme est d optimiser
la qualite globale de la segmentation S par une optimisation locale  
Il consiste a regrouper parmi tous les couples de regions dont la reunion veri
e
le predicat P  celui ayant la meilleure qualite locale Q Il s ecrit comme suit 
S  I
tant qu un couple de regions connexes dont l union veri
e P existe faire 
  regrouper parmi tous les couples Ri  Rj dont l union veri
e P celui
minimisant QRi Rj
  mettre a jour S
Cet algorithme de regroupement optimise l estimation globale de la qualite
de la segmentation par optimisation locale de Q Le fait que le cout de fusion Q
soit optimise sur l image entiere permet au processus de fusion d etre fortement
guide par les donnees On ne de
nit pas de sens de parcours ou de traitement
des donnees L ordre avec lequel l image est traitee n est pas determine a priori
comme dans la plupart des algorithmes de segmentation Cet algorithme peut
etre itere pour utiliser une suite de criteres de fusion  P   Q     Pn  Qn
Au premier abord cet algorithme semble sous	tendre une complexite impor	
tante En eet le choix du meilleur couple de regions connexes par rapport a
Pi  Qi amene en general des implantations couteuses Or si certaines condi	
tions relatives aux Pi  Qi sont veri
ees une implantation de faible complexite
algorithmique est possible  On va maintenant decrire ces proprietes On
donnera tout d abord quelques de
nitions et ensuite les hypotheses necessaires
sur les Pi  Qi
 De
nitions
Soit E  e   e     en une partition initiale de l image  E peut etre l image
ou une segmentation initiale
Soit P E l ensemble des sous	ensembles de E
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Soit R l ensemble des reels
Soit k le nombre d attributs associes a un sous	ensemble de E
Soit A une fonction de P E vers Rk qui associe un vecteur d attributs a un
sous	ensemble de E par exemple pour une image de niveaux de gris  l aire la
moyenne ou la variance de niveau de gris     Soit m le nombre d attributs
associes a un couple de sous	ensembles de E
Soit G une fonction de P E vers Rm qui associe un vecteur d attributs a
un couple de sous	ensembles de E par exemple pour une image de niveaux de
gris  le gradient moyen a la frontiere
Soit S une partition de E  S  fE   E    Epg
On associe a S l ensemble des attributs de ses elements et l ensemble des
attributs de ses paires d elements respectivement V S et W S 
V S  fAE   AE    AEpg
W S  fGEr  Es r  s     pg
Chaque triplet S  V S W S de
nit et caracterise une segmentation de
E
On de
nit l action consistant a fusionner deux elements de S Ei et Ej Cette
operation consiste a de
nir un nouveau triplet 
S  V S W Si j  R  V R W R
R  fE        Ei   Ei Ej  Ei        Ej   Ej        Ep g
V R  fA        AEi   AEi Ej       AEp g
W R  fGEp  Eq  p  i  q  j GEq  Ei Ej   g
 Conditions pour une implantation rapide
On suppose que les conditions A  et A suivantes sont veri
ees 
A   La suite de couples  Pr edicat de fusionCo	ut de fusion
  P Q
d enissant les heuristiques de regroupement est telle que 
E F  S nous avons 
P E  F   P AE  AF   GE F 
QE  F   QAE  AF   GE F 
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Cela signi
e que le predicat d homogeneite et la fonction de qualite de la
reunion de deux regions peuvent etre calcules a partir de leurs attributs
A  Il existe deux fonctions T et U telles que 
T est une fonction de Rk vers Rk telle que 
S   S  P EAS   S  T AS   AS
Cela signi
e que les attributs de la reunion de deux regions peuvent etre
calcules a partir des attributs des deux regions
U est une fonction de Rm dans Rm telle que 
S   S  S  P EGS   S  S  U GS   S  GS   S
Cela signi
e que les attributs du couple S   S  S peuvent etre calcules
a partir de ceux de S   S et S   S
Les fonctions T et U permettent de mettre a jour aisement S  V S W S
apres une fusion Ainsi si un triplet initial S  V S W S et les fonctions T
et U sont donnees nous pouvons eectuer une suite de fusions en mettant a
jour iterativement le triplet courant
 Remarques
Les conditions A  et A permettent de realiser une implantation de l 
algorithme dont la complexite est faible Dans beaucoup de problemes de seg	
mentation on peut trouver des criteres de segmentation qui veri
ent ces condi	
tions Le probleme principal pose par la condition A  est que le predicat
ainsi que le cout de fusion sont uniquement des fonctions du couple de regions
En eet aucune information contextuelle concernant par exemple les attri	
buts des regions voisines ne peut etre inseree dans un couple Pi  Qi veri
ant
A  Pour le cas de l optimisation d une fonction globale de qualite Ci mono	
tone et symetrique par rapport aux qualites locales Qi cette restriction n est
pas genante En eet une telle estimation de la valeur d une segmentation ne
necessite pas pour etre optimisee d information contextuelle
La caracterisation des attributs induite par A implique une restriction
sur la nature des attributs utilises L existence de la fonction T signi
e que
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les attributs associes a une region peuvent etre calcules a partir des attributs
associes a un ensemble quelconque de regions formant une partition de la region
L existence de la fonction U implique que les attributs associes a un couple
de regions peuvent etre determines a partir de ceux des couples du produit
cartesien de deux partitions quelconques des deux regions Pratiquement quand
un attribut interessant pour un probleme de segmentation ne veri
e pas la
condition A nous cherchons a l exprimer en fonction d attributs la veri
ant
D un point de vue theorique une telle decomposition existe toujours  le pire des
cas etant quand elle utilise tous les points de la region Nous avons evidemment
interet a employer des attributs qui peuvent etre exprimes avec un nombre
reduit d attributs veri
ant A Nous allons illustrer ces remarques par le cas
simple de la variance des niveaux de gris souvent utilisee pour la segmentation
des images naturelles La variance des niveaux de gris de deux regions R  et
R n est pas uniquement fonction de la variance de R  et de la variance de R
Cependant elle peut etre calculee si on connait l aire la somme des niveaux
de gris et la somme des carres des niveaux de gris des deux regions R  et
R Ces trois attributs veri
ent la propriete A en eet le vecteur attribut
incluant respectivement ces trois attributs est associe a la fonction T suivante 
T x   x  x  y   y  y  x   y   x  y  x  y Ainsi si nous voulons
utiliser la variance des niveaux de gris pour segmenter des images naturelles
	D par exemple nous inclurons dans les attributs associes aux regions  l aire
la somme des niveaux de gris et la somme des carres des niveaux de gris
De meme la matrice de covariance d un ensemble de points 	D ou 	D peut
etre calculee aisement a partir des sommes des produits de coordonnees Les
memes remarques concernant la condition A peuvent etre faites au sujet des
attributs associes aux couples de regions tels que  nombre de points et gradient
moyen le long de la frontiere
 Implantation
On represente un triplet S  V S W S par un graphe value On associe a
chaque nud du graphe un element de S et le vecteur attribut qui le caracterise
Nous associons a chaque arc du graphe un couple d elements de S et le vecteur
attribut qui caracterise les relations existant entre les deux nuds Chaque
nud du graphe correspond a la reunion d un ensemble de nuds issus du
graphe initial 	le graphe initial etant obtenu a partir d une segmentation initiale
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dans le pire des cas l image Pratiquement des arcs sont crees seulement entre
des regions veri
ant des proprietes interessantes par exemple de connexite ou
de recouvrement  
Le processus de croissance de regions consiste donc a calculer le graphe
initial et a iterer les deux actions suivantes 
 determination du couple de nuds a regrouper
 mise a jour du graphe apres le regroupement des deux nuds correspon	
dant
L etape  necessite un acces rapide au couple de nuds veri
ant le predicat
courant et optimisant la fonction de cout Il est donc necessaire de de
nir
une structure de donnees permettant de representer ecacement un ensemble
d objets muni d une relation d ordre et sur lequel doivent etre applique les
operations suivantes 
  inserer
  oter le minimum
La structure de tas heap permet d eectuer ces operations avec un cout de
l ordre du logarithme du nombre d elements pris en compte On trouvera une
description du tas et de son implantation dans 
L etape  necessite un acces rapide aux arcs incluant un nud donne ainsi
qu aux attributs correspondant On peut donc choisir une representation du
graphe permettant un acces direct a l ensemble des arcs comprenant un nud
donne ainsi qu aux attributs correspondants
Le graphe est represente par les listes darcs associ ees a chaque nud et
des listes dattributs associ ees aux nuds et aux arcs
On speci
e ainsi un probleme de segmentation par 
  un graphe initial issu d une partition initiale et les attributs associes a
ses nuds et a ses arcs
  deux fonctions de mise a jour attachees respectivement aux attributs	
nuds et aux attributs	arcs T et U 
  une suite de couples Pr edicat de fusion Cout de fusion qui
de
nit la strategie de regroupement P   Q      Pn  Qn
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 Complexite
Discutons maintenant de la complexite algorithmique de cet algorithme Les
calculs provoques par la fusion de deux nuds sont donc les suivants 
  calcul des attributs du nouveau nud en utilisant la fonction de mise a
jour T 
  calcul des attributs des arcs incluant le nouveau nud en utilisant la
fonction de mise a jour U 
Nous devons ajouter aux calculs precedents ceux dus a la determination du
couple a fusionner et a la mise a jour du tas c est	a	dire 
  prendre la tete du tas jusqu a ce qu un arc valide soit extrait
  calcul du cout attache aux nouveaux arcs et rangement des pointeurs
correspondants dans le tas
Plus formellement la complexite algorithmique peut etre calculee comme
suit 
Soient N et B respectivement le nombre de nuds et le nombre d arcs du
graphe initial
Soit F le nombre de fusions eectuees durant la segmentation
Chaque nud est connecte en moyenne avec V  B
N
nuds  on suppose
que V reste a peu pres constant durant le processus
Soit T  le nombre d operations requises pour le calcul de la fonction T 
Soit T le nombre d operations requises pour le calcul de la fonction U 
Soit T le nombre d operations requises pour le calcul du predicat et de la
fonction de cout
Soit M le nombre moyen de nuds adjacents veri
ant le predicat de fusion
pour un nud donne du graphe initial  on suppose que M reste constant
durant le processus de regroupement
Le calcul necessite par la mise a jour de graphe lors des fusions est  FT  
FTV 
Pour mettre a jour tas lors d une fusion nous inserons dans le tas en moyenne
V nouveaux arcs et ainsi nous calculons V nouvelles valeurs de predicats et
de cout De plus nous inserons dans le tas les nouveaux arcs qui veri
ent le
predicat Nous pouvons raisonnablement supposer que le nombre maximum
d elements dans le tas est a peu pres VM 
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Le nombre d operations requises pour la mise a jour du tas lors des fusions
est donc approximativement 
FTV  FMV OLOGVM 
Le second terme de la somme ci	dessus correspond au cout de l insertion des
valeurs des nouveaux arcs crees par le regroupement
La complexite totale de notre algorithme est donc 
OFT   FTV  FTV  FMV LOGVM 
Ce resultat montre l importance de V et M pour la complexite de notre
algorithme M caracterise l etat du graphe initial par rapport au predicat de
fusion On a donc interet a utiliser une bonne methode  pour determiner une
segmentation initiale Nous remarquons que la complexite est une fonction de
la densite d arc du graphe Nous aurons donc interet a limiter le nombre de
relations entre les nuds du graphe
Cet algorithme de segmentation par croissance de regions s applique pour
des images de dimensions quelconques monochromatiques et multichroma	
tiques ainsi que pour la segmentation de surfaces D   Il faut noter
qu il peut prendre en compte le resultat d une detection de contours a
n de
controler la croissance des regions avec des proprietes de discontinuite 
Nous donnons un exemple d application de cette methode pour des images D
monochromatiques 
 Application aux images monochromatiques
De maniere a appliquer cette methode de segmentation aux images mo	
nochromatiques il faut etablir une hierarchie des proprietes desirees pour les
regions Ensuite on attache a chaque propriete d homogeneite un predicat
une fonction globale de qualite et une fonction locale de qualite On determine
alors les attributs associes aux regions et aux couples de regions permettant de
calculer le predicat d homogeneite et la fonction locale de qualite On montre
en
n que ces predicats et ces fonctions veri
ent les proprietes de
nies dans le
paragraphe precedent
La determination de criteres de segmentation s appliquant a une classe im	
portante d images naturelles monochromatiques n est pas aisee En eet la
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multiplicite des facteurs physiques intervenant dans la formation d une image
rend dicile le calcul de fonctions d homogeneite permettant de dierencier les
projections des divers objets de la scene L experimentation montre que des cri	
teres simples donnent le plus souvent des resultats comparables a ceux obtenus
a l aide de criteres compliques et que l on maitrise mal Il est donc interessant
d utiliser une suite de criteres simples permettant de caracteriser une region
homogene au sens des niveaux de gris
Le premier critere base sur l amplitude des variations des niveaux de gris
a l interieur d une region permet de determiner les regions de luminance qua	
siment uniforme cette amplitude de variation est obtenue en eectuant la
dierence entre le niveau de gris le plus haut et le niveau de gris le plus bas
Le deuxieme critere base sur la variance des niveaux de gris engendre la
formation de regions homogenes mais bruitees Les regions de luminance a peu
pres constante sont ainsi regroupees a
n de former des regions de variance
faible
Le troisieme critere permet de fusionner les couples de regions voisines de
luminances moyennes sensiblement dierentes mais presentant une frontiere
avec un faible gradient
On remarquera que ces trois criteres ont une complexite calculatoire crois	
sante De maniere generale plus on avance dans le processus de regroupement
plus les informations necessaires a la croissance des regions deviennent com	
plexes Mais en contrepartie le nombre de regions diminuant le cout du proces	
sus de fusion n est pas aecte L ordre d application des criteres est important
car il correspond a une description hierarchique des regions recherchees Il se	
rait par exemple illogique d utiliser d abord la variance des niveaux de gris et
ensuite leur amplitude de variation En eet lorsque le processus de regrou	
pement debute avec tous les pixels de l image la variance des niveaux de gris
d une region est moins signi
cative et plus couteuse a calculer que l amplitude
de leurs variations Lorsque les regions de luminance uniforme se sont formees
alors seulement la variance devient un critere interessant De meme lorsque les
regions homogenes bruitees sont determinees alors le gradient sur la frontiere
devient signi
catif Les informations utilisees par le processus de croissance
de regions evoluent donc au cours de celui	ci correspondant a des niveaux de
description dierents de l image
Plus concretement on suppose qu une region peut etre hierarchiquement
decrite comme un ensemble connexe de points tel que 
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 la somme des gradients calcules sur ses points interieurs est faible ie
des contours ne la traversent pas
 la region peut etre partitionnee en sous	regions dont la variance des ni	
veaux de gris est faible
 chaque sous	region de faible variance de niveau de gris peut etre elle	meme
decomposee en sous	regions dont les pixels ont a peu pres la meme luminance
La troisieme propriete peut etre caracterisee par le predicat P  la fonction
de qualite globale C  et la fonction de qualite locale Q  
Soit Ii  j l image initiale Soit S  fR   R    Rng une segmentation de I
P Ri  MAXi MINi  s   s  est un seuil  MINi et MAXi sont








  Ik  l MINi

Q Ri MAXi MINi
La seconde propriete peut etre caracterisee par le predicat P la fonction
de qualite globale C et la fonction de qualite locale Q 
PRi  V Ri  s  s est un seuil  V Ri est la variance des niveaux
de gris des pixels de Ri
s est pris egal a s  de maniere a ce que les regions issues de la premiere
etape veri
ent P 
Notons ERi et CRi les moyennes respectives des niveaux de gris et du
carre des niveaux de gris de la region Ri Nous avons 
MAXi MINi  s  	j Ik  l  Ir  s j s  k  l et r  s points de Ri
I est la fonction des niveaux de gris 	 Ik  l  Ir  s  s  	 CRi 
ERi






  Mi j est la moyenne des niveaux de
gris de la region ou i  j est inclus
QRi  V Ri
La premiere propriete peut etre exprimee par le predicat P la fonction de
qualite globale C et la fonction de qualite locale Q 
Soient R  et R deux ensembles de points connexes et S une segmentation
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Figure  Les couples de points d etermin es par les extr emit es des segments
d enissent la frontiere entre la r egion  et la r egion   F

Soit F R   R l ensemble des couples de points de
nissant la frontiere entre
R  et R voir 
gure 
Soit NF R   R le nombre de couples de points de F R   R
Soit DR   R le gradient moyen a la frontiere entre R  et R 
DR   R  
X
i  j  k  l  F R   R





j Ii  j  Ik  l j  XsI est l ensemble des
couples de points connexes de l image I inclus dans une meme region S
Nous supposons que pendant le processus de fusion 
PR R  DR   R  s  s est un seuil
s est pris superieur a la valeur maximum de DR   R sur les couples de
regions adjacentes issues de l etape precedente
QR  R  DR   R
Le choix des dierents seuils s   s  s implique P   P  P
 est le symbole de la relation d ordre partiel sur les predicats 
Soient P et Q deux predicats de
nis sur un ensemble E P  Q signi
e que
si P est vrai alors Q est vrai





e ainsi ce probleme de segmentation par les couples 
P   Q   P  Q  P  Q
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Les attributs attaches a chaque region sont donc  l aire la somme des niveaux
de gris la somme des carres des niveaux de gris le maximum et le minimum
des niveaux de gris  et les attributs associes a chaque couple de regions  le
nombre de couples de points de
nissant la frontiere et la somme des dierences
de niveaux de gris entre ces points
Lors d une premiere etape on determine une segmentation initiale a
n de
diminuer le cout du processus de regroupement Nous utilisons la procedure
MERGE de Pavlidis avec le predicat d homogeneite P 
Ensuite on construit le graphe d adjacence correspondant aux regions obte	
nues de maniere a appliquer la strategie de regroupement de
nie par 
P   Q   P  Q  P  Q
La premiere etape de fusion permet d obtenir des regions de luminance a
peu pres uniformes Lors de la seconde etape des regions de niveaux de gris
homogenes mais bruites se forment grace a la troisieme les regions de luminance
sensiblement dierentes mais dont le gradient a la frontiere est faible sont
fusionnees On ajoute une derniere etape qui elimine les petites regions
 D autres criteres de segmentation
On peut aussi utiliser des criteres de segmentation bases sur une approxima	
tion de la distribution des niveaux de gris dans une region par des polynomes
d ordre 
Si on s interesse a la discrimination de regions ayant les memes statistiques
d ordre  les matrices de co	occurrence peuvent aussi etre prises en compte par
le processus de regroupement
La meme strategie de regroupement peut etre mise en uvre pour approxi	
mer une surface avec des quadriques par morceaux 
 D etection de r egions par fermeture de contours
Une idee classique par exemple developpee par R Deriche et J	P Cocque	
rez  est de detecter les regions en identi
ant les contours fermes constituant
leurs frontieres On determine alors les regions non pas en recherchant des zones
homogenes mais en detectant les points frontieres entre deux zones homogenes
de caracteristiques dierentes
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Ces points frontieres correspondent aux points de contour et peuvent etre
calcules avec un algorithme de detection de contours
Il faut noter que cette approche prend le contrepied de la methode prece	
dente fondee sur la determination d ensembles connexes de points possedant
des proprietes d homogeneite Les contours issus d un algorithme de detection
de contours sont rarement fermes aussi les dicultes des approches detection
des regions par fermeture des contours resident justement dans la fermeture
de ces contours Le succes de ce genre de methodes depend donc generalement
de la qualite du detecteur de contours utilise
R Deriche et J	P Cocquerez utilisent les resultats obtenus par le detecteur
de contours de R Deriche decrit precedemment  On remarquera que ce
choix conduit a l obtention de regions dont la distribution des niveaux gris
correspond a une fonction de Heavyside marche d escalier additionnee d un
bruit blanc
L originalite de cet algorithme est de proposer une methode de fermeture
basee sur un operateur simple qui permet de fermer les contours en suivant
les cretes de gradient Les regions sont ensuite obtenues par detection des
composantes connexes maximales n incluant pas de points de contours Cette
methode a un cout algorithmique tres faible lineaire selon le nombre de points
de l image
 Description dun algorithme de fermeture de contours
Le principe de cet algorithme  est de detecter par balayage de l image
ligne par ligne avec un operateur    les extremites des contours puis de
fermer ces contours en les prolongeant par suivi des cretes du gradient
L extraction des maxima locaux de la norme du gradient dans la direction
du gradient permet l obtention de contours d epaisseur  le plus souvent
Ainsi une extremite de contour peut etre identi
ee par un simple examen
de son voisinage  
La topologie de chaque extremite permet de de
nir une direction d explo	
ration pour la fermeture et a chaque con
guration d extremites est associee la
liste des voisins a examiner Pour elaborer le chemin de crete issu d un point
extremite il sut d examiner  voisins en fonction de la topologie de l extremite
L image apres detection de contours et fermeture comprend les pixels mar	
ques a  les contours et d autres pixels marques a  qui representent des
 Vision par ordinateur
voisin a examiner pour la fermeture
point de contour
Figure  Exemple de voisins a examiner pour la fermeture des contours
dans deux cas de congurations di erentes
regions
Le probleme est donc d aecter une meme etiquette aux points marques 
appartenant a la meme composante connexe de l image Cette operation est
eectuee par simple balayage de l image par un operateur en L Les classes
d equivalence sont mises a jour a chaque nouvelle application de l operateur
 R esultats exp erimentaux
Nous presentons a titre indicatif des resultats obtenus avec l  algorithme de
croissance optimale de regions On remarque que les resultats obtenus avec ces
deux types d algorithmes croissance de regions fermeture de contours sont
comparables du moins pour des images de scene dint erieur On notera aussi
que les contours des regions correspondent le plus souvent aux contours extraits
par detection de contours Les temps de calcul sur une station de travail SUN	
sont pour une image  de l ordre de  secondes CPU pour la croissance
de regions
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Figure  Image originale
Figure  Utilisation du critere maxmin croissance optimale de r egions

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Figure  Utilisation du critere moyenne croissance optimale de r egions

Figure  Utilisation du critere gradient croissance optimale de r egions

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Figure  Segmentation nale apres  elimination des petites r egions crois
sance optimale de r egions

Figure  Segmentation nale ou les r egions sont colori ees avec leurs
moyennes de niveau de gris
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Figure  Image originale coupe sagittale de t	ete obtenue par IRM

Figure  Utilisation du critere maxmin croissance optimale de r egions

Segmentation en r egions 
Figure  Utilisation du critere moyenne croissance optimale de r egions

Figure  Utilisation du critere gradient croissance optimale de r egions

 Vision par ordinateur
Figure  Segmentation nale apres  elimination des petites r egions crois
sance optimale de r egions

Figure  Segmentation nale ou les r egions sont colori ees avec leurs
moyennes de niveau de gris
Chapitre  
G eom etrie et calibration des cam eras
  Introduction
Dans ce chapitre nous allons bri evement decrire le mod ele geometrique as
socie au processus de saisie dimage  a laide dune camera Ce mod ele est ca
racterise par un certain nombre de param etres que nous allons estimer par
etalonnage ou calibration ou calibrage Les param etres dune camera ou pa
ram etres intrins eques seront estimes en meme temps que les param etres extrin
s eques soit les param etres qui lient un rep ere associe  a la camera au rep ere
associe  a lobjet etalon Nous allons etudier en detail un mod ele projectif de
camera Nous allons voir par la suite quil existe un mod ele simpli	e 
 ane 

qui peut etre utile dans certaines con	gurations Nous allons ensuite proposer
une technique de calibration dune camera lineaire une barette CCD
Il est utile de signaler que lorsquon calibre une camera on sinteresse  a la
modelisation de lensemble de la camera et du convertisseur analogiquedigital
Si on change de convertisseur ou de camera il faut alors recalibrer lensemble

Ensuite nous allons decrire un capteur comportant deux cameras capteur
stereoscopique et nous allons preciser quelques proprietes de ce capteur qui
nous permettrons de faciliter la tache de mise en correspondance Un capteur
compose de deux cameras est un capteur tridimensionnel puisquil nous per
met par triangulation passive de calculer la distance dun objet au capteur
Nous allons etudier egalement un capteur tridimensionnel  a triangulation ac 
tive ainsi quune technique detalonnage dun tel capteur

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  Le modele geometrique dune camera
Nous allons caracteriser le mod ele dune camera  a laide de deux transfor
mations 
 une projection qui transforme un point de lespace D en un point image
D et
 une transformation dun rep ere metrique lie  a la camera  a un rep ere lie  a
limage
  La projection perspective
Soit un point O dans le plan image appele point principal et soit une droite
perpendiculaire au plan image passant par O laxe optique Soit un point F
place sur laxe optique  a une distance f du plan image Le point F est le centre
de projection et f est la distance focale On peut placer le centre de projection
devant ou derri ere le plan image dans ce qui suit nous allons le placer derri ere
comme sur la 	gure 
Un point B se projette dans le plan image le long dune droite passant par B
et F Choisissons un syst eme de coordonnees attache  a la camera  le plan x y
de ce rep ere est parall ele au plan image et laxe des z est confondu avec laxe
optique Lorigine de ce rep ere se trouve en F Soient x y et z les coordonnees
du point B dans le rep ere quon vient de decrire Dans ce meme rep ere les
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CCCA 
Nous avons donc adopte les coordonnees homog enes Les coordonnees homo
G eom etrie et calibration 











   
   
   











Les coordonnees cartesiennes de b sont sx  s sy  s et sz  s
  Transformation cameraimage
Les points image sont mesures en pixels dans un rep ere bidimensionnel u v
associe  a limage 	gure  A	n de pouvoir ecrire la matrice de transformation
du rep ere camera au rep ere image nous devons introduire les param etres sui
vants  u  v  et w  sont les coordonnees de F  dans le rep ere image mesurees
en pixels ku est le facteur dechelle vertical pixelsmm et kv est le facteur
dechelle horizontal En eet les pixels dune camera sont rarement carres La



























Cest une transformation ane representant un changement dechelle une rota
tion et une translation La composante w etant toujours nulle on peut ignorer
la troisi eme ligne et ecrire cette transformation sous la forme dune matrice
  Cette transformation represente une application lineaire de lespace pro
jectif vers le plan projectif 
K 
 
B  ku   u  kv  v 








































Figure   Le modele geometrique dune camera
  Les parametres intrinseques
En multipliant les matricesKet Pprojection perspective suivie dune trans
formation ane nous pouvons ecrire les equations du mod ele geometrique de
la camera soit la relation entre les coordonnees camera x y z du point B et









En eet le produit KP est  
B  ku  u  f  kv v  f 
   f 

CA
En multipliant tous les coecients de la matrice par f ce qui ne change
pas le resultat puisque les coordonnees homog enes sont de	nies  a un facteur
G eom etrie et calibration 
multiplicatif pr es on obtient 
Ic 
 
B u  u   v v  
   

CA 
qui est une application lineaire de lespace projectif vers le plan projectif ex














Ce mod ele comporte  param etres  u   kuf  v  kvf  u  et v  Ce sont ces
param etres qui vont etre estimes par calibrage Notons que la distance focale
ne peut etre calculee explicitement En introduisant des coordonnees camera




on peut maintenant ecrire la relation entre les coordonnees image et les coor
donnees camera  
u  uxc  u  avec u  
v  vyc  v 


















 Vision par ordinateur
On peut maintenant decomposer la matrice Ic en une transformation ane
cameraimage soit la matrice C et une transformation projective 
Ic 
 





B       
   

CA
 	 Les parametres extrinseques
A	n de determiner les param etres du mod ele de la camera nous allons pla
cer devant la camera une mire un objet etalon  un ensemble de points dont
les coordonnees sont parfaitement connues dans un rep ere de la mire qui est
dierent du rep ere camera 	gure  Chaque point de la mire se projette
dans limage et on mesure ses coordonnees dans le rep ere image La trans
formation mireimage se decompose donc en une transformation mirecamera
suivie dune projection et suivie en	n dune transformation cameraimage La





















La transformation rigide rotation et translation peut secrire sous la forme




r r r tx
r r r ty
r r r tz









Cette matrice represente une transformation rigide  rotations et  transla
































Figure   Le principe de calibrage dune camera Un point B dont les coor 
donnees sont exprimees dans le repere mire se projette en b dont les coordonnees
sont exprimees dans le repere image
 Vision par ordinateur
   La transformation mireimage
Nous pouvons maintenant ecrire la transformation mireimage sous la forme
dune matrice    appelee matrice de projection perspective et qui peut se




B u  u   v v  





r r r tx
r r r ty
r r r tz










B       





r r r tx
r r r ty
r r r tz










B r r r txr r r ty









Dans cette formule la matrice A a ete ecrite sous une forme plus compacte en











M est la matrice de projection perspective et elle peut en general secrire sous







B m m m mm m m m
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Dans cette formule X Y et Z sont les coordonnees dun point B de la mire








avec mi  mi mi mi En identi	ant M avec IcA en tenant compte
des proprietes dorthonormalite de la rotation et en remarquant que lon doit
obtenir une valeur negative pour u on obtient un ensemble dequations qui
permettent de calculer les param etres intrins eques et extrins eques en fonction
des coecients de M On a 
	
r  m
u   m m
v   m m
u   km mk
v  km mk
r   um   u m
r   vm   v m
tx   um   u m
ty   vm   v m
tz  m

A	n de trouver les param etres intrins eques on doit donc 
 estimer les coecients de la matrice de projection M et
 extraire les param etres de la camera  a partir de ces coecients grace aux
formules donnees par lequation 
  Un modele legerement ameliore
Les equations precedentes montrent que lon peut determiner les  para
m etres intrins eques et extrins eques  a partir des coecients de la matrice de
projection perspective soit  param etres cette matrice etant de	nie  a un fac
teur multiplicatif pr es Ceci implique quil y aurait un e param etre associe  a
la camera Lequel  Il pourrait sagir de langle entre laxe des u et laxe des v
qui a ete suppose egal  a   Si ces deux axes ne sont pas perpendiculaires on
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peut introduire comme e param etre  langle entre ces deux axes 	gure 








Figure   Une image avec des axes non perpendiculaires
est  
u   u sin   v cos 
v   v
La matrice donnee par lequation  devient dans ces conditions on divise
par sin  
C  
 
B u v cot  u
 
 







u    u   v  cot 
v    v   sin 
La matrice M secrit maintenant 
M 
 
B ur  v cot r  u
 
 r utx  v cot ty  u
 
 tz






Les formules de lequation  permettant dexprimer les param etres intrin
s eques en fonction des coecients de la matrice de projection perspective sont
maintenant un peu plus complexes
On obtient immediatement u   et v
 
  
u    m m
v    m m
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m   m mm
km mk
Le produit scalaire m m nous permet dobtenir le cosinus de langle entre
les deux axes 
cos  
m m  m mm m
km mk
On eectue ensuite les produits vectoriels m m et m m et on obtient 
u 

































  Calibrage dune camera
Utilisant lequation  on peut ecrire les coordonnees image dun point
de la sc ene On obtient donc 
u 
mX mY mZ m
mX mY mZ m

v 
mX mY mZ m
mX mY mZ m

Notons au passage que ces deux equations decrivent la droite passant par le
centre de projection et le point image u v dans le repere mire soit la droite
passant par F et b sur la 	gure  Cette droite sappelle egalement la droite
de vue associee avec un point image de coordonnees u v
 Vision par ordinateur
Pour evaluer les coecients de la matrice M il sut decrire ce syst eme
dequations pour les points de la mire pour lesquels on mesure la projection
dans limage Chaque point Xi Yi Zi se projetant en ui vi fournit deux
equations Ces equations sont lineaires par rapport aux coecients de la ma
trice Il faut donc au moins  points pour determiner les  coecients de la
matrice M qui nous interesse
Les equations  et  peuvent se reecrire comme une combinaison
lineaire des mij 
Xim  Yim  Zim m 
 uiXim   uiYim   uiZim  uim 
Xim  Yim  Zim m 
 viXim   viYim   viZim  vim 
On obtient donc n equations pour n points et on peut ecrire ces equations
sous forme matricielle les indices indiquent la taille des matrices 
Kn x  un 





Xi Yi Zi       uiXi  uiYi  uiZi
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  Utilisation de la contrainte m  
Le syst eme de	ni par lequation  est un syst eme homog ene  a	n dob
tenir une solution non triviale il faut 	xer un des coecients mij  On choisit
m   ce qui revient  a diviser tous les coecients de la matrice par m et  a
determiner les param etres de la camera  a un facteur pr es On peut remarquer
que m nest autre que la composante en z du vecteur de translation entre
le referentiel mire et le referentiel camera et quon peut facilement sarranger
pour que cette composante ne soit pas nulle Avec ce choix la solution de
lequation  est donnee par 
x  K
tKKt u 
Cette solution nest autre que la solution au sens des moindres carres dun
syst eme dequations lineaires lorsque le nombre dequations est superieur au
nombre dinconnues En eet on peut ecrire lequation  sous la forme
suivante 
K x  u  e
e represente un vecteur erreur Autrement dit on cherche une solution approxi
mative La meilleure solution x est celle qui minimise le module du vecteur
erreur On cherche donc x tel que kek  ete soit minimum On a 
ete  Kx  utKx   u
 xtKtKx   utKx  xtKtu utu
 xtKtKx   xtKtu utu
En dierenciant par rapport  a X on obtient 
KtKx Ktu  
La valeur de x qui minimise lerreur est bien celle fournie precedemment La
matrice KtKKt est appelee pseudoinverse de K La matrice KtK
est une matrice    symetrique et positive En pratique on utilise des
techniques numeriques eliminationGaussJordan decomposition LU ou QR ou
decomposition en valeurs singuli eres pour calculer une solution approximative
aux moindres carres pour lequation  Voir  pages 
 pour
resoudre cette equation
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Il faut toutefois remarquer que le fait de choisir m   introduit un
inconvenient En eet les param etres du mod ele de la camera ne sont calcules
qu a un facteur multiplicatif pr es soit tz  m
  Utilisation de la contrainte kmk    methode Faugeras
Toscani
En calculant explicitement les coecients de M en fonction des coecients
des matrices qui la composent Ic et A on trouve en particulier voir equa
tion  
m  r m  r m  r




   On obtient
donc 
kmk





Dans ce qui suit nous montrons comment on peut calculer la matrice M en
tenant compte de cette contrainte Ce resultat est du  a Faugeras  Toscani
 
Lequation  peut maintenant se reecrire 






Xi Yi Zi       ui








 ui Xi  ui Yi  ui Xi









m m m m m
t
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x  m
t
Le crit ere  a minimiser est le meme que precedemment 
Q  kBnx Cnxk
 
avec la contrainte 
kxk
  
Le crit ere peut donc secrire de la facon suivante 
Q  kBx Cxk
     kxk












tBx    x
t
x 
En imposant que les derivees partielles par rapport  a x et x soient nulles on




tBx   x  





Finalement en substituant dans  on obtient pour Q 
Q  xtDx  x
t
x  
On peut remarquer que D est une matrice symetrique et positive    Elle
a donc des valeurs propres reelles et positives x est un vecteur propre de D
associe  a la valeur propre  Pour minimiser le crit ere il faut donc calculer les
valeurs propres de la matrice D choisir la plus petite valeur propre car cest
elle qui minimise le crit ere calculer le vecteur propre qui lui est associe soit
x le normaliser et 	nalement calculer x Les coecients de M sont fournis
par x et x Etant donne que le signe de x vecteur propre nest pas de	ni
on a deux solutions M et  M On peut en choisir une parmi ces solutions en
utilisant le fait que lobjet de calibrage se trouve devant la camera et non pas
derri ere la camera Dans ce cas on doit avoir m  tz  
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  Determination des parametres du modele
A partir des coecients de la matrice M et grace aux equations 
on peut determiner les param etres intrins eques et extrins eques de la camera
Nous allons nous concentrer sur les param etres intrins eques car ils caracterisent
la camera independamment de la mire utilisee pour le calibrage Quant aux
param etres extrins eques ils caracterisent la position et lorientation dune came
ra par rapport  a un objet un ensemble de points D La determination de ces
param etres peut se faire grace aux equations  ou par dautres methodes qui
seront decrites au chapitre  Comme nous allons le voir la determination des
position et orientation relatives entre une camera et un objet est un probl eme
central en vision et en robotique
Revenons maintenant aux param etres intrins eques et notons le caract ere
non lineaire des equations  En particulier une petite erreur sur m a
une in uence considerable sur le calcul des param etres de la camera Puget 
Skordas  ont calcule lerreur commise sur les param etres de la camera en
fonction des erreurs commises sur les coecients de la matrice M
Lerreur commise sur le produit scalaire de deux vecteurs v et w secrit 
!v w  !v j w j  j v j !w
avec j v j j vx j j vy j j vz j
t Lerreur commise sur u  peut donc secrire 
!u   !m jm j  jm j !m
En pratique on peut estimer lerreur commise sur les mij en fonction des
erreurs commises sur les mesures les coordonnees dans limage des points de la
mire Puget  Skordas ont calibre plusieurs fois la meme camera en plusieurs
positions et ont obtenu des variations sur les valeurs de u  et v  allant jusqu a
 pixels " Ils proposent dameliorer cette precision en calibrant plusieurs fois
Soit Mi la matrice obtenue avec la methode FaugerasToscani pour la ieme
position cameramire Pour chaque position on obtient un jeu de param etres
intrins eques Les param etres optimaux sont obtenus en minimisant un crit ere
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Il y a des expressions equivalentes pour les autres param etres intrins eques
 	 Modelisation des distorsions
Jusqu a present nous avons suppose un mod ele lineaire  limage dun point
est obtenue en intersectant le plan image avec la droite passant par ce point et
par le centre de projection En realite la lumi ere ne voyage pas toujours le long
dune droite et lequation  doit etre remplacee par 
u  uxc  u  !u
v  vyc  v  !v

Dans cette equation on a rajoute un terme de correction qui peut etre non li
neaire Les nombreuses etudes sur ce sujet ont montre quune correction radiale
est susante dans la plupart des cas  
!u  Kru  u 
!v  Krv   v 
avec r  u   u   v   v  Le mod ele de la camera a maintenant  et
non plus  param etres intrins eques  a savoir u v u  v  et K Comment
peuton estimer le nouveau mod ele dune camera  La reponse nest pas simple
car on ne peut plus lineariser le syst eme dequations comme nous lavons fait
en labsence des distorsions En eet le syst eme dequations secrit maintenant
de la facon suivante 
	





ui   u   
vi   v    v
r XirYirZity
r XirYirZitz
 Krvi   v   

Pour resoudre ce syst eme dequations il faut faire appel  a des techniques dop
timisation non lineaire et le resultat depend du choix des valeurs initiales des
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param etres Une solution consiste  a evaluer les param etres sauf pour K uti
lisant par exemple une des techniques lineaires decrites auparavant et  a les
utiliser par la suite comme valeurs initiales
Une autre solution consiste  a determiner la correction non lineaire inde
pendamment du mod ele de la camera Une telle solution a ete recemment
proposee dans  Soient u v la position dun point image et u  v  la
position corrigee  
u   u !uu v
v   v  !vu v
Les termes de correction !u et !v sont fonction de la position du pixel dans
limage La 	gure  montre un exemple de distorsion Les cercles illustrent les
pixels tels quils apparaissent dans limage u et v dans la formule precedente
tandis que les carres illustrent les positions corrigees de ces pixels u  et v  Le
vecteur de correction !u!v est illustre par un segment  eche
u,v
u‘,v‘
Figure  	 Un exemple de distorsion Les pixels ronds doivent etre corriges
pour obtenir les pixels carres
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   Mise en uvre du calibrage
Il est utile de rappeler que la calibration dune camera consiste en realite
en la calibration de lensemble objectif optique camera convertisseur analo
giquedigital Toute variation douverture de mise au point ou de focale modi	e
la con	guration geometrique du capteur Il est donc important que ces para
m etres ne varient pas lors du calibrage Bien evidemment si lon modi	e un de
ces param etres il faut recalibrer lensemble du capteur Les memes remarques
sappliquent au convertisseur analogique digital  tout changement concernant
les param etres du convertisseur entra#ne un changement geometrique du cap
teur
En outre on doit disposer dun objet de calibrage fournissant des $points%
dont la position doit etre connue avec une tr es bonne precision dans le rep ere
de lobjet rep ere de calibrage Disons que pour obtenir un bon calibrage
cette precision doit etre inferieure ou egale au  de millim etre La 	gure 
montre lobjet de calibrage que nous utilisons au LIFIA Les points de calibrage
sont les sommets dun ensemble de carres formant une mire plane Ce motif
a ete choisi pour que sa projection dans limage puisse etre mesuree avec une
grande precision Lorigine se trouve au sommet du premier carre en haut et  a
gauche de limage Une table  a deplacement micrometrique  millim etre
dans notre cas munie dune equerre assure un mouvement perpendiculaire au
plan de la mire On obtient ainsi des coordonnees tridimensionnelles des points
de mesure dans un rep ere lie au plan de la mire
Le traitement de limage a pour role de detecter avec precision les projections
des points de la mire Ces points etant dans notre cas les sommets de carres
alignes limage dun sommet sera obtenue en intersectant des droites passant
par les aretes des carres Ce principe est illustre sur la 	gure  La projection
dun point de calibrage est obtenue en calculant lintersection de deux droites
passant $au mieux% par les aretes des projections de carres alignes Un exemple
permettra de mieux comprendre ce principe
La 	gure  montre une image de la mire de calibrage gauche ainsi que les
segments de droites extraits de cette image droite Pour extraire ces segments
de droite nous avons tout dabord extrait les contours qui ont ete ensuite
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Figure    Une vue generale de lobjet de calibrage utilise Une mire plane
est xee sur une equerre elle meme xee sur une table a deplacement micro 
metrique
approximes par des segments de droite voir chapitre  Une methode basee sur
la transformee de Hough voir chapitre  nous a ensuite permis dextraire deux
familles de droites parall eles familles montrees sur la 	gure  Chacune de ces
familles est ensuite divisee en un ensemble de segments de droites colineaires
Finalement tous les points de contours appartenant au meme ensemble de
droites colineaires sont approximes par une droite au sens des moindres carres
On obtient une $grille% chaque arete de cette grille approximant les points
de contours formant un ensemble daretes colineaires Les points 	nalement
retenus comme points de projection de la mire sont les intersections des aretes
de cette grille La 	gure  gauche montre la grille ainsi obtenue
Pour calibrer avec les methodes que nous avons decrites il faut disposer de
points de calibrage non coplanaires Pour cela on deplace la mire perpendi
culairement  a son plan sans bouger le capteur Une fois quon a mesure les
projections de plusieurs positions de la mire et quon a ainsi obtenu plusieurs
centaines de correspondances mireimage on peut estimer la matrice de pro
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Projection d’un point de calibrage
Figure   Limage dun point de calibrage est obtenue en intersectant deux
droites passant au mieux par un ensemble daretes alignees
jection perspective La 	gure  droite montre la superposition de la grille
avec des points obtenus en projetant les points de la mire grace  a la matrice de
projection quon vient de calculer
  Camera ane
Jusqu a present nous avons etudie le mod ele projectif de camera Il est ce
pendant utile dans certains cas de considerer un mod ele simpli	e On remplace
alors la transformation projective DD par une transformation ane Le mo
d ele ane de camera est valide lorsque la taille des objets que lon observe et
faible par rapport  a la distance moyenne de ces objets au centre de projection
de la camera
Soit le schema de la 	gure  et les memes notations que celles qui ont ete
utilisees auparavant Nous designons par x et y les coordonnees dun point de
limage dans le rep ere de la camera Ce point sobtient en projetant un point
de la sc ene dont les coordonnees sont exprimees dans le rep ere de la sc ene ou
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Figure   Limage de la mire et les segments de droite extraits de cette
image
Figure   Deux familles de droites paralleles detectees parmi lensemble des
segments de droites extraits de limage
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Figure   Les sommets de cette grille sont les points image servant au
calibrage Limage de droite montre la superposition sur cette grille des points
























 x  et y  sont les coordonnees de la projection de lorigine O  du rep ere
sc ene
 s   tz est un facteur dechelle et
   r 
  
O B tz est un rapport qui est petit si lobjet est distant de la
camera ou si la taille de lobjet observe est petite par rapport  a la distance  a
la camera
On peut donc obtenir un mod ele ane de camera en negligeant la valeur de
 Vision par ordinateur




Avec cette approximation le mod ele de camera quon obtient est le suivant 
x  x   sr 
  
O B
y   y   sr 
  
O B
On peut maintenant introduire  a nouveau les coordonnees des points de




























































Les param etres intrins eques dune camera ane sont au et av qui ont la
meme signi	cation geometrique  a un facteur dechelle pr es que u et v dans
le cas dune camera projective On peut remarquer que dans le cas dune
camera ane on ne peut plus parler de centre de projection Les parametres
extrins eques sont constitues par une matrice de rotation
Pour calibrer une telle camera il sut de disposer dune mire de calibrage
susamment loin de la camera pour annuler les eets de perspective et de
choisir un des point de la mire comme origine du rep ere de la sc ene Pour une
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correspondance mireimage i on obtient les deux equations suivantes 

Xi Yi Zi   



















On a donc besoin au minimum de  points de correspondance  points cou
rants et lorigine pour calibrer une camera ane On obtient facilement les





r  r  r
Remarquons pour 	nir que le mod ele ane peut egalement secrire sous la
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  Camera lineaire barette CCD
Dans beaucoup dapplications de la vision par ordinateur les cameras li
neaires barettes CCD peuvent remplacer les cameras matricielles quon vient
detudier Linspection utilise abondamment ce type de capteurs car on a en
meme temps besoin de precision et de vitesse de calcul Le signal fourni par une
camera lineaire est plus simple donc plus rapide  a traiter que les images D
De plus une barette CCD peut avoir jusqu a  pixels  a un prix raisonnable
Les techniques de calibrage des cameras matricielles quon vient de decrire
sont necessaires mais pas susantes pour calibrer une camera lineaire  
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Dans cette section nous proposons une solution en deux etapes pour calibrer une
telle camera La premi ere etape utilise les memes techniques que les cameras
matricielles La deuxi eme etape utilise un objet de calibrage specialement concu
 a cet eet en combinaison avec le birapport un invariant projectif qui a dej a
ete utilise en vision 
La meilleure facon dimaginer une camera lineaire est de penser  a une camera
matricielle pour laquelle une seule ligne de pixels est active Un point de lespace
se projette sur cette ligne suivant lequation  Par ailleurs le point de
lespace se projetant sur la ligne image est contraint dappartenir dans un plan
de vue soit le plan de	ni par le centre de projection et par la ligne de pixels
	gure  Lequation du plan de vue peut etre ecrite comme suit 
X  pY  qZ  r 


















 Une vue generale dune camera lineaire	 un objet de calibrage
et les systemes de coordonnees qui leur sont associes
variables et en notant que lequation  est de	nie  a un facteur multiplicatif
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pr es on obtient 
u 
nY  nZ  n
nY  n	Z  

Les equations  et  de	nissent le mod ele de la camera lineaire au
trement dit elles decrivent lequation de la droite passant par le centre de
projection et un pixel dans le rep ere de calibrage Cette droite est la droite de
vue
Ce mod ele a  param etres  n n n n n	 et p q r Le probl eme
de calibrage de la camera lineaire est donc le probl eme destimation de ces
param etres Ce probl eme peut donc se decomposer en deux etapes 
 estimer les param etres n n n n n	 Si au moins  correspondances
sont disponibles ce probl eme est un probl eme doptimisation lineaire similaire
au cas de la calibration matricielle
 estimer p q r Ces param etres peuvent etre estimes si et seulement si on
poss ede des points de lespace appartenant au plan de vue
  Calibration en deux etapes
On commence par decrire la structure de lobjet de calibrage utilise La
raison du choix de cette structure sera justi	ee plus bas Lobjet de calibrage
est montre sur la 	gure  Il consiste en quatre droites coplanaires D D
D D Les trois premi eres sont parall eles entre elles et la quatri eme fait un
angle aigu avec la direction des trois autres Les equations de ces droites sont
donnees dans le rep ere de calibrage qui est de	ni comme suit  laxe des X est
confondu avec D et laxe des Y est perpendiculaire  a D Lorigine se trouve
quelque part le long de D Laxe des Z est perpendiculaire au plan contenant
lobjet de calibrage Dans ce rep ere et dans le plan Z   les equations des
quatre droites secrivent 
Y   D
Y   D
Y   D
Y  	X  
 D
les param etres   	 et 
 sont 	xes et ils determinent la structure de lobjet
de calibrage















Figure   La structure de lobjet de calibrage et la fa
con dont il est observe
par la camera lineaire
Lorsque la camera lineaire $observe% cet objet elle $voit% quatre points
a b c d qui sont les projections de A B C D soient les intersections du
plan de vue avec les quatre droites D D D D 	gure  Remarquez
que lon ne doit pas conna#tre les positions de ces points le long des droites
formant lobjet Quelle que soit lorientation du plan de vue par rapport  a
lobjet de calibrage les coordonnees Y et Z des points A B C sont connues
dans le rep ere de calibrage On peut donc etablir des correspondances du type
fYA ZA uag fYB ZB  ubg et fYC ZC  ucg pour chaque position de lobjet par
rapport  a la camera En faisant bouger lobjet de calibrage dans les directions Y
et Z on peut etablir trois nouvelles correspondances dans chacune des nouvelles
positions Chaque correspondance i veri	e lequation  qui peut etre ecrite
sous la forme suivante 
Yin  Zin  n   uiYin   uiZin	  ui 
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Pour n telles correspondances on obtient n   
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Il sagit dun syst eme forme de n equations lineaires en  inconnues de la
forme  AX  B La solution est du meme type que lequation 
A	n destimer p q et r on doit avoir  a notre disposition un ensemble de
points appartenant au plan de vue dont on conna#t les coordonnees dans le
rep ere de calibrage La structure de lobjet de calibrage est telle que lon peut
calculer pour des points de lespace se trouvant sur cet objet et dans le plan de
vue leurs coordonnees D dans le rep ere de calibrage
Rapelons la de	nition du birapport de quatre points colineaires 
birapportABCD  ABCD
 CA CB DA DB
CA etant la distance algebrique de C  a A La propriete fondamentale du
birapport est quil est invariant par projection perspective ou orthographique
On a donc 
ABCD  a b c d
Considerons une droite virtuelle D	 parall ele et coplanaire avec les droites D
D D et passant par le point D Ces quatre droites parall eles D D D et
D	 intersectent laxe des Y en A  B  C  et D  Compte tenu de la propriete
dinvariance du birapport on a 
ABCD  A  B  C  D 
et on obtient 
C A  C B  D A  D B   ca cb da db
Si la camera lineaire observe simultanementD D D et D en realite la
camera ne voit que les points A B C et D on peut alors calculer le birapport
r r  a b c d dans limage et on peut alors determiner la position du point
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Les coordonnees du point D seront donc donnees par lintersection des
droites D et D	 qui est une droite virtuelle 




Le point D appartient forcement au plan de vue et sa position dans le rep ere
de calibrage peut etre calculee  a partir de mesures images mais sans calibrer la
camera Encore une fois en deplacant lobjet de calibrage dans les directions
Y et Z on peut determiner un ensemble de points appartenant tous au plan de
vue chaque point j de cet ensemble veri	ant lequation du plan de vue 
Yjp Zjq  r  Xj





















Il sagit une fois de plus dun syst eme dequations lineaires  a trois inconnues
  Capteurs stereoscopiques passifs
Nous sommes maintenant en mesure detudier un capteur stereoscopique Il
sagit tout simplement dutiliser deux cameras qui $observent% la meme sc ene
On recup ere ainsi deux projections de chaque point de la sc ene Considerons
le schema de la 	gure  qui represente deux cameras A chaque camera
est associe un rep ere Soit P un point de la sc ene et soient p et p  les deux
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projections dans les images de gauche et de droite Nous pouvons donc ecrire
lequation de la droite passant par le centre focal F de la camera de gauche
et le point p De meme on peut ecrire lequation de la droite passant par F 
et p  Le point de la sc ene P se trouve  a lintersection de ces droites A	n de
pouvoir calculer cette intersection et donc de determiner la position de P il faut



















Figure   La geometrie dun capteur stereoscopique passif
  Calibrage stereoscopique
Le calibrage stereoscopique consiste donc  a determiner la matrice de trans
formation entre le rep ere camera gauche et le rep ere camera droite Soit As
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cette matrice qui est une matrice composee dune matrice de rotation et une
matrice de translation du meme type que la matrice A de lequation 
Cette matrice est egalement representee sur la 	gure  Cette 	gure sugg ere
egalement la demarche  a suivre pour calibrer un tel capteur soit determiner
As 
 on commence par calibrer chaque camera par rapport  a une mire unique
Ceci nous fournit les coecients de deux matrices M et M 
 on extrait ensuite les param etres intrins eques et extrins eques de chaque
camera
  a laide des param etres extrins eques on construit deux matrices A et
A  la premi ere etant la transformation du rep ere mire au rep ere de la camera
gauche la deuxi eme etant la transformation du rep ere mire au rep ere de la
camera droite
 on calcule ensuite As 
As  A
 A




r r r bx
r r r by
r r r bz












Le vecteur b  bxbybz
t est le vecteur allant de F   a F Il represente les
coordonnees de F dans le rep ere de la camera de droite 	gure 
  Relation droitegauche
Nous allons maintenant etablir une relation simple entre un point de limage
de gauche et un point de limage de droite Dans ce qui suit nous allons nous
placer dans le rep ere camera et non pas dans le rep ere image Rappelons qu a
partir dun pixel image de coordonnees u et v on peut facilement deduire ses










G eom etrie et calibration 














Exprimons maintenant un point P de la sc ene  a la fois dans les deux rep eres
Soient XY Z ses coordonnees dans le rep ere gauche et X  Y   Z  ses coor
donnees dans le rep ere droit Les deux syst emes de coordonnees sont relies par
















Les coordonnees de p la projection de P dans limage de gauche sont x y 
o u x  X Z et y  Y Z On a egalement p  la projection dans limage de





rX  rY  rZ  bx





rX  rY  rZ  by
rX  rY  rZ  bz
En remarquant que X  xZ et Y  yZ et avec la notation p  x y t on
peut simpli	er ces formules 
x  
Z r  p bx
Z r  p bz

y  
Z r  p by
Z r  p bz

On peut donc exprimer la position dun point de limage de droite en fonction
de son correspondant dans limage de gauche des parametres du capteur et de
la profondeur Z du point P
  La contrainte epipolaire
En eliminant Z entre les equations  et  on obtient une relation
lineaire entre x  et y  
bz r  p  by r  p x
   bx r  p  bz r  p y
   bx r  p  by r  p 













Figure   Le calibrage de deux cameras formant un capteur stereo a partir
dune seule mire
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Cette equation decrit le lieu des points de limage de droite pouvant corres
pondre  a un point p de limage de gauche  cest une ligne qui sappelle la
ligne epipolaire droite Il y a pour chaque point de limage de gauche une telle
ligne epipolaire et reciproquement pour chaque point de limage de droite il y
a une ligne epipolaire gauche Il est facile de remarquer que toutes les lignes
epipolaires droites forment un faisceau Le point commun de toutes ces lignes
sappelle lepipole droit et il sobtient facilement en prenant Z   dans les
equations  et  On obtient les coordonnees de lepipole droit e  dans







Linterpretation geometrique est immediate En eet le centre de projection F
de la camera gauche a comme coordonnees dans le rep ere de droite bxbybzt le
vecteur translation de la transformation gauchedroite Lepipole droit nest
autre que la projection de F dans limage de droite On peut egalement de






Figure  	 Les deux faisceaux de lignes epipolaires et les deux epipoles
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 	 Rectication epipolaire
Il existe une con	guration geometrique du capteur particuli erement interes
sante  cest lorsque les deux cameras sont disposees de telle facon que leurs
axes optiques z et z  sont parall eles et lorsque la droite FF  est confondue avec
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
CCCA 
Dans ce cas lequation dune ligne epipolaire droite devient tout simplement
en substituant dans lequation  
x   x
Autrement dit dans ce cas les lignes epipolaires sont parall eles A un point de
limage de gauche se trouvant sur la ligne x correspond la ligne x  de limage de
droite Dans ce cas les deux epipoles se trouvent  a lin	ni Cette con	guration
est illustree sur la 	gure 
Les lignes epipolaires jouent un role fondamental en vision stereoscopique
comme nous allons le voir au chapitre  En eet lorsquon cherche pour un
point de limage de gauche un correspondant dans limage de droite on peut
limiter cette recherche le long de la ligne epipolaire correspondante Il est
donc important davoir les expressions mathematiques les plus simples pour
ces epipolaires On ne peut pas toujours disposer les deux cameras de facon
que leur matrice gauchedroite associee soit reduite  a une translation le long
de FF 
Cependant on peut rectier les deux images soit faire subir  a chaque image
une transformation de facon  a obtenir une paire dimages stereo coplanaires et
parall eles  a la droite passant par les centres de projection des deux cameras
  La position des cameras pour des images recti	ees est telle que 
 les deux centres de projection F et F  restent inchanges De cette facon
on pourra reconstruire la sc ene  a partir des images recti	ees
 les axes Fy et F y  des cameras dans la position recti	ee sont parall eles
et confondus avec la droite FF 
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Figure    La rectication epipolaire ramene le capteur stereo dans une
conguration telle que les lignes epipolaires sont paralleles aux axes Fy et F  y 
Dans cette conguration les deux epipoles sont rejetes a linni
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La 	gure  illustre le principe de la recti	cation epipolaire Un point P
de la sc ene se projette en p et p  sur les images initiales et en q et q  sur les
images recti	ees Comme les centres de projections restent les memes on peut
reconstruire le point P soit  a partir de p et p  soit  a partir de q et q  On peut
noter que les param etres intrins eques de la projection ne sont pas modi	es Ce
qui change est la relation spatiale entre le rep ere de calibrage et la camera
La transformation entre les deux positions position initiale dune camera et
position recti	ee de la meme camera est donc une rotation dans lespace
A	n de recti	er une paire dimages stereo il faut donc appliquer  a chacune
des cameras une transformation spatiale Les centres de projection restant












Figure   Le principe de rectication epipolaire
Si on se place dans le rep ere de calibrage soit le rep ere OXY Z de la 	
gure  la calibration du capteur stereo nous fournit les transformations
























=(R 1 , t)
=(R r , 0)
Figure   Une image rectiee sobtient en appliquant a la camera corres 
pondante une rotation spatiale
 Vision par ordinateur
A et A  du rep ere de calibrage vers les rep eres des cameras gauche et droite














On cherche  a determiner la transformation du rep ere de calibrage au rep ere
de la camera gauche dans sa position recti	ee Soit Fxyz le rep ere de la
camera gauche dans sa position recti	ee
Les coordonnees de F dans le rep ere de calibrage sobtiennent en remarquant
que F est lorigine du rep ere de la camera de gauche On aura donc 
R
 
OF  t  





 t   







 R t R  t 
Cette droite nest pas modi	ee lors de la recti	cation Choisissons les axes
des cameras recti	ees Pour la camera de gauche ces axes sont Fx Fy et Fz
Laxe Fy doit etre parall ele  a la droite FF  On obtient donc pour le vecteur







Les deux autres axes doivent etre dans un plan perpendiculaire au vecteur
j On peut par exemple choisir un de ces axes soit laxe optique dans un plan
contenant O lorigine du rep ere de calibrage F et F  Le vecteur directeur de
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Le sens de K peut etre determine par la contrainte 
K K  
o u Kest le vecteur directeur de laxe optique de la camera gauche dans sa
position initiale Laxe restant sera de	ni par 
i  j  k














la translation etant la meme que pour la transformation A
La recti	cation de limage gauche est obtenue en appliquant une rotation au
rep ere initial de la camera gauche pour la ramener dans la position recti	ee 
R r  R R

Les coordonnees recti	ees sobtiennent en appliquant aux coordonnees initiales










Bien sur le meme raisonnement sapplique  a la camera de droite Les deux
images recti	ees etant parall eles la transformation de recti	cation de la camera
de droite est 
R  r  R R
 
Une fois que les deux images ont ete recti	ees on a une geometrie epipolaire
telle quelle a ete decrite au debut de ce paragraphe La relation gauchedroite
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  Capteurs stereoscopiques actifs
Nous pouvons combiner une camera avec une source de lumi ere a	n de me
surer les coordonnees tridimensionnelles de points sur la surface dun objet
Un faisceau laser lumi ere monochromatique eclaire une sc ene plus precise
ment eclaire une tranche de la sc ene qui correspond  a lintersection du plan
lumineux et de la sc ene La 	gure  illustre un capteur actif Une camera
observe cette tranche de lumi ere qui se projette dans limage A un instant
donne la seule information disponible dans limage est la projection de cette
tranche de lumi ere Un point P de la sc ene se trouvant sur cette tranche se
projette dans limage en p
Dans ce qui suit on va voir comment on peut calculer les coordonnees de P
dans le rep ere mire connaissant 
 les coordonnees u et v de sa projection dans le plan image apr es correc
tion eventuelle de la distorsion &
 lequation du plan de lumi ere dans le rep ere sc ene et
 la matrice de calibrageM de la camera utilisee en supposant que le meme
rep ere mire est utilise pour calibrer la camera et le capteur actif
Comme nous allons le voir il est important de choisir le rep ere mire de facon
que laxe des Z soit perpendiculaire au plan de travail
Le principe de calibrage qui sera decrit par la suite est du  a Bolles Kremers
et Cain  Les equations decrivant la droite passant par P  p et F sont dans
le rep ere mire 
m   um X  m   um Y  m   um Z   m   um
m   vm X  m   vm Y  m   vm Z   m   vm
Ce sont exactement les memes equations que les formules  et  A
ces equations on rajoute lequation du plan de lumi ere quon ne conna#t pas




















Figure   Un capteur actif muni dune camera et dun plan de lumiere
 Vision par ordinateur
encore 
bX  bY  bZ  b   















B b b bm   um m   um m   um
m   vm m   vm m   vm

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En inversant on peut donc calculer les coordonnees X Y et Z de P  Cependant
les calculs risquent detre lourds car ils faut inverser une matrice    pour
chaque point Il existe une autre solution qui consiste  a inverser la matrice   
symboliquement utilisant un syst eme de calcul formel 
 Maple Mathematica
etc et  a la multiplier par le vecteur de droite Le calcul de X Y et Z peut































La matrice T  tij est la matrice de calibrage du capteur actif Ses coecients
dependent de la matrice de calibrage de la camera et de lequation du plan de
lumi ere Les coecients de T sobtiennent facilement par identi	cation et sont
les mij ont ete divises par m 
t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bmm
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t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bmm
t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bm
t  bm   bmm  bm   bmm  bm   bmm
t  bm   bmm  bm   bmm  bm   bmm
t  bm   bmm  bm   bmm  bm   bmm
t  bm   bmm  bm   bmm  bm   bmm
  Calibrage dun capteur actif
La calibration du capteur actif consiste donc  a calculer les valeurs nume
riques des coecients de T Or nous avons dej a calcule les coecients mij  Il
nous reste  a calculer lequation du plan de lumi ere
Pour cela on proc ede de la facon suivante On place devant le capteur des
objets parallelipipediques dont la hauteur est connue dans le repere de la mire de
calibrage Un point Pi appartenant  a une face de lobjet  a la hauteur Z  Hi a
comme coordonnees mireXi Yi et Hi et il se projette dans limage en ui vi Xi
et Yi peuvent etre determines grace aux equations  et  qui peuvent
secrire 
m   uim Xi  m   uim Yi   m   uim Hi m   uim
m   vim Xi  m   vim Yi   m   vim Hi m   vim
Par ailleurs le point Pi appartient au plan de lumi ere En divisant par b on
obtient une relation lineaire entre b b et b 
bXi  bYi  b   Hi 
Pour n points appartenant  a des faces  a dierentes hauteurs on obtient n




zone non vue par le capteur
point dont on estime la position (C)
point "vu" par le capteur (B)
point d’impact du faisceau incident (A)
Figure   Une conguration montrant un cas typique de la limite dutili 
sation dun capteur actif





















Ceci peut secrire sous forme matricielle 
Anb  cn
Les param etres du plan de lumi ere sont la solution aux moindres carres de
lequation  soit 
b  AtAAtc
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  Limites du capteur actif
Lavantage du capteur actif par rapport  a un couple de cameras est evi
dent  on evite le probl eme combinatoire de la mise en correspondance en $al
lumant% les points et en calculant directement leur position dans un rep ere
tridimensionnel Cependant ce capteur na pas que des avantages
Le premier inconvenient est quon doit bouger soit lobjet soit le capteur
luimeme pour pouvoir faire lacquisition dune carte dense Z  fXY  o u
f est un tableau rectangulaire correspondant  a la projection au sol de la zone
vue par le capteur
Le deuxi eme inconvenient est dicilement contournable car il sagit de pro
prietes intrins eques des surfaces qui sont nuisibles  a la bonne mesure La 	gure
 montre un objet dont la surface est re echissante  le plan de lumi ere
eclaire un pan de lobjet qui ne peut etre vu par la camera Cependant le rayon
de lumi ere se re echit pour 	nalement eclairer un autre point de lobjet qui
lui est vu par la camera Une inspection de la 	gure montre clairement que
le point pour lequel on calcule la position ne se trouve pas sur la surface de
lobjet La 	gure permet egalement de comprendre pourquoi certains points
dun objet ne peuvent etre mesures  soit ils sont vus par la camera mais ils
ne sont pas eclaires par le plan lumineux soit ils sont eclaires mais ne peuvent
etre vus
Un troisi eme inconvenient est illustre sur la 	gure  En eet le fais
ceau laser etant conique il y a une imprecision de mesure lorsque le faisceau
rencontre une discontinuite sur lobjet analyse
En	n un quatri eme inconvenient est illustre sur la 	gure  Lorsque le
faisceau fait avec la normale de la surface observee un angle dincidence proche
de   lenergie du faisceau re echissant qui repart vers la camera est faible
Dans ce cas la mesure peut etre entachee derreurs




 Le faisceau laser etant conique	 il y a des problemes dimpreci 




Figure   Le faisceau laser a un angle dincidence proche de  	 mesure




Un des objectifs de la vision par ordinateur est de reconstruire la structure
tri dimensionnelle D de lespace a partir dune ou plusieurs images La vision
stereoscopique utilise deux images prises avec deux cameras Connaissant le
modele de projection de chaque camera et la relation spatiale entre les deux
cameras il sagit de calculer les coordonnees D dun point a partir de ses deux
projections dans les deux images
Les problemes destimation du modele de projection et destimation de la
relation spatiale entre les deux cameras ont ete abordes au chapitre 	 Dans
ce chapitre nous allons nous concentrer sur les problemes dappariement et de
reconstruction
Le probleme dappariement ou de mise en correspondance consiste a trouver
un ensemble de couples ou de paires chaque couple etant forme dun point
dune image apparie avec un point de lautre image Ce probleme a une nature
combinatoire et la seule fa
con de reduire cette combinatoire est de denir une
mesure de ressemblance entre un point dune image et un point de lautre image
et de mettre en uvre des contraintes qui ont trait a la geometrie du capteur
stereoscopique et a la structure de la scene et des objets observes
Le probleme de reconstruction est directement lie au probleme de calibration
du capteur stereo qui a ete aborde au chapitre 	
Considerons par exemple la paire dimages stereoscopiques de la gure 
Chacune de ces deux images represente une projection dierente de la meme
scene D Les proprietes metriques ne se conservant pas par projection il nest

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pas facile de comparer les elements dune image a ceux de lautre image an
de decider si on peut les mettre en correspondance ou non Il faut egalement
tenir compte du phenomene doccultation  un element dune image peut ne
pas etre vu dans lautre image et vice versa soit par ce quil est cache par
un autre element soit parce quil est dans le champ de vue dune camera et
hors du champ de vue de lautre camera soit enn a cause de phenomenes
physiques tels que les ombres et les reets qui dependent des positions relatives
de la source de lobjet observe et de la camera
Figure   Une paire d images stereo Cet exemple illustre les dicultes de
mise en correspondance et notamment le phenomene d occultation
La demarche calculatoire sera la suivante 
  etablir un ensemble dappariements entre les elements des deux images
Chacun de ces appariements forme une mise en correspondance locale 
  utiliser des contraintes an de reduire lespace de recherche dune mise
en correspondance globale 
  mettre en uvre une methode de mise en correspondance globale
Une mise en correspondance locale est tout simplement un appariement qui
satisfait une mesure de ressemblance et qui est coherent avec les contraintes
decoulant de la calibration du capteur Une mise en correspondance globale
est un ensemble dappariements qui satisfont a dautres contraintes qui seront
explicitees dans ce chapitre a la section 	
Dans la section suivante nous allons discuter du choix quant aux elements
image a mettre en correspondance Ce choix depend dun certain nombre de
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criteres qui seront explicites Ensuite nous allons consacrer une section a la geo 
metrie de la stereo et a la reconstruction Cette section reprend la formulation
du chapitre 	 en introduisant une methode permettant le calcul de la geometrie
epipolaire sans passer par la calibration des deux cameras
Nous allons ensuite detailler dans la section  toutes les contraintes qui
peuvent reduire la taille de lespace de recherche dune mise en correspondance
globale
Finalement nous allons etudier quelques methodes de mise en correspon 
dance ainsi que quelques cas particuliers tels que la vision trinoculaire stereo
avec trois cameras et la detection dobstacles avec un systeme stereo
  Primitives stereoscopiques
Le choix des elements ou primitives image a mettre en correspondance est
crucial La primitive ideale est telle que i ces proprietes intrinseques per 
mettent une mesure de ressemblance fortement discriminante ii elle permette
la mise en uvre ecace de contraintes stereoscopique et iii la reconstruc 
tion D soit possible Les techniques de segmentation dimages que nous avons
etudiees permettent lextraction dune gamme variee de primitives telles que 
  des points pixels points dinteret elements de contour points caracte 
ristiques le long dun contour jonctions etc 
  des segments segments de droite arcs de cercle portions de conique
etc 
  des regions
Sauf quelques cas particuliers les regions sont mal adaptees a la vision stereo
et cela pour plusieurs raisons Une region se trouvant sur la surface dun objet
donnera naissance dans les deux images a deux regions de taille et de forme
dierentes ceci etant du au phenomene de distorsion projective On ne peut
donc pas comparer deux regions dans deux images dierentes provenant de la
meme region D gure  Par ailleurs en labsence dun appariement terme
a terme entre des points a linterieur des deux regions on ne pourra pas decider
sil sagit dune surface D gauche ou planaire gure 
Les segments de droite ont ete utilises avec quelque succes mais leur utili 
sation est limitee aux scenes polyedriques    et  Il est a noter
quun segment de droite a la meme representation geometrique quun point de
 Vision par ordinateur
surface gauche
surface plane
Figure   Un objet incline va donner naissance dans les deux images a deux
regions de tailles dierentes Comment peuton comparer ces deux regions 
	gure de gauche
 En l absence d un appariement entre les points des deux
regions on ne peut decider si cela correspond a une surface gauche ou a une
surface plane 	gure de droite
 Ces phenomenes mettent serieusement en echec
les methodes de mise en correspondance de regions
contour position dans limage et direction gure 	 et les memes contraintes
stereoscopiques sappliquent egalement aux segments de droite et aux points
de contour
Bien que plus pauvres quant au contenu semantique les points saverent
nalement etre les primitives les mieux adaptees pour la stereo La plupart
des contraintes que nous allons etudier sappliquent aux points la contrainte
gurale etant reservee aux points se trouvant le long dun contour Le seul vrai
probleme que pose lutilisation des points comme primitives pour lappariement
est le choix dune mesure de similarite ressemblance qui ne soit pas perturbee
par la distorsion projective A cette distorsion pres on peut comparer deux
points ou plus precisement deux regions carrees de taille egale en utilisant
une mesure de correlation Soit p un point dune image de coordonnees u v
et p  un point de lautre image de coordonnees u  v  Une mesure de similarite











pour une region de taille MN  Iu  v est la valeur de niveau de gris au pixel
de coordonnees u et v La correlation est nulle pour une ressemblance parfaite
et strictement positive sinon En developpant lexpression de la correlation de
lequation  et en negligeant les termes constants on obtient lexpression du
produit de correlation entre deux regions de deux images dierentes centrees






Iu  x  v  yI u   x  v   y 
Le produit de correlation est maximal pour une ressemblance parfaite Gene 
ralement le produit de correlation est applique aux images brutes I et I  ayant
eventuellement subi une operation de normalisation car la dynamique des deux
cameras nest pas forcement identique Voir a ce propos letude comparative
qui a ete menee dans  Une amelioration de la mise en correspondance par
correlation qui prend en ligne de compte une deformation ane est proposee
dans 	
Quel que soit le type de primitive choisi une propriete importante est la
frequence de sa presence dans les deux images La presence dun grand nombre
de primitives augmente la combinatoire mais en meme temps densi	e la re 
construction D qui en decoule Lorsque les primitives ne sont pas nombreuses
la combinatoire est reduite mais la reconstruction sera dautant moins bonne
Une representation multi resolution des images resout ce paradoxe de la fa
con
suivante Chaque image est decrite par un nombre croissant de primitives au
fur et a mesure quon augmente la resolution A faible resolution la combina 
toire est reduite mais on a une reconstruction pauvre Lappariement obtenu
a faible resolution peut contraindre la combinatoire a haute resolution pour
obtenir une reconstruction plus riche Ce concept sera detaille a la n de ce
chapitre section 	
  Geometrie epipolaire et reconstruction
Reprenons la presentation dun capteur stereo faite au chapitre 	 En parti 
culier nous avons etabli les equations 	 et 	 Ces equations expriment la
relation entre les coordonnees dun point p  de limage de gauche de son corres 
pondant p dans limage de droite la matrice de transformation gauche droite
et la profondeur Z du point P de la scene qui se projette en p et p 
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En eliminant Z entre ces deux equations on obtient rappelons que p est le
vecteur de coordonnees x y  correspondant au point p 
bz r p by r  p x
  ! bx r p bz r  p y
   bx r  p by r p 
qui est lequation dune droite de la forme 
a x  ! b y  ! c    
Les   indiquent quil sagit dune droite exprimee dans le repere de la camera
droite Cette droite nest rien dautre que la contrainte epipolaire etudiee ega 
lement au chapitre 	 On peut remarquer par ailleurs que les parametres de
cette droite a  b  et c  ont les expressions suivantes 
a   byr  bzrx! byr  bzry ! byr  bzr
b   bzr  bxrx! bzr  bxry ! bzr  bxr
c   bxr  byrx! bxr  byry ! bxr  byr
  La matrice essentielle
Les expressions que nous venons detablir pour les parametres a  b  et c 






















Cest donc la transformation epipolaire qui a un point de limage de gauche
x y t fait correspondre une droite de limage de droite decrite par ses






























p tEp   
La matrice E decrit la transformation epipolaire gauche droite " elle permet
de calculer lequation dune droite epipolaire passant par limage de droite
associee a un point de limage de gauche On remarque que la transformation
epipolaire droite gauche est donnee par la matrice transposee 
ptEtp    
La matrice E sappelle la matrice essentielle Elle est le produit de deux
matrices  une matrice antisymetrique de rang  et une matrice orthonormee
de rang  On peut remarquer que cette matrice peut etre calculee a partir
des parametres bx by bz et r r r Ces parametres sont fournis lors de la
calibration du capteur stereoscopique
  La matrice fondamentale
La relation entre les coordonnees camera et les coordonnees image est donnee

















On a la meme expression pour la camera de droite 
m   C p 
Les elements des matrices C et C  sont les parametres intrinseques des deux
cameras En rempla
cant dans lequation  on obtient 
m tC tECm  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La matrice 
F  C tEC 
est la matrice fondamentale qui decrit la geometrie epipolaire Lequation 
m tFm   
nest rien dautre que lequation dune droite epipolaire dans le repere image
et non pas dans le repere camera comme dans lequation 
Comme la matrice essentielle la matrice fondamentale peut se calculer pour
un capteur stereo prealablement calibre
  Estimation de la matrice fondamentale
La contrainte epipolaire ou plus generalement la geometrie epipolaire joue
un role fondamental en vision stereoscopique Il serait interessant danalyser
dans quelle mesure il est possible destimer la matrice fondamentale sans ca
librer le capteur stereo a partir de correspondances gauche droite En eet la
matrice fondamentale peut sestimer grace a lequation 
La methode la plus directe est une methode lineaire  Pour chaque cor 







  ! fu! fv ! f  
Si lon dispose de n correspondances gauche droite on obtient lequation ma 
tricielle suivante 
Af   
Dans cette equation A est une matrice de taille n et f est un vecteur dont
les composantes sont les  elements de la matrice fondamentale An deviter
la solution triviale on peut rajouter la contrainte suivante 
kfk  
Il est donc possible de resoudre lequation  avec  correspondances On
obtient alors une solution exacte Avec plus de  correspondances n   on
obtient une solution en minimisant un critere quadratique
Si les donnees dont on dispose sont parfaites alors la matrice A est de rang
 Il a ete en eet montre que sauf congurations exceptionnelles la matrice
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A a un rang egal a   En pratique il y a du bruit est le rang de A est egal




kAfk ! kfk  


La solution de ce probleme de minimisation est bien connue voir plus loin
lequation  et f est donne par le vecteur propre correspondant a la plus
petite valeur propre de la matrice AtA
Une propriete importante de la matrice fondamentale et de la matrice
essentielle est quelle a un rang egal a  La fa
con la plus pratique dintroduire
cette contrainte est de remplacer la matrice F estimee comme auparavant
par une matrice F  qui a un rang egal a  Pour faire ceci considerons une
decomposition en valeurs singulieres de F 
F  UDr  s  tV t
Dans cette expression D est une matrice diagonale  qui contient les valeurs
singulieres r s et t de F avec r  s  t On peut alors forcer le rang de F 
a etre egal a  
F   UDr  s  V t
Dans un article paru recemment Hartley  montre comment on peut
rendre la solution lineaire encore plus robuste numeriquement tout simplement
en operant un changement de repere sur les donnees Une solution lineaire qui
tient explicitement compte de la geometrie du probleme et qui donne egalement
des resultats tres satisfaisants a ete recemment proposee par Boufama et Mohr
	
La matrice fondamentale peut egalement etre estimee par des methodes non 
lineaires On peut par exemple minimiser la somme des carres des distances
dun point a la droite epipolaire qui est censee passer par ce point En eet
lequation  exprime le fait que le point m  se trouve sur la droite epipolaire















Plus generalement la distance dun point m  a cette droite est donnee par
la forme quadratique suivante 
dm  Fm  m tFm
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Les parametres a et b de la droite etant 
a  fu! fv ! f
b  fu! fv ! f
En pratique Faugeras Luong # Maybank 	 proposent de considerer si 
multanement la distance de m  a la droite Fm et la distance de m a la droite
Ftm  an de reduire les dierences entre la geometrie epipolaire gauche droite





























Comme la matrice essentielle la matrice fondamentale est de rang  On
peut alors ecrire cette matrice sans perte de generalite de la fa
con suivante
les trois lignes de la matrice sont lineairement dependantes 
F 
 
B x x xx x x
xx ! x	x xx ! x	x xx ! x	x

CA
Cette fois ci la minimisation de Q equation  fournira donc une estima 
tion des parametres x a x	 a partir desquels on deduit facilement les coe 
cients de la matrice fondamentale Cette minimisation implique lutilisation de
techniques doptimisation non lineaires telles que Newton Gauss Newton ou
Levenberg Marquardt
Lestimation non lineaire de la matrice fondamentale est moins sensible au
bruit que la methode lineaire Les deux methodes lineaire et non lineaire
supposent cependant un appariement parfait de points entre les deux images
Sil y a des appariements incorrects aucune des methodes ne donne des resultats
satisfaisants Pour pallier au probleme dappariements incorrects des methodes
statistiques robustes peuvent etre utilisees comme dans 
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  Reconstruction
La reconstruction tri dimensionnelle a partir dune paire dimages suppose
que lon dispose de correspondances entre les deux images Le type de recons 
truction quon peut alors eectuer depend du type de calibrage dont on dispose
On peut distinguer les cas suivants 
 le capteur stereoscopique est calibre et on dispose alors de parametres
internes de chaque camera ainsi que de la transformation rigide entre les deux
cameras " dans ce cas on obtient une reconstruction euclidienne dans le repere
de calibrage 
 les parametres internes de chaque camera sont connus mais la transfor 
mation rigide entre les deux cameras nest pas connue Il faut alors estimer la
matrice essentielle 		 a partir de laquelle on peut extraire la transformation
rigide entre les deux camera a un facteur d echelle pres " dans ce cas on ob 
tient une reconstruction euclidienne dans le repere de lune ou lautre des deux
cameras 
 si aucun calibrage nest disponible ni les parametres internes des ca 
meras ni la transformation rigide entre les deux cameras il faut alors esti 
mer la matrice fondamentale comme il a ete explique auparavant A partir
de la matrice fondamentale on peut obtenir une reconstruction projective tri 
dimensionnelle 	
Si on se place dans le premier de ces cas et si le point p de limage de gauche
a ete mis en correspondance avec le point p  de limage de droite on a alors
deux ensembles dequations 	 et 	 
u 
mX !mY !mZ !m
mX !mY !mZ !m
v 
mX !mY !mZ !m































Les coordonnees X Y et Z du point P reconstruit dans le repere de cali 
brage se calculent en resolvant ce systeme de  equations lineaires
On peut egalement reconstruire le point P dans le repere de la camera de
gauche en utilisant une ou lautre des equations 	 ou 	 Les coordonnees
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X Y et Z du point P seront donnees dans ce cas par 
x  
rx! ry ! rZ ! bx
rx! ry ! rZ ! bz
X  xZ
Y  yZ
Ces equations nous permettent de constater que le deplacement entre la
camera gauche et la camera droite doit compter une translation Si la transfor 
mation gauche droite est une rotation pure la reconstruction nest pas possible
Finalement on peut remarquer que lorsque les images ont ete rectiees la
matrice decrivant la transformation gauche droite equation 		 est reduite





Le point P peut alors etre reconstruit dans le repere rectie de la camera gauche






et on remarque que dun point de vue geometrique la reconstruction nest rien
dautre quune triangulation
En notant 
D  y   y 
on denit la notion de disparite dierence de position entre les deux projections
dun point de la scene qui est abondamment utilisee en stereoscopie Dans la
section suivante on developpera une contrainte dappariement en relation avec
la variation de la disparite
  Contraintes pour la mise en correspondance
La question a laquelle nous essayons de repondre dans cette section est la
suivante  quels sont les criteres a mettre en uvre pour decider quune paire
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de primitives gauche droite est correcte ou pas $ En essayant de repondre
a cette question nous allons developper deux types de contraintes Un pre 
mier type de contraintes nous permettra de valider un appariement primitive 
gauche primitive droite Il sagira des contraintes epipolaire et dorientation
Un deuxieme type de contraintes nous permettra de valider la compatibilite
entre deux appariements satisfaisant le premier type de contraintes Il sagit
des contraintes dordre dunicite de gradient de la disparite et gurale
Supposons par exemple quon veuille apparier le point p de limage de
gauche avec le point p  de limage de droite et le point p de limage de
gauche avec le point p  de limage de droite Nous devrons proceder de la
fa
con suivante 
  on verie tout dabord que les points p p  et p p
 
 sont en correspon 
dance epipolaire 
  on verie ensuite grace a lequation  que les regions entourant ces
paires de points se ressemblent 
  nalement on verie que les deux appariements sont compatibles au sens
des autres contraintes
  La contrainte epipolaire
La contrainte epipolaire est la seule contrainte geometrique intrinseque au
capteur stereoscopique En pratique nous avons etudie deux methodes per 
mettant de calculer la geometrie epipolaire dun couple de cameras  soit en
calibrant les deux cameras par rapport a une mire commune soit en estimant
la matrice fondamentale a partir dappariements gauche droite
La contrainte epipolaire peut sappliquer aux points et aux segments de
droite Soit P un point de la scene et soient p et p  ses projections dans les
deux images
Comment se deplace p  le long de la ligne epipolaire lorsque P se trouve plus
ou moins loin du capteur $ Puisque le point p est xe P se deplace le long de
la droite de vue passant par F et p gure  Lorsque le point P se trouve
pres du capteur tout en restant visible dans les deux images il se projette en
a  Lorsque P se trouve tres loin du capteur il se projette en q  deni tel que
la droite F  q  soit parallele a la droite Fp Analytiquement la position de q 









Figure   Une vue d un plan epipolaire  le point p  est contraint d appartenir
au segment a q 











p  et donc non seulement contraint le long de la ligne epipolaire mais il appar 
tient egalement au segment a q 
Une analyse de la gure  revele que les points de limage de gauche
voisins du point a ont intrinsequement moins de correspondants que les points
de limage de gauche pres du point b Bien sur lanalyse gauche droite que
nous venons de faire est valide dans le cas droite gauche
La contrainte epipolaire sapplique facilement a des segments de droite Il
sut pour cela de construire les droites epipolaires correspondant aux deux ex 
tremites du segment Remarquons toutefois la diculte a denir une contrainte
epipolaire pour des segments contenus dans le plan epipolaire gure 
  La contrainte dorientation
Pour les primitives images auxquelles on sinteresse plus particulierement






Figure   Les deux lignes epipolaires associees aux deux extremites du
segment de l image de gauche de	nissent une region dans l image de droite
tion de position dans limage une information relative a son orientation par
rapport au repere de limage Il sagit de langle entre le vecteur directeur asso 
cie a cette primitive dans le cas des points de contour il sagit de la tangente au
contour en ce point et un des axes du repere de limage La valeur de cet angle
peut etre denie a  pres en orientant le vecteur directeur par rapport aux
valeurs moyennes des niveaux de gris de part et dautre du contour gure 	
Soit maintenant une primitive spatiale denie dans le repere de gauche par
sa position X Y et Z et son orientation donnee par son vecteur directeur
V  Vx  Vy  Vzt La projection de cette primitive point et vecteur dans une
image donne naissance a un point p et un vecteur v  vx  vy   On peut
remarquer que le centre de projection F forme avec le point P et le vecteur V
un plan quon appellera plan d interpretation Le vecteur v est lintersection
de ce plan avec le plan image gure  
v  k  V 

FP 
Le vecteur k est le vecteur normal au plan image Avec le choix de coordonnees
qui a ete fait ce vecteur nest autre que la direction de laxe optique En
developpant ce double produit vectoriel et tenant compte du fait que X  xZ
et Y  yZ on obtient 
vx  ZVx  xVz
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Figure   Un point de contour est de	ni par sa position dans l image et
la direction de la tangente au contour en ce point Cette direction peut etre
de	nie a  pres en tenant compte de la moyenne des niveaux de gris de part
et d autre du contour aux environs du point
vy  ZVy  yVz
vz  




En exprimant la meme chose dans le repere de limage de droite on obtient une




La relation entre les coordonnees du vecteur V exprimees dans les deux reperes



































Figure    La geometrie de la projection d un vecteur dans les images
De plus on peut exprimer x  et y  en fonction de x et y grace aux equations 	
et 	 On peut ainsi obtenir une relation entre tan   et tan  Dans le cas
general cette relation est inexploitable Si les plans images et axes optiques sont
paralleles cas des images rectiees on a 
x   x
y   y ! bZ
V  x  Vx
V  y  Vy












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On peut remarquer que si le vecteur V est parallele au plan image soit pour
Vz   on obtient 
   
Dans ce cas la recherche dun appariement gauche droite est triviale En eet
seules les primitives ayant la meme inclinaison dans les deux images peuvent
etre appariees
On peut egalement remarquer que plus le vecteur V sera incline par rapport
au plan des images plus Vz est grand et plus il y aura de dierence entre  et
 
Dans le cas general on veut trouver une constante  qui sera la borne de la
dierence des deux orientations 
j     j 
Imposer une limite a la dierence dinclinaison entre les vecteurs se correspon 
dant dans les deux images revient a rejeter les appariements qui correspondent
a des vecteurs V fortement inclines par rapport au plan des images Cette li 
mitation de la dierence dorientation dans les deux images est coherente avec
la limite du gradient de la disparite qui interdit egalement des surfaces trop
inclinees par rapport au plan des images
La valeur de la constante  peut se calculer en fonction de la distribution des
inclinaisons spatiales de V et pour une valeur de b distance entre les centres
de projection donnee  Choisissons une primitive de limage de gauche Plus
 sera grand plus il y aura des appariements possibles entre cette primitive et
des primitives de limage de droite Plus il y aura dappariements gauche droite
ainsi formes plus la recherche dune mise en correspondance globale sera com 
plexe
  La contrainte dordre
Les contraintes epipolaires et dorientation nous ont permis de reduire le
nombre dappariements entre des primitives de limage de gauche et des pri 
mitives de limage de droite Soient maintenant deux appariements etablis sur
la base de ces contraintes  g  d et g  d Dans quelle mesure ces appa 
riements sont compatibles entre eux $ La premiere contrainte quon va etudier
est la contrainte dordre
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Nous allons nous interesser a des primitives points Soit P un point et soient
p et p  ses projections dans les deux images Les directions de projection de
ce point partitionnent le plan epipolaire en deux regions une region hachuree
interieure et une region exterieure gure  Soient P et P deux points de
lespace et soient p p et p  p
 
 leurs projections respectives dans limage de
gauche et de droite Le point P se trouve dans la region interieure alors que le
point P se trouve dans la region exterieure Regardons lordre de projection
de ces points dans les deux images
  dans limage de gauche lordre est p p p





Si on prend P comme reference les projections de P apparaissent dans le







Figure  	 P et P se projettent dans le meme ordre dans les deux images
alors que l ordre des projections de P et P est inverse
Supposons maintenant que P et P se trouvent sur la surface dun objet
Le fait que P se trouve dans la region exterieure de P correspond au fait que
lobjet est relativement peu incline par rapport au plan des images il sagit de
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lobjet  de la gure  Soit maintenant lobjet  de la meme gure sur lequel
se trouvent les points P et P Le fait que le point P se trouve dans la region
interieure de P correspond au fait que lobjet  est tres incline par rapport
au plan des images Si cet objet est opaque les projections des deux points ne
peuvent pas etre vues a la fois dans les deux images Si lobjet est transparent
les projections seront vues dans les deux images mais dans un ordre inverse
En conclusion la seule conguration pour laquelle lordre des projections
est inverse est le cas de surfaces transparentes fortement inclinees par rapport
au plan des images Si on suppose donc que la scene observee contient peu ou
pas de surfaces transparentes fortement inclinees lordre des projections est
le meme dans les deux images
Si on revient a lexemple precedent et si on respecte la contrainte dordre on
aura  lappariement p  p  est compatible avec p  p
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 Lorsque deux points se trouvent sur la surface d un objet peu
incline 
 l ordre de leurs projections est le meme dans les deux images Si
l objet est fortement incline 
 les projections ne sont pas vues simultanement










Figure   La contrainte d unicite n est pas respectee lorsque deux points se
projettent en un meme point dans une image et en deux points dierents dans
l autre image
La contrainte dordre a ete utilisee pour la premiere fois par Baker et Binford
 pour simplier la combinatoire de la mise en correspondance Une caracte 
risation analytique de cette contrainte a ete proposee par Yuille et Poggio 
Cette caracterisation consiste essentiellement a interdire la compatibilite entre
deux appariements qui placerait un point dans la region interieure de lautre
point Nous verrons plus loin que la contrainte dordre peut etre exprimee dans
le contexte plus general de la limite du gradient de disparite
  La contrainte dunicite
Considerons maintenant un cas limite de la contrainte dordre Ce cas est
illustre par la gure  Le point P se trouve sur la frontiere des regions
exterieure et interieure du point P Les deux points se projettent en un meme
point dans limage de gauche et en deux points dierents dans limage de droite
Si on designe par p la projection commune de P et de P dans limage de
gauche et par p  et p
 
 leurs projections dans limage de droite on doit avoir
en meme temps les appariements p  p  et p  p
 
 Accepter que ces deux
appariements soient compatibles revient a augmenter la diculte de la mise
en correspondance car a lexception de lalignement decrit plus haut un point
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dune image devrait avoir un et un seul correspondant dans lautre image
En pratique nous verrons au paragraphe suivant que la contrainte dunicite
peut comme la contrainte dordre etre exprimee analytiquement dans le cadre
de la limite du gradient de disparite
  La limite du gradient de disparite
Nous avons vu que la contrainte dordre est directement associee a lincli 
naison dune surface observee par rapport au plan des deux images On peut
exprimer cette contrainte dune autre maniere Reprenons pour cela la formule







Soient deux points sur la surface dun objet P et Q et soient ZP et ZQ leurs
profondeurs Une autre fa
con dexprimer le fait que la surface est peu inclinee
est dimposer que la dierence entre ces deux profondeurs est faible La relation
avec la contrainte dordre est triviale Les projections des points se trouvant
sur un objet peut incline objet  de la gure  ont le meme ordre dans
les deux images alors que les projections des points se trouvant sur un objet
fortement incline sont inversees dans les deux images
La profondeur dun point est associee a la disparite la dierence entre
les positions des deux projections dans les deux images La variation de la
profondeur est donc associee a la variation de la disparite Cependant la relation
entre la variation de la disparite et la variation de la profondeur nest pas facile
a exploiter en pratique car la profondeur est inversement proportionnelle a la
disparite Burt et Julesz  ont deni le gradient de disparite et Pollard et
al 	 	 ont etabli une caracterisation analytique interessante grace a la
limite du gradient de disparite
Soient p et p  les projections du point P et q et q  les projections du point
Q P et Q ne se situant pas necessairement dans le meme plan epipolaire
gure  Le gradient de disparite est deni comme la dierence des disparites
de deux couples de points image divisee par la separation cyclopeenne Soit un
repere commun aux deux images et soient les couples de points p  p  et q  q 
p p  q et q  sont les vecteurs associes a ces points dans le repere commun Le
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gradient de disparite est deni par lexpression suivante 
Gd 
kp   p q   qk
kp
  ! p q
  ! qk
	




kp   q   p qk
kp   q  ! p qk
Le gradient de disparite est relie a la pente dune droite passant par P et Q
La pente de cette droite rend nalement compte de linclinaison de la surface
autour de ces points Interdire des appariements gauche droite qui correspon 
dent a des surfaces fortement inclinees revient a imposer une limite superieure




 k avec   k   
on obtient linegalite suivante 
kp   q  p qk  kkp   q  ! p qk
Utilisant les proprietes classiques des inegalites 
kak  kbk  ka bk
ka! bk  kak! kbk










Pour un point P xe et pour une valeur de k on va chercher le lieu des points
Q satisfaisant la contrainte exprimee par lequation  On cherche dabord







Soit le repere commun aux deux images le repere de limage de gauche Les
points p et p  ont comme coordonnees  p  x y
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meme on a  q  x yt et p   x y 
t Les coordonnees de q et q  sont
reliees aux coordonnees de Q  X Y Zt par les formules suivantes 
x  XZ
y  YZ
y   y ! bZ
Legalite precedente soit lequation  devient alors 
xZ X ! yZ  Y 
xZ X ! y Z  b! Y 

 
Le lieu des points Q est nalement un cone dont le sommet se trouve en P 
gure  






 !   xXZ !
y   yY Z  
bY ! y bZ  
b   
Revenant maintenant au lieu des points Q satisfaisant linegalite soit lequa 
tion  on peut voir facilement que ces points doivent se trouver a lexterieur
du cone Linterieur du cone est la zone interdite soit la region qui correspond
a des surfaces trop inclinees par rapport au plan des images
Pour conclure on dira que deux appariements gauche droite p  p  et q  q 
sont compatibles si la valeur du gradient de disparite qui leur est associee est
inferieure a  On peut verier que cette limite garantit egalement la contrainte
dordre et la contrainte dunicite
   La contrainte de continuite gurale
La contrainte de continuite gurale est une contrainte simple et ecace
lorsque les points a mettre en correspondance se trouvent le long de contours
La gure  montre deux images et des points le long de contours ap 
partenant a ces images Les lignes epipolaires sont egalement representees sur
cette gure Les points appartenant a un contour de limage de gauche ont ete
mis en correspondance avec des points de limage de droite nappartenant pas
necessairement au meme contour
Ce type derreur peut etre facilement corrige en imposant aux points de









Figure   Le lieu des points Q tels que le gradient de disparite des appa
riements p  p  et q  q  est inferieur a  est la region exterieure a un cone
dont le sommet se trouve en P 
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qui ont ete mis en correspondance avec les points dun contour de limage de
gauche
Cependant Mohan Medioni et Nevatia 	 remarquent a juste titre que
ce genre de raisonnement local peut etre source derreur En eet considerons
la gure  Dans cette gure il y a une majorite de points appartenant a
un contour de limage de droite qui nest pas le bon contour La contrainte de
continuite gurale doit donc etre utilisee dans un contexte global et non pas
local
Image gauche                                                      Image droite
Figure   L erreur de mise en correspondance illustree dans cette 	gure
peut etre corrigee en tenant compte de la continuite 	gurale
  Mise en correspondance stereo
Comme on peut sen douter il nexiste pas actuellement une methode de
mise en correspondance susamment generale pour quelle puisse sappliquer
a une paire dimages stereo independamment du contenu et du type de ces
images Des domaines dapplication aussi varies que 
  reconstruction de terrain a partir dimages aeriennes 
  modelisation de scenes dinterieur 
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Image gauche                                                      Image droite
Figure   La correction des erreurs de mise en correspondance selon un
raisonnement local conduirait dans ce cas a un mauvais resultat
  modelisation de scenes dexterieur 
  images medicales et biomedicales 
manipulent des images tres dierentes du point de vue de leur contenu
Parmi le large spectre de methodes proposees nous en avons selectionne
quatre que nous allons presenter en detail Ces quatre methodes sont les sui 
vantes 
  mise en correspondance hierarchique Les images sont representees a plu 
sieurs niveaux de resolution du niveau le plus n au niveau le plus grossier
Le resultat de la mise en correspondance au niveau le plus grossier est utilise
pour initialiser la mise en correspondance au niveau le plus n
  mise en correspondance par programmation dynamique Cette methode
exploite trois contraintes parmi celles que nous avons developpees  la contrainte
epipolaire la contrainte dunicite et la contrainte dordre Les points se trouvant
le long de deux droites en correspondance epipolaire quon appelle egalement
deux droites epipolaires conjuguees sont apparies dune fa
con unique par pro 
grammation dynamique
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  mise en correspondance par relaxation La contrainte epipolaire combi 
nee avec une mesure de ressemblance permettent detablir un certain nombre
dappariements Un algorithme de relaxation permet ensuite de selectionner
parmi cet ensemble dappariements initiaux un sous ensemble dappariements
compatibles au sens des contraintes dunicite et de limite du gradient de dis 
parite
  mise en correspondance par isomorphisme de graphes Chaque image est
vue comme un graphe Le probleme dappariement se ramene alors a un pro 
bleme dappariement de deux graphes
  Mise en correspondance hierarchique
Nous allons decrire une methode qui a ete developpee a SRI International
pour la reconstruction de terrain a partir de  vues aeriennes   Les
images utilisees ont une taille de  pixels et chaque image represente
une surface au sol denviron  kilometres carres La hauteur du terrain varie
entre  et 	 metres Il sagit donc dun terrain relativement plat
A partir dune paire dimages on produit une hierarchie dimages Une partie
de cette hierarchie est montree sur la gure 
Cette hierarchie consiste en deux pyramides d images une pyramide pour
chaque image initiale  Chaque pyramide contient limage initiale ainsi que
des images de taille  		 		    et
 Chaque pyramide a donc  niveaux du niveau le plus n 
ou haute resolution au niveau le plus grossier  ou basse resolution La
construction de cette pyramide est simple  on reduit une image en moyennant
la valeur des pixels dans un carre N  N  Ainsi pour N   un carre   
dune image est remplace par un seul pixel dans limage de resolution infe 
rieure et ainsi de suite On peut remplacer ce moyennage par des techniques
plus sophistiquees qui convoluent limage avec des ltres gaussiens et en sous 
echantillonnant pour reduire en meme temps la taille de limage voir a ce sujet
le chapitre 
La premiere etape de toute methode de mise en correspondance est dex 
traire de chaque image gauche et droite les points qui seront les candidats
a lappariement La methode developpee a SRI extrait des points dinteret
de limage de gauche uniquement Pour chacun de ces points on cherche un
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Figure   Deux pyramides formees a partir d une paire d images a mettre
en correspondance Les images de cette 	gure sont de taille  
  et 
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correspondant dans limage de droite de la fa










Figure   L algorithme de mise en correspondance hierarchique developpe a
SRI utilise une representation multiresolution pyramidale
 des images ce qui
facilite la recherche d appariements gauchedroite meme lorsque la contrainte
epipolaire est peu ou mal connue
Soit un point p de limage de gauche haute resolution  Pour
chaque image de la pyramide de gauche on calcule successivement les coordon 
nees de ce point jusqua limage de basse resolution  En pratique cela
revient a diviser successivement par  les coordonnees du point p On sinte 
resse ensuite a la recherche dune correspondance au niveau de resolution le
plus faible Pour cela on utilise la contrainte epipolaire et on cherche le long de
la droite epipolaire le point de limage de droite le plus ressemblant au point
de limage de gauche On utilise le produit de correlation comme mesure de
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ressemblance equation  Les images etant de taille reduite une recherche
du point de correlation maximum le long de la ligne epipolaire nest pas tres
couteuse
La prochaine etape consiste a parcourir la pyramide droite de limage 
vers limage  de fa
con a combiner la contrainte epipolaire avec la pre 
diction fournie par limage basse resolution Le point selectionne dans limage
 correspond a une region de taille  dans ce cas ci dans limage
 Lintersection de cette region avec la contrainte epipolaire constitue la
zone dinitialisation pour la recherche du point le plus ressemblant au sens du
produit de correlation Cette strategie est poursuivie jusqua atteindre limage

On peut remarquer que cette methode peut rester ecace lorsque la con 
trainte epipolaire est peu ou mal connue En eet cela entra%ne une recherche
quasi exhaustive du meilleur correspondant dans limage  ce qui nest
pas tres couteux On peut donc utiliser cette methode pour trouver des ap 
pariements an de determiner la geometrie epipolaire conformement a la sec 
tion  de ce chapitre
  Appariement par programmation dynamique
La programmation dynamique est une technique utile pour apparier deux
sequences tout en respectant lordre des elements a linterieur de chaque se 
quence Soient par exemple les sequences fa a a ag et fb b b bg Si
lelement a est apparie avec b les elements a droite de a ne pourront etre
apparies quavec les elements a droite de b
Lalgorithme de Viterbi est une methode de programmation dynamique qui
trouve le meilleur appariement entre deux sequences parmi tous les apparie 
ments possibles Les elements des sequences a apparier denissent les deux
dimensions dune matrice Chaque element de cette matrice represente donc
le cout dappariement de deux elements soit une paire delements Un chemin
consistera en une sequence de telles paires chaque paire correspondant a un
element de la matrice Lobjectif sera de trouver un chemin optimal dans cette
matrice Le cout dun chemin est la somme des couts de ses elements An de
trouver le chemin optimal de cout maximal deux contraintes sont utilisees 
i lordre doit etre respecte et ii chaque element dune sequence nintervient
quune seule fois
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Dans le cas de la stereo les deux sequences correspondent a des points le
long de deux droites epipolaires conjuguees Le cout de mise en correspondance
de deux points peut etre calcule a partir dune mesure de ressemblance telle
que celle donnee par lequation  Il est possible quun point dune image
nait pas de correspondant dans lautre image Dans ce cas le cout associe a
une paire contenant un tel point est tres faible voire nul Le chemin optimal
est une sequence delements de la matrice Un chemin est forme de transitions
verticales un point sans correspondant horizontales idem ou diagonales un
appariement
Lalgorithme de Viterbi nest pas nouveau Il a ete propose pour la premiere
fois pour comparer deux signaux en reconnaissance de la parole Pour la mise
en correspondance stereo il a ete utilise par Baker et Binford  et par Ohta et
Kanade  pour ne citer que les travaux les plus connus Outre la contrainte
epipolaire la contrainte dordre et la contrainte dunicite on peut prendre
egalement en compte la contrainte de continuite gurale 
  Appariement par relaxation
Le probleme de mise en correspondance stereo peut etre vu comme un
probleme detiquetage  aux points dune image on associe les points dune autre
image Le probleme etant combinatoire on est amene a faire cooperer les
points dune image entre eux en mettant en uvre des relations decoulant des
contraintes geometriques et ou physiques Cette cooperation peut etre realisee
dans le cadre dun processus de relaxation qui peut etre decrit de la fa
con
suivante voir  pour une introduction a la relaxation 
  un ensemble detiquettes appariements est selectionne pour chaque
point Une mesure de conance est ensuite associee a chaque etiquette 
  les dierentes etiquettes avec leurs conances possibles pour chaque
point sont comparees avec celles des points voisins Cette comparaison est faite
sur la base des relations entre les points voisins Les etiquettes ainsi que leurs
conances sont ensuite modiees iterativement pour reduire les inconsistances
detiquetage entre points voisins
De nombreux travaux ont propose la relaxation comme methodologie de
mise en correspondance stereo Un algorithme generique est propose dans
louvrage de Ballard et Brown 	 On peut egalement se referer a la these de
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Pascale Long Limozin  qui utilise la relaxation pour mettre en correspon 
dance des segments de droite
Nous decrivons ici lalgorithme PMF Pollard Mayhew Frisby mis au point
a lUniversite de Sheeld et developpe dans le cadre de la these de Stephen
Pollard 	 Cette methode utilise la limite du gradient de disparite et la
contrainte dunicite PMF procede en deux etapes  i une initialisation et
ii une phase iterative Pendant linitialisation on calcule la conance associee
a chaque appariement Cette conance est calculee sur la base du support
que cet appariement re
coit plusieurs autres appariements voisins Le processus
iteratif de la deuxieme phase utilise la contrainte dunicite pour nalement
classer les appariements initiaux en corrects et incorrects
 La con	ance d un appariement
Soit p un point de limage de gauche et p  son correspondant dans limage
de droite Bien evidemment le couple p p  est compatible avec la contrainte
epipolaire La conance dun appariement peut etre denie par lexpression













Dans cette expression 
  N p est un voisinage du point p dans limage de gauche et i est un point
de ce voisinage qui a au moins un correspondant j  dans limage de droite 
  Ci  j  est le produit de correlation deni par lequation  et determine
la qualite de lappariement ij  ou la ressemblance entre ces deux points 
  dp  i est une fonction proportionnelle a la distance entre les points p et
i 
  G est le support du au gradient de disparite associe aux appariements
pp  et ij  et se calcule grace a lexpression suivante voir la section 	 
Gpp   ij  
	
 si Gd  k
 si Gd  k
ou Gd et k sont denis par les equations 	 et 
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p p’
N(p)
Figure   La con	ance d un appariement pp  peut se calculer a partir
d un voisinage N p du point p et des appariements des points appartenant a
ce voisinage Les con	ances respectives de pp  gauchedroite
 et p p droite
gauche
 sont dierentes dans le cas general car la structure locale des deux
images n est pas la meme
On peut remarquer que lexpression denissant la conance dun apparie 
ment nest pas symetrique autrement dit dans le cas general on a 
Spp  	 Sp p
En eet la conguration du voisinage de p dans limage de gauche nest pas la
meme que la conguration du voisinage de p  dans limage de droite " surtout
lorsque lappariement pp  est incorrect
 Appariement iteratif
Les resultats experimentaux obtenus par Stephen Pollard montrent que les
conances associees aux appariements corrects sont en general beaucoup plus
elevees que celles associees aux appariements incorrects Par consequent lhy 
pothese faite dans PMF est que les appariements ayant une conance maximale
sont ceux qui sont physiquement corrects
A chaque iteration de lalgorithme PMF les appariements ayant la plus
grande conance pour les deux points les constituant " Spp  et Sp p
" sont choisis comme corrects Ensuite en accord avec la contrainte dunicite
tous les autres appariements associes avec lun ou lautre des points des ap 
pariements choisis sont elimines Ceci permet a dautres appariements qui on
ete ni acceptes ni ete elimines detre choisis comme corrects parce quils ont
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maintenant la plus grande conance pour leurs deux points les constituant La
convergence " lorsquil ny a plus que des appariements corrects ou elimines
" a lieu au bout de  a 	 iterations En pratique Stephen Pollard a observe
que & des appariements sont choisis lors de la premiere iteration et & lors
des  iterations suivantes Les points non apparies nont pas en general de
correspondant
Lalgorithme PMF peut etre vu comme une forme de relaxation car a lini 
tialisation chaque point de limage de gauche a un certain nombre detiquettes
appariements possibles et a chaque etiquette est associee une conance Au
cours des iterations de lalgorithme les conances evoluent et a la convergence
chaque point na plus que deux etiquettes possibles  apparie ou elimine
Plus formellement chaque pas diteration de cette methode de mise en
correspondance stereo se decompose en les etapes suivantes 
Etape   Pour chaque point de limage de gauche on choisit un appariement dans




On obtient ainsi un certain nombre dappariements gauche droite 
Etape   Pour chaque point de limage de droite on choisit un appariement dans




On obtient ainsi un certain nombre dappariements droite gauche 
Etape   On compare les appariements gauche droite avec les appariements droite 
gauche et on conserve ceux qui sont identiques
Etape   Les points qui viennent detre apparies ne peuvent plus participer a
dautres appariements en vertu de la contrainte dunicite et il faut donc eli 
miner de la liste initiale dappariements ceux qui contiennent les points qui
viennent detre apparies Ceci aura pour eet de modier le support des appa 
riements restants
Il y a donc au cours de lalgorithme trois types dappariements  retenus
elimines et non traites Lalgorithme sarrete des quil ny a plus dappariements
non traites
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 Prise en compte de la continuite 	gurale
Il est possible dincorporer la contrainte de continuite gurale dans lalgo 
rithme PMF En eet apres chaque iteration on considere les points apparies de
limage de gauche appartenant a un meme contour Leurs correspondants doi 
vent egalement en principe appartenir au meme contour de limage de droite
Si ce nest pas le cas on selectionne le contour qui contient la majorite de
ces points et on elimine les quelques appariements qui ne satisfont pas cette
contrainte " voir gure 
On peut remarquer que ce processus a un caractere moins local que le
processus de relaxation puisquun contour peut traverser toute limage
  Appariement par isomorphisme de graphes
Le probleme de mise en correspondance stereo peut etre vu comme un
probleme disomorphisme de graphes En eet lensemble de primitives extraites
dune image peut constituerlensemble des nuds dun graphe Des relations
entre ces primitives constitueront alors les arcs ou aretes de ce graphe Cest
lapproche qui a ete suivie dans la these de Thomas Skordas   Dans
le cadre de cette methode les primitives a mettre en correspondance sont des
segments de droite et les relations entre ces segments sont  i a gauche de
ii a droite de iii colineaire avec et iv a une jonction commune avec
Chaque image est donc decrite par un reseau de segments de droite et de
relations entre ces segments soit un graphe relationnel Le probleme de mise
en correspondance est donc le probleme de trouver le meilleur appariement
entre les nuds et les arcs de ces deux graphes
Cependant pour un certain nombre de raisons ces deux graphes ne sont pas
identiques 
  un segment vu dans une image peut etre cache ou partiellement cache
dans lautre image 
  un segment entier dans une image peut etre coupe en plusieurs petits
segments dans lautre image 
  deux segments peuvent former une jonction ou etre colineaires dans une
image et non pas dans lautre image 
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  la relation dordre peut parfois etre violee  un segment se trouvant a
gauche dun autre segment dans une image peut se trouver a droite de ce
meme segment dans lautre image
En conclusion le probleme dappariement des deux graphes nest pas simple 
ment un probleme disomorphisme de graphes mais plutot un probleme diso 
morphisme de sous graphes maximal Ceci dit le probleme est de chercher tous
les isomorphismes entre sous graphes dun graphe et sous graphes de lautre
graphe et de selectionner ensuite le plus grand isomorphisme " celui qui met
en correspondance le plus grand nombre de nuds
Lapproche suivie dans la methode de Thomas Skordas pour chercher le
meilleur appariement entre deux graphes consiste a construire un graphe d as
sociation ou graphe de correspondance Le graphe dassociation est construit
de la maniere suivante Les contraintes epipolaires de position et dorienta 
tion voir sections  et  sont tout dabord utilisees pour permettre
la construction dun certain nombre dappariements potentiels Ces apparie 
ments segment segment sont les nuds du graphe dassociation Ensuite on
construit un arc entre deux nuds des lors que les deux nuds ou les deux
appariements sont compatibles La notion de compatibilite entre deux apparie 
ments decoule de lutilisation des contraintes dordre dunicite et gurale voir
les sections    ainsi que dun certain nombre de proprietes
projectives
Dans ce contexte la meilleure correspondance entre les graphes des deux
images devient equivalente au plus grand ensemble de nuds mutuellement
compatibles dans le graphe dassociation Dans un graphe un ensemble de
nuds mutuellement compatibles forme un sous graphe completement connecte
ou une clique " dans une clique chaque nud est connecte aux autres nuds de
la clique Une clique maximale est une clique qui ne peut etre incluse dans une
autre clique Une clique maximale dans le graphe dassociation correspond donc
a un isomorphisme de sous graphes La plus grande clique maximale correspond
au plus grand nombre dappariements possible
Les gures  et  montrent le resultat de mise en correspondance sur
quelques segments de droite des images de la gure  Pour plus de details
voir  et 
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Figure    Cette 	gure montre un ensemble de segments de l image de
gauche segments se trouvant a l interieur d un rectangle
 ainsi que tous leurs
correspondants potentiels dans l image de droite
   Systemes stereoscopiques particuliers
Les methodes de mise en correspondance stereoscopique que nous avons
etudie comportent toutes une forme ou une autre de recherche des meilleurs
appariements dans un ensemble ni Malgre les contraintes mises en uvre pour
reduire au maximum lespace de recherche la complexite de ces methodes reste
prohibitive pour certaines applications ou lon ne dispose que dune puissance
de calcul limitee Dans ce qui suit nous allons etudier deux cas particuliers de
mise en correspondance stereoscopique
Dans le premier cas on utilise  cameras et donc  images au lieu de  ces
 cameras etant judicieusement placees de fa
con que la recherche dapparie 
ments devienne une simple verication La vision trinoculaire est couramment
utilisee dans de nombreux projets de recherche et la presentation qui suit sins 
pire des travaux de Nicholas Ayache et Francis Lustman   
Dans le deuxieme cas on suppose que la scene observee est planaire et on
peut alors decrire simplement la transformation qui permet de passer dun point
projete dans une image a un point projete dans lautre image Lorsquun objet
est present dans la scene un obstacle pose sur un sol plat par exemple les
projections des points de cet objet dans les deux images ne sont plus reliees par
la transformation precedente Encore une fois une simple verication permet
de detecter des points de la scene qui nappartiennent pas au plan de reference
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Figure  	 Le resultat d appariement obtenu sur les images de la 	gure
precedente
   Vision trinoculaire
La gure  illustre la geometrie epipolaire dun capteur stereoscopique
avec  cameras Un point P de la scene se projette en trois points p p et
p selon des droites passant par les centres de projection des cameras Il y a 
epipolaires associees a trois cameras et aux trois projections de P  lepipolaire
eij correspond a la projection de la droite Ppi sur limage j Ces  epipolaires
forment  paires depipolaires conjuguees  lepipolaire eij est conjuguee avec
lepipolaire eji
Lorsque p p et p forment un appariement correct le point pi i 
 f    g
se trouve necessairement a lintersection des epipolaires eki et eji Ceci nous
conduit naturellement au processus dappariement suivant  Soit un point q de
limage  et un point q de limage  Si lappariement qq est correct alors q
leur homologue dans limage  se trouve precisement a lintersection de deux
epipolaires On peut remarquer quun tel systeme est parfaitement symetrique
et quon peut donc verier dans limage k un appariement ij
   Detection dobstacles
Reprenons les equations 	 et 	
x  
Z r  p! bx
Z r  p! bz




















 Dans le cas d un capteur stereoscopique comportant  cameras
on a  paires de droites epipolaires conjuguees et on peut ainsi reduire le
probleme de mise en correspondance de points a une veri	cation
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y  
Z r  p! by
Z r  p! bz

qui expriment la relation entre les coordonnees x  et y  dun point p  dune
image et un point p de lautre image de coordonnees x et y et p  x y t
Supposons de plus que la scene est une surface plane Les coordonnees du
point P verient alors lequation 
X ! 	Y ! 
Z  
et de plus on a x  XZ et y  YZ en substituant on obtient 

Z
 x! 	y ! 
  n  p
avec n   	 
t
Les equations  et  peuvent maintenant secrire 
x  
r p! bxn  p
r  p! bzn  p
y  
r  p! byn p
r  p! bzn  p
Ceci peut secrire sous forme matricielle de la fa
























La matrice N est une matrice   exprimant la transformation projective
entre un point dune image et son correspondant dans lautre image dans











Les coecients de la matriceN peuvent se calculer a un facteur multiplicatif
pres avec seulement  points de correspondance En eet chaque correspon 
dance fournit  contraintes lineaires quant aux coecients de la matrice N et
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pour n correspondances n   on a a resoudre un systeme lineaire surcon 
traint
Supposons par exemple quon ait determine la matrice N pour un sys 
teme stereo et par rapport au plan du sol gure  Deux points p et p 
correspondant aux projections dun point P appartenant au sol verient donc
la relation 
p   Np
alors que les points q et q  qui ne correspondent pas a un point du sol ne la
verient pas 
q  	 Nq
Ceci fournit un moyen simple de detection dobstacles pour un robot mobile se
depla
cant sur un sol plat Neanmoins cette methode de detection dobstacles








Figure   En calibrant un systeme stereo par rapport au plan du sol on





Aux chapitres pr ec edents nous avons  etudi e lacquisition dinformations tri
dimensionnelles D grace a la vision A quoi pourraient bien servir ces infor
mations	 ou ces donn ees D 
 Le premier exemple dutilisation de telles donn ees
est fourni par un robot ex ecutant une tache dassemblage An dassembler
deux objets	 un robot doit etre capable de localiser chaque objet par rapport a
son r ef erentiel de travail Il pourra alors seulement saisir un objet et lassem
bler avec lautre objet Le deuxieme exemple est fourni par un robot mobile qui
doit se rendre quelque part pour une op eration de chargementd echargement
Lorsque le robot se trouve a proximit e du lieu ou lop eration doit etre eectu ee	
sa position par rapport aux objets environnants nest pas connue Il sagit une
fois de plus de localiser ces objets par rapport au r ef erentiel du robot Enn	
le troisieme exemple est fourni par la robotique chirurgicale assist ee par or
dinateur Il sagit de mettre en correspondance des examens radiologiques	
 echographiques	 etc eectu es lors de lintervention perop eratoires avec des
examens eectu es avant lintervention pr eop eratoires	 
Dabord nous allons d ecrire formellement le probleme de localisation et en
suite nous allons proposer quelques solutions Les solutions qui permettent
de r esoudre le probleme de localisation DD peuvent  egalement etre utili
s ees pour r esoudre le probleme de calibration entre une cam era et un robot	
lorsque la cam era est mont ee sur lorgane terminal du robot  Nous verrons
 egalement que le probleme de localisation est intimement li e au probleme de
reconnaissance qui sera trait e ind ependamment au chapitre  Le probleme de

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reconnaissance possede quelques similarit es avec le probleme de mise en corres
pondance st er eo Quelquesunes des solutions que nous avons propos ees pour
r esoudre le probleme de mise en correspondance st er eo pourront etre utilis ees
pour r esoudre le probleme de reconnaissance
  Denition du probleme
Soit un ensemble de points D dans le r ef erentiel dun capteur visuel Les
coordonn ees de ces points ont  et e obtenues	 par exemple	 par st er eo passive
ou active Soient C   C       Cn ces points Par ailleurs	 soit un ensemble de
points a la surface dun objet qui sont d ecrits dans le r ef erentiel propre a cet
objet  M  M      Mn	 gure  Si le capteur est en train dobserver lobjet
en question	 les points Ci correspondent aux points Mi Il sagit purement
et simplement du meme ensemble de points d ecrits dans deux r ef erentiels
di erents
La transformation qui permet de passer du repere de lobjet a celui du cap
teur est compos ee dune matrice de rotationR et dun vecteur de translation t
Nous pouvons donc  ecrire pour tout i soit pour toute mise en correspondance
Ci  Mi 
ci  R mi  t
mi  etant le vecteur associ e au point Mi En pratique	 a cause du bruit	 il ny
aura pas de superposition parfaite entre les points objet et les points capteur
La distance entre un point objet transform e et le point correspondant dans le
repere capteur sera 
di  kci R mi  tk




kci R mi  tk
 
Le probleme de localisation D peut maintenant etre d eni de la facon
suivante  sous lhypothese dune mise en correspondance terme a terme de n
points	 trouver la transformation rigide rotation et translation qui minimise
le critere fourni par l equation 
En pratique la minimisation du critere Q est conditionn ee par 
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capteur objet











Figure   Le m eme ensemble de points est decrit dans deux referentiels
dierents En faisant surperposer les points on peut determiner la rotation et
la translation entre les deux referentiels
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 les caract eristiques visuelles ne sont pas toujours des points On aura a
traiter aussi bien des points que des segments de droite	 des facettes planes ou
des primitives surfaciques 
 la repr esentation matricielle de la rotation nest pas la plus ad equate pour
minimiser le critere Q
Avant de proposer quelques solutions pour le probleme de d etermination
de la transformation rigide optimale	 nous allons d ecrire les repr esentations
des caract eristiques telles que les droites et les plans ainsi que les expressions
analytiques des transformations rigides des droites et des plans Ensuite nous
allons d ecrire deux repr esentations pour la rotation	 une utilisant le calcul
vectoriel et une autre utilisant les quaternions
  Representation d	un plan
Un plan D peut etre  ecrit sous la forme 
ax by  cz  d
Si on impose la contrainte a b c  	 le vecteur v de coordonn ees a  b  c
normal au plan est de plus unitaire Pour un point courant M de ce plan on a 

OM  v  d
d est donc la projection de

OM sur le vecteur v	 soit la distance de lorigine O
a ce plan	 gure 
Un plan est donc d ecrit par le couple form e dun vecteur et dun scalaire
v  d Soit maintenant ce meme plan d ecrit dans un autre repere 

O M    v   d 
Le changement de repere  etant une rotation et une translation on obtient 

O M    R

OM  t
v   R v
De plus le point M   appartient au plan en question 
R

OM  t  R v  d 









Figure   Representations dun plan et dune droite
En d eveloppant et en tenant compte du fait que la rotation conserve le produit
scalaire on obtient les deux  equations suivantes 
v   R v 
d   d R v  t 
 
 Representation d	une droite
La repr esentation la plus connue dune droite est celle qui considere la droite
comme lintersection de deux plans 
a x b y  c z  d 
ax by  cz  d
Cependant cette repr esentation nest pas minimale il faut  parametres et
elle nest pas non plus tres pratique pour d ecrire la transformation rigide dune
droite On choisira de pr ef erence la repr esentation param etrique 

OM  p v
p est le vecteur perpendiculaire a la droite dont la longueur est  egale a la
distance de lorigine a la droite et v est le vecteur directeur de la droite	
gure  Par commodit e on choisira un vecteur directeur unitaire On a donc 
p  v  
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Une droite est donc repr esent ee par un couple de deux vecteurs	 p et v	
soit  parametres car un des vecteurs est unitaire et les deux vecteurs sont
perpendiculaires Comme dans le cas du plan	  etudions le changement de repere
rotation et translation appliqu e a une droite Dans le nouveau repere la droite
s ecrit 

O M    p    v 
Calculons p  et v  en fonction de p	 de v	 de R et de t On a 

O M    R

OM  t
 R p R v t
En identiant on obtient 
v   R v
p   R p t    v 
En tenant compte de la contrainte 
p   v   
on obtient 
     R v  t
Et nalement le changement de repere s ecrit 
v   R v 
p   R p t R v  tR v 
Une troisieme facon de repr esenter une droite est dutiliser les coordonn ees
de Plucker	  Soient P  et P deux points appartenant a une droite Les
coordonn ees de Plucker sont donn ees par les deux vecteurs suivants	 O  etant
lorigine du repere cart esien 
v   OP   OP
v  OP  OP
Dans ce cas le changement de repere s ecrit 
v 
 
 R v  
v 

 R v  t  R v  
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  Representation d	une rotation
Nous allons  etudier quatre facons de repr esenter une rotation 
 la repr esentation matricielle 
 les angles dEuler 
 la repr esentation vectorielle 
 la repr esentation par des quaternions unitaires
  Matrices de rotation
Comme nous lavons d eja vu au chapitre  une rotation peut etre vue comme
la transformation pouvant faire superposer deux reperes orthonorm es Une
rotation est donc d ecrite par une matrice orthonorm ee 
R 
 




Il y a de plus  contraintes dorthonormalit e qui expriment que les vecteurs
ligne ou colonne sont de norme  egale a  et orthogonaux entre eux 
X
i 
rijrik  kj k  j  f    g
La rotation est donc repr esent ee par  parametres et  contraintes non
lin eaires Ce nest donc pas la meilleure repr esentation a utiliser lorsquon veut
calculer la rotation optimale pour faire co !ncider des points	 des plans ou des
droites
Notons au passage quelques propri et es int eressantes des matrices de rota
tions Lensemble des rotations est un sousgroupe du groupe euclidien cou
ramment d esign e par E Le groupe des rotations est non commutatif La
matrice R a les propri et es suivantes 
R    R t
et
detR   
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  Angles d	Euler
Une autre repr esentation des rotations est celle utilisant une d ecomposition
de la matrice de rotation en trois matrices de rotation autour de chacun des
trois axes Ces trois matrices sont 
R z 
 






B cos   sin  









La matrice R est donn ee par 
R  R z R y R x
et les trois angles 	  et  sappellent les angles dEuler dapres le math emati
cien Leonhard Euler  qui a  etudi e les lois r egissant les d eplacements
des solides
  Axe et angle de rotation
Nous allons maintenant introduire la repr esentation vectorielle dune rota
tion D eja Euler avait d emontr e que toute rotation innit esimale a lieu autour
dun axe instantan e Cependant cest Olinde Rodrigues  qui pro
pose un traitement complet des d eplacements des objets ind ependamment des
forces qui causent ces d eplacements En  Rodrigues a propos e le theoreme
fondamental qui montre que tout d eplacement ni peut etre eectu e par une
rotation autour dun axe combin ee avec une translation le long de cet axe Il
sagit donc de la repr esentation des d eplacements en termes dun vissage Ici
on sint eresse uniquement a la repr esentation des rotations
Remarquons tout dabord quelques propri et es simples de la matrice de ro
tation certaines de ces propri et es ont d eja  et e mentionn ees 
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 le d eterminant dune matrice de rotation est  egal a 	
 linverse dune matrice de rotation est  egale a sa transpos ee 
 les valeurs propres dune matrice de rotation sont  	 ei  et ei  com
plexes conjugu es
Laxe dune rotation est tel quil nest pas modi e par la rotation Cest donc
la direction propre associ ee a la valeur propre unitaire 
R n  n
Langle de rotation est fourni par les valeurs propres complexes conjugu es
En notation matricielle un vecteur v se transforme en un vecteur v  grace a
la formule suivante 
v   R v
En notation vectorielle	 un vecteur subissant une rotation daxe n n  n  
et dangle  devient un vecteur v  qui sobtient par la formule de Rodrigues 
v   v  sin  n  v  cos n  n v 
Pour d emontrer cette formule nous allons d ecomposer le vecteur v en une
composante parallele a n et une composante orthogonale a n	 gure  voir
 egalement  
v  vk  v
 v  nn v  v nn
v  sera donc obtenu en additionant v k et v
 
 En remarquant que v
 
k  vk on
aura 
v   vk  v
 

v  est obtenu en faisant tourner v dun angle  dans un plan orthogonal a
n Dans la base vectorielle n	 v et n v on a 
v   cos  v  sin  n  v
Finalement on obtient pour v  
v   vk  v
 

 vk  cos  v  sin  n  v
 v  nn cos v  v nn  sin n  v v  nn
 cos  v  sin  n  v  cos v  nn










Figure   Decomposition vectorielle permettant de demontrer facilement la
formule de Rodrigues dapres Ayache
Par ailleurs on a la relation vectorielle suivante 
n n  v  v  nn n  nv
Mais comme n est unitaire on obtient 
v nn  v n  n v
et en substituant dans l equation pr ec edente on obtient bien la formule de
Rodrigues	 soit l equation 
 
 De n   a R
La repr esentation dune rotation par un axe et un angle est	 comme nous
allons le voir	 tres pratique pour r esoudre le probleme de la recherche dune
transformation rigide optimale Cependant il est utile de pouvoir passer rapi
dement dune repr esentation a une autre
Remarquons tout dabord quun produit vectoriel peut se mettre sous forme
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matricielle 
n  v 
 















Sn est la matrice antisym etrique associ ee au vecteur n 
Sn 
 




On obtient ainsi la version matricielle de la formule de Rodrigues 
v  

I sin Sn   cos Sn

v
Soit pour la matrice de rotation 
R  I sin Sn   cos Sn
En explicitant les termes et avec les notations s  sin  et c  cos  on obtient
pour R 
 
B c  cn

x nzs    cnxny nys    cnxnz
nzs  cnxny c  cny nxs  cnzny




Il est int eressant de remarquer que n   repr esente la meme rotation que
n  ou que n     Il su"t de substituer n par n et  par  ou
par    dans l equation pr ec edente
  De R a n  
Il sera  egalement utile de pouvoir extraire laxe et langle de rotation a partir
de la matrice de rotation Pour cela il y a deux possibilit es 
 Vision par ordinateur
 extraire les valeurs propres de cette matrice Calculer le vecteur propre
associ e a la valeur propre  et normaliser ce vecteur Cela donne la direction de
laxe de rotation Langle de rotation se calcule facilement a partir des valeurs
propres complexes conjugu ees
 identier les  el ements rij de la matrice de rotation avec lexpression
de cette matrice telle quelle est fournie par la formule de Rodrigues	  equa
tion 
Le calcul par identication est trivial En additionnant les termes diagonaux
dans l equation  on obtient 
r    r  r     cos 
Par ailleurs on a les relations suivantes 
r   r   nz sin 
r   r   ny sin 
r  r  nx sin 
En tenant compte du fait que le vecteur ndoit etre unitaire on obtient










  r   r 












Il faut remarquer ici que le passage de R a n   est ambigu car on peut
choisir aussi bien n   que n  ou que n     La repr esentation
n   comporte  parametres Si de plus on choisit le module de ntel quil soit
 egal a la valeur de langle de rotation 
knk  
on na alors plus que  parametres pour d ecrire une rotation et cette repr esen
tation est minimale En pratique elle sera utilis ee sous une forme l eg erement
modi ee pour calculer la rotation optimale entre deux ensembles de caract e
ristiques D
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  Rotation et quaternion unitaire
Une autre repr esentation possible des rotations est celle utilisant les qua
ternions Dans un premier temps nous allons  etudier quelques propri et es des
quaternions	 ensuite nous les utiliserons pour d ecrire une rotation et nous  eta
blirons  egalement l equivalence avec les autres repr esentations d eja utilis ees




Les quaternions peuvent etre vus comme des vecteurs de dimension  ou
encore comme des nombre complexes a trois parties imaginaires 
q  q  iqx  jqy  kqz
avec 
i  j  k  ijk  
On peut remarquer quon obtient  egalement 
ij  ji  k
jk  kj  i
ki  ik  j
Grace a ces formules on peut facilement calculer le produit de deux quater
nions	 not e  
r  q  r  irx  jry  krzq  iqx  jqy  kqz
Le produit de deux quaternions nest pas commutatif Comme le produit
vectoriel	 le produit de deux quaternions peut s ecrire sous forme matricielle 
r  q  Qrq




r rx ry rz
rx r rz ry
ry rz r rx
rz ry rx r

CCCA 
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On peut  egalement  ecrire le produit sous la forme suivante 
q  r  W rq




r rx ry rz
rx r rz ry
ry rz r rx
rz ry rx r

CCCA 
On peut facilement v erier les propri et es suivantes quant a ces matrices 
QrtQr  QrQrt  rtrI
W rtW r  W rW rt  rtrI
Qrq  W qr
Qrtr  W rtr  rtre
QrQq  QQrq
W rW q  W W rq
QrW qt  W qtQr
e  etant le quaternion unit e  e     t
Le produit scalaire de deux quaternions est donn e par 
r  q  rq  rxqx  ryqy  rzqz
On a bien  evidemment 
q  q  kqk
Le quaternion conjugu e de q est q d eni par 
q  q  iqx  jqy  kqz
Notons que si Qq et W q sont les matrices associ ees a q	 Qqt et W qt
sont les matrices associ ees au quaternion conjugu e q On a 
q  q  q  q  kqk





Localisation tri dimensionnelle 
Pour un quaternion unitaire de norme  egale a  linverse est  egal a son
conjugu e Nous allons maintenant  etablir quelques propri et es du produit qui
nous seront utiles par la suite Ces propri et es sont facilement v eriables si on
utilise la notation matricielle On a 
q  p  q  r  q  qp  r 
On en d eduit facilement les propri et es suivantes 
q  p  q  p  p  pq  q
kp  qk  kpkkqk
p  q  r  p  r  q
Un vecteur de dimension  peut s ecrire comme un quaternion purement
imaginaire 
q    iqx  jqy  kqz
et les matrices associ ees a un quaternion purement imaginaire sont des matrices




 qx qy qz
qx  qz qy
qy qz  qx
qz qy qx 

CCCA
avec les propri et es  evidentes 
Qqt  Qq
W qt  W q
	 Quaternion et rotation
On peut repr esenter une rotation avec un quaternion unitaire a condition
de pouvoir trouver une transformation qui change un vecteur un quaternion
purement imaginaire en un vecteur de facon que la transformation pr eserve
la longueur du vecteur transform e ainsi que le produit scalaire et le signe du
produit vectoriel
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Soit r un quaternion purement imaginaire et q un quaternion unitaire On
peut alors remarquer que le quaternion r  tel que 
r   q  r  q 
est un quaternion purement imaginaire et de plus on a 
q  r  q  Qqr  q  W qtQqr
Par ailleurs notons que 
q  r  q  q  r  q
ce qui implique que les quaternions q et q repr esentent la meme rotation La




   
 q





z qxqy  qqz qxqz  qqy






z qyqz  qqx
 qxqz  qqy qyqz  qqx q









On peut maintenant  etablir lexpression dune matrice de rotation R en










z qxqy  qqz qxqz  qqy






z qyqz  qqx















Nous pouvons  egalement extraire un quaternion unitaire a partir dune ma
trice de rotation Soit rij un  el ement de la matrice de rotation En consid erant
les termes diagonaux de la matrice pr ec edente on obtient les combinaisons sui
vantes 
  r    r  r  q


  r    r  r  q

x
 r    r  r  q

y
 r    r  r  q

z
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On choisit la composante du quaternion ayant la valeur absolue la plus  elev ee
Ensuite on injecte la composante choisie dans trois parmi les six expressions 
r  r  qqx
r   r   qqy
r   r   qqz
r   r   qxqy
r  r  qyqz
r   r   qzqx
ce qui permet de trouver les composantes du quaternion unitaire correspondant
a la rotation
	 Equivalence avec la formule de Rodrigues
Nous venons d etablir l equivalence entre la repr esentation matricielle et la
repr esentation quaternion dune rotation Il y a une relation tres simple entre
un quaternion unitaire et laxe et langle dune rotation Remarquons tout
dabord quun quaternion peut s ecrire comme la concat enation dun r eel avec
un vecteur de dimension  
q  q  iqx  jqy  kqz  q  q
et avec cette notation la multiplication de deux quaternions peut s ecrire 
p  q  pq  p  q  pq qp p  q
L equation  devient alors 
r     q

 q  qr qq r q rq




 q  qr qq r q rq
et on peut donc confondre un quaternion purement imaginaire avec un vecteur
de dimension  
r   r 
 Vision par ordinateur
En remarquant que la formule de Rodrigues  equation  peut se mettre
sous la forme suivante 
r   cos  r sin  n r  cos n rn















inx  jny  knz 
  Transformation rigide optimale
  Decomposition du critere d	optimalite
Nous sommes maintenant en mesure d ecrire a nouveau le critere permettant
de d eterminer la transformation rigide optimale dans les cas des points	 des
plans et des droites
Pour des correspondances de points	 le critere reste inchang e et le probleme






kci R mi  tk


Quant aux correspondances de plans et conform ement aux  equations 


















R   etant la rotation optimale trouv ee grace au premier de ces deux criteres
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Quant aux correspondances de droites et pour la repr esentation param e





















Si on choisit les coordonn ees de Plucker	 a partir des  equations  et 




















ce qui permet de d eterminer la rotation optimale R 
Pour d eterminer la translation optimale	 on peut remarquer que pour tout
i	 le vecteur v 
i doit etre colin eaire au transform e du vecteur vi	 soit leur
produit vectoriel est nul 
vi  R
vi  t  R
v i  
En simpliant cette expression et en sommant sur toutes les droites se















Pour r esumer	 dans les cas des droites et des plans nous avons d ecompos e
le critere initial en deux criteres  on estime dabord la rotation optimale et
ensuite on utilise cette rotation pour d eterminer la translation optimale Cette
d ecomposition a des avantages et des inconv enients Lavantage est que chaque
critere est plus simple et	 comme nous allons le voir	 la solution au probleme
doptimisation de la rotation est tres  el egante et tres able dun point de vue
num erique Le critere de translation se ramene a un probleme doptimisation
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lin eaire tres classique Linconv enient est que les erreurs  eventuelles associ ees
au calcul de la rotation vont se r epercuter sur le calcul de la translation
Dans le cas des points nous pouvons  egalement d ecomposer le critere initial
en deux criteres En eet	 soient R  et t la rotation et translation optimales
du critere dans le cas de la mise en correspondance de points	  equation 
On a alors la propri et e suivante  le centre de gravit e des points Ci co !ncide
avec le centre de gravit e des transform es des Mi  Si C est le centre de
gravit e des points Ci et M est le centre de gravit e des points Mi	 on a dapres
cette propri et e 
c  R m t
Choisissons C et M comme origines respectives des reperes des donn ees
capteur et des donn ees modele Cela revient a eectuer les changements de
variables suivants 
qi  ci  c






















Finalement	 dans le cas des points	 la rotation et la translation optimales









t  cR m
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  La rotation optimale
En ce qui concerne la rotation	 dans les trois cas  etudi es points	 plans et










Dans cette  equation vi est un vecteur mis en correspondance avec le vecteur
v i Il y a n telles correspondances et de plus les modules de vi et de v
 
i sont
 egaux pour tout i La minimisation du critere de l equation  d epend du
choix dune repr esentation pour la rotation Nous avons  etudi e trois repr esen
tations possibles pour la rotation	 nous avons donc trois possibilit es 
 matrice orthonormee Dans ce cas une rotation est d ecrite par  para
metres qui sont li es par les  contraintes dorthonormalit e Un certain nombre
de solutions a  et e propos e parmi lesquelles on peut citer 	 	 
 angles dEuler Certains auteurs ont propos e de trouver les angles dEu
ler optimaux Cette formulation conduit a un probleme de minimisation non
lin eaire
 axe et angle Dans ce cas nous aurons a estimer  parametres	 soit les
composantes du vecteur directeur de laxe de rotation	 la valeur de langle
 etant proportionnelle au module de ce vecteur Il sagit dune repr esentation
int eressante car minimale en ce qui concerne le nombre des parametres a es
timer Nous allons d ecrire une solution ramenant le probleme a la r esolution
dun systeme lin eaire surcontraint Cette m ethode sapparente a la m ethode de
calibration cam erapince propos ee par Tsai 
 quaternion unitaire La repr esentation par des quaternions unitaires est
 egalement int eressante car	 dune part	 il ny a que  parametres a estimer et	
dautre part	 le calcul se ramene a la d etermination de la plus petite valeur
propre dune matrice sym etrique de taille  	 
  Axe et angle de rotation optimaux
Le critere de l equation  signie que nous cherchons une solution ap
proch ee dun systeme de n  equations ou chaque  equation du systeme est du
type 
v i  R vi
 Vision par ordinateur
Soit n le vecteur directeur de laxe de rotation et utilisons le fait que la rotation
conserve le produit scalaire On obtient 
n  vi  R n  R vi
et si on se souvient que n est un vecteur propre de R associ e a la valeur propre
 on obtient 
n  vi  n  v
 
i
dou on d eduit la propri et e de perpendicularit e suivante 
n  vi  v
 
i   
Par ailleurs le module dun vecteur est conserv e par rotation On a donc	
pour tout i 
kv ik  kvik
On d eduit facilement une deuxieme propri et e de perpendicularit e 
vi  v
 
i  vi  v
 
i   
Puisque le vecteur vi  v i est perpendiculaire aux vecteurs n et vi  v
 
i il
est donc proportionnel a leur produit vectoriel 
vi  v
 
i  n  kvi  v
 
i 
An de d eterminer la valeur de k nous allons	 comme lorsque nous avons
d emontr e la formule de Rodrigues	 d ecomposer les vecteurs vi et v
 
i selon deux
directions	 une direction colin eaire a laxe de rotation n et une autre direction
orthogonale a cet axe de rotation	 gure  






En substituant ces formules dans l equation  on obtient 
v i  v
 





En d eveloppant et en remarquant que v 
ik  vik on obtient 
vi  v
 
i  n  kvi  v
 
i




















projection du losange (v,v’)
Figure  
 Calcul de la rotation optimale utilisant laxe et langle de rotation
 Vision par ordinateur
On peut remarquer que les vecteurs vi  v i et vi  v
 
i sont orthogonaux
et par ailleurs ils sont tous les deux orthogonaux au vecteur unitaire n On




Or	 langle entre les vecteurs vi et v i est langle de la rotation que lon
cherche	 soit  Dapres la gure  on remarque quil sagit dun des angles
dun losange qui a comme diagonales viv i et viv
 
i La relation entre















i  vi 
Le rang de la matrice antisymetrique S est  et chaque mise en corres
pondance i fournit donc   equations et non pas   equations Il faut donc au
moins  mises en correspondance pour trouver un axe de rotation En g en e
ral on dispose de n mises en correspondance On obtient alors un systeme de
n  equations a  inconnues Si on considere les deux premieres  equations du





 vzi  v zi vyi  v
 
yi





















La solution optimale pour N est obtenue en r esolvant ce systeme d equations
surcontraint On obtient nalement le vecteur unitaire de laxe de rotation et
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et grace a la formule de Rodrigues on obtient facilement la matrice de rotation
a partir du vecteur unitaire n et de langle 
La solution que nous avons propos ee ici est particulierement simple car la
rotation est repr esent ee par un vecteur dont le module est proportionnel a
langle de rotation On a donc une repr esentation minimale particulierement
int eressante pour la recherche dune rotation optimale
 
 Quaternion unitaire optimal
Nous rappelons quun quaternion unitaire d ecrivant une rotation daxe n et







inx  jny  knz
et que la rotation dun vecteur v s ecrit alors 
v   R v
 q  v  q





i  q  vi  qk


avec kqk  
Compte tenu de l equation  et des propri et es qui en d ecoulent	 on a
successivement 
kv i  q  vi  qk
  kv i  q  vi  qk
kqk
 kv i  q q  vi  q  qk

 kv i  q q  vik

Le produit de deux quaternions peut s ecrire sous forme matricielle On a 
v i  q  Qv
 
iq
q  vi  W viq
ce qui donne 
kv i  q q  vik
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 etant une matrice sym etrique positive Sous la contrainte que le quaternion






qtBq   qtq


En d erivant Q par rapport a qon obtient 
Bq  q  
et en substituant cette solution dans l equation  on obtient 
Q  
Le quaternion unitaire qui minimise Q est donc le vecteur propre unitaire
de la matrice B associ e a la plus petite valeur propre de B	 soit  Nous rap
pelons quune matrice sym etrique a des valeurs propres r eelles et une matrice
sym etrique positive a toutes ses valeurs propres positives Soient alors les vec
teurs propres de B qui forment une base orthogonale	 w 	 w	 w et w Si ces
vecteurs sont unitaires	 la base est orthonorm ee Le quaternion q peut s ecrire






Pour tout i on a 
Bwi  iwi
 	 	  et   etant les valeurs propres de B avec 
       
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En tenant compte du fait que les vecteurs propres forment une base orthonor

















Cette expression est minimale pour 
    et 
  
  





Le quaternion unitaire optimal est donc le vecteur propre unitaire de B
associ e a sa plus petite valeur propre
  La translation optimale
Une fois que nous avons estim e la rotation optimale R 	 le calcul de la






















pour le cas des droites
Dans ces deux cas	 en d erivant par rapport aux trois composantes de t et
en annulant ces d eriv ees	 on obtient un systeme de trois  equations lin eaires en
trois inconnues qui se r esout sans aucune di"cult e Le cas des points est lui
encore plus simple car il su"t de calculer le vecteur reliant les barycentres des
deux ensembles de points 
t  cR m
Notons cependant que	 dans ce dernier cas	 la solution obtenue pour la trans
lation nest pas tres able en pr esence de bruit Une alternative int eressante a
 et e r ecemment propos ee par Walker et al   la rotation et la translation
sont repr esent ees par un quaternion dual On peut alors estimer simultan ement
et dune facon optimale les parametres de rotation et translation
 Vision par ordinateur
Chapitre  
Localisation cam eraobjet
Dans ce chapitre on s interesse au probleme de la determination de la posi
tion et l orientation d un objet par rapport a une camera Ce probleme est
equivalent au probleme de la determination des parametres extrinseques d une
camera lorsque les parametres intrinseques sont connus Cependant il diere du
probleme de calibrage car on n a pas toujours a sa disposition un grand nombre
de points de correspondance En eet un grand nombre de points de corres
pondance permet une approche lineaire qui est bien conditionnee Lorsqu il y a
peu de points de correspondance l approche lineaire est mal conditionnee Nous
allons donc introduire une technique non lineaire d estimation des parametres
recherches
  Introduction
Plus formellement le probleme est le suivant  etant donne un ensemble de
points ou de droites D decrits dans un referentiel 	objet
 et leurs projections
D decrites dans un referentiel 	camera
 connaissant les parametres de la ca
mera il faut alors determiner la transformation rigide rotation et translation
entre le referentiel objet et le referentiel camera
Les solutions proposees pour resoudre ce probleme peuvent se grouper en 
categories 
 solutions analytiques  Lorsque le nombre de points de correspondance est
petit entre  et  correspondances on peut trouver une solution analytique
qui consiste essentiellement a resoudre un systeme d equations non lineaires
Cependant pour  points il peut y avoir jusqu a  solutions  Des solutions

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existent egalement pour  points coplanaires  ou pour  points non copla
naires   On a egalement propose des solutions pour  droites  
ce qui est equivalent a    ou  points comme il est montre sur la gure 
 solutions numeriques  Lorsque le nombre de points de correspondance
est grand les solutions analytiques ne sont plus ecaces car on doit resoudre
un systeme d equations non lineaires ou le nombre d equations est grand par
rapport au nombre d inconnues Dans ce cas des solutions numeriques sont
necessaires Nous allons discuter de quelques solutions proposees
Comme nous allons le voir le probleme etant non lineaire les choix rela
tifs quant a la formulation mathematique quant a l expression de la fonction
d erreur a minimiser et quant a la methode de minimisation sont cruciaux
Ganapathy  presente une solution lineaire la rotation etant representee
par une matrice   sans exprimer explicitement les contraintes d orthonor
malite de cette matrice Cette methode est extremement sensible au bruit
Yuan  a propose de separer la rotation de la translation et il a concentre
ses eorts sur la determination de la rotation Les six contraintes d orthonorma
lite de la matrice de rotation donnent naissance a  contraintes quadratiques
La solution commune a ces  contraintes est trouvee utilisant la methode de
Newton descente de gradient L auteur a remarque que des minima locaux
peuvent etre trouves avec cette methode Plusieurs minima locaux correspon
dent a la nature non lineaire du probleme Le minimumglobal peut etre atteint
dans ce cas seulement si on fournit une initialisation proche de la solution
Lowe  a egalement utilise la methode de Newton La fonction d erreur a
minimiser est la somme des carres des distances entre chaque projection d un
point ou d une droite de l objet et son correspondant dans l image Comme
dans le cas de la methode de Yuan Lowe a rencontre des problemes avec cette
methode et dans un autre article il a suggere des modications de la methode
pour resoudre les problemes d initialisation et de stabilite  La methode
de stabilisation qu il a suggeree n est ecace qu a condition que certains des
parametres soient correctement initialises
Liu et al  ont examine une methode iterative la rotation etant re
presentee par les angles d Euler D abord ils constatent que si on met en
correspondance des droites et non pas des points la rotation est separee de
la translation et qu une fois que l on a determine la rotation la determination
de la translation devient un probleme lineaire Cependant les auteurs consta
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tent que leur methode n est ecace que lorsque les angles de la rotation sont
inferieurs a  
Utilisant la meme representation que Liu et al Kumar et Hanson  ont
examine deux methodes de minimisation  une technique iterative qui linearise
la fonction d erreur et une technique combinatoire Cette derniere technique
permet en principe d eliminer des mesures aberrantes mais elle est tres lente
car elle considere tous les triplets possibles de correspondance
Dans ce qui suit nous allons considerer des correspondances de droites et
de points Utilisant les quaternions unitaires pour decrire les rotations les
contraintes du probleme deviennent quadratiques La fonction d erreur sera
la somme des carres de ces contraintes quadratiques Nous allons ensuite intro
duire une methode d optimisation non lineaire dite de region de conance 
 ainsi qu une methode lineaire utilisant un modele rapproche de camera
et un algorithme iteratif En eet toute methode de minimisation nonlineaire
necessite une initialisation de la solution Plus cette solution initiale est proche
de la solution recherchee plus rapide et plus sure sera la convergence de l al
gorithme de minimisation non lineaire
  Correspondances de droites
Nous considerons le modele geometrique de camera tel qu il a ete developpe
au chapitre  Un point m de l image qui a u et v comme coordonnees dans le
repere image aura xc et yc comme coordonnees camera 
xc  u u  u
yc  v  v  v
ou u  v  u et v sont les parametres intrinseques de la camera Soient x y
et z les coordonnees dans le repere camera d un point D M se trouvant sur








De plus nous allons contraindre le point m d appartenir a une droite dans
l image dont l equation s ecrit 
axc  byc  c   
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En substituant l equation  dans l equation  on obtient 
ax by  cz  n 

FM   
ceci n est autre que l equation du plan contenant le centre de projection la





















Figure   La droite objet sa projection dans limage et le centre de
projection F sont coplanaires et ce plan est montre en gris  n est le vecteur
unitaire orthogonal a ce plan 
Considerons maintenant la droite objet decrite par le point M  Dans le
referentiel de l objet cette droite peut etre decrite par sa representation para
metrique Soient v son vecteur directeur unitaire et p son vecteur position
Cette droite peut egalement etre exprimee dans le repere de la camera 

FM  p   v 
La relation entre les parametres de la droite dans deux reperes dierents etant 
p   R p t
v   R v
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ou R et t decrivent la rotation et la translation entre le referentiel objet et
le referentiel camera et contiennent justement les parametres extrinseques que
l on se propose de determiner La contrainte de correspondance exprime le fait
que la droite objet appartient au plan deni auparavant equation   
n  v    
n  p    
ce qui peut s ecrire   
n  R v  
n  R p t  

Par consequent chaque correspondance droiteobjetdroiteimage fournit 
contraintes Puisque le nombre de parametres inconnus qu il faut determiner
est   pour la rotation et  pour la translation le probleme peut etre resolu
si au moins  correspondances sont disponibles En denitive  droites peu
vent etre construites grace a    ou  points comme sur la gure  La
solution que nous presentons dans ce chapitre est donc valable pour des corres
pondances de droites et de points Il faut avoir au minimum  correspondances
pointpoint ou  correspondances droitedroite Dans le cas general lorsque
N correspondances droitedroite sont disponibles le probleme est de resoudre
N contraintes non lineaires ce qui est equivalent au probleme de minimiser
la fonction d erreur suivante 
fR  t 
NX
i




ni  R pi  t
 
  La fonction derreur
Grace a la representation des rotations par des quaternions unitaires sec
tion  nous pouvons transformer la fonction d erreur que l on vient d eta
blir en une somme de carres de contraintes quadratiques Une approche ana
logue utilisant des quaternions duaux pour representer les rotations et trans
lations est proposee dans  Rappelons que les vecteurs de dimension 
vont etre traites comme des quaternions purement imaginaires La premiere
contrainte de l equation  peut s ecrire de la maniere suivante 
n  R v  ntW rtQrv
 rtQntW vr 
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Figure   Congurations de  	 
 ou  points qui peuvent etre remplacees
par  droites 
ou r est le quaternion unitaire associe a la matrice de rotation R  La seconde
contrainte de l equation  devient 
n  R p t  ntW rtQrp t
 rtQntW pr ntt 












On peut maintenant ecrire une nouvelle expression pour la fonction d erreur





  rtBir n
t
it
  rtr  
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ou les parametres a estimer sont les elements du quaternion unitaire r et du
vecteur de translation t Le dernier terme de la fonction d erreur est un terme
de penalisation avec    Plus  sera grand et mieux on garantira que le
quaternion sera unitaire En pratique la valeur de  peut etre comprise entre
 et  Une valeur trop grande de  peut considerablement ralentir la vitesse
de convergence de l algorithme d optimisation
On peut noter qu une alternative consisterait a estimer la rotation et la
translation separement On peut estimer tout d abord la rotation en utilisant





  rtr  
Une fois que l on a estime la rotation optimale le calcul de la translation
optimale est un probleme lineaire
  Correspondance de points
La fonction d erreur que nous venons d etablir est valable pour des corres
pondances de droites et pour des correspondances de points puisque un en
semble de  contraintes quadratiques peuvent etre associees soit avec une droite
soit avec  points Dans cette section nous allons etablir une fonction d erreur
directement a partir de correspondances de points   contraintes pour chaque
correspondance pointpoint Comme dans le cas precedent ces contraintes sont
quadratiques et elles decrivent la colinearite entre le point D sa projection
D et le centre de projection du modele de la camera
Comme auparavant on considere un point Mi de l objet ayant comme coor
donnees Xi Yi et Zi dans un repere lie a l objet et soient xi et yi les coordon
nees dans le repere de la camera de sa projection mi La colinearite entre Mi
mi et F le centre de projection s exprime avec les deux equations suivantes 
xi 
rXi  rYi  rZi  t
rXi  rYi  rZi  t

yi 
rXi  rYi  rZi  t
rXi  rYi  rZi  t

Dans ces equations rij est un eleement de la matrice de rotation R et ti est
une composante du vecteur de translation t Ces equations peuvent egalement
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CA   
Soit Mi le quaternion purement imaginaire associe au vecteur point Mi et
soientmxi etmyi deux quaternions purement imaginaires chacun etant associe
avec une 	moitie
 du vecteur point mi 
Mi   Xi Yi Zi
t
mxi      xi
t
myi      yi
t
Si on remplace la matrice de rotation R par sa representation en terme




















Finalement les equations  et  deviennent 
rtCirm
t




t   





La fonction d erreur dans le cas des points s ecrit comme la somme au carre de













 rTr  
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  Optimisation  la m	ethode de r	egion de con
ance
La minimisation de la fonction d erreur decrite par les equations  et 
est equivalente a celle du critere quadratique non lineaire suivant 





jx  x  IR
ng 
Dans cette expression les jx sont des fonctions continues et deux fois
derivables de IRn dans IR Dans notre cas x et soit de dimension  r soit
de dimension  r et t On rappelle par ailleurs que le gradient rfx et le
hessien rfx peuvent etre calcules comme suit 



















ou x  x    mxt et Jx  rx    rmxt est la ma
trice jacobienne m   n de x On peut facilement voir que x est deux
fois continue et dierentiable de IRn dans IRm et que Jx est une matrice non
singuliere Le hessien d une telle fonction quadratique est une combinaison de
termes du premier et deuxieme ordre 




jx En pratique l approximationGaussNewton
du hessien est utilisee soit Hx  JxtJx Cela est base sur l hypothese
que le terme du premier ordre va nalement dominer le terme du deuxieme
ordre Qx 
On designe par xk l estimation courante de la solution Une variable avec
l indice k designe cette variable evaluee a la ke iteration de l algorithme L idee
de base de la methode de region de conance est d approcher successivement
la fonction d erreur par une forme quadratique locale dans un voisinage de la
solution courante xk 
fxk  d  fxk  qkd kdk  k







La fonction d erreur sera reduite selon la direction dk soit xk  xk  dk
ou dk est la valeur de d minimisant la forme quadratique locale sur une region
spherique centree sur xk  cette sphere s appelle la region de conance et on a 
dk  minfqkd  kdk  kg 
Le parametre k est le rayon de conance et il est determine dynamiquement en
utilisant une mesure de la qualite de l approximation Cette qualite est mesuree
par un coecient de qualite rk 
rk 
fxk fxk  dk
qk qkdk

mesurant le rapport entre la vraie reduction de la fonction d erreur lorsque
l on se deplace de xk a xk  dk et la reduction predite par l approximation
quadratique Si rk est trop petit cela veut dire que l approximation n est pas
bonne et la taille de la region de conance doit etre reduite Sinon la region de
conance doit etre augmentee en taille Schematiquement la strategie suivante
sera appliquee 
 si rk  r avec   r   alors l iteration doit etre acceptee et xk 
xk  dk De plus la taille de la region de conance est augmentee
 si rk  r alors l iteration n est pas acceptee et la taille de la region de
conance doit etre diminuee Ce processus est repete jusqu a ce que la forme
quadratique locale fournisse une approximation satisfaisante a l interieur de la
region de conance  ce qui va necessairement se passer pour des rayons petits
car le gradient est connu et le terme du premier ordre de qk devient dominant
lorsque kqkk 	 
La forme quadratique locale depend du gradient et du hessien de la fonction
d erreur Ceci implique que le minimum ainsi trouve a de 	bonnes
 proprietes
du second ordre La majeure diculte de la methode de region de conance re
side dans la minimisation de la forme quadratique locale Les quelques versions
de la methode de region de conance dierent par la methode qui est utilisee
pour minimiser la forme quadratique locale La methode que nous avons choisi
d utiliser est decrite en detail dans la section suivante
Nous pouvons comprendre la dierence entre les methodes classiques de
minimisation non lineaire et la methode de region de conance grace a un
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exemple de minimisation d une fonction fx a une variable Une telle fonction
est illustree sur la gure  A partir d un point initial x  une methode du type
Newton approxime la fonction avec une parabole utilisant un developpement
limite au deuxieme ordre autour de x  Le point suivant x correspond au
minimumde cette parabole mais cette valeur augmente la fonction fx L idee
de la methode de region de conance est d approximer la fonction avec une
parabole egalement et de chercher le minimum sur cette parabole dans une
zone restreinte plutot que sur tout le domaine de denition de la fonction a
minimiser La gure  montre le comportement d une telle methode sur la
meme fonction A partir du point x  le minimum de la parabole est recherche
sur l intervalle de taille r  Le minimumest dans ce cas une des extremites de la
parabole  x  x r  Autour de x la fonction est a nouveau approximee par
une parabole mais cette foisci sur un intervalle  fois plus large  r  r  Le
minimumde cette nouvelle parabole est en x  xr A partir de maintenant
le comportement de l algorithem de region de conance est tres similaire a la
methode de Newton et il converge vers le point x
x ox1
f(x)
Figure   Un exemple de minimisation lorsque plusieurs minima sont pre
sent  Dans ce cas la methode de minimisation de Newton peut conduire a
laugmentation de la valeur de la fonction fx 







x 2 x 3 x *
Figure   Cette gure montre un exemple de minimisation de la fonction
fx avec la methode de region de conance  Cette methode garantit que la
valeur de la fonction a minimiser decroit 
  Minimisation de la forme quadratique locale





dtHd gtd  kdk  g LQP 
ou g est un vecteur H est une matrice symetrique et  est un nombre positif
Puisque l ensemble de denition est un compact le probleme a une solution
Toutes les methodes existantes pour resoudre ce probleme sont basees sur le
theoreme suivant  et  
Th	eoreme   d est une solution de LQP si et seulement sil existe   
tel que 
i H  I est positive semidenie
ii H  Id  g
iii kdk   et kdk     
Un tel  est unique 
Si  peut etre estime la solution optimale de notre probleme est facile a calculer
En fait la minimisation de LQP  represente un cas interessant d optimisation
non convexe et dans ce qui suit nous allons donner une caracterisation com
plete de la solution La solution ellememe sera donnee par un algorithme dont
nous allons donner la trame
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Pour    le probleme LQP  a une solution sur la frontiere de son
ensemble de denition soit sur la frontiere de la region de conance 
kdk  
et le probleme se reduit a celui de trouver  tel que 
	  kdk   
ou d est solution de H  Id  g Soient         n les valeurs
propres de H une matrice symetrique et soient u u     un les vecteurs
propres correspondants La fonction 	 peut etre ecrite explicitement en utilisant










et on peut verier les proprietes suivantes de 	 
i 	 est positive strictement decroissante sur l intervalle   
 et
	  lorsque 

ii 	 est une fonction rationnelle de  avec des poles du deuxieme ordre
sur un sousensemble de l ensemble f   ng des opposes des valeurs
propres de H 
Hebden  a propose un algorithme pour determiner  et d la solution
optimale iterativement lorsque l approximation GaussNewton du hessien est
susante Dans ce cas H est symetrique semidenie et positive Hebden a
propose de mettre a jour l en fonction de l comme suit 






En fait l algorithme de Hebden peut etre vu comme une methode de Newton








  pour   
 
La caracteristique la plus importante de l equation  est que le nombre
d iterations normalement necessaire pour aboutir a une bonne approximation
de la solution  est petit car 
 est convexe presque lineaire et strictement
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decroissant sur l intervalle   
 De plus le calcul de la factorisation
de Cholesky de H  I rend possible le calcul decrit par l equation  sans
connaissance explicite des elements propres de H des lors que   

Plus precisement il est facile de voir que 
	  kdk 	    	dtH  Id
ou HId  g Donc si RtR est la factorisation de Cholesky de HlI









En conclusion l algorithme de Hebden qui trouve le minimum de la forme
quadratique locale peut etre resume comme suit 
 initialisation  Soit o   et 	o  
 iteration l  
l factoriser H  lI  RtR
l resoudre RtRp  g
l si jkpk  j   alors stop l est une approximation de 
 et p est une
solution de LQP 
l sinon resoudre Rtq  p
l incrementer









l incrementer ll et retourner a l
En pratique cet algorithme converge apres  iterations
  Lalgorithme de r	egion de con
ance
Nous sommes maintenant en mesure de decrire l algorithme de region de
conance qui est bien adapte au probleme de determination des parametres
extrinseques L idee est d utiliser l approximation GaussNewton du hessien
pour determiner la direction de recherche a chaque iteration Dans ce cas H
est denie et positive on a donc    et la condition i du theoreme 
Localisation cam eraobjet 
est vraie pour tout    D abord on verie si    lors de la resolution de
Hxd  g Si kdk   alors d est la solution optimale pour LQP  Sinon
   et on peut appliquer l algorithme de Hebden La trame de l algorithme
de region de conance est la suivante 
 initialisation  Soient
 xo valeur initiale
 o rayon de conance initial
   test 	zero
 general
 g  zero pour kgk
 f  zero pour f 
 k  
 iteration k  
k calculer fk  fxk gk  rfxk et Hk
k si kgkk  g ou k   ou fk  f  alors stop xk est une solution
k soit d une solution du systeme
Hkd  gk
Si kdk  k   alors dk  d Sinon utiliser l algorithme de Hebden
pour trouver    tel que la solution de Hk  Id  gk satisfasse
jkdk  kj   et on a dk  d
k calculer rk et utilisant l equation 
k si rk  s alors
xk  xk  dk




Faire k  k   et retourner a k
k si rk  s alors
k  k 
et retourner a k
 Vision par ordinateur
Ceci est l algorithme general de region de conance Le parametre s doit
appartenir a l intervalle   et le parametre t doit appartenir a l intervalle
   Dans notre cas les valeurs de ces parametres sont  s   et
t  
  M	ethode lin	eaire avec une cam	era ane
La methode de minimisation non lineaire que nous venons de decrire ne
cessite une initialisation Bien que l algorithme de region de conance ait des
qualites de convergence qui sont meilleures que celles d une simple methode de
Newton il est important de pouvoir l initialiser correctement an de reduire
le nombre d iterations et s assurer un temps de calcul reduit Pour ce faire
nous allons introduire deux methodes de calcul des parametres de rotation et
translation 
 une methode lineaire qui utilise un modele ane de camera voir la
section  et
 une methode quasi lineaire qui utilise un algorithme iteratif transformant
le modele ane de camera en un modele projectif
Dans ce qui suit nous allons traite le cas des correspondances de points
 l extension a des correspondances de droites est relativement aisee Soit a
nouveau les equations  et eqycollinearity de la projection d un point
Mi d un objet sur l image 
xi 
r Mi  t
r Mi  t

yi 
r Mi  t
r Mi  t

On divise les nominateurs et denominateurs de ces fractions par t et on
obtient alors les equations suivantes 
xi 




J Mi  y 
  i

Les nouvelles notations ont les signications suivantes 
 I  r t
Localisation cam eraobjet 
 J  r t
 x   t t and y   t t sont les coordonnees de la projection dans
l image de m  qui est la projection de M   l origine du repere objet
 i  r Mi t
On peut egalement ecrire ces equations comme suit 
xi  i  x   I Mi 
yi  i y   J Mi 
Lorsque le rapport entre la taille de l objet et la distance de l objet a la ca
mera est grand on peut negliger la valeur de  par rapport a  On obtient dans
ce cas le modele de perspective faible et les equations precedentes deviennent 
xi  x   I Mi
yi  y   J Mi
Si l on dispose d au moins  points non coplanaires on peut facilement
calculer les vecteurs I et J de la fa!con suivante Soit x et y les vecteurs formes
avec les coordonnes image des points et soit P la matrice N  formee avec les
coordonnees D des points de l objet Les deux equations precedentes s ecrivent
alors 
P I  x
PJ  y
Si les points de l objet ne sont pas coplanaires la matrice P est de rang egal a
 et on peut alors calculer facilement I et J
I  P tP P t x
J  P tP P t y
On en deduit facilement les parametres de la rotation et translation entre le












t  x  t
t  y  t







r  r  r
  M	ethode quasi lin	eaire
La methode lineaire qui vient d etre decrite permet une initialisation des
parametres lorsque l on se trouve dans des conditions experimentales proches
du modele ane de camera Que se passetil si l objet est relativement plus
proche de la camera Dementhon  a propose dans ce cas un algorithme
qui applique le modele precedent d une maniere iterative On peut egalement
etendre l algorithme au cas des points coplanaires  Une generalisation de
ces algorithmes au cas de la paraperspective a ete egalement proposee 
L idee de base de tous ces algorithmes est de calculer iterativement des
valeurs pour les i dans les equations  et  jusqu a l obtention d une
solution stable L algorithme est le suivant 
 pour tout i i  f   Ng N   i  
 estimer les vecteurs I and J
 calculer la position et l orientation de l objet par rapport a la camera
voir les equations de la section precedente 




si les i calcules a l iteration courante sont egaux a ceux calcules a l iteration
precedente arret de l algorithme sinon retourner a l etape 
On peut se referer a  pour une analyse detaille de cet algorithme ainsi
que pour une etude experimentale Illustrons le comportement des algorithmes
lineaire et quasi lineaire par les deux images de la gure 
   Conclusion
Les methodes que nous avons decrites dans ce chapitre sont particulierement
interessantes lorsque l on desire determiner la position et l orientation d une
Localisation cam eraobjet 
Figure   Un exemple de calcul des parametres dorientation et position
avec un algorithme lineaire gauche et avec un algorithme iteratif ou quasi
lineaire droite 
camera par rapport a un objet dans un contexte de reconnaissance d objets
Ces methodes doivent etre distinguees des methodes de calibration presentees
au chapitre  qui mettaient l accent sur l obtention d un modele de capteur tres
precis en presence d objets de calibrage specialement construits a cet eet Un
certain nombre d experimentations decrites dans  et dans  permettent
de comparer les resultats obtenus avec la methode FaugerasToscani chapitre 
et  avec la methode de region de conance decrite dans ce chapitre
Une caracteristique importante de la methode utilisant l algorithme de re
gion de conance est que cette methode n est pas seulement robuste par rapport
au bruit mais egalement par rapport aux mesures aberrantes et par rapport
aux erreurs d appariement La methode lineaire du chapitre  necessite au
moins  points alors que la methode decrite ici peut en principe fonctionner
avec seulement  points En pratique la methode de region de conance est
initialisee avec un algorithme lineaire ou avec un algorithme quasi lineaire et
necessite donc un minimum de  appariements




Dans les chapitres pr ec edents nous avons propos e quelques m ethodes pour
r esoudre le probleme de la localisation dun objet tridimensionnel a partir de
donn ees bidimensionnelles chapitre  ou de donn ees tridimensionnelles cha
pitre  Plus pr ecis ement	 toutes les m ethodes que nous avons  etudi ees avaient
ceci en commun quelles supposaient quun certain nombre de caract eristiques
de lobjet  etaient en correspondance terme a terme avec un nombre  egal de
caract eristiques issues des donn ees Sur la base dappariements objets
donn ees
il a  et e possible de calculer une transformation entre le repere de lobjet et le
repere des donn es Le repere des donn ees nest autre que le repere du capteur
quil sagisse dune seule cam era donn ees D ou dun capteur fournissant des
donn ees D




D Si un certain nombre de tels
appariements existe on dira alors quune instance de cet objet se trouve dans les
donn ees	 autrement dit	 un objet de ce type est vu par le capteur ayant fourni
les donn ees Ces appariements une fois  etablis on pourra alors localiser lobjet	
soit calculer sa position et son orientation par rapport au repere du capteur
Le terme reconnaissance dobjet d esignera en n de compte lensemble des
deux processus suivants 
Appariement   etablir une correspondance terme a terme entre des caract e
ristiques objet et des caract eristiques donn ees 
Localisation  d eterminer la position et lorientation de lobjet dans le repere

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des donn ees du capteur
  Complexite
La tache qui consiste a  etablir des appariements est dicile Soit par exemple
le cas ou aussi bien les donn ees que lobjet sont d ecrits par des caract eristiques
du meme type et soient O lensemble de caract eristiques objet et D lensemble
de caract eristiques donn ees
Si O et D ont le meme nombre d el ements ce qui sera rarement le cas  et
si n est ce nombre	 le nombre dappariements possibles est 
n
Cependant O et D ont rarement la meme taille Les donn ees peuvent contenir
des caract eristiques provenant dautres objets Soit m la taille de D et n la
taille de O avec m   n Le nombre dappariement possible est alors 
Cnm n
Les caract eristiques dun objet ne sont pas toutes pr esentes dans les donn ees
car 
 le capteur ne peut voir quune partie de lobjet occlusions mutuelles
entre les caract eristiques dun meme objet 
 lobjet peut etre partiellement cach e par un autre objet occlusion mu
tuelle entre deux objets
Dans ces conditions on peut esp erer tout au mieux mettre en correspondance
un sousensemble de O avec un sousensemble de D Le nombre dappariements






La reconnaissance est dautant plus able que le nombre dappariements est
grand	 voire le plus grand Le probleme a r esoudre est donc le suivant  trouver
le plus grand nombre dappariements entre O et D Un tel appariementmaximal
ne peut etre trouv e facilement Meme si on tient compte des propri et es des
caract eristiques constituantes de O et D	 la complexit e de ce probleme est
combinatoire En pratique on se contentera dune solution sousoptimale
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  Appariement et isomorphisme de graphes
Une premiere approche possible consiste a traiter le probleme dapparie
ment comme un probleme disomorphisme de graphes Un objet peut etre d e
crit comme un ensemble de caract eristiques et des relations entre ces carac
t eristiques Lobjet peut alors etre d ecrit par un graphe dans lequel un nud
repr esente une caract eristique et une arete repr esente une relation entre deux
caract eristiques Les donn ees peuvent etre d ecrites par un graphe de meme na
ture Le probleme dappariement de caract eristiqes devient alors un probleme
dappariement de graphes	 soit un probleme disomorphisme de graphes
Plus particulierement il sagira de r esoudre le probleme de trouver lisomor
phisme maximal de sousgraphes entre un sousgraphe de GO et un sous
graphe de GD ou GO est le graphe associ e a lensemble O Si n est le
nombre de nuds du graphe objet et m est le nombre de nuds du graphe






et le probleme de trouver lisomorphisme de sousgraphes maximal parmi tous
ces isomorphismes de sousgraphes est un probleme NPcomplet 
Un certain nombre de travaux ont propos e des solutions au probleme diso
morphisme de graphes en g en eral et au probleme disomorphisme de sous
graphes maximal en particulier 	  Laurent H erault  ainsi que
dautres auteurs proposent de traiter le probleme disomorphisme de graphes
comme un probleme doptimisation combinatoire  cela revient a chercher liso
morphisme qui minimise une distance entre deux graphes ou deux sousgraphes
Si cette distance est assimil ee a l energie potentielle dun systeme physique on
peut utiliser des algorithmes stochastiques qui convergent en un temps ni
vers une conguration tres proche de la conguration correspondant a l energie
potentielle la plus basse
Dans le cas de lisomorphisme de graphes la distance a une expression simple
Dans le cas de lisomorphisme de sousgraphes maximal	 la distance a une
expression plus complexe  il sagit de la somme pond er ee de plusieurs termes
et en pratique a chaque cas particulier correspond une pond eration di erente
Des travaux de recherche sont en cours dans ce domaine
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  Appariement et predictionverication
Cette deuxieme approche consiste a r esoudre les problemes dappariement
et de localisation simultan ement dans le cadre du paradigme pr ediction et
v erication Ce paradigme consiste essentiellement a faire une hypohtese quant
aux parametres de position et dorientation de lobjet par rapport au capteur
et a v erier que des appariements sont compatibles avec ces parametres Dans
ses lignes les plus g en erales	 ce paradigme peut etre d ecrit comme suit 
 Pr ediction 
	  etablir quelques appariements objet
donn ees	
	 calculer les parametres de la transformation objet
donn ees sur la base
de ces appariements ainsi que les intervalles de conance associ es a ces
parametres	
	 appliquer cette transformation a lensemble des caract eristiques objet de
fa con a pouvoir pr edire lesquelles parmi ces caract eristiques sont suscep
tibles detre vues par le capteur et quelle est leur position et orientation
dans le repere du capteur
 V erication 
	 pour chaque caract eristique objet ainsi pr edite	 s electionner les caract eris
tiques donn ees les plus proches et les plus ressemblantes Former ainsi des
nouveaux appariements objet
donn ees tout en rejetant les appariements
qui saverent incorrects	
	 fusionner chaque nouvel appariement avec les appariements pr ec edents
an de mettre a jour les parametres de la transformation objet
donn ees
ainsi que les intervalles de conance associ es
La gure  illustre cette approche par un exemple lorsque les caract eris
tiques sont des points et lorsque les donn ees sont D Lobjet a reconna!tre a
droite est un parall elipipede et les donn ees a gauche contiennent une instance
de cet objet cach e partiellement par un autre objet	 ainsi que du bruit Dans
ce cas il sut de  appariements en haut pour estimer une transformation
objet
donn ees Le choix de ces appariements initiaux est crucial Ils ne peu
vent etre valid es       quen v eriant que dautres appariements produisent les
memes parametres de la transformation objet
donn ees Les points de lobjet
sont transform es dans le repere des donn ees au milieu sauf les points cach es
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par lobjet luimemeDans ce cas lobjet a  points mais  points seulement sont
pr edits visibles dans les donn ees La position de ces  points est pr edite dans
les donn ees A chacune de ces positions est  egalement associ e une tol erance qui
dans ce cas est une sphere de rayon r
Soit mi un point de lobjet et soit mi limage de mi par rotation et trans
lation 
mi " R mi # t
Les points donn ees ci qui satisfont a 
k mi  cik  r
sont des appariements potentiels de mi Pour chaque point mi on s electionne
un point ci parmi tous les candidats possibles La gure  en bas montre
 appariements parmi lesquels  seulement sont corrects 	  et  En eet	
lappariement  correspond a un point de lobjet pr edit visible mais cach e en
r ealit e par un autre objet De ce fait le point a  et e incorrectement appari e
avec un point des donn ees appartenant a un autre objet Ce genre de faux
appariements arrive souvent lorsquon a aaire a des scenes complexes
En pratique nous verrons comment on peut  eviter ce genre de probleme en ef
fectuant a la fois une v erication locale de chaque appariement	 une v erication
globale dun ensemble dappariements ainsi que lamise en uvre dune structure
algorithmique que recherche le meilleur ensemble dappariements dans lespace
form e par tous les appariements
Abordons dun point de vue plus formel les phases de pr ediction et de




  Prediction et verication DD
Dans ce cas aussi bien lobjet que les donn ees sont tridimensionnels Au
chapitre  nous avons calcul e la rotation et translation optimale entre deux
ensembles D exprim es dans deux reperes di erents pour des points	 des droites
et des plans
La phase de pr ediction consiste donc dans ce cas a calculer les parametres de
rotation et translation utilisant un petit nombre dappariements	 le plus petit
nombre  etant  pour les points et les plans et  pour les droites Soient R
et t la rotation et translation ainsi calcul ees






Figure   Le principe de lapproche pr edictionv erication
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La phase de v erication consiste a transformer dautres caract eristiques de
lobjet dans le repere des donn ees en utilisant la transformation pr ec edemment
calcul ee et a conrmer ou rejeter la pr ediction sur la base dun certain nombre
de mesures Soit p le nombre dappariements initial et soit k le nombre dap
pariements a conrmer ou a rejeter Si n est le nombre de caract eristiques de
lobjet on a n ecessairement p  k  n Soit par exemple le cas ou les carac
t eristiques sont des segments de droite Deux v erication sont possibles une
v erication individuelle ou locale de chaque appariement et une v erication
globale dun ensemble dappariements
 V erication individuelle
Soient vi et pi les deux vecteurs d ecrivant la droite support du segment
objet et v i et p
 
i les vecteurs d ecrivant la droite support correspondante dans
les donn ees Soit mi le point milieu du segment objet et m i le point milieu
du segment donn ees Soit l la longueur du segment objet et l  la longueur du
segment donn ees Le segment objet est appari e avec le segment donn ees si les




kp i R pi  t# R vi  tR vik
  




Lorsque 	 	  et  sont petits ces  equations garantissent une tres bonne
ressemblance entre le segment donn ees et le segment objet Si ces criteres
sont satisfaits	 on peut alors utiliser ce nouvel appariement pour incr ementer
le nombre dappariements et mettre a jour les parametres de la transformation
objetdonn ees
 V erication globale
Soient maintenant k appariements	 chaque appariement individuel satisfai
sant aux criteres quon vient de d ecrire La qualit e de cet ensemble dappari











Figure   Un segment de droite est repr esent e par un vecteur directeur v	
un vecteur de position p	 son point milieu m et sa longueur l Moyennant la
connaissance de la rotation et la translation on peut comparer un segment de
lobjet avec un segment des donn ees


































Dans ces  equations R k et tk d esignent la rotation et la translation cor
respondants a k appariements	 di erentes de la rotation et de la translation
calcul ees lors de l etape de pr ediction
  Prediction et verication DD
Lorsque les donn ees sont D une image on peut obtenir une solution pour
la rotation et la translation avec des points et
ou des segments de droites Il
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faut un minimum de  points pour d eterminer les parametres de position et
dorientation de lobjet par rapport au capteur la cam era mais la solution
nest pas unique Chaque solution ainsi obtenue constituera une pr ediction
quil faudra v erier De meme	 il faut au minimum  segments de droite pour
d eterminer la rotation et la translation mais la encore la solution nest pas
unique Si lon dispose dun nombre de correspondances plus  elev e la solution
devient unique voir chapitre  et on peut alors associer une seule pr ediction
a un ensemble de correspondances point
point ou droite
droite
Meme si une pr ediction correspond a un nombre  elev e de correspondances	
rien ne prouve que la solution est correcte du point de vue de la reconnaissance
dobjet elle est correcte dun point de vue num erique Il faut donc envisager
une m ethode de v erication de la pr ediction Comme auparavant la v erication
consiste a mesurer la distance entre un point de lobjet et son homologue dans
limage
Soient R et t les parametres associ es avec une pr ediction et soit mim i
une correspondance pointobjet
pointimage nappartenant pas a lensemble
dappariements associ es avec la pr ediction Les coordonn ees de la projection de
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ou u	 v	 u et v sont les parametres intrinseques de la cam era Lappariement
mim
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est v eri ee	   etant petit Pour v erier k appariements il sut de sommer la










et de sassurer quelle est inf erieure a un seuil
 Vision par ordinateur








 Arbre de recherche
La fa con la plus r epandue de r ealiser en pratique le paradigme pr edic
tion
v erication est par une recherche en profondeur dabord dune structure
darbre depthrst tree search 	 	 	 	 	 	 	 	 	
 La structure de cet arbre est celle de la gure 
Le premier niveau de cet arbre	 juste apres sa racine	 est constitu e de nuds
hypotheses	 soit H	 H	       Hm Chaque hypothese comporte en fait le nombre
minimum dappariements permettant de calculer une transformation objet
donn ees Puisquune telle hypothese d etermine entierement une position et
une orientation de lobjet par rapport au capteur	 on peut lui associer une
vue de lobjet	 une vue  etant d enie par un ensemble de caract eristiques de
lobjet susceptibles detre visibles pour une orientation donn ee Ce sont ces
caract eristiques visibles sous une hypothese qui vont servir a la v erication de
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cette hypothese
Les niveaux suivants de larbre sont constitu es de nuds tels que chaque
nud repr esente un seul appariement Un nud aij d ecrit une caract eristique
mi de lobjet mise en correspondance avec une caract eristique cj des donn ees
Si une caract eristique objet na pas de correspondant dans les donn ees	 soit
parce quelle nest pas visible	 soit parce que les donn ees sont d efaillantes on
notera dans larbre un nud nul
A partir dune hypothese comportant p appariements on considere une nou
velle caract eristique objet	 mp ainsi que lensemble des caract eristiques don
n ees qui peuvent lui correspondre	 cp	       c
k
p	 gure  Soit le premier
de ces appariements mpcp grace a qui on met a jour les parametres de la
transformation associ ee a lhypothese en cours ainsi que les intervalles de to
l erance associ es avec ces parametres Si cet appariement est accept e on monte
dans larbre au niveau p #  et ainsi de suite Un chemin dans un arbre com
porte un nud par niveau Un chemin repr esente donc une solution	 soit un
ensemble dappariements 
mc        nul       mici       
Lorsquun chemin nest pas satisfaisant	 la recherche fait un retour en arriere
jusquau dernier point de choix backtracking Les points de choix apparaissent
des lors quil y a plusieurs interpr etations possibles pour la meme caract eris
tique objet
Les nuds nuls permettent de sauter une caract eristique objet soit
parce que cette caract eristique na pas de correspondant	 soit parce que le
fait de lui attribuer un correspondant est trop p enalisant Par exemple	 sur
la gure  le fait daccepter lappariement  qui est faux peut p enaliser
fortement le cout de la reconnaissance Dans cet exemple	 la solution nul
est peutetre meilleure que la solution 
La question cruciale qui se pose avec ce type de m ethodes est de savoir
sur quelles bases d ecideton que le nombre dappariements dun chemin de
larbre est une bonne solution Une condition n ecessaire est que les criteres
num eriques d evelopp es auparavant sections  et  soient satisfaits
Une autre condition est que le nombre dappariements soint le plus grand
possible	 voire le plus grand Cest cette deuxieme condition que nous allons
analyser maintenant
Soit H une hypothese en cours de v erication et soit nH le nombre de
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Figure   A partir dune hypothese comportant p appariements	 chaque
niveau dans larbre de recherche correspond a une p# ieme caract eristique de
lobjet en cours de v erication
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caract eristiques objet pr edites visibles grace aux parametres de cette hypothese
Si n est le nombre total de caract eristiques de lobjet on a nH  n En pratique
ces nH caract eristiques ne seront pas toutes v eriables dans les donn ees pour
des raisons que nous avons d eja discut ees On sera donc amen e a accepter une
solution telle que le nombre dappariements k qui lui est associ e est inf erieur a
nH  Une solution sera acceptable si 
 k est sup erieur a mH 	 le nombre minimum de caract eristiques qui doivent
etre pr esentes pour accepter lhypothese H et k doit donc satisfaire a  mH 
k  nH et
 parmi ces k appariements il y a des caract eristiques objet cl es	 cest a
dire des caract eristiques objet dont la pr esence dans limage est indispensable
Par la suite nous analysons comment on peut tenir compte de ces deux
criteres pour acc el erer la recherche
 
 Abandon dun chemin
A partir du premier critere quon vient d etablir on peut envisager une
strat egie tres simple pour acc el erer la recherche dans larbre Lid ee est de
pouvoir pr edire le nombre dappariements dun chemin et dabandonner le
parcours de ce chemin sil est peu probable dam eliorer la solution courante
Remarquons dabord qua chaque hypothese correspond un sousarbre Soit
donc un tel sousarbre dont le nud de d epart est un nudhypothese  lhy
pothese H Si cette hypothese comporte p appariements et si le nombre total
de caract eristiques pr edites visibles par cette hypthese est de nH 	 la profondeur
du sousarbre est alors pr ecis ement nH  p Supposons par ailleurs que p est
inf erieur a mH 
Soit i la profondeur du nud courant du sousarbre	 p  i  nH et suppo
sons que lon a d eja appari e si caract eristiques si est inf erieur ou  egal a i car
le chemin courant jusqua la profondeur i peut comporter des nuds nuls pas
dappariement Le nombre de nuds restant a parcourir le long de ce chemin
est nHi et on peut donc esp erer	 tout au mieux	 trouver nHi appariements
On peut donc estimer la taille de la meilleure solution le long de ce chemin	
soit si# nH  i appariements Si si #nH  i  mH alors cette solution ne
sera pas satisfaisante et ceci peut etre pr edit a la profondeur i sans perdre le
temps daller jusquau bout du chemin En conclusion 
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Si	 a un stade quelconque du parcours dun sous
arbre associ e a une
hypothese H	 le nombre dappariements si de la solution courante augment e
du nombre de caract eristiques qui restent a v erier est inf erieur a mH 	 il faut
alors abandonner le chemin courant et revenir au dernier point de choix car
cette solution ne sera pas satisfaisante
Ce concept dabandon de parcours de chemin est illustr e sur la gure  Le
meme concept peut etre utilis e des quon estime quon ne peut pas am eliorer la
meilleure solution courante Soit en eet kmax le nombre dappariements de la
meilleure solution disponible a un moment donn e au cours de la recherche dans
larbre On abandonne la recherche si on se rend compte que	 lors du parcours
dun chemin	 on ne pourra pas am eliorer cette solution On a donc 
Si	 a un stade quelconque du parcours de larbre le nombre dappariements
si de la solution courante augment e du nombre de caract eristiques qui restent
a v erier est inf erieur a kmax	 il faut alors abandonner le chemin courant et
revenir au dernier point de choix car cette solution ne sera pas meilleure que
la meilleure solution disponible
 
 Abandon dune hypothese
La recherche sera dautant plus rapide que larbre aura un petit nombre
de nuds Le nombre de nuds dun arbre d epend crucialement du nombre de
nuds de ses premiers niveaux Le premier niveau  etant constitu e dhypotheses	
moins il y aura dhypotheses pr edites	 plus la recherche sera ecace
Soit une hypothese courante H a qui sont associ es des appariements ainsi
que des parametres de position et orientation Ces derniers parametres carac
t erisent g eom etriquement lhypothese Si ces parametres co$!ncident avec les
parametres dune hypothese d eja trait ee	 futelle bonne ou mauvaise	 il y a de
fortes chances que lhypothese H quon sapprete a v erier produise une solu
tion  equivalente En eet plusieurs ensembles dappariements di erents peuvent
produire la meme solution g eom etrique  ceci est du aux sym etries inh erentes
a beaucoup dobjets
 
 Ordonnancement des nuds
Lordre dans lequel on considere les caract eristiques de lobjet peut avoir
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Figure  
 A tout moment on peut abandonner le parcours dun chemin si
les nuds restants ne sont pas en nombre susant pour constituer une solution
ou pour am eliorer la meilleure solution
 Vision par ordinateur
exemple classier les caract eristiques dun objet de la plus discriminante a la
plus ambigu$e Dans le cas de segments de droite	 cela revient a classer les seg
ments par leur longueur	 du plus long au plus court En eet	 un segment long
a plus de chances detre vu dans limage et a intrinsequement moins de cor
respondants Cette derniere propri et e est due au ph enomene dobstruction Un
segment de lobjet	 pouvant etre partiellement cach e	 peut potentiellement cor
respondre a des segments donn es qui lui sont sup erieurs ou  egaux en longueur
Supposons quon divise les segments de lobjet en deux classes  segments
longs et segments courts et supposons que les segments longs constituent les
premiers niveaux de larbre	 juste audessus de la racine et les segments courts
consituent les derniers niveaux de larbre Soit i la profondeur de larbre a la
jonction entre les segments longs et les segments courts Si lon a constat e que
les segments longs sont pr esents dans les donn ees disons a & cela veut
dire quon est peutetre sur le bon chemin Si la plupart de ces segments sont
absents des donn ees disons a & cela veut dire quon devrait abandonner
cette hypothese
  Un exemple  DPO
Le systeme DPO Three Dimensional Part Orientation a  et e d evelopp e a
SRI International en  par lun des auteurs en collaboration avec R Bolles
et M J Hannah 	 	 	  Il sagit dune m ethode pour reconna!tre
et localiser un objet D a partir de donn ees D denses obtenues grace a
un capteur st er eoscopique actif	 chapitre 	 section  et gure  DPO
d etermine la position et lorientation dun objet dans le repere du capteur ainsi
que la position relative de cet objet par rapport a dautres objets  quel objet
se trouve audessus de la pile et estil partiellement cach e par dautres objets '
Pour r epondre a cette question DPO procede en trois  etapes La premiere
 etape consiste en des traitements bas niveau des donn ees an dextraire des
caract eristiques propices pour la reconnaissance La deuxieme  etape consiste
en une proc edure pr ediction
v erication dappariement entre les donn ees et
le modele La troisieme  etape d etermine la conguration globale de la scene
analys ee en comparant les donn ees avec une image synth etique produite a
partir du modele de lobjet et des parametres de position et dorientation
pr ec edemment calcul es
La gure  montre une image D dun ensemble dobjets a reconna!tre et
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Figure   Une image de profondeur obtenue grace a un capteur st er eosco

pique actif Les pixels sombres codent des points  eloign es et les pixels clairs
codent des points proches du capteur
a localiser Dans cette image les niveaux de gris codent la hauteur en chaque
pixel	 les pixels sombres correspondant a des points  eloign es et les pixels clairs
a des points proches du capteur Cette image a  et e obtenue tranche par tranche
ou ligne par ligne en d epla cant le plan de lumiere du capteur transversalement
par rapport a la scene
Cette image est tout dabord trait ee comme une image D an dextraire
les contours A chaque point de contour on associe ensuite ses coordonn ees
D ce qui permet nalement dextraire des aretes D La gure  montre
les contours D et les contours D Ces contours sont segment es de fa con
a obtenir des aretes circulaires et des aretes droites	 une arete  etant d enie
comme lintersection de deux surfaces deux plans ou un plan et un cylindre
La gure  montre une arete droite et une arete circulaire Plus pr ecis ement	
une arete droite est d enie par 
 longueur	
 position	
 orientation de ses facettes
et une arete circulaire est d enie par 
 rayon	
 longueur	
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Figure   Les contours D gauche et D droite extraits dune image de
profondeur
 position du centre	
 orientation du plan contenant larete
La gure  montre des cercles et des droites correspondant a des aretes
circulaires et droites extraites le long des contours Un systeme de mod elisation
g eom etrique a  et e utilis e pour d ecrire lobjet a identier Ce modele contient
des informations de type g eom etrique et topologique ou relationnelles Le
modele g eom etrique est tout simplement constitu e dune liste darete droites
et circulaires telles quon vient de les d ecrire Le modele topologique d ecrit la
maniere dont ces aretes sont reli ees entre elles La gure  montre le modele
de lobjet a reconna!tre
L etape de reconnaissance est bas ee sur le paradigme pr ediction
v erication
quon vient de d ecrire On peut remarquer quun appariement aretemodele
a
reteimage d enit  parmi les  parametres de position et orientation associ es
avec une hypothese Dans le cas dune arete droite la translation le long de
larete nest pas d enie et dans le cas dune arete circulaire la rotation autour
de laxe du cylindre correspondant nest pas d eni gure  A partir dune
telle hypothese la v erication est mat erialis ee par une recherche en profondeur
dans un arbre an de conrmer ou dinrmer une hypothese La gure 
montre le r esultat de la reconnaissance et de la localisation des  objets pr esents
dans la scene A partir de ces  objets pr edits pr esents dans la scene	 du
modele g eom etrique associ e et de la position et lorientation de chaque objet	
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Figure   Les deux caract eristiques extraites des images de profondeur par
le systeme DPO
Figure    Les aretes circulaires et droites d etect ees dans limage de profon

deur
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Figure   Une vue l de fer du modele g eom etrique de lobjet a recon

natre Toutes les aretes de cet objet sont mod elis ees par des arcs de cercle et
des segments de droite
on construit une image de profondeur synth etique qui est compar ee a limage de
profondeur de la scene Cette comparaison permet de d ecider pour chaque objet
quels sont les objets qui le cachent La gure  montre limage synth etique
ainsi obtenue
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Figure   R esultat de la localisation de  objets identiques dans la scene
observ ee La pr ecision de la localisation d epend du nombre daretes visibles de
chaque objet ainsi que de la pr ecision avec laquelle chaque arete est d etect ee
dans limage
Figure   Image synth etique obtenue en utilisant la position et lorientation
pr ec edemment calcul ees et en  eliminant les points dun objet cach es par les
points dun autre objet
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Chapitre  
Des images  D aux surfaces
polyedriques
   Introduction
On se pose le probl eme de la reconstruction dune sc ene D  a partir dimages
D par vision stereoscopique 	 On consid ere la sc ene comme une surface
polyedrique
 les images comme ses projections
 et on recherche un poly edre
approximant	 Ce chapitre pr esente des m ethodes permettant de g en erer une
approximation poly edrique des objets a partir des r esultats de la vision st er eo
scopique Ces m ethodes peuvent etre utilis ees en aval de la vision st er eo voir
chapitre  pour simplier le probleme de reconnaissance	
  Approche regions
Lidee developpee par lapproche regions
 initialisee dans 
 est de seg
menter en zones homog enes les deux images dune paire stereoscopique	 Si on
suppose que la sc ene est un poly edre dont les facettes ont des niveaux de gris
homog enes
 les regions correspondent  a la projection de ces facettes planes	 La
mise en correspondance de ces regions permet lobtention de couples de regions
homologues
 cest  a dire associees  a la meme facette plane	 Un exemple dal
gorithme de mise en correspondance de regions par recherche de cliques maxi
mums dans le graphe dassociation est decrit dans 	 Les facettes planes D
sobtiennent en calculant la meilleure homographie mettant en correspondance
les segments de contour formant les fronti eres des deux regions	 Les avantages
de cette approche sont 

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  la mise en correspondance des regions seectue relativement aisement

 a cause du grand nombre dattributs discriminants des primitives	 En eet

dans la pratique lutilisation des caracteristiques des regions et des graphes
dadjacence sut pour la mise en correspondance les contraintes geometriques
ne sont pas indispensables surtout pour des images couleurs 
  on obtient des morceaux de plans dans lespace formant une approxi
mation de la surface	 Une etape ulterieure dapproximation nest donc pas
necessaire	
Cette methode comporte neanmoins des restrictions 
  la validite des regions obtenues depend des crit eres dhomogeneite choi
sis 	 Or
 pour des images naturelles bruitees
 les resultats de segmentation
sont parfois instables 
  les regions denissent peu dinvariants projectifs ce qui les rend diciles
 a manipuler en dehors des bonnes hypoth eses projection dune meme facette
plane	 En fait il nest pas aise de relier les proprietes radiometriques des regions
avec les surfaces associees	





 au fait que les proprietes radiometriques des ob
jets sont actuellement encore peu etudiees 	 Lapproche contour
  a laquelle
est consacree la partie suivante
 extrait des informations ables mais reduites
de limage
 et repousse une partie des probl emes sur la structuration de ces
informations	
   Mise en correspondance de regions
Les algorithmes de segmentation en regions voir chapitre  Segmentation
dimages en regions fournissent une partition S dune image qui peut etre
representee par un graphe dadjacence   S  L o u 
S  fR   R       Rng est lensemble des regions

Ri est letiquette de la region qui a ete donnee par la segmentation

L   R   R      est lensemble des aretes du graphe

 Ri  Rj  existe si Ri et Rj sont des regions voisines
 ainsi les nuds Ri
et Rj sont adjacents	
Le graphe  est un graphe value  un vecteur attribut ARi est associe  a
chaque region
 soit  a chaque nud	
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On associe aussi un vecteur attribut GRi  Rj  a chaque arc  Ri  Rj 	
Soit L  SL  EL et R  SR  ER les graphes representant les segmenta
tions des images droites et gauches o u 
SL  fL         Lng est lensemble des regions de limage gauche 
SR  fR      Rmg est lensemble des regions de limage droite	
Dans le cas o u les deux images correspondent  a deux vues stereoscopiques

il existe une disparite entre limage droite et limage gauche voir chapitre  
Vision stereoscopique	 Ainsi
 les partitionnements obtenus pour les deux
images sont dierents et leur mise en correspondance revient  a apparier de
mani ere inexacte deux graphes values	 Une methode ecace est dutiliser la
notion de graphe dassociation introduite par Ambler 	 On decrit dans la
suite un exemple dalgorithme base sur le graphe dassociation	
	
		 Mise en correspondance et graphe dassociation
Soit L  SL  EL et R  SR  ER les deux graphes resultant de la
segmentation des deux images de la paire dimages stereoscopique	
Le graphe dassociation G  S  L se construit comme suit 
  si deux regions Li  SL et Rj  SR sont compatibles alors larc 
Li  Rj  est inclu dans lensemble S 
  un arc  Li  Rj  est connecte  a un autre arc  Lm  Rn  du graphe
dassociation si lappariement de Li avec Rj est compatible avec lappariement
de Lm avec Rn	
On peut considerer que la meilleure mise en correspondance est associee au
plus grand ensemble de nudcorrespondances qui sont mutuellement compa
tibles	 Dans le graphe dassociation cela correspond au plus grand ensemble de
nuds totalement connecte  cest  a dire une clique	 Ainsi les meilleures mises
en correspondance sont determinees par les cliques maximums	
Comme la mise en correspondance intervient apr es la segmentation
 nous
navons pas de connaissances  a priori sur les images
 ainsi nous utilisons seule
ment des relations de bas niveau pour construire le graphe dassociation	 En
consequence le graphe dassociation peut etre incomplet
 nous ne rechercherons
donc pas la clique maximummais simplement une composante connexe la plus
connectee possible	
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	 Une m ethode de mise en correspondance
Cette methode decrite dans  comporte deux etapes principales	
La premi ere S  est un processus dinitialisation qui construit des paires de
regions homologues region gauche et region droite	
La seconde S utilise le resultat de linitialisation pour construire des com
posantes connexes dans le graphe dassociation
 nous lappellerons mise en
correspondance secondaire	 Cette etape revient  a propager la mise en corres
pondance en utilisant les relations de connexite	
					 Processus dinitialisation
Soient L  SL  EL et R  Sr   ER deux graphes tels que ceux denis
precedemment	
Chaque region Li  SL est associee  a un vecteur attribut ALi
 de meme pour
chaque region Rj  SR	
Ce vecteur attribut peut par exemple comprendre les attributs denis au cha
pitre   taille
 niveau de gris moyen
 variance
 amplitude de variation des
niveaux de gris	
Cette etape S  classe les regions Li en fonction de la premi ere composante
du vecteur attribut qui peut etre
 par exemple
 laire de la region	 Ainsi
 pour
chaque region Li prise dans cet ordre
 on recherche une region Rj qui verie
un nombre de predicats
 egal  a la taille du vecteur attribut	 Chaque predicat
Pk teste la ki eme composante du vecteur attribut	 On denit Pk comme suit 
PkRj  vrai rAkLi  AkRj  k
o u




x  y  R  fg
k etant un seuil donne
Si plusieurs regions verient les predicats
 le meilleur candidat pour la mise
en correspondance est selectionne par rapport  a la valeur dune fonction de





rAkLi  AkRj k         si la taille du vecteur attribut est 	
Le processus S  met les paires de regions Li  Rj dans une liste F  ordonnee
par rapport  a A Li	 On denit ainsi pour chaque region gauche Li la region
droite dont les attributs sont les plus proches Rj	
					 Denitions
Avant de decrire la recherche de composantes connexes du graphe dasso
ciation
 donnons quelques denitions 
D enition dun anneau 
Soit   S E le graphe de regions de limage segmentee	
Soit X  S une region
 nous noterons HX  VX   EX le sousgraphe qui
contient tous les sommets connectes  a X
 X est appelee la region milieu de
lanneau HX 	
D enition dune fonction dorientation 
Soit   S E un graphe
 soit X  S et Y  VX deux regions voisines	 On
notera X Y  la fonction suivante 
X Y   R R   
Soient Mx et MY le centre dinertie de X et Y 
 la valeur de X Y  est donnee
par langle forme par MXMY et lhorizontale	
D enition dun secteur 
Soit L  SL  EL et R  SR  ER les deux graphes dune paire stereosco
pique segmentee	 SoitX  SL etW  SR deux regions associees respectivement
 a leurs anneaux  HX  VX   EX et HW  VW   EW 	 Soit Y  VX une re
gion
 un secteur note SX Y est lensemble des regions denies comme suit voir
gure 		 
U  VW
W U   X Y   
et
W U   X Y   











Figure    D enition dun secteur
	
	 Recherche de composantes connexes
Cette etape consiste  a rechercher les composantes connexes les plus proches
des cliques maximums	 On notera que seule une partie du graphe dassocia
tion est construite ce qui evite une complexite algorithmique trop importante	
Cela est realise par le processus S qui sinitialise en prenant le premier ele
ment X W  de la liste F  pour linserer dans une seconde liste F formant
ainsi le premier nud du graphe dassociation	 On execute ensuite les etapes
suivantes 
	 mise en correspondance inexacte des anneaux HX et HW 
Les regions milieux de ces deux anneaux sont respectivement X et W 	 Cette
etape fournit des nouveaux nuds Y
U o u Y  HX et U  HW 	 Ces nouveaux
nuds sont connectes avec X W  et sont places dans une liste F	 Un cout de
mise en correspondance CY  U X W  est associe avec chaque nud de F	
	 propagation et r eexamen de vieilles paires 
Les paires de regions obtenues  a partir de letape  peuvent etre utilisees comme
regions milieux pour mettre en correspondance de nouveaux anneaux et pour
construire de nouveaux nuds du graphe dassociation	 En fait
 si un candidat
couple Y  U  est propose comme un nouveau nud
 les paires existant dans
F sont examinees pour verier si Y ou U ont dej a ete associees avec dautres
regions	 Dans ce cas
 les fonctions cout de la nouvelle et de la vieille paire sont
comparees	 La meilleure paire est selectionnee
 si cest la nouvelle on lins ere
Reconstruction poly edrique 
dans la liste F  a la place de lancienne	
	 n du processus S 
Letape  est executee jusqu a ce quil ny ait plus de propagation et de re
examen de paires de regions existantes	 Cet etat survient lorsque 
  toutes les paires de regions possibles ont ete examinees

  toutes les paires possibles de regions dune composante connexe ont ete
examinees	
	 restauration du processus S ou n de la mise en correspondance 
Sil existe plusieurs composantes connexes dans le graphe dassociation voir
gure 		
 le processus S stoppe apr es la construction dune composante	
Alors la liste F  est utilisee pour restaurer le processus S	 Le premier element
de la liste F  qui nest pas inclu dans la liste F est place dans F
 il constitue le
premier nud dune nouvelle composante connexe	 Ainsi letape C est repetee	
Si toutes les paires de la liste F  ont ete examinees
 le processus S sarrete	
Le processus S sarrete toujours car les deux graphes sont nis	
	
	 Correspondance durant la construction dune composante connexe
La mise en correspondance est realisee par le processus S	 Deux regions
mises en correspondance X et W sont considerees comme les regions milieux
de deux anneaux HX et HW 	 Les candidats U  HW pour un appariement
avec une region Y  HX sont choisis  a linterieur du secteur SX Y 	 Ils doivent
verier plusieurs predicats de la meme forme que ceux utilises pour letape
dinitialisation	 On peut utiliser des predicats prenant en compte laire
 la
moyenne des niveaux de gris et les dimensions du rectangle daire minimum
des regions examinees	
Pour chaque paire Y  U  une fonction de cout CY  U X W  composee de
deux parties est calculee 
CY  U X W   dY  U   faX Y   W U 
Le terme dY  U  prend en compte la disparite des attributs associes aux regions
Y et U et le terme faX Y   W U  la disparite entre les arcs  X  Y  et
 W U  des deux graphes de regions	



















Image de droiteImage de gauche
Figure   Composantes connexes du graphe dassociation
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	 R esultats de mise en correspondance et conclusion
Cet algorithme a ete teste sur des sc enes dinterieur  a partir de segmenta
tions obtenues par croissance optimale de regions voir chapitre  Segmenta
tion dimages en regions 	 On obtient une mise en correspondance de deux
graphes comprenant approximativement  regions en quelques secondes CPU
sur une station SUN	 On remarquera que dans limplantation decrite precedem
ment seules les relations de connexite et les attributs des regions sont prises
en compte	 On peut cependant
 sans rien changer  a la structure algorithmique

rajouter des contraintes geometriques liees  a la vision stereoscopique comme
la contrainte epipolaire voir chapitre 	 On notera que lalgorithme decrit
nest quun exemple de methode de mise en correspondance inexacte de graphe
appliquee  a lappariement de regions	 Dautres methodes
 au moins aussi per
formantes existent
 Son principe est identique  a celui de lalgorithme de mise en
correspondance de segments decrit dans le chapitre 
 section 			 neanmoins
elles reposent
 pour la plupart
 sur des principes similaires	
  Reconstruction de facettes planes
Apr es lobtention dun ensemble de couples de regions homologues se 
 le
probl eme se pose de savoir comment exploiter ces resultats pour la reconstruc
tion de surfaces	 Pour cela
 on peut supposer que chaque couple de regions
appariees est issu de la projection dun meme objet plan	 Cette supposition est
en particulier raisonnable dans le cas de sc enes dinterieur o u il existe beau
coup de surfaces planes telles que les murs ou les plafonds	 On peut attacher
 a chaque region les segments qui correspondent  a lapproximation polygonale
de ses points fronti eres	 Ensuite on apparie les segments correspondant  a deux
regions homologues	 Grace au faible nombre de segments pour chaque fronti ere
de region
 ce probl eme est aisement resolu	 La mise en correspondance des seg
ments rend possible le calcul du meilleur plan D
 au sens des moindres carres

sur lequel la surface
 dont la paire de regions est la projection
 sappuie	
Pour ce calcul
 on utilise une methode decrite dans  et dont les principes
sont les suivants	 Quand un point D se deplace dans un plan
 les relations
entre les coordonnees de ses projections sur les images gauche et droite sont
lineaires en coordonnees projectives cest  a dire homographiques dans lespace
cartesien	 Ainsi
 si nous connaissons au moins quatre lignes non parall eles et
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leurs correspondants
 on peut calculer la meilleure matrice de transformation
par le moyen dune technique de moindres carres	 Enn
 de la matrice de
transformation
 on deduit les param etres du plan D correspondant	 Ces calculs
sont decrits precisement dans 	
On attache donc  a chaque region un plan D sur lequel sappuie la surface
dont elle est la projection	 On obtient ainsi des surfaces D planes existant
dans la sc ene D	
On peut noter que lutilisation de regions pour la vision stereoscopique se
justie lorsquil est possible de deduire facilement des informations sur les
surfaces D de la sc ene  a partir de leurs projections sur les plans image	 Dans
le cas o u une analyse avancee des sc enes D est necessaire pour relier les objets
aux regions et les regions aux surfaces D constituant les objets
 lopportunite
de ce type dapproche nest pas evidente	
  Approche contours
Le principe de lapproche contours est dextraire dans les deux images ste
reoscopiques des segments de points de contours correspondant  a la projection
des aretes de la surface polyedrique 	 Ces segments sont mis en correspon
dance de mani ere  a reconstruire des segments D formant les aretes du poly edre
voir chapitre 	 On obtient ainsi des segments D repartis dans lespace et
on se pose le probl eme de reconstruire le poly edre dont les aretes sont ces mor
ceaux de droite	 Pour cela
 on peut faire des hypoth eses sur la surface et mettre
en uvre des methodes de minimisation 
 avec la diculte de determiner
une bonne fonctionnelle  a optimiser incluant les discontinuites et un algorithme
doptimisation ecace  
Une autre alternative est de ramener ce probl eme dapproximation  a un
probl eme combinatoire
 en le reduisant considerablement grace  a la contrainte
de visibilite	 En eet les triangles
 denis par les centres optiques des cameras et
les segments D
 traversent lespace libre dans lhypoth ese de nontransparence
des objets	 Ces triangles forment un ensemble de rayons	 On est donc ramene
 a rechercher les poly edres
 pas necessairement convexes
 dont les aretes sont les
segments et qui nintersectent aucun rayon	
Des methodes de geometrie algorithmique developpees par ailleurs 
 
apportent des solutions elegantes et ecaces  a ce probl eme	 Deux approches
de ce type
 assez complementaires
 ont ete proposees 
 	
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Lapproche presentee dans  consiste  a denir un ensemble de plans de
coupe des donnees segments D
  a determiner dans chaque plan la section de
la surface
 puis  a relier les sections des plans successifs	 Si les plans contien
nent les rayons de tous leurs points intersection du plan et des segments un
algorithme permet de reconstruire une solution unique pour chaque section	
Ensuite on obtient un poly edre en reliant les polygones denissant les sections
avec une methode de triangulation optimale	 Dans le cas dune surface poly
edrique simple cet algorithme fournit une solution exacte
 sinon un algorithme
de reconstruction par coupes base sur la triangulation de Delaunay peut etre
mis en uvre 	
La force de cette methode est essentiellement lutilisation dune methode
de reconstruction D non heuristique et de faible complexite algorithmique 
pour obtenir des sections planes successives	 On obtient ainsi un cout calcu
latoire tr es faible pour determiner lespace libre  a partir dun couple dimages
stereoscopiques	 Linconvenient reside dans la nature 	D de cet algorithme	
En eet
 dans le cas de plusieurs donnees stereo
 la reconstruction de la surface
entre les plans est heuristique et la mise  a jour de la representation nest pas
immediate	
Une methode de reconstruction reellement D est decrite dans 	 Le prin
cipe est de determiner la triangulation de Delaunay D des extremites des
segments en imposant la contrainte que les segments soient tous inclus dans
une arete de Delaunay	 Ensuite
 on supprime les facettes des tetra edres tra
versees par un rayon sculpture	 Linconvenient de cet algorithme par rapport
au precedent est essentiellement une complexite algorithmique beaucoup plus
importante liee en particulier  a letape de sculpture	 De plus laspect heuris
tique de la triangulation de Delaunay ore moins de possibilites pour induire
des strategies actives de prises de mesure 	
En eet dans la realite de la robotique le probl eme se pose souvent de la
mani ere suivante  soit un capteur
 par exemple une camera video
 comment
generer une suite de prises de mesure permettant de reconstruire  a coup sur
un ensemble dobjets polyedriques  Ce probl eme est en partie resolu dans le
cas D  et on peut penser quune adaptation de ces algorithmes aux donnees
stereoscopiques serait possible	
 Vision par ordinateur
   Reconstruction a partir de methodes de rayons
	
		 Rayons
On suppose donc que les segments D issus du processus de vision stereosco
pique  correspondent aux aretes dune surface polyedrique	 An de reduire
lensemble des solutions pour la reconstruction de la sc ene
 on introduit une
information supplementaire  les rayons	
Les segments detectes sont observes depuis dierents points de vue situes
aux centres optiques des cameras	 Les triangles pleins formes par un segment
et un centre optique de camera traversent donc lespace libre et denissent
des rayons voir gure 			 En eet
 on suppose les objets opaques et la
contrainte de visibilite respectee	
La reconstruction de la sc ene se ram ene donc  a la recherche de surfaces
polyedriques dont les aretes sont les segments et qui ne sont traversees par
aucun rayon	
Figure   Robot voyant des segments
	
	 Description de lalgorithme
Cette approche comporte trois etapes principales 
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	 determination dun ensemble de plans de coupe  calcul dune suite de
sections planes des segments D	
	 reconstruction de polygones dans chaque plan de coupe  utilisation de
methodes de reconstruction de formes planes  a partir de rayons	
	 reconstruction de surfaces entre deux plans successifs  connexion des
polygones obtenus par des algorithmes de triangulation	
					 Determination des plans de coupe
On determine une suite de plans de coupe Pi telle que 
	 les sections des segments avec les Pi ne sintersectent pas deux  a deux 
la determination de la surface se reduit donc  a sa reconstruction entre chaque
couple de plans successifs	
	 chaque extremite de segment est contenue dans un plan Pi pour une
valeur de i  les parties de surfaces entre les plans consecutifs peuvent ainsi etre
determinees sans ambiguite	
	 chaque rayon issu dune extremite de segment est contenu dans un plan
Pi pour une valeur de i  la section de la surface dans chaque plan de coupe
peut alors etre obtenue par des methodes de reconstruction de formes planes
avec des rayons	
Il faut noter que si  et  peuvent etre exactement veries pour des
donnees stereoscopiques
 il en est autrement pour 	 En eet lexistence dune
suite ordonnee de plans contenant tous les rayons des extremites des segments
nest assuree que si les centres optiques des cameras sont alignes 	
Ainsi deux cas se presentent 
	 les centres optiques des cameras sont alignes  on determine un faisceau
de plans passant par la droite denie par les centres optiques C et contenant
les extremites des segments si voir gure 			
	 les centres optiques des cameras ne sont pas alignes  on determine un
ensemble de coupes parall eles contenant les extremites des segments
 et tels
que les rayons peuvent etre approximes par leur projection sur les plans voir
gure 			








Figure   Rayons et segments










Figure   Approximation des rayons les plans sont en pointill es
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	 Reconstruction dans les plans de coupes
Cette etape pose le probl eme de la reconstruction de polygones non convexes
 a partir de leurs sommets	 En general
 pour un ensemble donne de sommets on
obtient plusieurs solutions pour le contour voir gure 			
Figure  	 Points mesur es et quelques solutions pour le contour de lobjet
Si on ajoute des rayons associes aux points mesures on obtient une solution
unique dans le cas dun seul objet  voir gures 		
 		 et 			 La
methode decrite dans  permet de determiner en temps optimal Onlogn
un ordre total sur lensemble des points mesures
 denissant le polygone solu
tion dans le cas o u ces points appartiennent  a un objet unique et simplement
connexe	
Le principe de cette methode est base sur lalgorithme suivant  
Soit p  fp   p     png lensemble des points mesures et L  fL   L    Lng
lensemble des rayons correspondants	 On suppose que les Li sont des courbes
semiinnies ayant pour origines les points Pi	 Le probl eme est de joindre les
points de P par des segments de droite qui nintersectent pas les rayons de L ce
qui revient  a trouver une approximation polygonale de lobjet voir gure 			
On montre les deux theor emes suivants  
Th eoreme 	
Si on suppose
 sans perte de generalite
 quun sommet de lenveloppe convexe
des points mesures P  est choisi comme origine et un sens de parcours donne
par exemple le sens des aiguilles dune montre	 Alors les sommets de lenve
loppe convexe apparaissent dans le meme ordre dans la solution polygonale du
probl eme lorsque lon parcourt les sommets de lenveloppe convexe	
 Vision par ordinateur
Figure  
 Points et rayons
Th eoreme 
Soient ai et ai  deux sommets consecutifs de lenveloppe convexe	 Alors tout
point C dont le rayon intersecte le segment aiai  de lenveloppe convexe est
entre ai et ai  dans lordre des points denissant la solution du probl eme	
Le probl eme de reconstruction se reduit donc  a trier les classes de points dont
les rayons intersectent la meme facette de lenveloppe convexe CH	 Cela est
realise avec la r egle de comparaison suivante 
Regle de comparaison
c  est avant c c   c si une des deux propositions suivantes est vraie voir
gure 		 
	 ic  intersection du rayon de c  avec aiai  est avant ic sur larete
orientee aiai  et si le nombre dintersection entre les rayons correspondants
C  et C dans lenveloppe convexe est pair	
	 ic  est apr es ic sur le contour oriente aiai  et le nombre dintersection
des rayons C  et C dans lenveloppe convexe est impair	
Lalgorithme de reconstruction se derive directement soit 
Algorithme
	 pour chaque sommet c de P  CH trouver la premi ere intersection du
rayon C associe  a c avec lenveloppe convexe et former les classes dequivalence
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c1->c2c2->c1













Figure   Illustration de la regle de comparaison  lordre correct est donn e
dans les di erents exemples
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correspondant  a tous les sommets de lenveloppe convexe	
	 trier chaque classe dequivalence en utilisant par exemple lalgorithme
Quicksort et la r egle de comparaison	
Figure   Rayons associ es aux points mesur es
Lorsque les rayons sont concourants
 lalgorithme decrit dans  se ram ene
 a un tri des rayons selon leurs orientations voir gure 			 Dans le cas de
segments observes dun seul point de vue cette methode peut etre utilisee an
de reconstruire la section de la sc ene dans chaque plan de coupe	
Dans le cas de plusieurs objets
 linformation induite par les rayons per
met dobtenir une reconstruction incluant la solution exacte 	 Un algorithme
consistant  a suivre les enveloppes externes des rayons  permet alors de de
terminer les polygones correspondant aux fronti eres des objets	 Cette methode
peut etre utilisee lorsque les segments sont observes de dierents points de vue	
Son principe est didentier les plus petits polygones contenant les objets par
calcul des points dintersection des rayons entre eux voir gure 			
Si on implante ces deux algorithmes reconstruction par tri et reconstruction
par suivi des enveloppes externes sur une station de travail SUN
 on obtient
des temps de calcul de lordre dune seconde pour une centaine de points	 Les
gures 		  a 		 presentent quelques resultats obtenus sur des donnees
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Figure    Plus petit polygone dans lequel est inclu lobjet enveloppe
externe des rayons
Figure     Solution unique pour le contour de lobjet dans le cas dune
forme polygonale pour laquelle on a mesur e tous les sommets










Figure    Tri des rayons selon leurs orientations
Figure    Suivi de lenveloppe externe des rayons
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synthetiques	
Figure    Points et rayons
Figure    Polygone correspondant a la gure pr ec edente
 Vision par ordinateur
Figure   	 Points et rayons
Figure   
 Enveloppes externes des objets correspondant a la gure pr e
c edente
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Figure    Polygones correspondant aux enveloppes externes de la gure
pr ec edente
	
	 Reconstruction de surfaces joignant les polygones
Dans le cas dun objet simple on peut utiliser une methode optimale de
triangulation introduite par Fuchs 	 On obtient la triangulation qui minimise
la somme de la longueur des aretes  par recherche dun chemin optimal
dans le graphe de triangulation	
Les principes de cet algorithme de triangulation sont les suivants  
Soit L   P   Pm la liste ordonnee des points dun contour simple situe dans
un plan	 De meme soit L  Q     Qn la liste ordonnee des points dun autre
contour simple situe dans un plan parall ele au premier voir gure 			
On peut par exemple supposer que la triangulation recherchee contient les
aretes Q P  et QnPm	 On represente lensemble des triangulation possibles  a
laide dun graphe G  Cij  N  associe  a L  et  a L voir gure 			
Les nuds de ce graphe notes Cij representent un segment PiQj joignant
le point Pi de Li au point Qj de L	 Un arc A  Cij  Cik de G qui joint Cij
 a Cik represente le triangle PiQjQk	
Or la triangulation recherchee verie 
	 si le segment PiQj appartient  a la triangulation alors Pi Qj ou
PiQj  appartient aussi  a la triangulation	 Cela signie que tout nud Cij





















Figure   Graphe des triangulations
Reconstruction poly edrique 
du graphe associe est relie par un arc aux nuds Cij  et Ci j	
	 tout point du contour est relie  a au moins un point de lautre contour	
Soit une triangulation correspond  a un chemin dans G du nud C   au nud
Cmn passant au moins une fois sur chaque ligne et une fois sur chaque colonne	
	 les aretes de la triangulation ne se croisent pas  Si un chemin dans G

representant une triangulation de L L passe par Cij et Ci j alors il ne peut
pas passer par Cij   do u lorientation du graphe G	
Toute triangulation associee aux contours L  et L est donc representee par
un chemin de G joignant C    a Cmn	 On peut associer  a un tel chemin un cout
caracteristique de la triangulation correspondante  longueur des aretes 

volume compris entre les deux plans de coupe   La recherche de la meilleure
triangulation se ram ene alors  a la recherche dun chemin optimal dans le graphe
des triangulations G	 Cet algorithme se met en uvre aisement en utilisant des
relations recursives entre les longueurs des chemins optimaux	
Dans le cas de plusieurs objets on peut utiliser un algorithme de reconstruc
tion basee sur la triangulation de Delaunay 	 Son principe est de calculer la
triangulation de Delaunay des points des deux sections
 puis de supprimer les
tetra edres  a lexterieur des objets chaque section denit des contours fermes
ou provoquant des singularites sappuyant sur un point ou une arete	
  Reconstruction par sculpture de la triangulation de Delau
nay
Une autre alternative developpee dans  consiste  a construire la triangu
lation de Delaunay  des extremites des segments D en contraignant chaque
segment  a etre une arete de Delaunay	 La triangulation de Delaunay correspon
dant au pavage de lespace le plus isotrope possible dans le cas D on montre
que la triangulation de Delaunay est la triangulation la plus equilaterale pos
sible
 on obtient ainsi les relations de voisinage les plus vraisemblables	 On
peut donc supposer que la surface polyedrique contenant les objets de la sc ene
est incluse dans le pavage de Delaunay	 La contrainte de visibilite implique
que toutes les facettes planes traversees par des rayons voir partie precedente
nexistent pas ou sont transparentes	 On elimine les facettes des tetra edres
de Delaunay traverses par les rayons denis par les segments D et les centres
optiques des cameras	 Ainsi on obtient un ensemble de tetra edres denissant un
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volume et une surface polyedrique qui constitue une approximation des surfaces
de la sc ene D	
Lavantage de cet algorithme par rapport au precedent est quil sadapte
automatiquement au cas de plusieurs vues avec des positions quelconques pour
les centres optiques	 Linconvenient reside dans la complexite algorithmique de
la triangulation contrainte et surtout de lelimination des tetra edres qui cachent
des segments	
  Resultats experimentaux et conclusion
Ces deux algorithmes ont ete implantes et testes sur des donnees stereo
scopiques reelles	 Le resultat de la reconstruction est un ensemble de facettes
triangulaires denissant une surface polyedrique	 Les resultats obtenus sont
satisfaisants et assez similaires pour les deux methodes	 Pour la premi ere me
thode reconstruction  a partir de coupes on obtient pour deux cent segments
un temps de calcul de lordre dune dizaine de secondes sur une station SUN	
Ces travaux illustrent linteret des methodes de reconstruction de formes
avec des rayons pour lextraction de surfaces  a partir de donnees stereosco
piques	 En eet ce type dapproche conduit  a des algorithmes non heuristiques

de faible complexite
 et qui ne requi erent aucune information  a priori	
Chapitre   
Des images volumiques  D a la
geometrie des surfaces
Dans ce chapitre nous d ecrivons lextraction et la caract erisation de surfaces a
partir dimages volumiques D Nous pr esentons des r esultats exp erimentaux
obtenus sur des images m edicales
    Detection de contours D
De nombreuses applications industrielles ou m edicales fournissent des images
D repr esentant une information volumique Les techniques modernes comme
la tomographie CT produisent des images D ou le niveau de gris est pro
portionnel a la densit e locale Par exemple dans le domaine biom edical des
images D sont obtenues par r esonance magn etique nucl eaire IRM scanner
X ou  echographie Ainsi pour de telles donn ees les volumes pr esentant une dis
tribution homogene en niveaux de gris correspondent aux entit es de la structure
D Ces volumes peuvent 	etre obtenus soit en partitionnant limage D en zones
homogenes approche r egions ou en identi
ant les discontinuit es des niveaux
de gris correspondant a la trace des surfaces approche contours La segmen
tation dimages D ou D en r egions pose le d elicat probleme de trouver des
criteres dhomog en eit e ad equats On remarque que les algorithmes de segmen
tation d ecrits dans le chapitre  sadaptent naturellement a la segmentation des
images D Malgr e cette ad equation on choisit le plus souvent une approche
contour qui semble pour ce probleme avoir de meilleures qualit es de stabilit e
et un moindre co	ut calculatoire La plupart des approches comprennent deux
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 etapes successives  d etection de contours D par 
ltrage puis suivi de contours
D en utilisant des propri et es morphologiques
Ainsi une premiere  etape pour identi
er ces surfaces est de rechercher leur
trace en utilisant seulement linformation du signal Les points des surfaces sont
localis es ou le gradient de la fonction des niveaux de gris est localement maxi
mum On retrouve le probleme classique de la d etection de contours largement
 etudi e pour des images D    mais beaucoup moins dans le cas D
A la base la d etection de contours D ou D posent le m	eme probleme soit la
d etection des discontinuit es dune fonction discrete et bruit ee D ou D
La plupart des op erateurs de d etection de contours D sont issus dune g e
n eralisation en D des op erateurs D   Leur principe est dapproximer
le gradient ou le laplacien de limage en utilisant des masques de convolution
Un compromis entre la taille des masques de convolution et leurs performances
de d etection et de localisation est alors a trouver Particulierement dans le
cas D la taille parfois consid erable des donn ees rend la complexit e algorith
mique et lespace m emoire essentiels pour la d etection de contours Ainsi la
taille des masques de convolution utilis es pour implanter lop erateur ne peut
	etre trop importante a
n d eviter un co	ut calculatoire trop  elev e La convo
lution dune image D dimx   dimy   dimz par un masque n   n   n co	ute
on dimxdimydimz Par exemple cette complexit e rend quasiment impossible
sur une machine s equentielle classique lutilisation de masques de taille plus
importante que      pour une image      Ainsi une limitation
importante de la plupart des op erateurs lin eaires de d etection de contours D
r eside dans lutilisation de petits masques de convolution tres sensibles au bruit
Une autre dicult e th eorique celleci pos ee par la d etection de contours D
et que partage dailleurs le cas D est lestimation des performances des op era
teurs En eet le plus souvent on d erive des op erateurs D ou D dop erateurs
D optimaux par rapport a un modele monodimensionnel Une question int e
ressante est alors pos ee par l evaluation des performances des op erateurs pour
des modeles non plus D mais D ou D Des r eponses partielles a ces deux
problemes complexit e et  evaluation th eorique des performances sont amen ees
par le 
ltrage s eparable r ecursif et une g en eralisation en D et D des criteres
de Canny 
A cause du bruit cette  etape de 
ltrage nest parfois pas susante pour
obtenir des r esultats pouvant 	etre utilis es pour la reconstruction et la mod eli
sation des surfaces De maniere a am eliorer la carte des contours D il peut 	etre
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utile dintroduire des informations morphologiques  On peut par exemple
utiliser un algorithme de suivi de contours D r esultant dune extension dune
m ethode de fermeture de contours D 
     Gradient et laplacien dune image D
Le 
ltrage simplante par cascade de 
ltrages r ecursifs D et est d ecrit au
chapitre  pour le cas D Le cas D est une simple g en eralisation
Une fois le 
ltre et le type dapproche choisis voir chapitre  nous calculons
le gradient ou le laplacien comme suit  Soit Ix  y  z une image D et Gx  y  z











Le calcul des composantes du gradient est r ealis e en calculant des images
Di correspondant aux d eriv ees par rapport a x  y  z  x  x  x  par une
cascade de 
ltrage D comme suit 
pour i       faire 
Di  I
pour j      nfig faire
Di  Di  sxj
Di  Di  dxi
ou sx et dx sont respectivement les op erateurs de lissage et de d eriv ee
premiere dx  s x aux constantes de normalisation pres
Pour une image de dimensions dimx   dimy   dimz le calcul des compo
santes du gradient demande  convolutions par point Ainsi nous obtenons
pour la totalit e du calcul dimxdimydimz convolutions par point Si on utilise
une implantation directe avec un masque de convolution D de taille k nous
obtenons une complexit e de lordre de  kdimxdimydimz Un 
ltre r ecursif
dordre r permet de la r eduire a  rdimxdimydimz
Le laplacien peut 	etre calcul e en additionnant les d eriv ees secondes Le calcul
des d eriv ees secondes peut 	etre r ealis e en utilisant le m	eme algorithme que pour
les d eriv ees premieres ou on remplace lop erateur de d eriv ee premiere d par
lop erateur de d eriv ee seconde On peut aussi calculer directement le laplacien
par 
ltrage r ecursif ce qui permet de diminuer le co	ut du 
ltrage 
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    Performances des ltres D
La prise en compte de modeles de contours D m	eme aussi  el ementaires
quun contour orient e n ecessite un eort th eorique pour  evaluer les perfor
mances des op erateurs Le calcul pr esent e au chapitre  section  montre
que par exemple dans le cas du 
ltre Deriche les valeurs des criteres de d etec
tion et de localisation d ependent de lorientation du contour Lutilisation de
modeles plus complexes incluant des angles et des courbures est certainement
int eressante a condition de pouvoir aboutir a des algorithmes de complexit e
raisonnable  
    Traitements en aval  maxima locaux seuillage
Bien que le calcul du gradient ou du laplacien D constitue la partie es
sentielle de la d etection de contours cette  etape ne fournit pas directement
les points de contours Ces  etapes compl ementaires dierent selon lapproche
gradient ou laplacien
     Approche gradient
On suppose que les contours soient localis es ou la norme du gradient est













ou r est lop erateur gradient et I limage
Dans la pratique on d etermine les points de contours en d erivant localement la
norme du gradient dans la direction du gradient Par rapport au calcul direct du
critere cette m ethode a lavantage de ne pas calculer explicitement les d eriv ees
secondes
Dans les images r eelles le bruit introduit des extremums locaux du gradient
qui ne correspondent pas a des points de contours Pour les  eliminer on utilise
un seuillage par hyst eresis D  Ce type de seuillage prend en compte la
connexit e des points et permet dam eliorer la continuit e des contours On peut
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am eliorer cette m ethode en rajoutant une contrainte de suivi dans la direction
du plan tangent 
La 
gure  pr esente le r esultat dune d etection de contour D par 
ltrage
s eparable r ecursif 
ltre Deriche avec une approche gradient sur une image de
cr	ane obtenue par scanner X
Figure     Vue en perspective du resultat dune detection de contours D
ltre de Deriche D pour une image de crane obtenue par scanner X
   	 Approche laplacien
Dans cette approche voir chapitre  section  on suppose que les points
de contours correspondent aux passages par z ero du laplacien soit 
I  
De maniere a d eterminer les points qui annulent le laplacien on cr ee une image
de polarit e ou les points de laplacien positif sont a  et les autres a  Les
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transitions  th eoreme des valeurs interm ediaires d e
nissent les passages
par z ero Comme pour les extr ema locaux du gradient on obtient des passages
par z ero ne correspondant pas a des contours De maniere a les supprimer
on rajoute comme pour lapproche gradient une derniere  etape de seuillage
n ecessitant le calcul du gradient aux points de passage par z ero
   	 Suivi de contour D
Dans les parties dimage fortement d egrad ees les informations locales ne
susent pas a d etecter les contours Une id ee classique est de d ecider si un
point appartient a un contour en fonction dune conjonction dinformations
locales Cette conjonction se d e
nira par exemple par un chemin optimal
dans un graphe valu e prenant en compte des informations de gradient et de
variation de la courbure
On peut  etendre au cas D une m ethode de fermeture de contours D
propos ee par R Deriche et JP Cocquerez  voir chapitre  section 
Le principe de cet algorithme est de d eterminer des points de contours a priori

ables en fonction de criteres pr ed e
nis et dutiliser ensuite une m ethode de
suivifermeture permettant de compl eter les contours
   
 Conclusion
Ces algorithmes ont  et e implant es et test es sur des images IRM scanner X et
 echographiques Les r esultats obtenus se comparent favorablement aux autres
m ethodes existantes tant du point de vue de la qualit e des contours que du co	ut
calculatoire Les bonnes propri et es des 
ltres exponentiels et limplantation
s eparable r ecursive expliquent les performances de ces 
ltres D par rapport
aux op erateurs classiques De plus le suivi de contour permet encore une petite
am elioration des r esultats
   Des contours D aux courbures et aux lignes de crete
Dans la partie pr ec edente on a d ecrit des m ethodes fournissant des points
formant la trace discrete de surfaces Cette nouvelle repr esentation de linfor
mation image est plus compacte et manipulable que les donn ees brutes N ean
moins si on veut r esoudre automatiquement ou presque des problemes de
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recalage ou de mise en correspondance elle reste peu satisfaisante Dou lin
t er	et suscit e par les travaux sur la caract erisation des surfaces a partir dune
trace discrete obtenue par d etection de contours D   ou capteur la
ser   Dans le cas de surfaces poly edriques des algorithmes dapproxi
mation par facettes planes peuvent 	etre utilis es  Lorsque les surfaces sont
gauches des algorithmes dapproximation par morceaux de surfaces quadriques
existent  Mais ces m ethodes soulevent le m	eme probleme que les algo
rithmes de segmentation dimages  la d e
nition de propri et es dhomog en eit e
permettant lobtention dun partitionnement stable Ainsi la plupart des ap
proches existantes     repose sur lextraction de caract eristiques
di erentielles locales du second ou du troisieme ordre de la surface trac ee par
les contours  courbures lignes de cr	ete lignes ou la courbure est localement
maximum  Le plus souvent les m ethodes existantes d econnectent l etape de

ltraged etection de contours de la mod elisation des surfaces On obtient ainsi
des algorithmes pas toujours tres robustes au bruit car ne prenant en compte le
plus souvent que la position des points Une id ee d evelopp ee r ecemment consiste
a utiliser l etape de 
ltrage de limage D a
n dassurer une meilleure coh erence
des r esultats    Ce principe est similaire a celui de lalgorithme
pr esent e par J Ponce et M Brady pour des images D de profondeur 
    Rappels de geometrie dierentielle
  	   Notion de courbure
Avant dintroduire les deux formes fondamentales il nous a sembl e utile de
rappeler de facon tres pr ecise la notion g eom etrique de courbure voir 
gure
 On considere pour cela un point M situ e sur un arc  Alors  
Pour tout M   et susamment voisin de M  il existe un cercle unique
M tangent a  en M et passant par M  et le cercle osculateur a  en M est
la limite de M quand M tend vers M sur  
La courbure en M est  egale a linverse du rayon du cercle osculateur La
courbure en un point M dune surface le long dune direction d du plan tan
gent correspondra a la courbure de la courbe plane obtenue par intersection






Figure    Courbure sur une courbe reguli
ere dans un plan
de la surface et du plan normal PM  voir 
gure  dou le terme sp eci

que de courbure normale On verra plus loin que la courbure normale selon
une direction quelconque sexprime en fonction de deux courbures courbures
principales correspondant a deux directions orthogonales
Nous nous placerons dans la suite de ce paragraphe dans le cadre dune sur
face param etr ee not ee S par U   V dont le couple g en erique sera not e u  v
On notera X lapplication d e
nie de U   V dans S qui fait correspondre a
tout couple u  v le point Xu  v  On supposera cette surface r eguliere
cestadire que lapplication X est continue et d erivable a tout ordre
  	 	 Premi
ere forme fondamentale







ere forme fondamentale I permet de d e
nir une m e
trique li ee au plan tangent Soit w  TP 






E  Xu  Xu  F  Xu  Xv  G  Xv  Xv 







Figure    Courbure normale sur une surface
E F G sont appel es ccients de la premi
ere forme fondamentale Concernant
le d eterminant de cette premiere forme fondamentale il est a noter la relation
int eressante suivante puisquelle fait le lien entre les deux formes fondamentales
En eet le calcul de la courbure implique de d eriver des vecteurs norm es 
k Xu  Xv k 
p
EG  F 
La premi
ere forme fondamentale denit la variation de la position dun
point dans lespace du plan tangent pour une variation des param
etres  ce
qui revient 
a exprimer le vecteur reliant Xu  v et Xu  du  v  dv dans le
rep





  cela correspond 
a la relation existant entre les distances
dans lespace des param




nit dabord lapplication de Gauss not ee N ainsi  elle associe a tout
point de la surface son vecteur normal unitaire 
N  U   V  S sphere unitaire
 Vision par ordinateur
 u   v   Nuv
On introduit alors lendomorphisme de Weingarten not e dN  d e
nissant
une application lin eaire du plan tangent sur luim	eme qui associe a tout
vecteur tangent le vecteur repr esentant la variation de la normale le long de
cette direction Ce vecteur appartient bien au plan tangent  soit en eet
t  Xut  vt une courbe sur S passant par P   et de tangente
en P de direction w   
dN w  Nuu
   Nvv
 
Or  N  N   Nu N  Nv N  Nu  Nv  TP  dN w  TP
dN w correspond en fait a la d eriv ee directionnelle de lapplication de Gauss
N selon w
La deuxi
eme forme fondamentale est la forme quadratique associ ee a len
domorphisme de Weingarten Elle permettra en fait de calculer la courbure
normale en un point de la surface le long dune direction donn ee cestadire






avec e  N  Xuu  f  N  Xuv  g  N  Xvv 
e  f  g sont appel es ccients de la deuxi
eme forme fondamentale De plus on
a la relation suivante 
dN w  W w
avec W  M M
La deuxi
eme forme fondamentale denit la variation de la normale en un point
pour une variation des param
etres  elle caracterise donc les relations entre
N u  v et N u  du  v  dv dans le rep





lendomorphisme de Weingarten caracterise la variation de la position de la
normale pour un deplacement du point dans le plan tangent et a logiquement
comme matrice associee M M
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  	  Courbures principales et directions principales de courbure
On d emontre ais ement que lendomorphisme de Weingarten est une appli
cation lin eaire autoadjointe Ainsi il existe une base orthonormale e  e du
plan tangent telle que 
dN e  	e et dN e  	e
et 	 et 	 sont respectivement le maximum et le minimum de la forme qua
dratique associ ee cestadire de la deuxieme forme fondamentale pour une
d emonstration complete voir  
	 et 	 sont appel ees courbures principales e et e  etant les directions prin
cipales de courbure associ ees Le produit 		 se nomme courbure gaussienne
la demisomme 	  	
 courbure moyenne Il est a noter que lorientation
de la surface d etermine le signe des courbures la courbure gaussienne  etant
elle invariante dans R  On remarquera que la connaissance des deux cour
bures principales permet de d eterminer la courbure dans une direction quel
conque 
Dautre part on appelle ligne de courbure une courbe port ee par la surface
telle quen chaque point la tangente a la courbe soit une direction principale
de courbure On sait ainsi quen chaque point r egulier de S il passe deux lignes
de courbure orthogonales voir  page 
  	  Courbure et direction maxima de courbure
La courbure maximum est la courbure principale de plus grand module et
la direction maximum de courbure la direction correspondante
  	  Points ombilics
Lorsque les deux courbures principales sont  egales la courbure est identique
dans toutes les directions voir 
gure  On dit alors que le point est un
ombilic la surface est localement sph erique au voisinage
  	  Points hyperboliques elliptiques et lignes paraboliques
Un point dont la courbure gaussienne est n egative est dit hyperbolique Cela
correspond a la notion de point selle  la courbure est de sens oppos e le long





Figure   	 Forme de la surface au voisinage dun point ombilic
des deux directions principales voir 
gure 
Un point dont la courbure gaussienne est positive est dit elliptique La
surface est alors localement un ellipso!"de voir 
gure 
Un point dont la courbure gaussienne est nulle est dit parabolique La surface
admet alors une courbure non nulle selon une seule direction principale
On montre que les points paraboliques forment des lignes s eparant les zones
de points hyperboliques des zones de points elliptiques Ces lignes sont appel ees
lignes paraboliques
  	  Denition dun extremum de courbure
On dira qu un point m de S est un extremum de courbure sil est un maxi
mum local de la courbure principale maximum cest a dire de plus forte valeur
absolue dans la direction principale de courbure associ ee Cette d e
nition est
a rapprocher de celle dun point de contour qui est d e
ni comme un extremum
de la norme du gradient dans la direction du gradient 
Une d e
nition proche est fournie par Yuille et Leyton  qui pr esentent
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Figure   





Forme de la surface au voisinage de M0
Figure    Forme de la surface au voisinage dun point parabolique
 Vision par ordinateur
les extremums de courbure comme les extremums de la courbure principale le
long des lignes de courbure Ils d emontrent avec cette d e
nition quon peut as
socier a chaque point extremum de courbure des axes de sym etrie de la surface
et que cette propri et e de plus les caract erisent K#nderink passe par linter
m ediaire des centrosurfaces  qui sont les surfaces form ees par les centres de
courbures principaux Cet auteur  enonce que a chaque point singulier de celles
ci correspond un point de cr	ete 
   Approximation locale de surface
On dispose donc dun ensemble de points D formant la trace discrete dune
surface dont on recherche les courbures et les lignes de cr	ete Ces points d e
nis
sent explicitement un graphe dadjacence Une approche naturelle pour calculer
ces courbures est dapproximer localement la trace au voisinage de chaque point
par une surface analytique au moins du second ordre Une m ethode de ce type
se caract erise essentiellement par 
 les donn ees utilis ees  points normales incertitudes   
 le modele local  quadrique spline  
 la m ethode dajustement  moindres carr es moindres carr es m edian 
ltre
de Kalman  
 le voisinage pris en compte  
xe adaptatif  
  		  Donnees prises en compte
L etape de d etection de contours D fournit un ensemble de points P 
fP  P    Png et les gradients D correspondants G  f G  G      Gng ou
Gi est le gradient au point Pi voir chapitre  section  
Si on suppose que les points de P sont la trace dune surface et que chaque
point Pi s eparant localement deux zones homogenes alors les vecteurs Gi ap
proximent les normales a la surface On peut donc prendre en compte ces
normales pour r ealiser lapproximation locale De plus ces points et ces gra
dients provenant dune op eration de 
ltrage on peut d eterminer les matrices de
covariance associ ees a leurs incertitudes comme suit 
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Soit Ii  j  k la fonction des niveaux de gris de limage D
Le r esultat de la d etection de contours sexprime commequatre imagesCi  j  k
Gxi  j  k Gyi  j  k et Gzi  j  k  C prend pour valeur  pour tout point de
contour et  sinon  Gx Gy et Gz sont les trois composantes du gradient
Soit un point de contour M de coordonn ees x  y  zt et de vecteur gra
dient G  gx    gy   gz 
t On considere M et G comme les r ealisations de
deux variables al eatoires de moyennes la position r eelle du point de contour
pour M et le gradient r eel pour G Soient WM  et WG  les matrices de
covariance associ ees si on suppose les trois composantes de M et G non cor
r el ees ce qui est une hypothese simpli
catrice mais raisonnable on a dans le
















ou les diagonales des matrices correspondent aux variances des variables al ea
toires pour les coordonn ees des points et du gradient
La g en eralisation du modele de Canny au cas D pr esent ee dans le chapitre 
section  permet un calcul th eorique de ces incertitudes r ealis e dans le cas
particulier de lop erateur DericheD  Le critere de localisation corres
pond a l ecart type de la distance du point de contour d etect e au vrai contour
un plan D soit a l ecart type de la coordonn ee parallele a la normale du
contour En eet pour une d etection de contours par 
ltrage lin eaire lincerti
tude se situe le long de lorthogonale au contour  Dans la pratique on rajoute
un bruit d echantillonnage  pour les autres composantes  Pour M on
obtient donc dans un repere orthonorm e dont le premier axe est parallele a la
normale au contour la matrice de covariance suivante 
$M  
B     
   
CA 
avec









qa  b  ga  bha  b
ga  b et ha  b sont des fonctions de lorientation du contour d e
nies au
chapitre  section  pour un cas particulier  est la largeur de lop erateur
et  l ecart type du bruit blanc Pratiquement on pose 







Dans le repere de limage la matrice de covariance s ecrit 
WM   R$M R
t 





ou I  est la matrice identit e dans R 
  			 Mod
ele local
Soit un ensemble de points P et les gradients G approximant les normales
a la surface
Soit M  P un point de la trace de la surface et N  G la normale associ ee
En utilisant N on peut d e
nir un repere li e au plan tangent a M que nous
noterons M Q R N  On notera que la base M Q R du plan tangent a M
est arbitraire la seule contrainte est que le repere soit direct et orthonorm e
Dans la suite M est un point ou le modele local est ajust e et les points Mi
d e
nissent un voisinage de M avec des normales associ ees Ni On supposera
les coordonn ees de Mi et Ni donn ees dans le repere du plan tangent le d eve
loppement est plus simple dans ce repere
On suppose donc que les donn ees fournies par la d etection de contour repr e
sentent une estimation bruit ee des points et des normales dune surface S
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On considere la surface comme une vari et e di erentiable de dimension  et on
construit une param etrisation locale en tout point Ainsi pour un pointM  P
on suppose que la param etrisation locale  U 
  U  S  IR
  etant un di eomorphisme M  ensemble ouvert U  est telle que P  
   et que sa r eciproque restreinte a U 
  i 	   U   IR  IR 
dans IR  exprim ee dans le repere li e au plan tangent a M  est une fonction
h  U   IR avec













cela est toujours vrai pour au moins une param etrisation locale la fonction
hq  r d e
nit lallure de la surface au voisinage du point M et correspond au
modele local On peut choisir des fonctions di erentes pour ce modele local
On consid erera dans la suite le modele propos e dans  une quadrique
parabolique justi
 e par les consid erations qui suivent Le d eveloppement de











Si notre objectif est le calcul de propri et es di erentielles dordre  comme les









e  hqq    f  hqr    g  hrr  
connue comme une quadrique parabolique Dans ce cas particulier la matrice
hessienne de la surface d e
nie par hq  r au point M GM correspond a
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e  g  f

K 
e g pe  g  f

La courbure gaussienne K  d eterminant de GM et la courbure moyenne
H  trace de GM sont donc 




On calcule ainsi les vecteurs propres associ es qui correspondent aux direc
tions principales de courbure 
  		 Methode dajustement
Une fois quon a choisi les donn ees prises en compte et le modele local il
sagit dajuster ce modele sur les donn ees
 Instanciation du modele
On cherche donc la surface quadrique locale passant par le point M qui
approxime le mieux au sens dun certain critere les points voisins  Mi 





t On obtient dans le repere li e au
plan tangent au point M une premiere  equation de mesure pour chaque point
Mi 
Ee  f  g  q

i e qirif  r

i g  ni   
Cette  equation mesure la di erence entre la position de Mi et la quadrique
d e
nie par e  f  g passant par le point M  On notera quon pourrait aussi ne
pas contraindre le modele local a passer par le point M 
La prise en compte  eventuelle du gradient qui approxime la normale a la
surface permet de rajouter des  equations de mesure En eet dans le repere du
plan tangent la normale a la quadrique au point M est 
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ni 
B qie rifqif  rig

CA 
















on obtient deux  equations de mesure suppl ementaires 
Ee  f  g  qie rif  i    
E e  f  g  qif  rig  i   
Les  equations E%E  sont les trois  equations de mesure qui contraignent la
d etermination des parametres e  f  g de la quadrique au point P  Ces  equations
sont comparables aux quatre  equations de  La seule restriction de ces
 equations est que lon suppose que les normales Ni des points Mi mesur ees
dans le repere li e au plan tangent ont une troisieme composante non nulle ce









CA   bi 
B nii
i




Les  equations de mesure  et  en M peuvent 	etre mises sous forme
matricielle 
Aix  bi
 Solution classique au sens des moindres carr es
De maniere a traiter le cas le plus g en eral on va supposer que lon pondere
les  equations de mesure avec les incertitudes des mesures les coordonn ees des
points Mi et les gradients Gi  Ni Dans le cas contraire on pose les matrices
Wi d e
nies ci dessous comme  egale a lidentit e On d etermine ainsi une matrice
Wi qui est la covariance de Aix  bi Lintroduction de cette matrice permet
de pond erer les  equations du moindre carr e en fonction de la con
ance quon
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Aix bitWi Aix bi 

























On peut implanter une solution r ecursive a ce type de probleme de mini
misation connue sous le nom de ltre de Kalman   Par cette m ethode
chaque fois quune nouvelle mesure Mi est donn ee il est seulement n ecessaire
de calculer Ai et bi pour ce point et de mettre a jour la solution courante xi  Si
en utilisant les  equations r ecursives 
xi  xi Kibi  Aixi 




Si  I KiAiSi
Si est la matrice de covariance de lestim ee courante des parametres 
Si  E

xi  xxi  xt

exprimant lad equation de lestim ee courante xi et de la valeur id eale x du
vecteur parametre Cest une mesure de la qualit e de lestimation  une petite
covariance signi
e que lestim ee calcul ee xi est proche des v eritables parametres
x Il est n ecessaire dinitialiser le 
ltre avec x  S qui peut prendre les valeurs
x    S 
 si aucune information a priori nest disponible pour aucun des
param	etres
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 D etails pratiques
Par simplicit e le d eveloppement pr ec edent a  et e pr esent e en consid erant
des coordonn ees exprim ees dans le repere du plan tangent Nous montrons
maintenant comment transformer les coordonn ees r eelles des points Mi et des
vecteurs normauxNi ainsi que les matrices de covariance correspondantes WMi
et WNi  du repere de limage en des variables v  qi  ri  ni  i  i
t et des
matrices de covariance Wi dans le repere li e au plan tangent a P  Ainsi on peut
appliquer le d eveloppement pr ec edent directement aux donn ees de limage
Supposons que Mi  xi  yi  zit et ni  nxi   nyi  nzi
t soient donn ees dans
un systeme de coordonn ees li e a limage X Y  Z Pour les exprimer dans le
repere du plan tangent li e a M  x  y  zt Q R N  on calcule B qiri
ni
CA  R



















B Qx Qy QzRx Ry Rz
Nx Ny Nz
CA 
ou les coordonn ees des vecteurs du repere li e au plan tangent en M sont dans




CA   Q 
B QxQy
Qz




On suppose que les matrices de covariance du point Mi et de la normale
associ ee Ni soient donn ees dans le rep




 Pour une transformation ane quelconque dune variable al eatoire







vi  vvi  vt
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qui sont des matrices   





t dans le repere li e au plan tangent










i De maniere a obtenir une approxi
mation du premier ordre on calcule la matrice    fWni 
fWni  JWniJ t
ou J est la matrice jacobienne du changement de variables 
J 















est la covariance du vecteur de mesure qi  ri  ni  i  i




ou J est la matrice jacobienne 
J 
B qie  rif qif  rig   e f   
 f g  
CA 
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  		 Voisinage pris en compte
La d etermination du voisinage pris en compte pour ajuster le modele lo
cal conditionne les r esultats de ce type dalgorithme Dans le d eveloppement
pr ec edent ce voisinage est d e
ni implicitement par les points Mi
Une premiere  etape commune a la plupart des m ethodes consiste a construire
le graphe dadjacence des points de contour Ce graphe d e
nit les relations de
connexit e entre les points de la trace de la surface Si les donn ees sont su
samment denses la connexit e chaque voxel est voisin avec les voxels ayant
une face une ar	ete ou un point en commun sut pour construire ce graphe
Si les donn ees ne sont pas susamment denses des m ethodes de g eom etrie al
gorithmique bas ees sur la triangulation de Delaunay permettent de d e
nir des
relations dadjacence  
Une deuxieme  etape consiste a d e
nir le voisinage pris en compte pour lap
proximation locale en chaque point Ce voisinage est une composante connexe
du graphe dadjacence contenant le point A cet eet plusieurs m ethodes peu
vent 	etre utilis ees 
 Lalgorithme le plus  el ementaire consiste a d eterminer lintersection dune
sphere dont le centre sera le point consid er e M  et de rayon r r est 
x e et
d e
nira lamplitude du voisinage avec lensemble des points de contour On
s electionne ensuite les points appartenant a la composante connexe du point
M  Linconv enient de cet algorithme est quil revient a regarder la surface avec
une m	eme r esolution en tous les points
 On peut am eliorer la m ethode pr ec edente en rajoutant des criteres de
s election des points dans ce cas la valeur du parametre r peut 	etre plus im
portante 
a Seuls les points dont la normale gradient D issu de la d etection de
contour a une orientation proche de la normale au point consid er e M 
sont s electionn es Dans les exp erimentations d ecrites dans  langle
maximum entre les normales est 
x e a 
 
b Si on utilise une m ethode r ecursive de prise en compte des points voisins
laccroissement de lerreur dapproximation peut 	etre aussi un critere de
s election Linconv enient de ce sch ema est que le r esultat d epend alors de
lordre de prise en compte des points On peut amoindrir ce probleme en
ordonnant les points en fonction de leur proximit e du point central M 
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c Une autre m ethode introduite dans  consiste a calculer le conditionne
ment de la matrice des moindres carr es normalis ee rapport entre les deux
valeurs propres extr emales Ce conditionnement caract erise la stabilit e
de la solution aux petites perturbations des donn ees On peut ainsi aug
menter la taille du voisinage jusqua ce que le conditionnement ne prenne
une valeur trop importante
  		 Amelioration de la continuite des champs de courbure
Les algorithmes d ecrits pr ec edemment fournissent les courbures et les di
rections principales de courbure en tout point de la trace point de contour
D par approximation locale Lorsque les donn ees sont trop bruit ees on peut
obtenir des courbures et des directions principales de courbure manquant de
continuit e Pour rem edier a ce probleme on met en #uvre des m ethode it e
ratives permettant dam eliorer la coh erence des champs de valeurs obtenues
Un exemple de ce type dapproche est d ecrit dans  Nous en d ecrivons les
points essentiels  Soit un point M et ses voisins Mi
On peut associer aM le repere de Darboux M  X  X  N  d e
ni comme suit 
 X est un vecteur norm e de m	eme direction que la direction principale
de courbure associ ee a la courbure de module maximum
 X est un vecteur norm e de m	eme direction que la direction principale
de courbure de module minimum
 Ni est un vecteur norm e de m	eme direction que la normale a la surface
 M  X  X  Ni forme un repere orthonorm e direct de lespace
Soit Mi  Xi   Xi  Ni le repere de Darboux associ e a un point voisinMi Si on
suppose la surface relativement lisse les reperes de Darboux associ es a chaque
point doivent varier de facon continue De maniere a am eliorer cette continuit e
on peut modi





 X  Xi   N  Ni
ou le carr e d enote le produit scalaire avec la contrainte dorthogonalit e 
F  X  N  
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En utilisant le multiplicateur de Lagrange 	 la minimisation sous contrainte
pr ec edente peut s ecrire comme la minimisation non lin eaire de 
J  E  	F
Les d etails de la solution se trouvent dans  Lalgorithme consiste donc a
remplacer chaque repere de Darboux associ e a un point par un nouveau repere
obtenu par minimisation dune contrainte non lin eaire exprimant la continuit e
des reperes dans lespace
Ce type de m ethode permet d eliminer des erreurs lorsque le bruit perturbe
trop l etape dapproximation locale N eanmoins ce type dalgorithme doit 	etre
utilis e avec pr ecaution car 
 la nonlin earit e du critere de continuit e peut induire des temps de calcul
importants
 bien que les directions maximums de courbure et les normales obtenues

nalement soient davantage continues leur ad equation avec les donn ees r eelles
d epend du bienfond e du critere E pour chaque cas particulier
  		 Des courbures aux attributs caracteristiques des surfaces
Les algorithmes pr ec edents d eterminent pour chaque point de la trace de la
surface point de contour D les courbures moyennes et gaussiennes ainsi que
les directions principales de courbure L etape suivante consiste a utiliser ces
courbures pour extraire des lignes ou des points caract eristiques trac es sur ces
surfaces On d etaillera plus sp ecialement dans cette partie le cas des lignes de
cr	ete utilis ees avec succes pour la fusion de donn ees 
 Cartes locales de courbure
Un moyen pratique de caract eriser le comportement de la courbure au voi
sinage dun point est de d e
nir des cartes locales de courbure Soit un pointM
et son plan tangent d e
ni par M Q R soit V lintersection dune sphere de
centre M et de rayon r avec les points de contour ceci d e
nit un voisinage de
M  et soit W la projection orthogonale des points de V sur le plan tangent
A tout point de W nous associons les courbures des points correspondants de
V  La taille de V peut 	etre d etermin ee en utilisant la distance entre les points
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et le plan tangent et langle entre le gradient en un point et le gradient en M 
On d e
nit ainsi une carte locale caract erisant le comportement des courbures
au voisinage de P 
 Extraction de lignes de cr	ete
A partir des cartes locales de courbure on peut extraire par exemple les
maximums de la courbure maximum dans la direction maximum de courbure
Pour cela on peut utiliser des principes similaires a ceux de lextraction des
maxima locaux de la norme du gradient pour la d etection de contours voir
chapitre  section 
Soit CM  la carte locale des courbures maximums du point M et GM 
la projection de la direction maximum de courbure sur le plan tangent On
compare les valeurs de la courbure maximum le long de la droite d e
nie par M
et GM  de part et dautre de M  On retient M si sa courbure maximum est
localement extremum le long de cette direction
Ainsi on obtient des points susceptibles d	etre des extremums de courbure
Pour  eliminer les faux extremums on peut r ealiser un seuillage par hyst eresis
D en utilisant la courbure maximum La m ethode est similaire au seuillage
des extremums locaux du gradient en utilisant la norme du gradient d ecrite
au chapitre  section  Les 
gures  et  pr esentent un exemple
dextraction de lignes de cr	ete fournie par cette m ethode Les courbures ont
 et e d etermin ees avec lalgorithme dapproximation locale d ecrit dans 
   Des derivees partielles aux courbures
Dans lhypothese r ealiste dans la plupart des cas ou le gradient en un
point de contour correspond a la normale a la surface il semble naturel de
pouvoir exprimer les courbures en fonction des d eriv ees secondes de limage
En eet les courbures sont d e
nies par les variations locales de lorientation de
la normale Les normales correspondant aux vecteurs gradient leurs variations
sexpriment donc en fonction des d eriv ees du gradient soit des d eriv ees partielles
secondes de limage Nous d ecrirons deux m ethodes illustrant cette remarque 
un algorithme de calcul direct utilisant lhypothese que le gradient d e
nit un
champ di erentiable sur toute limage une autre approche consid erant limage
comme une hypersurface dans R
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Figure    Vues en perspective des contours D sur lesquelles on a trace en
noir les lignes de crete limage originale est une image RMN D dun visage
Figure    Projection des lignes de crete de la gure precedente
 Vision par ordinateur
  	  Relations entre les derivees des images et les courbures des contours 
application au calcul des courbures et 
a la caracterisation des points
de crete 
a partir des derivees partielles
On a vu au chapitre  d etection de contours que pour un modele diso
contour ie le contour s epare localement deux zones de niveaux de gris constants
le gradient correspond a la normale au contour Dans le cas D le gradient est
parallele a la normale a la surface Intuitivement cela signi
e que les propri et es
di erentielles des contours des objets D ou D repr esent es par les images
sexpriment en fonction des d eriv ees partielles des images Nous pr esentons les
calculs correspondant au cas D puis au cas D et nous montrons comment les








Figure    Gradient et normale  cas 	D
Soit C un contour dans une image Ix  y  z On suppose que I est di eren
tiable et que C est un isocontour ie le gradient est parallele a la normale
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On note g le gradient de I suppos e normal a la courbe C voir 
gure  
On veut calculer la courbure k de C au point m
Soit t le vecteur tangent unitaire a la courbe C au point m
g  t  






 t g  dt
ds
  
La courbure k est d e
ni comme suit 
dt
ds
 kn  k
g
kgk 
ou n est un vecteur normal unitaire  egal a gkgk  On notera que lequation
precedente revient 
a signer la courbure selon lorientation de g
Le probleme est donc de d eriver le vecteur tangent orthogonal au gradient
par rapport a une abscisse curviligne de C Or on ne conna	"t pas dabscisse
curviligne Par contre on conna	"t les variations du gradient orthogonal au
vecteur tangent dans les deux directions d e
nies par le repere de limageOXY 
On suppose que le gradient d e
nit sur toute limage une forme di erentielle et
correspond a la normale a C en tous les points de C Le gradient  etant
calcul e sur toute limage par 
ltrage lin eaire cette hypothese est raisonnable
voir chapitre  section  Ainsi lapplication de la regle de composition
des applications et le fait que la tangente est par d e





dexprimer les variations du gradient en fonction de s sans utiliser explicitement
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Pour caract eriser les points ou la courbure est localement extremum points
de cr	ete pour les maxima et points de vall ee pour les minima voir 
gure 


















Les extremums de courbure sont localis es ou la d eriv ee k
 
s est nulle ie 
dtTHt
ds








































nalement l equation des extremums de courbure 
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La 
gure  pr esente un exemple de r esultat obtenu sur une image
synth etique Les d eriv ees partielles de limage ont  et e calcul ees avec les 
ltres
r ecursifs d ecrits dans la section 
Figure     Resultats sur une ellipse synthetique 	D  A gauche limage
originale de lellipse au milieu les contours extraits et 
a droite les extremums
de courbure Les deux faux extremums peuvent etre supprimes par un simple
seuillage utilisant la courbure maximum
 Cas D
On considere une surface
P
d e
nie comme une isosurface de Ix  y  z
Soit t un vecteur unitaire du plan tangent Tm en un point m et g la normale
a la surface au point m voir 
gure 
On veut calculer la courbure de
P
dans la direction t que nous noterons kt Par
d e
nition   la courbure dune surface en un point dans une direction
donn ee est la courbure dune courbe trac ee sur la surface dont la normale
principale est la normale a la surface en tous ses points et dont la tangente au
point consid er e est la direction choisie on montre que le r esultat est unique
quelle que soit la courbe consid er ee 
En utilisant le fait que g t   surP et en consid erant la d eriv ee directionnelle
selon la direction d e
nie par t on obtient comme dans le cas D 
Ltg  t  tTHt ktg  n
ou Lt est lop erateur de d erivation de Lie et H le Hessien de la fonction des
niveaux de gris Ix  y  z 
H 
  Ixx Ixy IxzIxy Iyy Iyz
Ixz Iyz Izz




























Figure      Contour D gradient et normale
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Les courbures principales et les directions principales de courbure peuvent
	etre obtenues en recherchant les directions t pour lesquelles kt est un extremum





Soit ab une base orthonorm ee du plan tangent 
kak  kbk  
a  g  b  g  
t  cos  a sin  b






 sin bTHb aTHa   cos aTHb




















On notera que la premiere  equivalence implique que le d enominateur soit non
nul En fait le d enominateur sannule si et seulement si le point est un ombi
lic  Les deux directions principales de courbure t et t sont 
t  cos  a sin  b
t  cos  a sin  b
Les deux courbures principales sont 
K  kt 
tTHt
kgk
K  kt 
tTHt
kgk
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Dans la suite nous supposerons que j kt jj kt j ie t est la direction
maximum de courbure et kt la courbure maximum
De maniere a  eviter le calcul de larctangente la m ethode suivante peut
aussi 	etre utilis ee pour d eterminer les courbures principales et les directions
principales de courbure 
Les courbures principales sont la solution du probleme doptimisation sous
contrainte suivant 
Min  H d   d 
sc

 d   d   
 d   g   
On d e
nit une matrice de rotation P de maniere a obtenir un nouveau re
































Apres le changement de variables P w  d le probleme de minimisation
pr ec edent devient 
Min  H P w   P w 
sc

 w   w   
w  
avec
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w  w  w  w 
T
En introduisant les notations suivantes 
H
 
 P T H P 










On obtient le probleme  equivalent 
Min  H
 
e we   we 
sc  we   we   
En utilisant la technique des multiplicateurs de Lagrange on r eduit ce pro
bleme a la diagonalisation dune matrice H
 
e Les valeurs propres de la matrice
H
 
e correspondent aux courbures principales Les directions principales de cour
bure sont obtenues en appliquant la matrice P aux vecteurs propres de H
 
e
Cette m ethode permet dexprimer les courbures principales Ki et les directions
principales de courbure di en utilisant seulement les d eriv ees premieres et




hTHh fTHf   hTHf
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di 












CA avec i    
Les 
gures  a  pr esentent des exemples de r esultats obtenus en
appliquant ces formules Les d eriv ees partielles de limage sont obtenues avec
les 
ltres r ecursifs d ecrits dans la section 
Figure     Extremums de courbure obtenus par simple seuillage du crit
ere
dextremalite sur une image synthetique dun ellipsode On obtient 
a la fois les
extremums maximums de courbure points de crete mais aussi les extremums
minimums de courbure points de creux qui sont cependant plus instables
Pour la caract erisation des points de cr	ete le cas D nest pas exactement
lextension du cas D car il existe une courbure pour chaque direction ie
pour chaque courbe de la surface incluant un point donn e m et telle que
la normale a la courbe correspond a la normale a la surface Un extremum
local de courbure est alors un extremum local de la courbure maximum dans
la direction maximum de courbure Il est important de remarquer que cette
d e
nition est l egale a cause de la continuit e et de la di erentiabilit e du champ
des courbures principales sur une surface r eguliere voir  page  Ainsi
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Figure     Vues en perspective des courbures maximums pour les deux
positions aucun rendu nest realise  seul lamplitude de la courbure maximum
est achee en haut 
a gauche  vue de face pour la position A  en haut 
a
droite  vue de prol pour la position A en bas 
a gauche  vue de face pour la
position B en bas 
a doite  vue de prol pour la position B
Figure    	 Images obtenues par seuillage de la courbure maximum En
haut  vue de face pour la position A les points de courbure maximum elevee
sont en noir  en bas  vue de face pour la position B
 Vision par ordinateur
Figure    
 En haut 
a gauche  seuillage des courbures maximums pour la
position A en haut 
a droite  meme chose pour la position B apr
es lapplication
de la transformation rigide rotation et translation de B vers A en bas 
a
gauche meme chose quen haut 
a droite mais en ne visualisant que les points
de forte courbure maximum en bas 
a droite  superposition des deux resultats
on calcule la d eriv ee de la courbure kd dans la direction
d les extremums
locaux sont les points annulant cette d eriv ee dans la direction maximum de
courbure On notera que lon peut aussi d e
nir un point de cr	ete comme un
extremum de la courbure principale le long dune ligne de courbure ce qui est
tres similaire 
Soit t la direction maximum de courbure la d eriv ee de la courbure dans la












































H  etant le hessien de I et Hx Hy Hz ses d eriv ees partielles
H 







  Ixxx Ixyx IxzxIyxx Iyyx Iyzx
Izxx Izyx Izzx

Lexpression rtktm est appel ee critere dextr emalit e Il est important
de remarquer que ce critere dextr	emalit e est un invariant euclidien au signe
pres car le sens des directions pricipales de courbures nest pas d e
ni Par
contre les passages par z ero de ce critere sont invariants par transformation
rigide Cette remarque a des cons equences lorsque lon veut d eterminer les
z eros du critere en d etectant ses changements de signe En eet m	eme si dans
la pratique on peut d e
nir une coh erence du sens des directions maximums
de courbure il subsiste des changements de signe du critere normalis e ne
correspondant pas a un passage par z ero Une maniere de tourner cette dicult e
est de calculer non pas simplement la d eriv ee de la courbure maximum le
long de la direction maximum de courbure mais le produit des derivees des
deux courbures principales le long des directions principales correspondantes
Moyennant quelques pr ecautions pour d e
nir le sens des directions principales
de courbures on d e
nit ainsi un invariant euclidien introduit par JP Thirion
et appell e extr	emalit e gaussienne  Il est  evident que les z eros du critere
dextr	emalit e sont aussi des z eros de lextr	emalit e gaussienne Cependant en
g en eral linterpr etation g eom etrique des passages par z ero de lextr	emalit e
gaussienne maillage extr	ema  est dicile
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La 
gure  illustre le critere dextr	emalit e sur une image D scanner
X dun cr	ane 




  		 Geometrie dierentielle dans R et images D
De m	eme quune image bidimensionnelle Ix  y d e
nit une surface dans
R   de trace x  y  Ix  y une image D d e
nit une hypersurface dans
R de trace x  y  z  Ix  yz  Les notions de base de g eom etrie di eren
tielle dans R  premiere et deuxieme formes fondamentales endomorphisme de
Weingarten courbures et directions principales    se g en eralisent quasiment
directement a R et dailleurs a Rn Une id ee naturelle est de sint eresser aux
caract eristiques di erentielles de lhypersurface  d e
nie par limage Intui
tivement ces caract eristiques di erentielles d ependent a la fois de la g eom etrie
des surfaces et de la fonction des niveaux de gris Un avantage de cette ap
proche est quelle sapplique m	eme dans le cas ou les surfaces ne correspondent
pas localement a des isocontours Une dicult e est de d eterminer parmi les 
courbures D celles caract erisant les surfaces et celles associ ees a la fonction
des niveaux de gris On verra que pour un modele r ealiste en un point de
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contour les deux courbures les plus fortes correspondent aux courbures de la
surface et la courbure la plus faible a la fonction des niveaux de gris
 Courbures dune image D
Soit E lespace ane euclidien orient e de dimension  et V lespace vectoriel
associ e
Denition   hypersurface param etr ee Une hypersurface parametree de
E est un couple $ M  o
u $ est un sousensemble de E et M une application
continue dun ouvert U de R  vers E dont limage M U  est egale 
a $ M est
appelee representation parametrique de lhypersurface $
Si M est Ck lhypersurface $ est dite Ck
Application aux images D 




v  x  y  z  Ix  y  z
M  R   E
donn e par
x  y  z  x  y  z  Ix  y  z
Ainsi on peut consid erer une image D comme une hypersurface dans R
Denition  hyperplan tangent Soit $ M  une hypersurface parame









calcules au point M sont lineairement independants alors
lhypersurface $ M  admet un hyperplan tangent au point M et lhyperplan
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Application aux images D 
Soit G  Ix  Iy  Izt le gradient en un point Px  y  z  ici nous utilisons
les indices pour noter les d eriv ees partielles Le point P  x  y  z dans R 












       Iz
t




















Denition  premiere forme fondamentale La restriction du produit sca
laire 
a lespace tangent TM $ en $ au pointM est un produit scalaire euclidien
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 est appel ee la premiere forme fondamentale de lhypersurface $ au point
M
Une application directe de la d e
nition pr ec edente donne la premiere forme
fondamentale de lhypersurface d e
nie par la fonction des niveaux de gris en
un point P 
F 
BBBBBB
  Ix IxIy IxIz
IxIy   Iy IyIz
IxIz IyIz   Iz
CCCCCCA
Denition 	 seconde forme fondamentale La seconde forme fondamen











En utilisant la normale 
a la surface K  u  v  w on obtient 
F 























































 K  
 M
v
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Une application directe de la d e
nition  donne la seconde forme fondamen








 Lendomorphisme de Weingarten de lhypersurface au point M
est lapplication L telle que 






























est donnee par 
W  F F
o
u F et F sont respectivement les matrices des premi
ere et deuxi
eme formes









Denition  Les vecteurs propres de L que nous noterons X  X  X  sont
appeles les directions principales de courbure et les valeurs propres correspon
dantes  	  	  	  sont les courbures principales de $ M  
a M Le produit
			  detW  est la courbure gaussienne La moyenne des valeurs des cour
bures 





 est la courbure moyenne
Remarque
Dans ce cas le signe de la courbure gaussienne nest pas invariant  par
changement dorientation de la surface
Denition  Le vecteur propre de L correspondant 
a la valeur propre de
module maximum est la direction maximum de courbure Xm et la valeur propre
associee 	m est la courbure maximum
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Lapplication des d e
nitions  aux images D est directe Ces caract eris
tiques di erentielles peuvent 	etre utilis ees a
n de caract eriser les surfaces 
On peut montrer que les deux courbures de modules les plus importants sont
reli ees a la g eom etrie de la surface dans les cas r ealistes  La 
gure 
illustre les relations fortes existant entre la courbure maximum de lhypersur
face et la courbure maximum de la surface
Figure     Vues en perspective des courbures maximums de lhypersur
face pour les deux positions aucun rendu nest eectue  la valeur absolue de
la courbure maximum est visualisee en haut 
a gauche  vue de face pour la
position A en haut 
a droite  vue de prol pour la position A en bas 
a gauche 
vue de face pour la position B en bas 
a droite  vue de prol pour la position
B
  	 Calcul des derivees partielles dune image D
On peut calculer ces d eriv ees avec le m	eme type dop erateurs de 
ltrage
lin eaire que ceux d ecrits au chapitre  pour la d etection de contours Dans
cette partie on d ecrit lexemple particulier de 
ltres bas es sur le 
ltre de
Deriche  Cependant dautres 
ltres comme le 
ltre gaussien peuvent
	etre utilis e  voir chapitre  D etection de contours  Dans les exemples
pr esent es pr ec edemment on calcule les d eriv ees partielles de limage avec les

ltres 
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fx  c   j x jejxj  composante de lissage
fx  cxejxj  composante de premiere d eriv ee




c   c j x jejxj  composante de troisieme d eriv ee
Ces fonctions sont utilis ees comme des 
ltres de convolution pour le lissage la
d erivation premiere et la d erivation seconde dune fonction a une variable Les
c#cients de normalisation c  c  c  c   c  c sont choisis de maniere a assurer
une r eponse correcte pour une fonction polynomiale s eparable en XYZ Z 	

fxdx  Z 	

xfxdx  Z 	














Ces conditions assurent donc que les 
ltres f  f  f  f  produisent des d eri
v ees correctes si on les applique a des polynomes Quand les 
ltres sont appli
qu es a des donn ees discretes les formules discretes  equivalentes sont utilis ees
pour trouver les c#cients de normalisation Par exemple pour un  echantillon




En utilisant des versions discretes des formules ci dessus on obtient les va
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c 
  e





c    e





  e    
La valeur de  contr	ole le degr e de lissage et doit 	etre sp eci
 ee pour com
pl eter la d e
nition de  f  f  f  f 
Chaque fonction fi	x est par construction proportionnelle a la d eriv ee
de la fonction pr ec edente fix except e en x   si les fonctions ne sont pas
di erentiables
Soit une fonction image I  Ix  y  z des 
ltres s eparables sont utilis es
pour calculer les d eriv ees partielles liss ees En utilisant des indices pour noter
la d erivation partielle on utilise les approximations suivantes pour calculer les
d eriv ees partielles 
Ix  fxfyfz  I 
Ixx  fxfyfz  I 
Ixy  fxfyfz  I 
Ixyz  fxfyfz  I 
Ixxz  fxfyfz  I 
Ixxx  f xfyfz  I
Ces formules donnent des r esultats exacts quand I est un polynome s epa
rable en x  y  z mais dans les autres cas des r esultats approch es Ces 
ltres
simplantent de maniere s eparable et r ecursive ou par masque de convolution
voir chapitre  section 
 Vision par ordinateur
  	 Une approche multiechelle
 Introduction
Nous d ecrivons dans cette partie un exemple dintroduction de la notion
d echelle pour le probleme particulier dextraction des lignes de cr	ete dans des
images volumiques D  Ce cas particulier illustre bien la notion d echelle
toujours pr esente de maniere implicite ou explicite en Vision par Ordinateur et
plus g en eralement en perception automatique Le nombre important de travaux
consacr es a la multir esolution montre la motivation des chercheurs et aussi la
dicult e de trouver des solutions g en erales Ce constat est principalement d	u
au fait que la notion d echelle est intuitive pour toute t	ache de perception mais
que la plupart des modeles math ematiques ne restitue que partiellement la
notion perceptuelle
 Pourquoi une approche multi echelle
Les r esultats des algorithmes dextraction de caract eristiques di erentielles
d ecrits pr ec edemment d ependent du calcul des d eriv ees partielles de limage
voir section pr ec edente Ainsi les caract eristiques des op erateurs mis en #uvre
 pour les 
ltres Deriche et  pour les 
ltres gaussiens conditionnent forte
ment les r esultats Pour lextraction des lignes de cr	ete qui correspondent aux
passages par z ero du critere dextr emalit e on constate g en eralement les faits
suivants 
 Pour des donn ees simples on obtient de bons r esultats avec une valeur
de  mais on ne sait comment trouver automatiquement cette valeur ce qui
est dailleurs par nature un probleme de poule et d#uf &
 Pour des donn ees plus complexes la bonne en fonction de criteres
visuels humains valeur de  varie selon les zones de limage
 Pour des donn ees bruit ees seules les lignes de cr	ete qui sont d etect ees a
plusieurs r esolutions sont int eressantes
Ainsi de la m	eme maniere que pour la d etection de contours une approche
multi echelle comporte un int er	et important Le probleme est  quelle approche
multi echelle' Nous donnons dans la section suivante un exemple dapproche
multi echelle qui a le m erite de poser clairement les problemes
Des volumes aux surfaces 
 Exemple dalgorithme
Les principales  etapes de lalgorithme dextraction des lignes de cr	etes des
isosurfaces dans une image volumique d ecrit pr ec edemment sont 




m p q   en utilisant des 
ltres r ecursifs par exemple approximant les 
ltres
gaussiens voir chapitre  D etection de contours  pour une valeur donn ee de

 D etermination de la carte des contours D en utilisant les d eriv ees dordre
 de I voir partie  D etection de contours d  
 Pour chaque point de contour D calculer 
 Les deux courbures principales et les directions principales correspon
dantes en utilisant les formules de la partie  relations entre les d eriv ees
des images et les courbures des contours 
 Le critere dextr	emalit e d eriv ee de la courbure maximum le long de la
direction principale associ ee 
 Construction dune image du critere dextr emalit e Cx  y  z telle que
pour chaque point de contour x  y  z Cx  y  z prend la valeur du critere
dextr emalit e et  sinon 
 Construction dune image Zx  y  z mise a  en chaque point de contour
qui est un passage par z ero du critere dextr emalit e et a  sinon
La derniere  etape de cet algorithme consiste a d eterminer les passages par
z ero dune fonction d e
nie sur la trace discrete dune surface trac ee par les
points de contour D ce qui est un probleme dicile en soit m	eme On peut
mettre en #uvre des m ethodes simples pour extraire ces passages par z ero mais
une solution propre demande plus dattention Une solution int eressante sera
trouv ee dans 
Ainsi la sortie 
nale de cet algorithme est une image Z repr esentant len
semble des points de contour qui sont les passages par z ero du critere dex
tr	emalit e Chaque valeur de  d e
nit une image Z repr esentant les lignes de
cr	ete pour l echelle d e
nie par 
De maniere a repr esenter et a fusionner les r esultats obtenus a di erentes
 echelles i  i    n on peut par exemple utiliser une structure de donn ees
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que nous appelerons Graphe dadjacence multi echelle  G			n  d e
nie
comme suit 
 Chaque n#ud de G			n correspond a un point i  j  k tel que pour
au moins une  echelle m nous avons Zm i  j  k   
 Les attributs associ es a chaque n#ud sont 
a Les coordonn ees du point D correspondant  i  j  k 
b Les valeurs des  echelles pour lesquelles ce point est un point de cr	ete tous
les p tels que Zp i  j  k   
c Les caract eristiques di erentielles extraites pour toutes les  echelles  cour
bures principales et directions principales de courbure valeur du critere
dextr	emalit e
Ainsi G			n repr esente les r esultats de lextraction des points de cr	ete pour
les di erentes  echelles et leurs relations spatiales Cette structure de donn ees est
particulierement ecace quand la stabilit e des points de cr	ete pour di erentes
 echelles est un bon critere de s election Par exemple on peut mettre en #uvre
la strat egie suivante 
 S electionner les n#uds du graphe correspondant aux points qui sont
points de cr	ete pour un nombre susant d echelles
 Extraire les composantes connexes qui ont un nombre susant de n#uds
ce seuil correspond a la longueur minimale dune ligne de cr	ete
Les 
gures suivantes illustrent les r esultats de ce type dalgorithme sur des
donn ees r eelles deux images scanner D du m	eme crane pour deux positions
di erentes
  	 Conclusion
Des calculs  etablissent les relations math emathiques existant entre les carac
t eristiques di erentielles des surfaces et les caract eristiques di erentielles des
images D Lhypothese cl e est que le gradient dune image D d e
nit un champ
di erentiable qui correspond en tout point de contour trace de la surface a
la normale a la surface Dans le cas ou cette hypothese nest pas v eri
 ee on
peut rechercher des invariants de lhypersurface d e
nie par limage D En ef
fet par d e
nition les caract eristiques di erentielles de lhypersurface sont des
propri et es intrinseques invariantes par le groupe euclidien de limage D
Des volumes aux surfaces 
On illustre ces calculs en d eterminant les d eriv ees partielles de limage avec
des 
ltres r ecursifs du m	eme type que ceux utilis es pour la d etection des
contours De plus la largeur des 
ltres mis en #uvre d e
nit de maniere na
turelle une notion d echelle pour le calcul des caract eristiques di erentielles
Sur des donn ees r eelles les r esultats exp erimentaux sont comparables a ceux
obtenus par les m ethodes dapproximation locale d ecrites pr ec edemment mais
impliquent un co	ut calculatoire beaucoup moins important
 Vision par ordinateur
Figure     Coupes de deux images obtenues par scanner X du meme crane
dans deux positions dierentes A and B dimensions des images   	 	  
pour la position A and 		 	  pour la position B en haut  coupes cor
respondant 
a la position A en bas  coupes correspondant 
a la position B
Des volumes aux surfaces 
Figure     Coupes de la carte des contours D correspondant 
a la gure
precedente En haut  coupes correspondant 
a la position A En bas  coupes
correspondant 
a la position B
 Vision par ordinateur
Figure    Vue en perspective de la carte des contours D pour la position
A
Figure     Vue en perspective des lignes de crete pour les positions A et
B  est egal 
a 
Des volumes aux surfaces 
Figure     est egal 
a 
Figure     est egal 
a 
Figure   	  est egal 
a 
 Vision par ordinateur
Figure   
  est egal 
a 
Des volumes aux surfaces 
Figure    En haut  vues en perspective correspondant aux positions
A gauche et B droite le niveau de gris correspond au nombre dechelles
pour lesquelles le point est un point de crete  au milieu  vues en perspective
correspondant aux positions A gauche et B droite o
u seuls les points qui
sont points de crete pour au moins  echelles sont marques  en bas  vues en
perspective correspondant aux positions A gauche et B droite o
u seuls les
points qui sont points de crete pour au moins  echelles sont marques
 Vision par ordinateur
Chapitre  
Des cartes de profondeur  a la geometrie
des surfaces
Un autre type de donn ees D est constitu e par les cartes de profondeur obtenues
par t el emetre laser  Dans ce cas on obtient une image de profondeur I	x  y

repr esentant la trace discrete dune surface D En eet ici linformation D est
accessible directement sous la forme des points de coordonn ees 	x  y  I	x  y


dans lespace cart esien D I d enit alors un param etrage naturel de la surface
que lon peut mettre a prot pour calculer ses caract eristiques 
Les m ethodes d evelopp ees dans ce cadre peuvent aussi etre utilis ees pour
caract eriser la surface d enie implicitement par une image de niveaux de gris
		x  y  I	x  y


 Un exemple dapplication a lextraction de r eseaux ns dans
des images de niveaux de gris sera pr esent e 
   Courbures des surfaces a partir dimages de profondeur
Soit une image de profondeur I	x  y
 repr esentant la trace discrete dune
surface S 	ensemble des points de coordonn ees 	x  y  I	x  y

 dans lespace car
t esien D
 On considere que I d enit un param etrage r egulier de la surface S
est donc d enie par l equation 
S	x  y
  	x  y  I	x  y

t 
On d enit le plan tangent ST 	x  y
 de la surface S	x  y
 en chaque point P
par 












  	    Iy
t
ST 	x  y
  f Sx  Syg

ou Ix et Iy repr esentent respectivement les d eriv ees partielles de I selon x et y
On peut utiliser la premiere et la seconde forme fondamentale pour calculer
les courbures principales et les directions principales de courbure en chaque
point P de la surface S	x  y
 	voir chapitre  Des images volumiques a la
g eom etrie des surfaces

Les ccients de la premiere forme fondamentale dans la base f Sx  Syg







e  k Sxk

f  Sx Sy g  k Syk


En utilisant les d eriv ees partielles de limage I	x  y
 pour calculer les d eriv ees
de S	x  y
 on obtient 
e    Ix f  IxIy g    I

y 
De la meme maniere on obtient pour la deuxieme forme fondamentale dans






Les ccients l m et n peuvent s ecrire 
l  N Sxx m  N Sxy n  N Syy 
ou Sxx  Sxy  Syy sont les d eriv ees secondes de S	x  y
 le long des axes cor
respondants et N la normale a la surface donn ee par 
N 
Sx   Sy
k Sx   Syk

En utilisant les d eriv ees partielles on obtient 














Les courbures principales et les directions principales correspondent respec
tivement aux valeurs propres 	k  et k
 et aux vecteurs propres 	t  et t
 de
lendomorphisme de Weingarten dont la matrice est 






















H 	en  fm
 	avec H  eg  f


Par d enition Kk k est la courbure gausienne et S
 
 	k   k
 est la
courbure moyenne Ainsi les expressions de K et S sont 





H 	en fm  gl


En utilisant les  equations  et  K et S sont donn ees par 





H 	en fm  gl


Finalement les courbures principales k  et k sont les solutions dune  equa
tion du second degr e donn ee par 
k   S 
p
S K
k  S 
p
S K 
dont les solutions sont 




Ixx  IxIxyIy  IxxIy  Iyy  IxIyy
 Ixx  Ixy  IxxIyy  IxIxy  IxIyy


































Une fois que k  et k sont calcul ees les directions principales t  and t sont
les deux vecteurs associ es Si on note ti  	ui vi
t dans la base f Sx  Syg on
obtient le systeme d equations suivant 
	w    ki
ui  w vi  
w ui  	w  ki














On d enit aussi la courbure maximum kmax  k  comme la courbure prin
cipale de plus grande valeur absolue 	jk j  jkj
 et aussi la direction maximum
de courbure tmax  t 
On notera que ces formules nont rien a voir avec celles d enies pr ec edem
ment dans le cas des images volumiques car ici limage I d enit directement
un param etrage de limage
  Calcul des derivees partielles de limage
Les d eriv ees partielles de limage peuvent etre calcul ees avec des versions
D des ltres s eparables r ecursifs d ecrits pour le cas des images volumiques
D 	voir chapitre D etection de contours

On peut aussi lisser les donn ees avec un ltre de Gauss et ensuite d eriver
localement avec de petits masques  
On notera que contrairement au cas des images volumiques D ou le lissage
de limage est invariant par similitude donc intrinseque a la surface ici le lissage
de la surface d epend de son orientation par rapport au capteur
Cartes de profondeur et surfaces 
  Le travail de de PonceBrady
Lalgorithme d ecrit dans  se d ecompose en trois  etapes 
 ltrage de limage par une suite de Gaussiennes d ecarts types i crois
sants  on obtient ainsi un ensemble de surfaces Si et on calcule pour chacune
delles les courbures et les directions principales 
 pour chaque surface Si on marque les passages par z ero de la courbure
de Gauss et les extr emums de la courbure maximum dans la direction associ ee
	points de crete
 
 les descriptions des surfaces Si sont mises en correspondance an de
d etecter localiser et d ecrire les points qui sont des pas des toits ou des jonctions
	voir gures   
 
On trouvera dans  une  etude du comportement des toits des jonctions
et des pas selon la r esolution Cette  etude permet de r ealiser de maniere ecace






Figure    Le mod ele du pas consiste en deux demiplans separes par une
distance h  a lorigine





Figure   Le mod ele du toit consiste en deux demiplans inclines joints  a
lorigine mais ayant des pentes dierentes
1/2 c2 xx + bx + a
1/2 c1 xx + bx + a
z
x
Figure   Le mod ele de la jonction consiste en deux demiparaboles ayant
des courbures dierentes
Cartes de profondeur et surfaces 
  Extraction de lignes de cr	ete et applications
Si on reprend les notations de la section Caract eristiques di erentielles  
on peut exprimer le critere dextr emalit e d eni pr ecedemment pour des iso
surfaces dimages D 	voir chapitre  Des images volumiques a la g eom etrie des
surfaces
 dans le cas des cartes de profondeur Soit kmax la direction maximum
de courbure et tmax la direction principale associ ee Le critere dextr emalit e que
nous noterons DMC est par d enition la d eriv ee de la courbure maximumdans
la direction principale correspondante soit 



























Lexpression explicite de DMC est pr esent ee en d etail dans 


Une foisDMC calcul e on extrait les points tels que DMC   	les passages
par z ero de DMC

   Extraction des lignes de cr	ete
Lextraction des passages par z ero deDMC pose le meme probleme que dans
le cas D 	voir chapitre  Des images volumiques a la g eom etrie des surfaces

du au fait que DMC nest pas completement un invariant euclidien On
s electionne ensuite les passages par z ero de DMC telles que la valeur absolue
de la courbure maximum kmax est plus grande quun seuil Cette  etape de
seuillage permet de retenir seulement les points ou la courbure maximum est
localement maximum 	les passages par z ero de DMC correspondent a la fois
aux maximums et aux minimums de la courbure maximum

Les principales  etapes de lalgorithme dextraction des lignes de crete sont
donc 
 Calcul des d eriv ees partielles dordre  de limage  Ix Ixx Ixxx Iy 
Iyy Iyyy Ixy Ixyy Ixxy
 Vision par ordinateur
 Calcul des deux courbures principales k  et k ainsi que des deux direc
tions principales de courbures t  t
 En utilisant les d eriv ees partielles de limage calcul de la d eriv ee de la
courbure maximum selon la direction principale associ ee 	DMC
 
	a
 D etermination des points m eplats et des ombillics pour les traiter a part
	b
 Calcul de DMC sur les autres points 

si jk j  jkj faire kmax  k  tmax  t  
sinon kmax  k tmax  t 
n si
faire DMC  rkmax  tmax
 Extraction des passages par z ero de DMC  en utilisant limage de signe
	Sdmc
 de DMC on extrait les transitions  ou 
 S election des passages par z ero de DMC telles que valeur absolue de la
courbure maximum kmax est plus grande quun certain seuil
Les etapes  peuvent 	etre remplacees par la determination des
points ou la valeur absolue de la courbure maximum est maximum
dans la direction principale correspondante On peut par exemple
utiliser un algorithme similaire a celui de lextraction des maxima
locaux de la norme du gradient dans la direction du gradient On
evite ainsi le calcul des derivees partielles dordre  mais lalgorithme
est mathematiquement moins propre
  Resultats experimentaux
Dans cette section nous pr esentons des r esultats exp erimentaux obtenus
sur des donn ees synth etiques et r eelles Les images r eelles sont des cartes de
profondeur et des images de niveaux de gris Dans les images de niveaux de
gris les lignes de crete de la surface image correspondent aux r eseaux ns  par
exemple les routes dans les images satellites et les vaisseaux sanguins dans les
images m edicales Les d eriv ees partielles sont calcul ees avec les ltres r ecursifs
approximant le ltre gaussien et ses d eriv ees 	voir chapitre  D etection de
contours

Les gures  a  illustrent la signication des lignes de crete grace
a une image repr esentant un cercle et un losange avec un bruit blanc gaussien
Cartes de profondeur et surfaces 
additif Les gures   et  montrent en particulier la di erence
entre la d etection de contours et lextraction de lignes de crete
Figure   Images originales  Cercle et losange avec un bruit blanc gaussien
additif
Figure   Detection de contours par les ltres gaussiens   	
Les gures  a  montrent les r esultats obtenus sur des cartes de
profondeur d ecrivant des surfaces  Les gures  a  illustrent lal
gorithme sur deux surfaces quadriques Les gures  a  montrent les
 Vision par ordinateur
Figure   Extraction des lignes de cr
ete en utlisant les passages par zero
de DMC puis un seuillage de kmax
lignes de crete obtenues sur des cartes de profondeur de visages fournies par
un algorithme de vision st er eoscopique 
Les gures  a  pr esentent les r esultats obtenus sur des images
satellites
Les gures  et  pr esentent des r esultats obtenus sur des images
m edicales obtenues par DSA 	Digital Substraction Angiography

Cartes de profondeur et surfaces 
Figure   Images originales avec un bruit blanc Gaussien additif
 Vision par ordinateur
Figure   Extraction des lignes de cr
ete  Gauche  seuillage de kmax  a
 Droite  seuillage de kmax  a 
Figure   Mod eles de quadriques Gauche  ellipsoide Droite  hyperboloide
parabolique
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Figure    Maxima de la courbure maximun le long de la direction prin
cipale associee Gauche  ellipsoide Droite  hyperboloide parabolique
Figure     Cartes de profondeur Droite  Beno
t Gauche  Bernard
 Vision par ordinateur
Figure    Lignes de cr
ete Droite  Beno
t Gauche  Bernard
Figure    Gauche  Image originale Droite  Lignes de cr
etes 
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Figure    Gauche  Image originale Droite  Lignes de cr
etes 
Figure    Gauche  Image originale Droite  Lignes de cr
etes 
 Vision par ordinateur
Figure    Gauche  Image originale Droite  Lignes de cr
etes 
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Figure    Arbre vasculaire cerebral obtenu par DSA
  Conclusion
Nous avons vu dans ce chapitre que les algorithmes d ecrits dans le cha
pitre pr ec edent sadaptent aux cartes de profondeur Cette adaptation demande
n eanmoins des d eveloppements math ematiques sensiblement di erents
Lextraction de singularit es di erentielles a partir non plus de cartes de
profondeur mais de la surface image d enie par une image de niveaux de
gris quelconque ouvre des horizons int eressants En eet ce type de m ethode
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Figure   Lignes de cr
etes obtenues sur larbre vasculaire cerebral
Cartes de profondeur et surfaces 
permet de d etecter des indices visuels plus sophistiqu es que des contours en
marche descalier et ouvre ainsi des espaces nouveaux On a vu un exemple
pour lextraction de r eseaux ns
 Vision par ordinateur
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