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ABSTRACT
This thesis focuses on the design of a hybrid localization device capable of locating both
outdoors and indoors. Indoor positioning is achieved by Ultra Wideband and outdoor
localization utilizes the RTK GNSS positioning solution together with PPP provided
by an open - source software called RTKLIB. The first part of the the text is aimed
at explaining the underlying technologies and choosing the most precise technology for
outdoor localization purposes. The second part focuses on the hardware and software
design of the final device and on the integration of the outdoor positioning solution to
the indoor localization system. The output of this thesis is a a working device, capable
of seamless outdoor and indoor localization. The functionality of the device is shown in
final tests both indoors and outdoors. In conclusion, the thesis also mentions possible
improvements in the future.
KEYWORDS
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LIB
ABSTRAKT
Tato diplomová práce si klade za cíl návrh hybridního lokalizačního zařízení, které je
schopno lokalizace uvnitř i vně budov. Lokalizace uvnitř budov je dosažena pomocí
technologie Ultra Wideband a venkovní lokalizace je provedena pomocí kombinace tech-
nologie RTK GNSS a PPP pomocí open - source softwaru zvaného RTKLIB. První část
textu se zaměřuje na vysvětlení používaných technologií a výběr nejpřesnější technolo-
gie pro venkovní lokalizaci. Druhá část se zaměřuje ma vývoj potřebného hardware a
software finálního zařízení a na integraci systému pro venkovní lokalizaci do systému
pro lokalizaci vnitřní. Výstupem práce je plně funkční zařízení, které je schopné plynulé
lokalizace uvnitř i vně budov. Funčnost celého zařízení je dokázána na finálních testech
uskutečněných ve vnitřních i venkovních prostorách. Na závěr také práce zmiňuje možná
vylepšení celého zařízení, která mohou být v budoucnu provedena.
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INTRODUCTION
Precision locating is becoming more and more common nowadays. With the evolu-
tion of GNSS systems and cellular coverage, combined with indoor location systems
like RFID, Ultra Wideband or Ultrasound, we are able to locate people or assets
often in real time and with centimeter accuracy. Systems that are capable of such
positioning are called Real Time Locating Systems or shortly RTLS. The demand
for precise locating has grown rapidly with the introduction of smartphones back
in 2007. Ever since then, increasing number of applications in our smartphones
is using positioning for location services. Such positioning is often achieved using
combination of different technologies and sensors embedded in one device. Each of
these systems has strengths and weaknesses, therefore it is wise to use more of them
to complement each other in order to achieve perfect results.
Precision locating also finds its place in Internet of Things and Machine to Ma-
chine communication applications, topics which are closely tied to this thesis. If we
attach suitable sensors or modules to a device, it can estimate its position in space
and then forward this position to another machine via suitable communication in-
terface. This position can be presented to the user, if the technology allows it, in
real time. The aim of this thesis is to design a device that is capable of just that.
For locating outdoors, GNSS technologies are used. For indoor localization a system
based on Ultra Wideband developed by company Sewio Networks s.r.o. is used.
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1 BASIC LOCALIZATION PRINCIPLES
This chapter describes basic positioning and ranging techniques which are used in
practically all systems for positioning purposes. The location engine uses sensors
to locate the devices, which are called Tags. Tags can be passive, active or semi -
passive depending on their power supply. Active and semi - passive Tags have their
own battery and passive Tags use energy harvesting from incoming radio wave from
the location sensor, which gives them power to respond.
1.1 Ranging Techniques
1.1.1 Time of Arrival
First ranging technique introduced in this text is Time of Arrival (ToA). This method
is shown at figure 1.1. Its principle is quite simple. If we know the time 𝑡0 when
Tag started a transmission towards a location sensor and we also know the time 𝑡1,
which represents the time of arrival of that message at the location sensor, we can
easily calculate the distance between the sensor and the Tag using the following well
known formula:
𝑑 = 𝑐 · (𝑡1 − 𝑡0) (1.1)
where d is the distance we want to calculate and c is the speed of light1. The
principle of this method is very simple but it has one major drawback. Since we
rely on the difference in time, we need a very precise clock and the system needs to
be synchronised. This contributes to the complexity and cost of such system [15].
This method can be geometrically described as drawing a circle of radius d around
the location sensor.
1.1.2 Time Difference of Arrival
This technique, shortly TDoA, is a bit similar to ToA. However, unlike ToA it doesn’t
calculate the exact time difference between sending and receiving the message, but
rather the time difference between receiving the same message by multiple sensors.
By calculating time difference between reception of the message at multiple sensors,
we can determine the position of the Tag between these sensors. Geometrically,
this can be described as drawing a hyperbola (or hyperboloid in 3D) between the
location sensors as illustrated in figure 1.2. Simply put we don’t need to know the
time 𝑡0, which describes the start of transmission [15].






Fig. 1.1: Time of Arrival
Like with ToA we need high precision clock and synchronization between the
sensors. The Tag however doesn’t need to be synchronized since we don’t need the
transmission time.
Sewio’s latest system uses TDoA for position estimation.
Receive time τ1 
Location sensor 1 Location sensor 2
Tag
Receive time τ2 
Fig. 1.2: Time Difference of Arrival
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1.1.3 Time of Flight
ToF is also very similar to ToA. Here time 𝑡0 represents the beginning of transmission
from location sensor to the Tag. Time 𝑡1 represents the moment, when the Tag reads
the message. Time 𝑡3 shall represent the message leaving the Tag and final time 𝑡4
represents reading the message again at location sensor. There can be a delay on
the side of the Tag, for example caused by signal processing or computation. We
have to take that into account, since the time precision is very crucial. The distance
can then be calculated using this formula:
𝑑 = 𝑐 · (𝑡4 − 𝑡0)− 𝑡𝑑2 (1.2)
where 𝑡𝑑 is the time delay in Tag. We have to divide by two, because the signal
travels forth and then back again.
1.1.4 Using RSSI
Another method different from the timing methods mentioned above is based on
Received Signal Strength Indication (RSSI). We know that radio signal level drops
exponentially as the distance between receiver and transmitter decreases and is given






𝐿0 is the free space path loss, r is the distance and 𝜆 is the wavelength of
the signal. If we know how much the level of a received signal dropped from its
original value, we can estimate the distance of the signal origin (Tag). However,
this is a purely theoretical assumption. The radio channel is a dynamically changing
environment and the space where the signal radiates is constantly changing. This
suggests two major drawbacks of this method. Since the signal strength attenuates
quite significantly with increased distance2 we need a dense deployment of sensors to
cover the whole area. The second problem is that the signal propagation is affected
by many variables, such as obstacles along the way, multipath propagation and
environmental changes. All of these are also highly dependant on frequency.
There is also another way to implement RSSI for localization purposes. We can
distribute the location sensors around the site and then walk around the site with
the Tag and store all values of RSSI corresponding to certain locations. This way
we can build up a database and the location engine can than estimate the position
by comparing current RSSI with the one in database based on RSSI received by
2also dependant on frequency/wavelength
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multiple sensors. This method is called Scene analysis or Fingerprinting. Since the
radio channel changes dynamically, this analysis needs to happen periodically [15].
1.1.5 Angle of Arrival
Last ranging technique presented in this text is called Angle of Arrival (AoA) and
it’s depicted in figure 1.3. The idea behind this method is that each location sensor
calculates an angle between a fixed location and a Tag. The location engine then
combines these angles along with position of the sensors and calculates the Tag’s
location. Accuracy can be increased by using antenna phase arrays. The sensor
measures phase of the incoming signal at each element of the array and from its
difference calculates the AoA.
Accuracy of this method increases with number of elements of the array or num-
ber of arrays but it also increases cost. This method is only applicable in situations
where we have a clear line of sight of the target (Tag). One big advantage though,
is that for 2D localization we only need two location sensors [15].
Location sensor 1 Location sensor 2
Tag
59,2°
Fig. 1.3: Angle of Arrival
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1.2 Position estimation
The previous techniques introduced a way to calculate distance from a single sensor
or multiple sensors. New we need to use these techniques to estimate an exact
location of the target.
1.2.1 Triangulation
First target estimation technique is called triangulation. From its name, it’s quite
clear that we will be using angles to locate the target, or Tag. It calculates the
position by measuring angles from known points in space (sensors) to the target
(Tag). In 2D plane, the principle is basically similar to AoA, as shown in figure 1.3.
In 3D, triangulation can be described as follows. We have three fixed locations
from where we measure angles between the target and a fixed direction. The loca-
tions will be towers and the target will be placed on the ground. The reference line,
from which we measure these angles will be facing upwards towards the sky. We
can say that from the first tower, we see the target at 140 degree angle. This means
that the target could be anywhere on a cone with an angle of 140 degrees. From the
second tower, it can be seen at 150 degree angle, which can be represented by a cone
with an angle of 150 degrees. We can now say, that the target could be anywhere,
where these two cones intersect. It is clear that we need at least one more tower
(or cone) with one more angle to tell us the precise location of the target. Ideally,
this will be only one place in space. In reality, the location doesn’t have to be this
precise and we will know a certain area, where the target can be. Intuitively, the
precision can be increased by adding more towers3 to the estimation algorithm.
Triangulation if often mismatched with trilateration, which will be described in
the next section.
1.2.2 Trilateration
Trilateration is different from triangulation in the basic principle of position esti-
mation. While with triangulation, we measure angles from known locations, with
trilateration we measure distances from these locations. The method is shown in
figure 1.4.
By using for example ToA, as described in section 1.1.1, we can calculate a dis-
tance from a location sensor to a target. This can be geometrically explained by
drawing a circle with radius equal to the calculated distance. If we draw another
3location sensors
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circle from another sensor, we gain two points, where these circles intersect. Ob-
viously, we need a third circle, which will tell us the precise location of the target.
Ideally, these circles would all intersect in only one place. This is often not the case,
so we will get a certain area, gained by intersection of these circles, where the target
is located. As with triangulation, the precision can be increased by adding more
location sensors, but for basic positioning, at least three sensors are needed both in
3D and 2D plane.




As shown above, trilateration in 2D represents intersection of three circles. In
3D space, trilateration is represented by intersection of spheres. If we use more than
three location sensors, then the estimation process is called multilateration.
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2 SYSTEMS FOR OUTDOOR POSITIONING
In this chapter, several positioning systems and technologies will be presented. These
technologies are able to locate targets outside of buildings with relatively high preci-
sion, depending on the circumstances and environment. Some of these technologies
are also able to locate targets inside of building but this thesis only focuses on their
outdoor positioning ability.
2.1 GPS NAVSTAR
First technology presented is probably the most famous and most used for outdoor
localization purposes. It is called Global Positioning System, or shortly GPS. Its
development began in 1973 and it achieved initial operation capability (ICO) in
December 1993. In 1994, the system achieved full operation capability (FOC) [23].
During the 1990’s GPS operated in two modes: Standard Positioning Service
(SPS) and Precision Positioning Service (PPS). The first mode was available for
public use but the second one could be used only by users with permission by the
United States’ government. This means that for standard users PPS is encrypted
without the decryption key. The precision of SPS was deliberately decreased with
the use of technique called Selective Availability (SA) by the American government.
However, Selective Availability has been turned off since 1 May 2000, thus giving
the ability of precision locating for civilian use [23]. This implies probably the main
disadvantage for civilian users. In case of warfare or other circumstances, the SA
technique can be turned on again by the American government, resulting in much
lowered accuracy for civilian positioning.
2.1.1 System architecture
GPS consists of three segments called Space, Control and User segment. The Space
segment consists of artificial satellites orbiting around Earth at a height of approxi-
mately 20 200 km in the region known as MEO (or ICO). This constellation is shown
at figure 2.1. These orbits have a circular shape and there is six of them for GPS.
The inclination is 55° to the Equator and the period of a GPS orbit is 11 hours 58
minutes.1 Orbits have an angle of 60° in longitude between each other [23].
A satellite will be at its initial position at exactly 23 hours 56 minutes2 due to
rotation of the Earth. The constellation of satellites is designed in such a way that at
least 5 satellites should be visible at 99.99% of time all around the globe. Nominal
1Half of a Sidereal day
2Sidereal day
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number of GPS satellites is 24 and a maximum number of 36 active satellites is
available at the same time[23].
Fig. 2.1: GPS satellite constellation [18]
Control segment is comprised of various control stations. Their main goal is to
monitor the state of the entire system, like trajectories of satellites and their atomic
clock. The Master Control Station (MCS) is located in Schriever Air Force Base
in Colorado Springs, Colorado USA. Initially, there were four more control stations
for monitoring purposes located closely to the Equator. However, nowadays there’s
plenty more of them. With its final modernization, Control segment should have
17 control statins all around the globe with an alternative Main Control Station
located in California, USA [23].
One of the goals of the MCS is to calculate the correction of ephemeris. Ephemeris3
are orbital data used for conveying information about the satellite’s trajectory and
its initial position. The most widespread format for emphemeris is the 2 - line format
developed by NASA [11]. The MCS is also responsible for precision synchronization
of the satellite’s atomic clock and computing the ionospheric model. These infor-
mations are sent to upload stations and are broadcasted at least once a day to the
satellites.
The ionospheric model calculation is very important because ionosphere can be
a source of major errors for location accuracy due to ionospheric rotation4 and
ionospheric delay. Due to ionospheric rotation, GNSS signals cannot use linear po-
larization and must use circular polarization. Ionospheric delay on the other hand




signals. Thanks to its dependence on frequency, ionospheric delay can be compen-
sated by using two frequency measurements5 or ionospheric prediction model6 as
described above [29]. Troposphere has also a negative effect on signal propagation,
however it is not as severe as ionospheric effect.
The last part of GPS system architecture is called User segment. This segment is
intended for user applications and their positioning by using L band7 radio receivers.
Typical user applications are aviation, rail, survey or traffic applications and many
more.
2.1.2 Basic principle of operation
GPS uses combination of Time of Arrival and Trilateration (Multilateration), as
described in sections 1.1.1 and 1.2.2. The GPS receiver must determine its position in
space by measuring distances from three known locations, which are the navigation
satellites on orbit. Since we are locating in 3D plane, trilateration in this case
means intersection of three spheres. Each navigation satellite lies in the center
of each sphere. The place, where these spheres intersect, is the desired location.
The receiver then calculates three distances from three satellites, which are called
pseudoranges. This basically means that we need to calculate three equations for
three unknowns: √︁
(𝑥𝑖 − 𝑥𝑢)2 + (𝑦𝑖 − 𝑦𝑢)2 + (𝑧𝑖 − 𝑧𝑢)2 = 𝑑𝑖 (2.1)
𝑑𝑖 is the pseudorange (radius of each sphere), 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 are coordinates of each
satellite (center of each sphere), and 𝑥𝑢, 𝑦𝑢, 𝑧𝑢 are the desired coordinates of the
receiver. As described before, ToA requires precise synchronization between the
receiver and transmitter, and this cannot be achieved in GPS due to obvious reasons.
The satellites are perfectly synchronized thanks to the use of atomic clocks on each
satellite plus the time synchronization of the entire system is coordinated by Control
segment[23]. On the other hand, the user receiver has a clock of its own that is not
perfectly synchronized with that of GPS. This has to be taken into account otherwise
this inaccuracy in synchronization would cause major location errors. We need to
add an unknown variable 𝜏 which represents a time shift between the clocks. This
timeshift can be transformed into a location distance error 𝑑𝑒.
Thus we need to solve four equations for four unknowns:
𝑑𝑒 = 𝑐 · 𝜏 (2.2)
5For dual frequency receivers only




(𝑥𝑖 − 𝑥𝑢)2 + (𝑦𝑖 − 𝑦𝑢)2 + (𝑧𝑖 − 𝑧𝑢)2 = 𝑑𝑖 − 𝑑𝑒 (2.3)
As stated above, it is quite clear that for GPS to work, we need to have visibility
of at least four satellites. However, this should be always achievable thanks to the
constellation of GPS satellites.
2.1.3 GPS signals
Initially there were two signals for SPS and PPS and both of them are still in use.
These signals are called C/A (Coarse Aquisition) and P (Precision). From their
names, it is obvious that C/A signal is intended for civilian use while the P signal
is for military purposes. C/A is often called the legacy signal. These signals are
transmitted on L1 (1575.42MHz) and L2 (1227.60MHz) carriers. Both of these
frequencies are multiples of Atomic Frequency Standard (AFS), which is exactly
10.23MHz [11].
GPS uses a technique called Direct Sequence - Spread Spectrum, which means
that each individual satellite is identified by its own code while they all transmit
on the same frequency. The civilian C/A code modulates only the L1 carrier and
military P code modulates both L1 and L2 carriers. The modulation scheme is
shown at figure 2.2. The navigation data is added to each code using exclusive OR.
This effectively spreads the narrowband data signal to a wideband signal known as
the spread spectrum. This signal is then modulated onto the L1 carrier or both
depending on the code.
The C/A code is 1023 bits long and its frequency is 1.023Mb/s so the period is
exactly 1 millisecond. These codes are from the Gold code family and are selected
in such a way that they have great autocorrelation and very low cross correlation
properties. However, thanks to the short length of these codes the correlation prop-
erties are not exactly ideal. C/A codes are created by adding (exclusive OR) two
1023 bits long code sequences, which are generated in 10 bits long shift registers G1
and G2. Each satellite uses different C/A sequence plus each C/A sequence has an
assigned PRN (Pseudo Random Number), which uniquely identifies each satellite.
The PRN is generated by using a delay8 in shift register G2. The generated C/A
code is then modulated onto the L1 carrier by using BPSK.
For precision locating, users authorized by the DoD (Department of Defence)
are free to use the P code. The P sequence itself is publicly known but it has been
encrypted so that only authorized users are able to decipher it. This encrypted
version of the P code is called the Y code. Together, they are called the P(Y) code.
The reason for P code’s ciphering is to achieve Anti Spoofing (AS). The P code is
8Taps in the shift register
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generated by adding (exclusive OR) two sequences X1 and X2 with a chip rate of
15 345 000 and 15 345 037 respectively. This addition generates the P code, which
is 266.4 days long (37 weeks), while each satellite continuously transmits one week
from the whole code at a speed of 10.23Mb/s. The P code is restarted every week
in the night from Saturday to Sunday at midnight [11]. To generate each week,
sequence X2 is selectively delayed from 1 to 37 chips to sequence X1. The generated
P code then modulates both L1 and L2 carriers.
L1 Signal
L2 Signal
Navigation data 50 b/s
P code 10.23 Mb/s
C/A code 1.023 Mb/s
L1 carrier 1575.42 MHz 
L2 carrier 1227.6 MHz 
Fig. 2.2: GPS modulation scheme
The length and complexity of the P code ensures great correlation properties and
ensures ranging precision. However thanks to the complexity of the P code, it is not
easy to synchronize with it. Synchronization can be achieved thanks to C/A code,
which transmits information about the beginning of the P code. It is, of course,
available only to authorized users and is being transmitted in encrypted format in
the navigation message known as the Handover word [11].
Since both codes use the same carrier (L1) and use the same multiple access
technique (DSSS), isolation of these two signals is achieved by orthogonal modula-
tion. The C/A signal represents the In - phase and P(Y) signal the Quadrature of
the resulting QPSK signal [23].
The C/A and P(Y) signals have been available in GPS since the very beginning.
Modernization of the whole system includes introducing new signals for both civilian
and military use. For civilian purposes signals like L1C, L2C and L5 are being
deployed and for military use a new M9 signal is being introduced.
9M stands for Military
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2.1.4 Navigation Message
The main purpose of the Navigation message is to provide all the necessary infor-
mation for positioning service. It is transmitted at a speed of 50 b/s, which means
that every 20 C/A sequences, one bit of navigation message is transmitted. The
Navigation message contains ephemeris, time parameters, clock corrections, service
parameters, information about the ionospheric model10, the Handover word and
also the Almanacs. Almanac gives coarse information about other satellites in the
constellation, so the receiver has basic information about all the satellites. The
Navigation messages are created in the Control segment and are being transmitted
at least once a day to orbit. Structure of the Navigation message (NAV) is shown
at figure 2.3.
Fig. 2.3: Navigation Message (NAV) [29]
The length of the entire message is 12.5 minutes. The message contains 25
frames, which are divided into 5 subframes. Each subframe consists of 10 words
and each word is 30 bits long11. At the start of each subframe a Telemetry word is
transmitted for synchronization purposes. Next word is the Handover word, which
gives information about the P(Y) code and also about time (parameter Time of
Week). Both of them are transmitted at the start of all subframes.
First subframe contains information about satellite’s health and time synchro-
nization. Subframes 2 and 3 contain ephemeris and correction data. Fourth and
fifth subframes are used for information about the ionospheric model and almanac.
The content of the last two subframes is common for all satellites, so to obtain the
10For single frequency receivers
1124 information bits and 6 parity bits
24
almanac data, only one satellite needs to be tracked [29]. Subframes 1,2 and 3 are
transmitted at the beginning of each frame [29]. All transmitted bits start from
MSB and the data obtained from the navigation message are normally valid for four
hours [23].
Due to modernization of GPS, new navigation messages were introduced. These
modernized messages are called CNAV for civilians and MNAV for military purposes.
The CNAV messages are defined by a more packet oriented design compared to
classic NAV messages. It also introduces FEC and advanced error detection.
2.2 Other satellite based systems
2.2.1 GLONASS
GLONASS (Globalnaya navigatsionnaya sputnikovaya sistema) can be described as
GPS’s Russian counterpart, since the development of both systems has begun during
the cold war in 1970’s12 and eventually lead to Full Operational Capability in 2008.
Nowadays, many GNSS receivers use the combination of GPS and GLONASS for
navigation purposes.
Main difference between GLONASS and GPS lies in the use of multiple access
technique. While GPS uses CDMA, GLONASS uses FDMA in bands 1602.5625 to
1615.5MHz and 1246.4735 to 1257.364MHz. Big advantage of the choice of these
bands is that they lie close to GPS. This means that to receive signals from both
systems same antenna and a few same receiver blocks can be used.
The cosmic segment of GLONASS comprises of 24 navigation satellites on three
orbits at a height of 19 100 km. The constellation ensures that at least six and at
maximum eleven satellites are visible at all times. The period of each satellite is 11
hours and 15 minutes and they are evenly distributed on each orbit with spacing
of 45° in argument of latitude. This means that each satellite will be in its initial
position in exactly eight sidereal days. The GLONASS satellites are named Uragan
[29]. The main control station of GLONASS is called SCC (Space Control Centre)
and is stationed in Krasnoznamensk near Moscow.
Like GPS, GlONASS uses two main signals for location purposes called Standard
Precision (SP) signal and High Precision (HP) and both of them are also modulated
in quadrature. P code was also never published and is reserved for Russian Armed
Forces. Since GLONASS uses FDMA, the SP and HP codes are the same for all
satellites. The Navigation message is also transmitted at a speed of 50 b/s.
12GLONASS in 1970 [23]
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Probably the main problem with GLONASS is the same as with GPS. Both of
these systems are primarily military systems. This implies that in case of warfare,
civilian positioning can experience reduced accuracy or even blocked functionality,
even though no Selective Availability exists in GLONASS.
2.2.2 Galileo
Galileo is a civilian GNSS system. Its construction is being directed by the Euro-
pean Union mainly represented by ESA (European Space Agency) in these matters.
Galileo still hasn’t reached FOC and some initial services should be available by the
end of 2016 [3]. When finished, the space segment should consist of 30 satellites
(24 operational and 6 spare) in three MEO planes at a height of 23 222 km with
inclination of 56°. Galileo should offer several services: Open Service (basic service),
Commercial service, Public Regulated Service, Safety of Life and Search and Rescue.
The main advantage of Galileo over GPS and GLONASS is that it is purely
civilian. On the other hand, this is the reason of its non - operability, since it is
financed solely from public sources (mainly from EU).
Of course there are other satellite - based positioning systems, like China’s Bei-
Dou ans Japanese QZSS. However, since these will not be used in this thesis, they




Since the precision of standard GNSS isn’t ideal for civilian use, various augmen-
tation techniques are used to enhance GNSS’ positioning ability. The basic idea
behind DGNSS is to improve positioning accuracy. This is done by using reference
stations on ground with known fixed locations. These locations calculate their po-
sition by using GNSS and since the real location is known a positioning error can
be calculated. This positioning error can then be sent to nearby GNSS receivers via
suitable communication link, for example the Internet. The positioning accuracy
can be improved up to less than one meter, provided that the receiver is within
reasonable distance from the reference station (tens of kilometers [29]) and the cor-
rections are received in short enough times. DGNSS has also one obvious drawback
and that is for it to work, many reference stations need to be built with dense enough
coverage. Also the aforementioned SA can be cancelled out by the use of DGNSS.
2.3.2 Assisted GNSS
Another technique created to battle one of the GNSS’ imperfections is called A -
GNSS and it has been mainly used in mobile phones (smartphones) equipped with
GNSS receiver. One of the main problems for GNSS is receivers is the long Time to
first fix (TTFF). The situation is the worst during the so called "cold starts", which
occur after the receiver is turned on for the first time or when it has been switched
off for a long time or switched on again after it has been moved by a considerable
distance. The receiver needs to find available satellites in the code - frequency do-
main, download the ephemeris and almanac and then calculate its position. The
frequency domain is mentioned because of the Doppler effect. The receiver not only
has to search for all available codes but also for signals shifted at various frequencies
from the carrier. The satellites move at very high speed (3.865 km/s [11]) which
can cause Doppler shift in frequency up to ± 5 kHz. Cold start takes up to 12.5
minutes13 for TTFF. A hot start represents a situation, when the receiver has valid
ephemeris (transmitted every 30 seconds) and almanac and by using its Real Time
Clock (RTC), the receiver can estimate position of navigation satellites [23].
Quick position estimation and TTFF can be achieved by using Assisted GNSS.
The basic idea is that to speed up the TTFF by providing ephemeris, almanac,
time information and information about the Doppler frequency shift via suitable
communication link, mainly by one of the cellular technologies like GSM, GPRS
13Length of the NAV message
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or UMTS. By using these data, the receiver can rapidly estimate its position even
under poor signal conditions. A -GNSS can work in both offline and online mode. In
online mode, the so called "Aiding data" are downloaded from the Assistance server
but are valid for only a short period of time (tens of seconds). In offline mode,
predetermined orbital data and current almanac are sent to the receiver and stored
in memory. The connection is then terminated. In this mode, Aiding data can be
valid for several days but the accuracy decreases in time [9].
2.3.3 Real Time Kinematic GNSS
The GNSS systems and their augmentations discussed up to now used so called
code - phase positioning. This means that the receiver determines its position in
space by using pseudo - random codes. RTK GNSS however utilizes carrier - phase
positioning. The basic idea is simple. Instead of using the C/A L1 signal, which
has a frequency of 1.023MHz, we use the RF carrier itself, which has a frequency
approximately thousand times greater, which should yield a proportionally better
accuracy. But of course, this is a very big simplification. In general, RTK provides
accuracy in the order of centimeters and as such it is the most precise GNSS based
technology to date.
RTK GNSS found its application mainly in the field of surveying, where high
accuracy (in the order of centimeters) is required and was not used in commercial
applications until recently. The reason for this is mainly a high price. The formula
for the RTK algorithm can be written as follows [29]:
Φ = 𝜌− 𝐼 + 𝑇𝑟 + 𝑐 · (𝑏𝑅𝑥 − 𝑏𝑆𝑎𝑡) +𝑀𝜆+ 𝜖𝜑 (2.4)
where Φ is the carrier observation in the given epoch, 𝜌 is the geometrical range
between the satellite and the receiver, 𝐼 is the ionoshperic delay, 𝑇𝑟 is the tropo-
spheric delay, 𝑏𝑅𝑥 is the reveiver clock offset, 𝑏𝑆𝑎𝑡 is the satellite clock offset, 𝑐 is
the speed of light in vacuum, 𝜆 is the carrier wavelength, 𝑁 is the so - called integer
ambiguity and 𝜖𝜑 are the measurement noise components, like multipath etc.
Probably the most crucial component of this equation is the variable 𝑁 . This
integer ambiguity is the main source of the RTK’s precision and is part of the
process called integer ambiguity resolution. This process tries to calculate the precise
integer number of carrier cycles between the receiver and the satellite. The number
of carrier cycles must be resolved precisely, because even one wrong carrier cycle
yields an error of approximately 20 cm (speed of light multiplied by one carrier
period) and the centimeter level accuracy cannot be guaranteed anymore. Resolving
these integer ambiguities is problematic since the carrier is very uniform. With
code - phase measurements we know exactly how many copies of the PRN code
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were transmitted thanks to epoch tagging, however with carrier - phase in order to
determine the exact number we need two receivers. As with DGPS, one is stationary
and acts as a source of corrections and the other one is the moving rover (or Tag)
[30].
The comparison of code - phase and carrier - phase ranging can be observed from
figure 2.4. The beginning of the timing pulse can be achieved by using classic code -
phase approach and then there are only a few carrier cycles to consider and one of
them marks the beginning of the timing pulse. Firstly a rough position estimate
is computed with the use of PRN code and then the exact beginning of the timing





Fig. 2.4: Carrier - phase vs. code - phase (axis not to scale)
However, even if we have the beginning of the timing pulse, there is still an
ambiguous number of carrier cycles between the satellite and the rover. The exact
number is so hard to calculate that it in fact is not calculated. Instead the number of
integers of difference between the base station and rover is estimated. The integers
are resolved from a limited number of possibilities between the two receivers. With
the information broadcasted by the base station, the rover is capable of resolving its
position relative to the base station with centimeter accuracy [30]. Since the base
station also broadcasts its real coordinates, the receiver knows its position in geodetic
coordinates. Also because the position is calculated by double differentiation, many
disruptive elements that are typical for GNSS are cancelled out. If we take equation
2.4 for two receivers and two satellites and subtract one from another the satellite
clock offsets and hardware biases are cancelled out [29].
One of the drawbacks of the RTK algorithm is, that if the number of tracked
satellites between the two receivers changes, the integer ambiguity process is restarted.
During the reinitialization, we do not have the exact number of carrier cycles as an
integer number but as a float number. These two solutions are called RTK fix and
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RTK float. Fix offers centimeter accuracy and with float the accuracy drops to tens
of centimeters.
Besides the aforementioned disadvantages, RTK suffers from other problems as
well. The algorithm works only up to ten kilometers around the base station, mainly
because of ionospheric delay. With increasing distance between the base station and
rover, the accuracy dramatically drops. Also since the measurements are done from
carrier observations, a completely unobstructed sky view must be provided. Another
disadvantage is the fact that we need two receivers for RTK and one must have
information about its real geodetic position, which must be estimated somehow.
But the user can also use public base stations, for example CZEPOS in the Czech
republic. Last but not least the price of RTK solution is still very high 14.
2.3.4 Precise Point Positioning GNSS
RTK is not the only solution capable of delivering precise coordinates. Unlike RTK,
PPP algorithm requires only one GNSS receiver. PPP algorithm uses very precise
satellite orbit data, clock products and ephemeris from a network of GNSS reference
stations. If these precise data are combined with a dual - frequency receiver capable
of cancelling out the ionospheric delay, decimeter accuracy can be achieved. The
PPP algorithm works best for static receivers.
Since the base stations are a source of orbital data and clocks, PPP requires
fewer base stations than RTK and the data are valid globally. Since many stations
observe the same satellites, the network of stations is highly redundant [29]. Even if
the receiver is not dual - carrier, ionospheric delay can still be cancelled out by the
use of SBAS, such as WAAS in America or EGNOS in Europe.
PPP algorithm uses both carrier - phase and code - phase observations and these
are then combined. The equations for PPP algorithm are the same as equation 2.4,
only the equation for code - phase measurement does not contain integer ambiguity
resolution. The main disadvantage of PPP is a long convergence time, which can
take up to several minutes [29].
In comparison to RTK, PPP offers lesser accuracy and longer convergence time.
However it is very precise for static receivers and needs only one receiver, which




2.4 Cell - based positioning
2.4.1 GSM/GPRS
The original goal of GSM was to transfer voice via radio interface (and later data),
however this thesis focuses on its positioning abilities. The need for positioning
services in GSM rose in the late 1990s. The reason behind this was that operators
should have had the ability to effectively locate an emergency call E911 (112 in
Europe) and it should have been implemented by 1st October 2001 [6]. Several
techniques were developed and they are briefly described below. The architecture
of GSM network is shown at figure 2.5.
For data transmission, GSM was complemented by GPRS. The goal was to intro-
duce a packet oriented switching for data transmission rather than circuit switching
orientation as in GSM. Because of this, the basic GSM network must have been
extended. This extension consists of PCU (Packet Controller Unit), SGSN (Serving
GPRS Support Node) and GGSN (Gateway GPRS Support Node). The PCU is
located in BSS while the other two nodes are located in NSS. GSM is labeled as a
2G network while GPRS with its packet oriented transmission lies between 2G and
3G, so it’s labeled as a 2.5G network.
2.4.2 CI based positioning
The most basic form of positioning in GSM is based on CI (Cell Identity). This
positioning technique requires additional change in the basic GSM architecture but
only in NSS. Two nodes are added called SMLC (Serving Mobile Location Centre)
and GMLC (Gateway Mobile Location Centre) and they are both connected to
MSC via Ls and Lg interfaces respectively. SMLC is also connected to BSC via Lb
interface.
If we know to which cell the ME is connected, we can say that the ME is located
at the serving cell antenna’s coordinates. However, this is a very rough estimate
since the radius of a GSM cell can be up to 35 km. More precise version of this
positioning can be achieved by telling in which sector of the serving cell the ME is
located. This principle is depicted at figure 2.6. We can then say that the ME is
located in the centre of the serving sector [6].
Precision can be increased by using TA (Timing Advance). TA is used in access
burst and its goal is to determine the round trip delay between ME and BTS and
thus to ensure synchronization. By using TA, we can estimate the ME’s location in
the serving sector by calculating the distance from BTS with precision up to 550m
[6].
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The best precision in CI based positioning can be achieved by a combination
of CI, TA and RXLEV (RSSI). This is basically a combination of RSSI ranging
and trilateration as described in 1.1.4 and 1.2.2 respectively. By using suitable
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Fig. 2.6: Localization in BTS sector
2.4.3 Using TDOA
More precise location estimations in GSM can be achieved by using TDOA. If used
in downlink, this technique is called E -OTD (Enhanced Observed Time Difference).
This technique also requires changes to be made in the GSM architecture. In BSS,
an LMU (Location Measurement Unit) is added.
The basic equation for E -OTD is OTD = RTD + GTD. RTD (Real Time
Difference) is the difference in transmitting between the base stations. If the base
stations are synchronized, then RTD is zero. The RTD is usually calculated by
LMU. GTD (Geometric Time Difference) on the other hand includes the different
propagation times (different distances) to the base stations used in E -OTD. By
knowing OTD, the ME can then calculate its position.
As explained in 1.1.2 this can be geometrically described as drawing a hyperbola
between the base stations, so we need at least three of them to get an exact location.
Of course, with increased number of base stations the localization accuracy also
increases. The MS reports with OTD measurements the quality figures. These
figures can be used to determine the reliability of each hyperbola and to form a
confidence area in a form of an ellipse, which describes an area where the ME is
located with a certain probability [6].
There are two types of E -OTD. One is called ME - assisted E -OTD and its
principle is as follows. The SMLC sends a request to the ME for OTD measurements.
The ME can also be sent estimates of the OTD values. The ME measures OTD
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values and sends them to SMLC, which then calculates the position of ME. The
second type of E -OTD is ME - based and was described above. In this scenario the
positioning estimate is done solely by the ME. This can be done in MEs with only
software changes.
Another technique for position estimation is called U -TDOA (Uplink TDOA).
From its name it is clear that the TDOA calculation is done in uplink by LMUs.
The fact that the calculation is done by the network gives the ability to locate any
ME since no hardware or software changes are needed on the user side. Besides A -
GPS, TDOA based positioning techniques yield the most accurate results for ME
positioning [6].
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3 SYSTEMS FOR INDOOR POSITIONING
There are many technologies that can be used for indoor positioning like RFID,
Ultrasound, Infrared, Dead Reckoning, Wi - Fi or even GSM. However this chapter
will focus only on Ultra Wideband since it is the only technology that is used for
indoor positioning in this thesis.
3.1 IEEE 802.15.4a standard
The 802.15.4a standard is an extension of the existing 802.15.4 standard for low rate
WPANs, which specifies the PHY and MAC layers. Several WPAN technologies
run on 802.15.4 standard like ZigBee or 6LoWPAN. The main goal of the original
standard was to introduce low cost, easy to install and simple networks with reliable
data transfer over short distances. Topologies used in the 802.15.4 standard are
shown at figure 3.1. This standard allows data rates up to 250 kb/s, which later
proved insufficient for some applications, so additions were made to the original
standard.
The 802.15.4a standard introduced two new additional PHYs. One was Chirp
Spread Spectrum (CSS) and the other was Ultra Wideband (UWB). UWB has
introduced a way to transmit at high data rates in this standard and also enabled
precision localization. On the other hand, CSS is meant for applications, which
don’t require the high data rate but rather longer signal ranges and the ability to








As the name implies, UWB system occupies a very large bandwidth. By defini-
tion, the bandwidth must be over 500MHz or must occupy more than 20% of the
fractional bandwidth 𝐵/𝑓𝑐, where 𝐵 is the - 10 dB bandwidth and 𝑓𝑐 is the center
frequency. Initial use of the UWB technology was mainly in radar systems but it
can be said, that the first UWB communication occured in 19th century by using
spark - gap transmissions by Marconi and Hertz. A big step forward for UWB came
in 2002, when the FCC (Federal Communications Comission) allowed unlicensed
and commercial use of this technology.
The FCC allocated a huge spectrum for this technology. Since this spectrum
lies in bands occupied by other systems, a very strict spectral mask shown at figure
3.2 was adopted. It is clear from the mask that these signals transmit power lies at
the noise floor, so it doesn’t add interference to the existing systems in these bands.
Another advantage is that these signals are hard to detect for unintended users and
thanks to the wide spectrum usage they are resistant to interference. The biggest
drop in power occurs at 960 - 1.61GHz, where the GNSS operates and the biggest
transmit power available is at 3.1 - 10.6GHz.





















Fig. 3.2: UWB Spectral mask
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UWB can be used either for very high rate data transmissions or for very pre-
cise locating. Its transmission capacity can be observed from the classic Shannon -
Hartley Theorem about the capacity of a communications channel:






where 𝐶 is the capacity of the channel, 𝑆 is the average signal power, 𝑁 is the
average noise power and 𝐵 is the channel bandwidth, so it is clear that the capacity is
directly proportional to the channel bandwidth. On the other hand, high localization
accuracy can be achieved by UWB thanks to the high time resolution of its pulses.
3.2.2 UWB signals and modulation schemes
Classic radio communication systems use sine waves as carriers of information. How-
ever, these waves cannot be used in UWB since they have very narrow spectrum
for UWB usage. Instead, UWB uses very short time limited pulses (nanoseconds
long), which result in very high bandwidth in the frequency domain. This kind of
UWB transmission is called Impulse Radio -Ultra Wideband (IR -UWB). Typical
IR -UWB signals and their spectra are at figure 3.3. Basic signal is the Gaussian
Pulse and its derivatives. Gaussian doublet is often used, because its shape can be
easily generated [17].
(a) UWB signals (b) UWB spectra
Fig. 3.3: Gaussian Pulse, Monocycle and Doublet and their spectra [17]
This kind of UWB transmission doesn’t use a carrier, which leads to a much sim-
plified transceiver design compared to classic wireless systems, but it needs a mod-
ulation scheme to transfer information. Various modulation techniques are shown
at figure 3.4. Pulse Amplitude Modulation (PAM) can be implemented by using
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two antipodal Gaussian pulses. On Off Keying (OOK) is simply represented by a
pulse in case of logic one and a logic zero is represented by no signal at all. The
disadvantage of this method lies in multipath propagation, because thanks to this
phenomenon it is hard to detect zero signal at the receiver [17]. Pulse Position Mod-
ulation (PPM) is self explanatory. It is easy to implement, but both the receiver
and transmitter must have high time resolution. In Pulse Shift Modulation (PSM),
binary data are represented by different pulse shapes.
Fig. 3.4: IR -UWB Modulation schemes [21]
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3.2.3 Sewio’s UWB RTLS System
Sewio’s indoor positioning system is based on the aforementioned UWB, which yields
very precise ranging results. The original version of the system is based on two -
way time of flight, which is a modification of the Time of Flight ranging technique
described before. Its principle is apparent from figure 3.5. The Tag sends a Poll
message with the Tag’s ID, which basically means that it wants to be located. The
location sensor, which is called Anchor by Sewio, sends a Response message. The
Tag then sends a Final message containing its transmission and receive times, which
are called Timestamps.
Fig. 3.5: Two way Time of Flight [25]
The Anchor uses these timestamps and combined with its own timestamps cal-
culates the distance of the Tag using the following formulas:
𝑡 = ((𝑇𝑅𝑅 − 𝑇𝑆𝑃 )− (𝑇𝑆𝑅 − 𝑇𝑅𝑃 ) + (𝑇𝑅𝐹 − 𝑇𝑆𝑅)− (𝑇𝑆𝐹 − 𝑇𝑅𝑅))4 (3.2)
𝑑 = 𝑐 · 𝑡 (3.3)
where t is the Time of Flight, c is the speed of light and d is the calculated
distance. The system is not synchronized but even more precise clock must be used
to minimize the location error [15].
The newer version of the system is based on TDoA, which has many advantages.
One of them is prolonging the Tag’s battery life, since it is no longer required to
send so many messages. This time, the Tag sends only one message and the position
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estimation is solely performed by an RTLS server. The interval between messages
is dependent on the selected refresh rate.
The Sewio’s location sensor, or Anchor, is shown at figure 3.6. At least three An-
chors are required to perform trilateration, but higher number of Anchors increases
precision. The RTLS Tag that is being tracked is shown at figure 3.7.
An overview of the whole system is shown at figure 3.8. For multiplexing, the
system does not use the time hopping or frequency hopping techniques normally
used in UWB but rather a custom TDMA technique, which means that each Tag
transmits in its assigned timeslot. The Anchors are connected via Ethernet. One of
the Anchors is the Master Anchor which directly communicates with the RTLS se-
Fig. 3.6: RTLS Anchor [25]
Fig. 3.7: RTLS Tag [25]
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rver. It relays the ranging data from other Anchors and and RTLS server then
performs the positioning estimation process and forwards these data to a framework
called Sensmap. Sensmap is a tool for visualizing the Tags and Anchor placement
in real time.
For ideal performance the Anchors should be all at the same height and distance
between them should be between fifteen to twenty meters. The offered accuracy of
the system is in the order of tens of centimeters.
Fig. 3.8: RTLS system overview [25]
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4 THE DEVELOPMENT PLATFORM
The next step was to choose the ideal development platform and positioning tech-
nology. All of the previously mentioned technologies were considered and compared.
Since the technology for the indoor positioning is set, it was only a question what
sort of outdoor positioning technology will be used. Originally, the goal of this the-
sis was to construct a device that would use the combination of GSM/GRPS/GPS
for localization purposes. However as described before, GSM localization is only
accurate up to several meters and it also has to be in the vicinity of multiple base
stations, ideally with very dense coverage. Classic GNSS also offers accuracy up to
several meters, however if we compare this to the UWB system which is accurate
up to tens of centimeters, the offered accuracy is not satisfactory.
From the aforementioned technologies, the most suitable ones are Precise Point
Positioning and Real Time Kinematic GNSS, since they both offer sub -meter ac-
curacy. When the technologies to be used were chosen, the next step was to choose
the right platform for further development. The key components in selecting the
right platform was the offered precision of localization and also the overall size of
the device.
4.1 The Reach module
Until recently, it was nearly impossible for normal users to use RTK GNSS due
to very high price of such solution 1 and Precise Point Positioning does not offer
such high accuracy, plus it is more accurate for static receivers only. However, new
affordable platforms emerged capable of delivering RTK solutions, namely the Piksi
module from Swiftnav and the Reach module from Emlid. While Piksi relies on
FPGA and Digital Signal Processor for handling the signal processing and RTK
calculation, Reach module uses a GNSS module as a source of raw data, which are
then processed by an open source software to produce accurate results. From these
two, the Reach module seemed more feasible, mainly because it uses open - source
codes that have been used by many other applications as well (namely the RTKlib
which will be described later) and also because it is based on a Linux platform.
Because of these reasons, the Reach module was selected for outdoor positioning.
As a source of raw data, it utilizes the u - blox’s NEO -M8T GNSS module.
The main advantage of this module is that it is able to receive signals from GPS,
GLONASS, BeiDou and QZSS and it can receive signals from two systems concur-
rently. At can also receive Galileo signals after a software update. When receiving
1In the order of thousands of USD
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only the GPS signals, it is capable of refresh rate up to 10Hz. When receiving
signals from two systems concurrently, the maximum refresh rate is 5Hz.
The processing part of the Reach module is being handled by Intel Edison mi-
croprocessor. It is a very powerful processor with a small form factor. The System
on Chip of the Edison board consists of dual - core, dual - threaded Intel Atom CPU
running at a frequency of 500MHz and a 32 - bit Intel Quark microcontroller at a
frequency of 100MHz. It also utilizes 1GB of LPDDR3 RAM memory and a 4 GB
flash storage. For communication, it uses on - board dual - band Wi - Fi module from
Broadcom capable of using the 802.11 a/b/g/n standards and a Bluetooth 4.0 in-
terface. All this is integrated on a 35.5 x 25mm board [8]. As for the software part,
Intel Edison contains Yocto Linux Operationg System, which is further customized
by Emlid 2.
The Reach board itself contains the Intel Edison, power regulators and three
connectors for communication. The micro -USB connector can be used as a power
source or for software development and the two DF13 connectors can be connected
with other devices. The upper one contains Edison’s GPIO pins and Edison’s
UART1 interface and the lower one also contains GPIO pins and I2C1 interface.
Both DF13 connectors can be also used as a power source for the board.
Fig. 4.1: Emlid’s Reach module [19]
Software development can be performed by connecting to the board via SSH.
The connection can be made over Wi - Fi if the two devices share the same network
or can be done by USB cable, because Intel Edison supports Ethernet over USB
and resides on a static IP address 192.168.2.15. Software development is the same
as with any other Linux - based machine.
2The company that designed Reach
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4.2 RTKLIB
As stated before, Reach uses open source software for GNSS data processing. This
software is called RTKLIB and it is capable of delivering standard and precise po-
sitioning if supplied with GNSS raw data. RTKLIB was written by Tomoji Takasu
and it is distributed under the BSD - 2 license. It is supplied with Graphical User
Interface or it can be easily launched from console with selected parameters 3. It
also has a public repository on Github. It supports RTK, PPP, DGNSS or standard
GNSS and also other modes. Of course, for RTK and DGNSS the user needs to have
at least two receivers. It also supports all major satellite systems (GPS, GLONASS,
Galileo, SBAS, BeiDou and QZSS)and many industry - standard formats and pro-
tocols and also proprietary GNSS receiver messages, like u - blox’s UBX messages.
The solution and correction data can be streamed by RTKLIB in several ways.
It can act as a TCP server or client, as an NTRIP client 4, via FTP, HTTP or
serial port with selected Baudrate or the data can be written into a file. While the
RTKLIB supports various message formats, the output stream is transferred solely
in the industry standard RTCM version 3 format. However the output can also be
streamed into two paths concurrently like a serial port and a file as shown in figure
4.2.
Fig. 4.2: RTKNAVI multiple output streams [20]
In figure 4.2 RTKLIB’s RTKNAVI is mentioned. RTKNAVI takes raw GNSS
data as input and executes navigation processing in real - time. Together with
STRSVR, it is probably the most important component. If we use RTKLIB in
kinematic mode 5, STRSVR acts as a source of corrections and RTKNAVI takes
raw GNSS data and corrections as input and calculates accurate position in real
3Reach uses the console version of RTKLIB
4NTRIP stands for Networked Transport of RTCM via Internet Procotol
5RTKLIB’s RTK mode
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time. The figure 4.3 shows the data flow of the RTKNAVI. The process takes multi-
ple inputs which can also be logged into files. However the path for corrections can
again be chosen as with all other paths from the aforementioned options.
Fig. 4.3: RTKNAVI data flow [20]
STRSVR similarly as RTKNAVI takes input from raw GNSS data and from these
data it processes the output corrections which are then streamed on the selected
output. Unlike RTKNAVI, there can be only one input and one output. A typical
configuration of a rover and base station by using RTKLIB is shown at figure 4.4.
STRSVR acts as a source of corrections and streams these corrections as a TCP
server over an IP network. RTKNAVI on the other hand acts as a TCP client that
receives these corrections. Together with the raw data from a GNSS receiver, it
can calculate its precise location and then stream this location to a selected output
path, in this case a file.
Fig. 4.4: Correction link over IP Network [20]
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The format of messages between the rover and base stations is strictly RTCM
version 3. However, the user can choose the solution output format of the RTKNAVI.
It can be either LLH, which stands for latitude longitude and height 6, XYZ which
stands for Earth -Centered Earth - Fixed (ECEF) coordinates 7, ENU which is short
for East North Up, this is a coordinate system used mainly in aviation and lastly
the NMEA format.
Besides RTKNAVI and STRSVR, the GUI also contains other applications fo-
cused on post procesing, wieving the observed signal strength received from each
satellite in C/N0, wieving the rover’s position on a relative Cartesian map and also
on Google Maps, using Google Maps and Google Earth plugin etc.
If the user does not wish to use RTKLIB’s GUI application, he can also use RTK-
LIB with basic console commands, as is the case with Reach. When connecting to
Reach with console via SSH, Intel Edison can be configured only in this console win-
dow so there is no use for a graphical interface. Both RTKNAVI ans STRSVR have
their console equivalents, which are called rtkrcv and str2str respectively. RTKLIB
is written in C programming language (besides the GUI) and all the files are already
compiled into executable binary files, so all the user has to do is execute the file itself
with given paramters. An example of starting str2str with given parameters is as
folows:
/home/reach/RTKLIB/app/str2str/gcc/str2str -in serial://ttyMFD1:
115200:8:n:1:off#ubx -out tcpsvr://:9001#rtcm3 -msg 1002,1006,1013,1019
-p 49 16 334 -c /home/reach/RTKLIB/app/rtkrcv/GPS_10Hz.cmd
This command starts the str2str with an input stream over serial port. The
input format must include the Baudrate, number of data bits, number of parity
bits, number of ending bits and flow control. The input stream is from the onboard
u - blox receiver. The output stream is configured as a TCP server on port 9001,
the IP address is assigned automatically. The next parameter specifies the RTCM
messages, which are being transferred. Next parameter specifies the base location,
since for RTK algorithm to work, the base needs to know its real coordinates and
the last parameter specifies the command file for the onboard receiver. In this case,
the file will send commands to the receiver to only use GPS as a positioning system
with a refresh rate of 10 Hz. The parameters stated after the number signs indicate
the message types. Since the onboard receiver is from u - blox the messages must be
in proprietary u - blox format and the output messages must be in RTCM version 3
format, as stated before.
6Classic geodetic coordinates
7Cartesian coordinates with the beginning in the center of the Earth
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4.3 Testing the RTKLIB and Reach
After receiving the Reach module, it was essential to perform a series of tests to
evaluate RTKLIB’s precision. It was also important to choose the right location for
testing, since RTK needs an unobstructed sky view with minimum obstacles. The
tests were conducted at a parking lot behind the South Moravian Innovation Center
building. The test set up is shown at figure 4.5. Both modules and antennas were
mounted on tripods. The metal casings underneath the antennas serve as a ground
plane to increase the patch antenna’s gain and to reduce multipath [31]. The location
of base station was accurately measured by using RTKLIB’s PPP algorithm. The
correction link between the two stations was established by using radio modules
(Telit LE70-868) and the solution output from rover was being streamed as a TCP
server over Wi - Fi with Raspberry Pi acting as an access point. RTKLIB has a
utility called RTKPlot, where the user can stream data from selected source path
in LLH format. The position data are being plotted in a 2D Cartesian plane with
option to show the position on Google Maps. The user can also plot several graphs,
which will be shown later in this section.
Fig. 4.5: The test set up
The first step during testing was to evaluate the RTK algorithm itself. In order
to do this, it was paramount to find and ideal configuration set up. The RTKNAVI,
or rtkrcv in console version, takes a configuration file as an input and produces
results depending on the options selected in this file. There are totally one hundred
and twenty seven options in this configuration file. The user can set up basic things
like corrections input path and solution output path but also very advanced options
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like Earth tides corrections, Tropospheric and Ionospheric models, used frequencies,
integer ambiguity resolution option etc. The user can also select the positioning
mode itself, like Kinematic or PPP. After several tests in Kinematic mode, these
options provided the most accurate results with RTK fix mode most of the time:
Filter type: Combined
Integer ambiguity resolution mode: Fix and hold
Ionosphere corrections: Broadcasted
Troposphere corrections: Saastamoinen model
Satellite Ephemeris: Broadcasted
Integer ambiguity resolution threshold: 2.5
Elevation mask: 15
Satellite SNR mask: 35
Configuration file: GPS and GLONASS 5Hz
The first parameter sets the type of Extended Kalman filter that the RTKLIB
uses. The combined solution combines forward and backward filtering in order to
achieve more smooth results. Next parameter sets the type of integer ambiguity
resolution. Fix and hold ensures the precise RTK fix most of the time. The reason
for this is that the ambiguities are resolved continuously but if the validation is
fine the ambiguities are tightly constrained to the resolved values. Other modes are
Continuous, where the ambiguities are resolved continuously as the name implies,
and Instantaneous, in which the ambiguities are resolved in epoch by epoch basis
[20].
The next two parameters choose the tropospheric and ionospheric corrections.
Ionospheric corrections area being broadcasted from base station, however they can
also be obtained from SBAS. During testing however, SBAS signal was not available
at all times. The tropospheric effect is cancelled out by the use of the Saastamoinen
model, which is a rather precise hydrostatic model [29]. Satellite ephemeris are also
broadcasted from the base station.
Another very important parameter is the integer ambiguity resolution threshold.
Its right selection is very crucial for the overall RTK performance. This threshold
basically states how sure is the integer ambiguity resolution process that it found
the right number of carrier cycles. If the number is wrong, we get wrong position
of course depending on how many cycles are wrong. If the threshold is too low, for
example one, we get RTK fix solution almost immediately, however we cannot be
absolutely sure that we have the right position. The tracking of movement will still
be precise up to centimeters but the whole position will be offset by wrong number
of carrier cycles. And if the threshold is too high, we will never be able to achieve
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RTK fix solution but we will have only the less precise RTK float solution. Also the
ambiguity resolution process is restarted each time the number of satellites between
rover and base station changes 8, so the threshold also says how often we will have
RTK fix solution.
Elevation mask basically discards all satellites with elevation angle lower than
the set mask from the position estimation process. Since satellites with very low
elevation angle can degrade RTK performance, it is necessary to set the mask appro-
priately. Satellite SNR mask works essentially the same way as elevation mask, only
it discards satellites with C/N0 lower than the selected threshold. A good rule of
thumb is that for RTK to work it is necessary to have at least five common satellites
between the rover and base station with C/N0 higher than forty five.
Last parameter is the selected configuration file. This file is intended for the
onboard GNSS receiver and it selects the constellations to be used and also the
refresh rate. As stated before, the M8T module supports all major constellations,
including GLONASS and GPS. If we combine these two systems together, we will
have visibility of much more satellites than we would have with each system alone.
During testing with this configuration, the number of satellites was almost always
more than ten. By using two systems concurrently, the refresh rate is lowered,
however it still proved to be enough for real time applications.
During the search for optimal configuration, testing was conducted under differ-
ent weather conditions. It was observed that bad weather and cloudy sky had an
effect on the received signal strength from satellites as expected but it did not have
any significant influence on the RTK performance. On the other hand, the ground
plane beneath the antenna had a very substantial influence on the overall RTK per-
formance. Since the antenna is very small, with no groundplane the satellite levels
barely reached the forty five C/N0 value and RTK fix was never achieved. After
inserting a ground plane of size 100 x 70mm the overall performance was greatly
improved and RTK fix solution was easily achieved. All further tests were conducted
with the selected configuration
When the optimal configuration has been discovered, it was time for testing.
RTKLIB was switched to Kinematic mode and its performance was measured. A
square track with four corner points was created. This track was then repeated
three times with rover mounted on tripod to see how well the Kinematic mode
copies the selected trajectory. The result can be seen at figure 4.6. RTK fix solution
was maintained the whole time. As can be observed from the figure, the Kinematic
mode follows the real track with high precision and with minimum deviations all
three rounds. The corners of the trajectory are round because the tripod was held
8In other words, during re - aquisition
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Fig. 4.6: Kinematic mode testing (faint gray is the real track and green is the RTK
trajectory)
in hand and turning around the corners created this round shape. Next test was
conducted for a static receiver in Kinematic mode. The receiver was left static for
two minutes on a fixed place. The result is shown at figure 4.7. For classic GNSS,
it is typical that with each refresh rate the position changes and the precision is in
meters, so we never have the same position as before. The same effect occurs here,
however we can see from the figure that the precision is in order of millimeters. If
we would zoom out to the previous scale (one meter), the receiver would appear to
be at exactly the same spot at all the time.
Besides showing the position of the receiver in real time, RTKPlot utility can also
view several graphs that provide information about the positioning solution. Figure
4.8 shows the start of the Kinematic positioning process. The graph has three parts,
Number of valid satellites that are common for the rover and base station, Age of
differential which informs how old are the correction data inbound to the receiver,
and the last part shows the Integer Ambiguity resolution ratio. From the colors of
the curves, we can determine what sort of positioning solution is being plotted. At
the start of the graph the solution is single 9 indicated by a red color.
When enough time has elapsed, the solution changes from single to RTK float
9Normal GNSS
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Fig. 4.7: Kinematic mode testing, static reveicer
Fig. 4.8: Start of the Kinematic positioning process
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indicated by a yellow color. When the Integer ambiguity validation threshold 10 is
exceeded, the solution switches to RTK fix. From the graph it can be also seen that
each change in the number of valid satellites the AR process is either restarted or
its value is changed. This is one of the major drawbacks of RTK, because even if we
have a value of one thousand in the AR process, which indicates a very high level
of confidence that we have the correct position, the whole process can be restarted
again by a change in the number of tracked satellites.
RTKPlot also produces the so called position plot which is shown at figure 4.9
corresponding to the graph at figure 4.8. This plot shows the E/N/U 11 components
of the receiver’s position, which means that it shows accuracy in the Cartesian
domain.
Fig. 4.9: Positioning accuracy comparison
The first graph shows precision for the X axis, the second graph for the Y axis
and the third graph for Z axis. The highest precision is again achieved by RTK fix
solution but surprisingly the RTK float provides lesser accuracy than single solution.
The reason for this is that even if we have float solution after the initialization
process, the solution slowly drifts from the real coordinates and it is not as precise.
It is best to wait for RTK fix or for the AR process to have reasonably high value
then we can be sure we have the right position. But even then the RTK float slowly
10The value is 2.5
11From ENU coordinate sytem: East, North, Up
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drifts. This is probably the main issue with the float solution. The drifting is most
likely caused by the extended Kalman filter that RTKLIB uses. You can also notice
that the accuracy in the Z domain is still very low. This is because in order to have
good accuracy in this domain, the solution needs longer time to converge (tens of
minutes).
As stated before, one of the key elements for RTK performance is to select the
right integer ambiguity resolution mode. After several tests it was discovered that
fix and hold provides the best results, keeping RTK fix most of the time. Another
optional mode is continuous, which is usually the default value. You can see how
it performs in figure 4.10 and from the corresponding graph in figure 4.11. In can
be seen that the solution often jumps from fix to float, because the ambiguities are
resolved continuously. You can also clearly see, how RTK float solution is offset and
deviates from the real track. The solution also briefly switches to normal GNSS. We
can also see from the graphs that each change in the tracked satellites has an effect
on the AR process.
Fig. 4.10: RTK in continuous mode (green is RTK fix, yellow is RTK float and red
is GNSS)
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Fig. 4.11: Continuous mode graph
The purpose of the previous measurements was to evaluate RTKLIB’s Kinematic
mode precision. The next step in the evaluation was to properly compare all the
different positioning modes that RKLIB offers. A test set up similar as before was
created. The location and track remained the same but this time eight different
points were designated along the track together with the center of the square track.
Then the distance from the center to each point was accurately measured. The track
was followed again with different GNSS technologies with stopping in each of the
designated points. From the measured data, accurate distances were calculated in
each point for each technology. The data were converted to Cartesian domain and
then subtracted from the real distance. The result is shown at figure 4.12. The real
track is marked with faint gray color and the designated points are marked with
grey circles. The track’s size was 6 x 20 meters and the base station was located
approximately fifteen meters from the track.
The corresponding box plot is shown at figure 4.13. The chart has been plotted
by using Matlab’s boxplot function. It shows the absolute positioning error for
each used positioning technique. The graph consits of a whisker and a box. The
boundaries of the box represent the 25th and 75th percentiles and the ends of the
whiskers represent the minimum and maximum value in the sample. Median can
also be observed by the dotted circle in the box. The box colors were also chosen to
correspond with RTKLIB’s solution designation.
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Fig. 4.12: GNSS technologies comparison, moving rover (green is RTK fix, yellow is
RTK float, blue is DGNSS and red is GNSS)
Fig. 4.13: Box plot comparing GNSS positioning solutions, moving rover
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The absolute error was calculated as stated before. From the plot, we can observe
maximum and minimum positioning error for each solution. We can see that the
least precision is offered by standard GNSS, as expected. From the boxplot’s median,
we can state that the probability distribution is approximately normal (Gaussian).
We can also see that the maximum positioning error reaches almost two meters.
With DGNSS, the results are slightly improved but we cannot talk about sub -
meter accuracy, because the maximum error of DGNSS solution is approximately
1.3 meters. RTK float solution on the other hand offers sub -meter accuracy, however
its maximum error is approximately 0.55 meters. This is mainly caused by drifting
of RTK float which then causes offset and positioning error. The highest precision
is achieved by RTK fix solution. We can see that the lowest error almost reaches
zero and the highest approximately ten centimeters. Also the median of the sample
values is very close to zero. To further evaluate each solution, Root mean square






where 𝑦𝑖 is the measured value for i - th observation, 𝑦𝑖 is the real value for i - th
observation and 𝑛 is number of all values in the sample. The calculated results are
shown at table 4.1. We can see that the table values correspond to the box plot.
Positioning solution RTK fix RTK float DGNSS GNSS
RMS Error [m] 0.0414 0.3717 0.6451 0.8908
Tab. 4.1: RMS Error table for GNSS positioning solutions, moving rover
Since RTKLIB also supports PPP in static and kinematic mode, it was plausible
to compare RTK and PPP directly. The track and designated points remained the
same. The result can be seen at figure 4.14. The corresponding box plot showing
absolute positioning error is shown at figure 4.15. From the test result and the
box plot we can see that accuracy provided by PPP solution during the test was
critically low, even worse than normal GNSS in the previous test. This is mainly
because the whole track is offset by an error from the real track. We can also
see from the plot that the maximum positioning error for PPP even exceeds two
meters. On the other hand, accuracy provided by both RTK solutions was very
high. There is still a slight offset in the float solution, however it is not as critical as
before. We can see that the maximum error for float solution reaches approximately
thirty centimeters. The median of RTK float positioning errors also indicates, that
the probability distribution is approximately normal. Again, the best solution is
provided by RTK fix, the maximum positioning error reaches ten centimeters and
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Fig. 4.14: PPP vs. RTK, moving rover (green is RTK fix, yellow is RTK float, light
blue is PPP)
Fig. 4.15: Box plot comparing RTK and PPP, moving rover
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minimum zero centimeters. Also we can see a red cross around the the top border
of the whisker. This indicates that there is an outlier in the sample values. Root
mean square positioning errors for each solution can be seen at table 4.2. The RMS
error for PPP even exceeds one meter. Again, the cause for this is the offset. We
can see from the PPP trajectory that it follows the real track accurately but the
offset devaluates the whole solution and we cannot therefore speak about a
Positioning solution RTK fix RTK float PPP
RMS Error [m] 0.0484 0.111 1.2154
Tab. 4.2: RMS Error table for PPP and RTK comparison, moving rover
sub -meter accuracy. Another problem with PPP solution is that it needs a very
long time to converge 12. We can see what will happen if PPP does not have enough
time to converge at figure 4.16. It is obvious from the PPP trajectory that the
solution is practically useless without convergence. After this test, it is clear that
PPP is not very suitable for a moving receiver because even after the convergence
time is over there is a possibility of an offset from the real trajectory.
Fig. 4.16: PPP without convergence (green is RTK fix and blue is PPP)
12More than ten minutes
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After evaluating each positioning solution for a moving receiver it was also im-
portant to conduct tests for a static receiver. The test flow remained the same as
before, only the receiver was left static for two minutes for each of the positioning
solutions. Again absolute positioning errors were calculated from the results. The
position of reference for absolute error was an arithmetic mean of RTK fix values.
The reference position was again moved to the Cartesian domain where each individ-
ual distance (positioning error) from the reference point was calculated. The results
can be seen at figure 4.17 and the corresponding box plot is at figure 4.18. The test
results are a bit surprising. Firstly, DGNSS offers worse performance than GNSS in
this case with maximum error reaching almost three meters. There is also an appar-
ent outlier in the plot that can be clearly seen in the Cartesian domain. Both GNSS
and DGNSS have approximately normal probability distribution together with RTK
float. There are also some outliers in the GNSS solution plot. This means that some
values in the sample are very distant from the other observations. We can also see
that the RTK float solution does not look very promising. This is again caused
by the initial offset during RTK initialization, when the AR process has very low
values. The solution slowly converges to the right position but the results are still
offset by approximately fifty centimeters, as can be seen from the plot.
In this case, RTK fix provides the superior solution. The accuracy is so high that
the box plot itself is barely visible when compared to the other solutions. The whole
plot can be seen at figure 4.19 in order to properly show the RTK fix’s precision.
The resulting absolute error is in the order of millimeters and maximum value is
not higher than four millimeters. The probability distribution is approximately
normal, as can be observed from the median. It can be also seen from figure 4.17
that RTK fix solution appears to be completely stationary in this scale compared
to other solutions. Of course if we would zoom the picture clone enough we would
see position hopping as in figure 4.6.
The corresponding RMS location errors are at table 4.3. It shows that despite
having higher location errors during this test, the overall RMS error is lower for
DGNSS than GNSS. This is mainly caused by the fact that during the initialization
process, DGNSS had very large location errors that kept gradually decreasing and
by the end of the test they were not higher than one meter. The RMS error for
RTK fix does not exceed one millimeter.
Positioning solution RTK fix RTK float DGNSS GNSS
RMS Error [cm] 0.0902 25.1711 46.0553 52.7426
Tab. 4.3: RMS Error table for GNSS positioning solutions, static rover
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Fig. 4.17: GNSS technologies comparison, static rover (green is RTK fix, yellow is
RTK float, blue is DGNSS and red is GNSS)
Fig. 4.18: Box plot comparing GNSS positioning solutions, static rover
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Fig. 4.19: Box plot with RTK fix solution, static rover
Next test was conducted for a static receiver again but this time comparing
RTK and PPP in static mode. The test results can again be seen at figure 4.20
and plot 4.21. This time PPP provides lower location error than even RTK float
with float’s maximum positioning error reaching almost eighty centimeters. This is
again caused mainly by drifting of the float solution, which shows greater location
errors during initialization but eventually converges. Both PPP and RTK float
have approximately normal probability distribution. Most precise solution is again
offered by RTK fix, detailed plot of the solution is at figure 4.22. The plot for RTK
fix solution is almost identical to the previous test. Again the greatest location error
is not greater than four millimeters This shows, that the solution is consistent.
Root mean square location errors are shown at table 4.4 again for each solution.
It also proves PPP’s superiority over float for static receiver. It must be noted that
PPP solution was used after proper convergence period has elapsed which was ten
minutes. Otherwise the whole solution would appear to be drifting. This drift can
be observed at figure 4.23. We can see that the drifting exceeds one meter.
Positioning solution RTK fix RTK float PPP
RMS Error [cm] 0.0925 21.1556 12.8516
Tab. 4.4: RMS Error table for PPP and RTK comparison, static rover
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Fig. 4.20: PPP vs. RTK, static rover (green is RTK fix, yellow is RTK float, light
blue is PPP)
Fig. 4.21: Boxplot comparing RTK and PPP, static rover
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Fig. 4.22: Box plot with RTK fix solution, static rover , second test
Fig. 4.23: PPP static drift (green is RTK fix and light blue is PPP)
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From the previous tests, it is clear that RTK fix provides the most precise solution
for localization purposes. The solution proved accurate for both static and moving
rover, while in static mode offering precision beyond expectations. RTK was also
tested in comparison to another very precise solution, PPP. Both for a static receiver
and a moving one. The tests again proved superiortity of the RTK fix solution over
PPP especially for moving receiver, where PPP shows inherent drift which highly
devaluates the test results. However it was shown that after proper convergence
time, PPP provides very precise positioning solution for a static receiver. This can
be nicely used in conjunction with RTK, since for RTK to work, we need to have
accurately measured location of the base station. For this purpose, PPP in static
mode can provide very accurate results.
It was also shown that the RTK float solution provides results with decimeter
accuracy. Only problem with RTK float solution is that it exhibits inherent drift
mainly during initialization. This drift can also cause offset which then devaluates
the location data. Unfortunately we can never fully avoid float solution and use
only fix, since with each restart of the RTK algorithm fix solution is achieved only
after proper integer ambiguity resolution.
The previous tests were performed in an open space with a completely unob-
structed sky view. As demonstrated, the RTK performs very well here. Unfortu-
nately when the Rover was taken near a building or in between two buildings, the
solution was lost completely. The Rover did not even have a normal GNSS fix. The
RTK solution caught on again after moving away from the building but there is no
solution at all near the vicinity of a building. Also if the receiver’s antenna is shad-
owed for just a few seconds, the solution is lost again. After removing the obstacle
the RTK float solution catches on almost immediately (in the matter of seconds).
This puts a very strict limitation on RTK, since in order for it to work, it must be
placed in open spaces only.
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5 HARDWARE DESIGN
This chapter focuses on design of hardware, interfacing the Reach module with
communication boards.
5.1 The concept
Ultimately, Reach became the heart of the whole device. The main reason is that
it hosts the powerful Intel Edison microprocessor. The board’s connectors pinout is
shown at figure 5.1. We can see that the board can be interfaced via USB, UART
or I2C. All three connectors can also serve as power supply for the main board and
the board connected to it. A small complication are the DF13 connectors, which
have 1.25 mm pitch and are a bit hard to interface.
Fig. 5.1: Reach connectors pinout [19]
Since the Intel Edison board directly hosts a Wi - Fi module from Broadcom,
it can be used in multiple ways. Wi - Fi can be used to directly connect to the
Linux system via SSH and use it as a Linux microcomputer. However, it can also
be used as a communication path for corrections for the RTK algorithm if both
Reach modules share the same network. The only problem with this solution is that
it has a very limited range. The board does have an onboard integrated antenna,
however its reach is not greater than a few tens of meters in an open space. This
is very limiting for RTK since it can work up to ten kilometers. The range can still
be increased because the board also has a U.FL connector where we can plug an
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external antenna to greatly increase the signal range. But even then we will not get
the full range possible.
In order to fully use the capabilities of RTK, it is suitable to interface the board
with an external radio module. For this application, Telit LE70 - 868 was chosen,
since it offers range up to ten kilometers, which is ideal for RTK. The correction
path can also be streamed in other ways. It was described before that GSM/GPRS
is not suitable for precise positioning. However it can be used for data streaming.
The data rates are not high 1 also depending on the class of the device but they are
sufficient for RTK, since it does not require high data rates. Even data rate of 10
kbit/s should provide enough speed. The main drawback of using GSM/GPRS is
the need to have a SIM card. This also implies the need to have an account by the
mobile network operator just to send small amounts of data every month.
This can be complemented by using a network designed for M2M communication.
During the writing of this thesis a network called Sigfox is being constructed in
Czech republic focused on M2M communication. Sigfox utilizes a technology called
Ultra -Narrow Band (UNB) to transfer small amounts of data between two devices.
The network uses the ISM bands, 868MHz in Europe and 902MHz in the United
States. Another big advantage of this network is its reach. In rural areas, the LOS
messages could reach up to the distance of 40 kilometres [26]. This technology would
be perfect for the correction path but it was discovered that there is a limit on the
number of messages per month and the messages can be only sent after specified
amount of time, making it useless for real time applications at this time.
To integrate the whole system into Sewio’s positioning solution it was also re-
quired to relay the data into Sewio’s Sensmap server. The Sensmap framework is
at figure 5.2. The framework serves as a tool for visualization of the RTLS Tags
and anchors on a 2D map in Cartesian coordinates. It was necessary to stream
the data into Sensmap server and then show the position of the RTK rover in real
time. In order to do this, the onboard Wi - Fi module can be used but Sensmap and
Edison must share the same network. Another way to stream data when the base
station is placed far away from Sensmap, for example when it is located outdoor
but the Sensmap server is located indoor, thus they cannot share the same network,
Sensmap can have an assigned public IP address, where base station can stream
the positioning data. Here, the GSM/GPRS technology can be directly integrated.
The data can be streamed over GPRS network to this public IP address. Since
GSM/GPRS are legacy technologies, they are available almost globally which is an-
other big advantage of this solution. Only drawback remaining is the aforementioned
need of having a SIM card. The complete set up of all devices is at figures 5.3 and
1Maximum is approximately 85 kbit/s
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5.4. Figure 5.3 shows a set up, where the path for corrections and the backwards
solution path is streamed over a radio link. On the other hand, figure 5.4 shows a
set up with correction and solution path streamed over Wi - Fi.
Fig. 5.2: The Sensmap software [25]
Basically the user of the system can choose which technology more suits his
needs. Both figures also show the placement of the GSM/GPRS module in the
whole design, optionally streaming the data into Sensmap. From the connectors
pinout shown at figure 5.1 we can see that the best placement of the radio module is








































Fig. 5.3: The whole device set up with correction path over radio link
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into the USB port. In this set up the base station can be supplied with power via the
down DF13 connector. If the GSM module is not used the power can be supplied via
USB. The rover part can be also interfaced with a radio module or it can use Wi - Fi.
In either way, power can be supplied via the USB port and the RTLS Tag can be
plugged into the down DF13 connector in order to provide indoor positioning.
From both set ups it is clear that the base station should be more complex than
the rover. This is suitable, since the base station is fixed while the rover is moving.
The rover basically only calculates its position and then relays its position back to
base station which then formats the data and sends the data to Sensmap over an IP
network for visualization. In the indoor part, GNSS signal is not received and only




































Fig. 5.4: The whole device set up with correction path over Wi - Fi
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5.2 Radio board design
To fully exploit RTK’s abilities and mainly range, a suitable radio module for the
correction and data path had to be chosen. For this purpose the Telit LE70 - 868
was chosen. This module operates in the 868MHz band. One of the advantages of
operating in this band is that in band h3 2 from 869.4MHz to 869.65MHz, short
range devices can use effective radiated power of up to 500mW with channel spacing
of 25 kHz (or the whole band) and a duty cycle lesser or equal to 10% [33]. This
gives the module a communication range of up to ten kilometers at this frequency
with the maximum output power [27]. This is ideal for RTK, since it also has an
effective range of ten kilometers.
The modules were first tested with prototype boards which can be seen at figure
4.5. All tests in section 4.3 were performed with these prototype boards. After
successful validation, a board for the radio module was designed. The board’s
overall size was minimized in order to be similar in size as the Reach module. The
board was interfaced with a button for reset, a red LED indicating that the device is
supplied with power and two LEDs indicating received and transmitted packets. The
module is supplied by Texas Instruments’ LM1085 low dropout voltage regulator.
The regulator is capable of delivering up to 3A output current. The LE70 - 868 has
a peak current consumption of 400mA, so the regulator provides more than enough
power. Also, the power supply pins on Reach’s DF13 connectors provide 5V output
voltage while the logic levels of the UART pins stay at 3.3V (5V tolerant), se there
was also need to translate the 5V power supply voltage to 3.3V. This is also done
by the LM1085. The logic level of the radio’s UART pins is derived from its power
supply. While being supplied with 3.3V the UART pins have the corresponding
logic which is compatible with Reach’s logic voltage levels.
The radio board has also been interfaced with an external antenna by using an
edge SMA connector on the edge of the board. The size of the RF path leading to
the SMA connector had to be designed properly to avoid impedance mismatching.
Since the board’s RF output pin has an impedance of 50Ωand so does the SMA
connector’s RF path, the board’s RF path has to have the same impedance, other-
wise a portion of the electromagnetic energy would be lost due to reflections caused
by impedance mismatching. To design the path properly, AppCAD software from
Avago was used. The calculated RF path size with the selected PCB dimensions by
using AppCAD is shown at figure 5.5. We can see that the path was chosen as a
coplanar waveguide because of the board’s thickness. The microstrip solution can-
not be used, because the resulting path would be too wide for a two layered PCB.
The resulting impedance is derived only from the path’s width and not from its
2 Designated by the Czech telecommunication office
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length. The length of the trace only affects the electrical length and should be kept
as short as possible on a PCB. We can see from figure 5.5 that the resulting trace
width is one millimeter in order to achieve approximately 50Ω trace impedance.
The resulting impedance is not precisely 50Ω but this is does not matter because
the real PCB dimensions will also not be as precise as in the figure.
The ground plane around the trace must be also as large as possible with as
many ground vias connecting the top and bottom ground planes as possible. Also
each ground pin of the module should have a ground via in front of it in order for the
module to be properly grounded. There is also a place for a second SMA connector
on the board. This is for a second antenna to be mounted on the board which could
then be connected co the UF.L connector on Intel Edison in order to extend the
Wi - Fi range. The user can then choose if he wishes to use the radio module itself
for the correction and solution path or rather Wi - Fi.
Fig. 5.5: Impedance of the RF path calculated in AppCAD
5.3 GSM/GPRS board design
After the design of the board hosting the Telit radio module, it was decided to design
a PCB for a GSM/GPRS module for the aforementioned reasons. The GSM module
chosen for this purpose was the Sara -G350 from u - blox, since it was chosen before
for the original goal of this thesis. Also it keeps the design consistent because the
Reach board also hosts GNSS module from u - blox and thus the final device will
not have each module from a different manufacturer. The module is shown at figure
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5.6. It has a 65 - pin LGA package, having two UART interfaces, one I2C interface,
four GPIO pins and analog and digital audio outputs. The maximum data rate in
downlink is 85.6 kbit/s and in uplink 42.8 kbit/s in packet mode. It also supports
circuit switched mode over CSD [22]. These data rates are standard for a GPRS
multi - slot class 10, which allows up to four time slots in downlink and two timeslots
for uplink with five timeslots in total. These data rates are more than enough for
the very low speed requirements by RTK.
Fig. 5.6: Sara -G350 2G module
A very critical part for any hardware design including a GSM/GPRS module is
the power supply. Because of the nature of the 2G/2.5G network there are very big
peaks in the power supply reaching up to two Amperes [22]. This is because of the
TDMA technique used by the network. Also the peak current can vary depending
on the current transmit power also assigned by the network. This TDMA technique
also causes the well - known audible TDMA noise typical for 2G/2.5G network. In
order to fully cover the need for reliable power supply capable of delivering the
required current with fast enough transients a suitable power circuit must be used.
For this purpose the LT1764AEQ was used. It is a very low dropout regulator
with dropout voltage as low as 340mV at 3A current consumption. It supports
a wide range of output voltages (from 1.21 to 20V) with either fixed voltage or
a voltage selected by a voltage divider connected to its SENSE input. The fixed
voltages include the typical values (e.g. 1.8 or 3.3V) but these cannot be used for
the module, since it requires a voltage level of at least 3.35V during initialization,
otherwise the module cannot be properly initialized. For this reason, the voltage
divider resistors were calculated to provide a fixed voltage of 3.8V which lies in the
middle of the operating voltage range.
The module also has two UART interfaces. One serves as the main UART inter-
face for AT commands and data transmission and the other UART serves primarily
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for firmware reflashing and other utilities. The I2C interface is reserved and its pur-
pose is only to relay commands to a GNSS module connected to the G350 module
directly. However since the GSM board is intended to be connected into Reach’s
USB interface and there is none on Sara -G modules, the UART interface had to
be connected somehow to the USB port. It could be connected into the I2C port
on Reach, however interfacing between UART and I2C would be very clumsy, if not
impossible. There is also a problem with the logic voltage levels. The Sara -G350
module is supplied with 3.8 Volts but the GPIO pins and communication interfaces
all have a fixed voltage of 1.8 Volts. This implies that there is a need of not only con-
necting two different communication interfaces but also a logic voltage translation
to 1.8V logic of Sara -G350.
Luckily this can be easily done by the FT232R integrated circuit from FTDI.
With only a few external components, it can interface between USB and UART and
also provides voltage level translation. The USB then serves as a power supply and
also relays data to the GSM/GPRS board. The power is supplied to the LT1764
regulator which then supplies the GSM/GPRS module. The FT232R is supplied
straight from USB power supply line. The external UART logic levels of the FT232R
are dependant on the voltage level present on its VCCIO pin. THE GPIO and
communication pins of the G350 are supplied by an internal step - down converter
that is directly supplied from VCC pins. The output of this converter is the 1.8
Volts and the output is on the V_INT pin of the module. This output pin has been
connected to the VCCIO pin of FT232R to provide the 1.8V output levels on the
UART interface. Not all UART pins were interfaced, only the RXD and TXD pins
for data transmission and RTS and CTS for hardware flow control.
The FT232R IC can also be connected to a host PC’s USB interface. All the
PC user has to do is to install the required drivers. The FT232R will then appear
as a serial port in the list of devices. As stated before the Reach’s Intel Edison’s
operating system is a custom Linux Yocto build. This build also directly contains an
FTDI driver so there is no need to install any additional firmware. The GSM/GPRS
board can be easily plugged in to Reach’s micro USB port by a provided OTG cable.
Besides the aforementioned power circuit and logic, the board was also interfaced
with a red LED indicating the power supply and a green LED indicating that the
device has successfully connected to the GSM/GPRS network. It was also interfaced
with two buttons and a SIM card holder for the classic sized SIM card. As for the
RF part, it was designed similarly as with the radio board. Again the trace width is
one millimeter and is kept as short as possible. External antenna can be connected
to the board with an edge SMA connector.
After constructing the board, it was time to verify its functionality. The board
has been connected to PC with its USB connector. U - blox provides a free software
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called M - center for connection to its modules, verifying their functionality and
relaying AT commands. The module initialization in M - center can be seen at
figure 5.7 and sending of AT commands is at figure 5.8. It is shown that the module
responds with the message ’OK’ to each AT command sent.
Fig. 5.7: U - blox M - center
Fig. 5.8: Sending AT commands
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The Reach module interfaced with created boards is shown at figure 5.9. To the
left is the base station with both GSM/GPRS board and the radio board and to the
right is the Rover interfaced with radio board.
Fig. 5.9: Reach interfaced with the created boards
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6 SOFTWARE DESIGN
This chapter describes the software design process and the whole functionality of
the resulting software.
6.1 Software development platform
As mentioned before, it is possible to connect to Intel Edison via SSH, for example
with PuTTY. Then it can be treated as a standard Linux computer. The first step
in the software design was to choose the right programming language and software
development platform. The RTKLIB is written in C and the GUI applications in
C++. On the other hand the original software on Reach was written in Python and
it did not have any effect on RTKLIB’s performance. In the end it was decided to use
Python for software development. The main advantage of Python is that it provides
a very fast software development. The same code that is written in Python would
take much longer to be completed when written for example in C. However Python
is relatively slow when compared to other languages, especially the aforementioned
C. This however is not the issue here, since Intel Edison provides more than enough
computing power. Also another advantage of this choice is that since the original
software was written in Python, some original libraries can be used for example to
control the GPIO pins or the RTKLIB itself.
6.2 Beginning the development with Python
In order to interpret the source code, Python interpreter was already downloaded
and built. To run a python script, all the user has to do is to type ’python’ in
console and write the script’s name. First python scripts were written in order to
test the Telit radio boards that were designed. The scripts are in the attachment
to the main text. The scripts include functions for opening the serial port with
Python’s Serial utility and also functions that send the necessary AT commands to
the radio module to set it up to the selected parameters. The AT commands select
the Baudrate, type of transmission 1 etc. They also include functions for resetting
the radio modules to their original state. Since the LE70 has an integrated flash
memory, the AT commands need to be sent only once. The scripts send data from
one module to the other which then retransmits the data to the original one. Each
message is also numbered to keep track of them. With these scripts, the created
boards were tested and their functionality was verified.
1Telit LE70 supports three transmission modes
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Similar script was also written in order to set up the GSM/GPRS module. The
AT commands for the module need to be sent again after each power cycle. The
script contains setting up the module for packet - oriented data transmission. This
set up is stored in internal flash memory for further use. It also contains function for
properly detaching the module from the GSM/GPRS network. If the module was
powered off without proper detach, the network would keep unnecessarily some of
its radio services 2 reserved for the module, when they could already be assigned to
another user. Several other scripts were also written to for example relay positioning
data from base station to RTKPlot.
6.3 Communication with Sensmap
An important part of the software is communication with Sensmap server. The com-
munication is based on RTLS API and it can be done in two ways, via Websokcets
or REST. Websockets work on publish - subscribe basis, where the client subscribes
for example to a Tag he wishes to track and the stream of data is updated each
time there is a location update. REST API is based on HTTP commands. If we
wish to read data from a specific Tag, we send a HTTP GET command with speci-
fied parameters to Sensmap server which replies with the Tag’s parameters such as
position.
Ultimately the REST interface was chosen because of its simplicity. The com-
munication will be only one way because we only wish to update the position of
the Rover. This can be done by HTTP PUT command via REST interface with
specified parameters. Some of the parameters and terminology are shown at figure
6.1. We can see that each device has its own Feed specified by a Feed ID. The Feed
has several Datastreams which contain for example positioning data in the Cartesian
domain. Each Datastream is then split into Datapoints, which indicate what value
the selected Datastream had at a specified time.
Before sending the raw data, they have to be formatted so Sensmap can properly
decode them. The format that is being used for this purpose is JSON. An example
of updating a selected Feed in JSON format is at figure 6.2. From the figure it
is clear that we are updating Datastreams called "posX" and "posY", which then
update the Tag’s position in Sensmap. The HTTP request must be sent to a URL
in the following format:
http://192.168.225.134/sensmapserver/api/feeds/FEED_ID
The IP address is Sensmap’s local address and the Feed ID in the request specifies
the Feed that we wish to update. The request must also contain a header with spe-
2Frequency and timeslot
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Fig. 6.1: RTLS terminology [25]
cified API key which gives the user permission to update feeds. The best choice to use
HTTP requests in Python is the Requests HTTP library. It is not part of the original
Python installation but it can be easily downloaded and installed in Linux with
Python’s pip utility. By a few lines of code, we can specify the URL, add headers
and select the HTTP request to be used. It also enables to use so - called Session
objects which as the name implies create a HTTP session with persisting parameters
and cookies across requests. This also speeds up the process considerably, because
without Sessions there will be an each new TCP connection for each new request.
And since TCP connection and disconnection includes three -way and four -way
handshakes, the whole process would be slowed down and unnecessarily demanding.
Fig. 6.2: Example of updating a Feed with JSON
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With Sessions, the uderlying TCP connection is reused for each request, so there is
no need to establish a new one with every new request. This is very suitable because
if we would have high refresh rate on the Tag or Rover, the rate could be lowered
by the slow connection.
6.4 Formatting the GNSS data
Next step in the software development process was to format the GNSS data in order
for them to be able to be visualized in Sensmap. As mentioned before, Sensmap
shows the position of a Tag in 2D Cartesian plane. However the positioning data
calculated by RTKLIB and streamed into Base station are in geodetic format. The
data have to be somehow turned into 2D positioning data. RTKLIB does provide
an output format called XYZ, however this format is for 3D localization with the
beginning of coordinates in the center of the Earth 3.
The transformation of 3D domain into 2D domain is called a projection and
it is not an easy step. Because we are trying to convert a 3D object into a 2D
domain, this necessarily brings inaccuracies either in position or in angle. There
are projections which preserve distances or angles or try to find a compromise [1].
However for small spaces the distortion is not so high and since Sensmap only shows
areas which are hundreds of square meters large at maximum, there is no need for
concern. It is also important to specify the type of geodetic datum that is being
projected. For example GPS uses the American WGS - 84 datum which is a model
of the geoid, which is the real shape of planet Earth.
In the end, the Transverse Mercator projection together with Universal Trans-
verse Mercator system was utilized mainly because it is widely used and delivers
high accuracy. The UTM system divides the Earth into sixty zones. The center
of the coordinates is different in each zone and is given by the intersection of the
central meridian of that zone and the equator. The position is given by parameters
called easting and northing and the zone’s number. The easting parameter sets
the X coordinate and the northing parameter sets the Y coordinate. The easting
parameter is also moved five hundred kilometers east to not having to deal with
negative numbers.
The conversion of the coordinates is done directly in Sensmap in order not to
unnecessarily burden the Intel Edison with further calculations. Since Sensmap is
written in PHP, the conversion is also written in the same programming language. A
public library is used for the conversion providing very high accurary. When tested,
the library proved to be accurate up to eight decimal points in decimal degrees,
3ECEF format
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which corresponds to millimeter precision. The conversion was written as a function
that takes four arguments as input. Two are the Base station’s coordinates and two
are the Rover’s coordinates. The logic of the transformation is as follows:
The Base station’s coordinates are transformed into UTM and are used as a
coordinates origin. The rover’s coordinates are also transformed into UTM and
are subtracted from the Base’s coordinates. This way, we gain the real Cartesian
coordinates with the coordinates origin specified by the Base station’s position. This
coordinate origin is also directly designated in Sensmap. The functionality of the
algorithm is shown in the final chapter.
The whole transformation has been integrated in Sensmap. Besides just stream-
ing positioning data from RTKLIB, GPS time and residual errors the JSON string
also contains a parameter which basically tells Sensmap whether or not it should
transform the coordinates. If the parameter has a default value, for example when
streamed from a RTLS Tag, the transformation does not occur. However when
streamed from RTK’s base station the parameter’s value is called "Cartesian" which
implies that the positioning data should be transformed.
6.5 Finishing the main program
After the communication between all devices has been finished together with the
coordinates transformation, it was time to finish the main program. The whole
Python code has been transformed into object - oriented. Also for easier set up a
simple web interface was created for both Rover and Base station. The interface can
be seen at figure 6.3a and 6.3b respectively. The interfaces were created in HTML
together with AJAX handling some of the inputs. The interfaces were also developed
by using Flask, which is a Python - based web microframework. Flask handles user
input and data transmission between the web and Python. The purpose of the web
interface is to select a few of the RTKLIB’s parameters, while keeping the most
crucial parameters from the configuration file unchanged.
For Base station, the user should input the sation’s coordinates, since these are
necessary for RTK to work and also for the Sensmap visualization. Next parameter
is the refresh rate. Here the user chooses what satellite positioning system or systems
he wishes to use and at which refresh rate. The output link selects the corrections
output path. Here the user can choose between "Serial" to use the external radio
module or "TCP" to use the onboard Wi - Fi, optionally with an external antenna
attached to increase the effective range. The same can be chosen for the Input path,
which handles the solution path. The last parameter is called "Type of View". Here
the user can select how he wishes to visualize data in Sensmap. The "Indoor" type
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(a) Web interface for Base station
(b) Web interface for Rover (or Tag)
Fig. 6.3: The created web interface
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of view is chosen when we want to transform the data into 2D Cartesian domain and
visualize the position the same way as with a normal RTLS Tag. The "Outdoor"
type of view does not perform the transformation and instead shows the original
coordinates straight on Google Maps. This is possible because Sensmap can be
switched to "Outdoor View", which switches the view to Google Maps if provided
with an Internet connection.
The Tag’s (Rover’s) configuration is simpler than the Base station’s. Again we
can select the refresh rate, output and input paths, this time the output path is
for the positioning solution and input path serves as a source of corrections. Last
parameter for Rover is the positioning mode. Here we can select if we want to use
RTK or PPP in static mode. As was shown in chapter 4.3 PPP is very accurate for
a static receiver, so it can be very nicely used here to measure the real coordinates
of the Base station. In RTK mode, it operates as an RTK rover.
Also two buttons for Wi - Fi set up were added. The reason for this is that the
original Wi - Fi handling was quite unfinished. When Reach does not detect any
known Wi - Fi in its vicinity during boot in the first fifteen seconds, it starts the
Wi - Fi in AP mode. We can then connect to it by typing this address of to the
browser: http://local_name:5000, where local name is the name of the device
or it can be an IP address of the device. The Intel Edison set up in AP mode is
shown at figure 6.4. Here we can choose the device’s name and type the name and
password of the Wi - Fi network that we wish to connect to. However once connected
the user could not disconnect from this network in the original program on Reach.
If the user wished to start the device in an AP mode, he had to walk away from
the vicinity of the known network, since there was no other way to disconnect. This
method is of course very unfit for normal applications.
This imperfection lead to the design of the two web buttons. If the user clicks
on the first button, the click is handled by AJAX which then starts a script written
in shell that restarts the search for Wi - Fi network. The search goes on for ten
seconds and if no known network is found, the device switches to AP mode. The
other button starts the AP mode directly. At also loads a short script written in shell
for starting in AP mode. This way, the user can comfortably control the network set
up as he wishes. The user can always check the assigned IP address of Intel Edison
by typing the aforementioned URL to the browser. The Intel Edison’s Wi - Fi set
up always resides on port 5000.
The initialization of the web server has been included in a process that is started
after the Edison’s booting. For this the Linux’s "systemd" utility has been used. A
process called "sewio-init" is started by systemd after the device is properly booted.
The corresponding flowchart is shown at figure 6.5. After the process is loaded,
it launches the Wi - Fi search process. If a known network has been found in ten
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Fig. 6.4: Intel Edison in AP Mode
seconds, Edison connects to this network. If no known network has been found, it
starts the AP mode. Either way the web server is started and the process ends. Of
course the Wi - Fi set up can be arbitrarily changed by the buttons in the web
interface.
The flowchart of the main program is shown at figure 6.6. After the boot process
has been finished together with Wi - Fi search and the web server has been launched,
it basically waits for user input. Once the user has selected all the necessary param-
eters, the selected mode is launched. The mode is launched only if all parameters
are set. This is important mainly for Base station, where the user has to define
the coordinates. If the coordinates are not written, then the following mode is not
launched.
If base mode is selected, the selected parameters are stored in Python dictionary
and the Main class is started as a Thread. In this class the parameters are stored in
a Python dictionary and then forwarded as an array to the WriteConfig class, which
formats the data into another dictionary needed to launch str2str in appropriate
format. Once formatted, the str2str is launched with selected parameters. Then the
HttpPut class is started with the selected input path. If the input path is over a
serial port, which means by the use of the radio module, the class creates a Thread
which reads the input from the serial port and if the data is in correct format, it
further formats them into JSON and then performs the HTTP PUT with Requests
and Session object in an infinite cycle. The data is also formatted depending on the
selected type of view in the web interface. If the input path is over TCP, the process
is the same, only before creating the Thread the class waits for a connection to the
TCP server on Rover. Then the Thread is created and the process is the same as
before.
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Fig. 6.5: Boot process flowchart
the main thread is started. The parameters are again passed as an array to the
WriteConfig class. This class then opens the selected RTKLIB configuration file and
finds the parameters to be changed. It then changes the file according to the selected
parameters. If TCP connection is selected a simple function is used to determine
the current IP address and this address is then stored in the configuration file. After
writing, the file is closed and there is a small delay in order to properly close the
file. Then the rtkrcv process is started with the selected and edited configuration
file.
After either mode being selected, the web server continues to run. Both modes
can again be re - launched. There is no problem with restarting the str2str, however
restarting the rtkrcv is problematic. After several software terminations and restarts
it was found out that the process most of the time does not relaunch properly even
if it was properly stopped before. it is best to launch rtkrcv only once each power
cycle. On the other hand, str2str can be relaunched as many times as we wish.
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Since the Edison board also contains an RGB LED, it was suitable to use this










































Fig. 6.6: Main program flowchart
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the color indication is as follows: magenta is lit up during the boot process. Once
the process is done and Wi - Fi search launches, the LED flashes in white color
with one second long intervals. It flashes until it has found a known network or
the search process finished, then the green LED briefly flashes indicating that the
Wi - Fi process has ended.
If the Base mode has been launched, it is indicated by the RGB LED with
green color flashing in one second intervals. If Rover mode has been launched, the
resulting color depends on the current positioning solution of the Rover. The colors
and their corresponding modes are shown at table 6.1. The flashes again occur with
a frequency of 1Hz. The flashing process is again written as a Thread. When the
RTK starts, the first color is Red. Then the Rover gets a GNSS fix, this is indicated
by the white color. If the correction path has been properly set, the solution switches
to RTK float. If the AR validation process has reached the selected threshold, the
solution switches to RTK fix indicated by a green color. If the positioning solution
is PPP, the LED flashes with a blue color.






Tab. 6.1: LED Colors indicating positioning solution being used
Since the integration of RTKLIB’s positioning data into Sensmap is complete,
all the user has to do is draw a layout of the area he wishes to visualize. The area
can contain the outdoor part as well and the Tag and Rover connected together
will appear as one device in Sensmap, moving between the indoor and outdoor part
seamlessly. The layout can be also drawn just for the indoor part where the RTLS
Tag will be localized and the outdoor part can be shown in Google Maps where the
RTK Rover will be localized, if Sensmap is provided with active internet connection.
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7 FINAL TESTING
After completing the development process, it was time to perform the final tests.
The Reach board together with the RTLS Tag and the designed radio board were
mounted together on an RC car. The test set up is shown at figure 7.1. The devices
connected together are shown at figure 7.2. It shows the Reach module interfaced
with the designed radio board and an RTLS Tag.
Fig. 7.1: The RC car used for testing
Fig. 7.2: The Rover and Tag connected together with radio board
The first test was conducted indoors in a gym with several other Tags. The
results of the test can be seen at figures 7.3 and 7.4 respectively. The first trajectory
was repeated twice and the second trajectory only once. Other Tags served as
a reference for the followed track. The Tags are designated with blue color and
Anchors
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Fig. 7.3: The first trajectory
Fig. 7.4: The second trajectory
Fig. 7.5: The synchronization rate graph
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with green color. The figure 7.5 shows the rate of synchronization between the
Anchors and has been captured on the Master Anchor. Each trace in the plot
shows synchronization with the selected anchor. The Y axis of the graph indicates
the synchronization time in nanoseconds and the X axis indicates the measurement
time in minutes. It is clear from the graph that the synchronization rate is always
lower than one nanosecond. The graph also shows the number of lost packets from
each Anchor. The average accuracy that was measured during the test was 38.54
centimeters.
The second test was performed outdoors on a parking lot, where the original
tests in chapter 4.3 took place. The test set up is shown at figure 7.6.
Fig. 7.6: The outdoor test set up
Fig. 7.7: The outdoor track shown in Sensmap
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The corresponding layout drawn in Sensmap is shown at figure 7.7. Figure
7.6 shows a set of cones to designate the test track. The cones are indicated
in Sensmap with green markers. The Rover is designated with blue marker and
with name "RTK1". The RTK Base lies in the coordinates origin and is called
"RTK_BASE". During the demonstration GPS and GLONASS were used with a
refresh rate of 5Hz. To properly show the functionality of the outdoor position-
ing, a video has been created for demonstration. The link to the video is here:
https://youtu.be/9CprD1MYXJQ.
We can see in the video that there is a considerable latency in the projected
trajectory. This is not an error in the hardware or firmware design. The problem
behind this latency lies in the use of a Raspberry Pi 2 for the RTLS Server and
Sensmap server. Normally the Raspberry Pi operates with high efficiency and han-
dles high data rates without problems, however here a firmware bug was discovered
which caused all the network traffic to be rapidly slowed down. That means that the
radio modules transferred the data seamlessly but whenever the HTTP PUT request
to Sensmap was performed by Reach, the latency in the network caused it to be de-
layed in the visualization. The bug can be easily removed by firmware reflashing
but unfortunately it was discovered too late and the demonstration must have been
performed with this bug. Nevertheless, the demonstration proves the functionality




This thesis focused on designing a device that would be capable of locating both
indoors and outdoors seamlessly in real time. The original goal was to combine
GMS/GPRS and GNSS technologies for positioning outdoors and integrate them
into a UWB RTLS system for indoor localization to achieve spatially unlimited
positioning capabilities. The first part of this thesis focused on studying the various
positioning technologies used in outdoor tracking while the indoor technology was
strictly selected. After comparing the different technologies, RTK GNSS by RTKLIB
was chosen for the outdoor positioning part mainly because of its accuracy, which is
demonstrated in the text. The RTK positioning solution was then properly tested
and integrated into the whole RTLS system.
The practical part of the thesis consists of software and hardware design. In
the hardware design, it focuses on the design of two printed circuit boards hosting
communication modules in order to interface the main board responsible for outdoor
positioning. Both boards have been tested and their functionality was verified. In
the software design, the work focused on completely reprogramming the original
firmware running on the outdoor positioning module, in order to maximize the
positioning capabilities and also to provide basic user interface. The whole firmware
was transformed into a Linux process, which starts automatically after the device
is supplied with power. The whole outdoor positioning system has been integrated
into Sewio’s Sensmap visualization tool, which has also been edited to visualize the
outdoor positions appropriately. It can be said that the integration of the outdoor
part into Sewio’s system is mainly in software.
In the last part, the text focuses on testing the indoor positioning system and
also the integrated outdoor localization. The indoor and outdoor tests together
with a video demonstration show that the programmed and created devices are
truly capable of locating both indoors and outdoors in real time. The only problem
remaining is that RTK requires a completely unobstructed sky view and the solution
is not functional when near buildings or when the antenna is shadowed with an
obstruction. However this can be complemented by the UWB technology which
could be used in areas, where the RTK is not fully functional.
Since the software integration is finished, the next improvement could be done
in hardware. All the hardware parts were fully functional and did not decrease
each other’s performance, so they could all be integrated on one circuit board and
thus create one large Tag. Also to further improve the positioning capabilities, the
inertial sensors (accelerometer and gyroscope) integrated in Intel Edison could be
utilized in the future.
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LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
AoA Angle of Arrival
AR Ambiguity Resolution
BPSK Binary Phase Shift Keying
C/A Coarse Aquisition
EGNOS European Geostationary Navigation Overlay Service
GLONASS Globalnaya navigatsionnaya sputnikovaya sistema
GNSS Global Navigation Satellite System
GPS Global Positioning System
GPRS General Packet Radio Service
GSM Global System for Mobile Communications
ICO Intermediate Circular orbit
IoT Internet of Things
IP Internet Protocol
LCS Location Services
LMU Location Measurement Unit
M2M Machine to machine
MAC Media Access Control sublayer
MCU Microcontroller unit
MEO Medium Earth Orbit
P(Y) Precise code
PHY Physical Layer of the ISO/OSI model
PPP Precise Point Positioning
PPS Precise positioning Service
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RTK Real Time Kinematic
RFID Radio Frequency Identification
RTCM Radio Technical Commission for Maritime Services
RTLS Real-Time Locating System
SBAS Satellite - Based Augmentation System
SPS Standard positioning Service
TCP Transmission Control Protocol
TDoA Time Difference of Arrival
ToA Time of Arrival
ToF Time of Flight
UART Universal Asynchronous Receiver/Transmitter
USB Universal Serial Bus
UWB Ultra Wideband
WAAS Wide Area Augmentaion System
WPAN Wireless Personal Area Network
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