Abstract-A method for identifying the structure of nonlinear polynomial dynamic models is presented. This approach uses an evolutionary algorithm, genetic programming, in a multiobjective fashion to generate global models which describe the dynamic behavior of the nonlinear system under investigation. The validation stage of system identification is simultaneously evaluated using the multiobjective tool, in order to direct the identification process to a set of global models of the system.
tions, the most common benchmarks problems are biobjective functions; 4) metrics for comparison of MOEA approaches; and 5) novel applications.
Based on these research trends on MOEA, we are addressing the applications point. Thus, previous work on MOGP is further developed here and applied to the identification of NARMAX model structures of a real system, a Rolls-Royce Spey gas turbine engine. The paper is organized as follows. Section II introduces Evolutionary Algorithms, focusing on GP. Section III presents a brief introduction of multiobjective optimization and the definition of Pareto-optimality. In Sections IV and V, the formulation of the identification problem as a multiobjective optimization problem is described. In Section VI, two identification examples are analyzed: a simulated system and an real system. Finally, conclusions are drawn in Section VII.
II. EVOLUTIONARY ALGORITHMS: GP
Evolutionary algorithms (EA), also known as evolutionary computation (EC), are computing paradigms which apply the theory of natural selection or survival of the fittest to a population of individuals (or candidate solutions) in order to produce fitter individuals (improved candidate solutions) in pursuit of a prespecified objective. Different classes of these algorithms [evolution strategies (ES), evolutionary programming (EP), and genetic algorithms (GA)] were simultaneously developed during the 1960s. The first work on developing ES was presented by Schwefel and Rechenberg in Germany (see [32] and [28] ), while around the same time, [13] and [19] began work in the field of EP and GA, respectively, in the US.
These three evolutionary approaches have been the starting point for the development of new forms of EAs, one of these being the concept of GP [22] , which is a subclass of GA. Because this work is based on GP, a general description of GAs and GPs follows.
A. GA
GA, the evolutionary algorithm proposed by Holland, and the most popular of the EC methods, consists of a reproductive plan for selecting successful genotypes (individuals) to be used to create the offspring of a new population, and a set of genetic operators, crossover and mutation. The basic GA works on a fixed-length bit string encoding, where the problem addressed is defined in an objective function that indicates the fitness of any potential solution. Here, individuals are considered at the phenotypic level, which is the value in the domain over which the objective function is defined. On the other hand, an individual's genotype is the representation of its phenotype at a lower level, which the computer stores and the GA manipulates. The general procedure for a GA is shown in Fig. 1 . The algorithm starts by creating a random initial population of individuals or candidate solutions, Initialize . Then, each individual , where , is mapped onto the decision-variable domain or phenotypic level, evaluated according to a specific function, and assigned a fitness measure Evaluate . The parent-selection process uses this fitness measure to determine the selection of potential individuals to be recombined Crossover and mutated Mutate . The crossover operator causes that pair of individuals (parents) to exchange genetic information by selecting a random position along the string. The mutation process creates a new individual (offspring) by altering the genetic information of the parent string according to some rules. Finally, the new individuals are evaluated in order to assign them a fitness measure creating a new population. This process continues until some termination criterion is satisfied.
B. GP
GP [2] , [22] is a subclass of GAs in which the potential solutions of the population are expressed as programs instead of individuals represented as bit strings. The fact that many problems can be expressed as computer programs makes GP a more powerful tool than its predecessor, the GA. Here, these programs, which are composed of functions and terminals appropriate to the problem domain, are encoded as hierarchical tree structures, providing a dynamic and variable representation. Fig. 2 shows an example of a hierarchical tree that expresses the following computer program (in prefix notation) which is equivalent to
The internal nodes of the tree structure are elements from the function set (operations), and leaf nodes are the input data from the terminal set. In this example and '
' ' ' . The process for generating trees can be implemented in different ways. Koza [22] defines two alternatives: the "full" method and the "grow" method. In the full method, each individual of the population has a path between the root and the end-point equal to the maximum depth length. In the case of the grow method, the initial population consists of structures that have varying lengths. The length of a path between the root and the end-point can be varied up to the specified maximum depth. Koza has also defined a third method which is called the "ramped half-and-half" method. This is a combination of the full and grow methods. Throughout this paper, the grow method is always employed.
1) Genetic Operators:
Like the standard GA, the two main operators are crossover and mutation. The crossover operation produces a pair of computer programs that inherit characteristics from both parent programs by selecting a random node in each of the hierarchical tree structures of the parents [ Fig. 3(a) ] and exchanging the associated subexpressions [ Fig. 3(b) ]. Because of the dynamic representation used in GP, the parents are typically of different size, shape and content, and the offspring are also generally different. Note that parent tree 1 [ Fig. 3(a) ] and the tree shown in Fig. 2 , are slightly different but both represent the same computer program. Thus, in GP, the process of mapping the genotype onto the phenotype does not correspond to a one-to-one relationship; a particular computer program can be expressed by more than one different tree structure, allowing a diversification of the population.
Mutation is performed by randomly selecting a node that can be an internal or terminal node, and replacing the associated subexpression with a randomly generated subprogram.
The fitness measure of each computer program is assigned in terms of how well it performs in the particular problem domain. This fitness value depends on the problem but is generally defined as the error produced by the computer program. In conventional GP approaches, and, in general, any EA, the assigned fitness measure is based on the evaluation of a scalar function. However, these population-based methods possess the characteristic of simultaneously searching for multiple solutions and more, can evaluate several aspects of the problem. For this reason, this work presents an extension of the conventional or single fitness measure GP mapping into a MOGP approach. The next section describes general concepts in MO optimization and introduces the MO genetic algorithm (MOGA) that is the basis of the approach reported here.
III. MULTIOBJECTIVE OPTIMIZATION
In many practical applications, design problems may be represented by a set of competing requirements (or objectives) which can be formulated as a multiobjective optimization problem. There is seldom a unique solution to such problems since objectives are normally in conflict with one another. Rather, a set of solutions emerges where, in the absence of information concerning the importance of each objective relative to the others, each solution is deemed equivalent to the others in the set. Thus, the concept of multiobjective optimization is defined as the problem of finding the vector of decision variables , that optimizes the components vector function (1) producing a set of equally efficient alternative solutions known as the nondominated or Pareto-Optimal set ( [3] ).
A. Pareto-Optimality
The concept of Pareto-optimality or nondominance may be described in the context of the following minimization problem. Given two component objective function vectors and (see Fig. 4 ) one can say that dominates (is Pareto-optimal with respect to if (2) where " " corresponds to conjunction operation. Then, the set of all Pareto-optimal decision vectors is called the Pareto-optimal or admissible set of the problem.
A number of researchers have used EAs, taking advantage of their population-based approach, with the aim of simultaneously optimizing multiple functions. Reference [17] pointed out that the first attempt at multiobjective optimization using EAs was made by [31] . He suggested a multiple properties function for the simulation of a population of single-celled organisms. However, he only considered a single property in his simulation, but it was the beginning of further multiobjective evolutionary approaches. Since Rosenberg's work, a variety of approaches have appeared and these are summarized in [8] . One class-aggregating methods-combines multiple objectives into a single fitness measure to enable EAs to operate on scalar fitness information. Previous aggregating approaches using GP have had the aim of generating parsimonious 1 computer programs by incorporating the number of nodes included in their associated tree representation into the fitness measure [22] . References [20] and [35] have proposed a minimum description length (MDL)-based fitness function which is a tradeoff of the model code length and the residual error. [33] have introduced a different approach that incorporates a time constraint in order to penalize evolved programs that take excessive execution time.
Other multiobjective evolutionary approaches do not use a combined fitness function. Instead, they assign a fitness measure on the basis of a separate evaluation of each of the multiple objectives. An example is the MOGA approach proposed by [14] . This is a Pareto-based technique which is based on the concept of nondominance or Pareto-optimality. Here, fitness of an individual is assigned on the basis of relative nondominance, i.e., all nondominated individuals in the population are assigned rank 1, those individuals dominated by one or more points are ranked 2 or higher. Fonseca and Fleming's approach also includes schemes to combat the formation of lethals (mating restriction) and genetic drift (fitness sharing)-special problems arising from the evolution of a set of Pareto-optimal solutions.
New developments on Pareto-based MOEAs have appeared (e.g., the strength Pareto evolutionary algorithm (SPEA) introduced by [36] ) and the extension of the nondominated sorting GA NSGA-II proposed by [10] and these are discussed in a recent textbook [9] . However, we base our work on MOGA, because of our familiarity with it and our access to MOGA software which includes the use of preference information. MOGA is now regarded as a "classic" algorithm and does not include improvements of later algorithms that include archiving and elitism. It remains an open question whether archiving and elitism will be beneficial for use in the GP implementation of MO. It is expected that this will be the case when the number of objectives is small; however, recent work [27] suggest that this may not be the case when the number of objectives is not small (say, greater than six or seven).
The MOGA approach is extended here to be used in conjunction with GP to provide a multiobjective optimization tool in which we can include an alternative way of controlling the growth of GP parameters in the growth tree. The next section presents a general description of MOGA.
B. Multiobjective Genetic Algorithm
The MOGA approach proposed by [14] uses a rank-based fitness assignment, where the rank of a certain individual at generation is related to the number of individuals in the current population by which it is dominated. This is given by (3) All nondominated individuals are assigned rank 1 and remaining individuals are penalized according to (3) .
1) Fitness Assignment:
Fitness is assigned by interpolating from the best individual (rank=1) to the worst, and then the fitness assigned to individuals with the same rank is averaged where the global population fitness is kept constant. However, such fitness assignment tends to produce premature convergence [17] due to the fact that all nondominated (best rank) points are considered equally fit (Fig. 4) .
In order to overcome this deficiency, Fonseca and Fleming [15] have used a niche induction method to promote the distribution of the population over the Pareto-optimal front in order to maintain diversity. This is achieved by a method of fitness sharing which encourages the reproduction of isolated individuals and favors diversification.
2) Preference Information: Preference information is introduced in the form of a goal vector, which provides a means of evolving only a specific region of the search space. Further details of preference information scheme can be found in [15] . This allows the decision maker to focus on a region of the Pareto front by providing external information to the selection algorithm.
The ranking procedure described previously is modified to introduce the goal information by altering the way in which individuals are compared with one another. Degradation in vector components that meet their goals is acceptable here, provided that it results in the improvement of other components that do not satisfy their goals and provided that goal boundaries are not violated. This permits discrimination between individuals (solutions) even though they are nondominated. This concept is formalized in terms of a transitive relational operator (preferability), instead of the simple partially less than operator, based on Pareto-dominance. The preferability operator additionally takes into account whether or not the objectives meet their goals. Fig. 5 shows a bi-objective example of the Pareto-ranking preference information tool. In Fig. 5(a) , both objectives are assigned the same priority, whereas Fig. 5(b) illustrates Paretoranking when one objective has a higher priority than the others.
The combination of the notion of preferability coupled with the concept of nondominance introduces a preference articula- tion framework for multiobjective and constraint optimization. Because rank-based fitness assignment and fitness sharing of MOGA take place in the objective function domain instead of the parameter domain, they can be directly applied to GP. Thus, the structure of MOGA can be mapped onto GP by introducing a hierarchical tree representation with its associated genetic operators.
The concepts of multiobjective fitness function and GP have been previously applied by [23] . In this work, data structures were evolved with GP defining a list which supports ten different operations. Here, each operation is a separate program tree within a composite individual and has its own fitness subcore. The Pareto-ranking method proposed by [17] was used with tournament selection, in order to choose which individual to breed from or to remove from the population. However, he did not consider prioritization of objectives.
More recent applications have shown the use of Pareto-based GP approaches to deal with GP structure complexity problem as shown by [7] and [11] .
It is relevant to mention that one of the main differences between GP and the traditional implementation of GA is the fact that GP crossover does not preserve any kind of context in the chromosome. This is due to the fact that the standard crossover defined by [22] exchanges subtrees which are chosen at random in both parents. Koza has pointed out that random subtree crossover maintains diversity in the population because crossing two identical structures, generally, will create different offspring. This is because the crossover points are, in general, different in the two parents.
Another important aspect concerning GP is the fact that many genotypes can map into the same phenotype introducing a diversity level. Here, the phenomenon known as bloat is presented. This refers to redundant information (or introns) presented on coding that do not contribute to fitness but can be beneficial when crossover or mutation is applied on these subtrees.
This paper describes one of the first attempts to use a MOEA in a GP context applied to a real problem. 
IV. REPRESENTATION OF NONLINEAR SYSTEMS
While there are many model representations that may be used in system identification studies, this work is based upon an input-output model of a system. To describe this relationship, a nonlinear difference equation model known as the nonlinear autoregressive moving average with extra inputs (NARMAX) model has been introduced in [24] . This model represents a wide class of nonlinear systems expressed by the following: (4) 
where
, and represent the output, input, and noise signals, respectively, , and are their associated maximum lags, and is some unknown nonlinear function of degree . If is unknown, (4) is rewritten as (5) which is known as the Nonlinear AutoRegressive with eXtra inputs (NARX) model. Leontaritis and Billings also claim that the polynomial representation is one of the most common and has been demonstrated to work well in practical applications (see [4] and [6] ). Thus, the polynomial NARX model is represented as (6) where (the sum of the corresponding output and input maximum lags), are scalar coefficients and represents lagged terms in and . Note that the polynomial model is nonlinear in the output and input variables, but linear in the parameters. Therefore, the set of coefficients can be estimated by a least squares (LS) algorithm.
V. PROBLEM DEFINITION
Potential model structures of the form of (6) can be expressed in a hierarchical tree structure as shown in Fig. 6 . These models are written in prefix notation as This is equivalent to the nonlinear model defined by (7) where X1, X2, X3, and X4 are 1.0 (the constant term),
, and , respectively. The associated parameters are then estimated by using a least squares algorithm. Because this work restricts itself to the polynomial representation of the NARX model, the function set is composed of two operations only
The terminal set, , consists of all linear terms in the output, input and noise (if it is the case of NARMAX structures) with maximum lags defined by , and , respectively, and the real value 1.0 representing the constant term. This is defined as
The terminal set is expressed in a look-up table as shown in Table I .
Thus, polynomial NARMAX models are represented as programs which manipulate independent variables (terminal set) to generate an output, y(k).
VI. MOGP IN PRACTICE
In order to generate programs that represent not only valid models of the system but also parsimonious models, a set of objectives is specified which addresses the two main themes of: 1) model performance and 2) model structure (complexity).
MOGP produces parsimonious models in terms of their structure by means of evaluating model-complexity attributes. These are: model size (number of terms); model lag (maximum lag); and model degree (degree of nonlinearity). It has been mentioned that other GP approaches exist which also treat model complexity. These approaches, in general, use a kind of aggregating function which considers performance (evaluating the mean square error MSE) and model size. However, these do not consider other complexity criteria such as degree of nonlinearity. There have been some previous experiments [29] , where [20] -is evaluated. This criterion only evaluated, in terms of complexity, model size.
MOGP can also generate parsimonious models in terms of a GP tree-structure as treated in [30] . Thus, it can be used as a tool for controlling excessive tree growth (the GP drawback known as bloat), however, we do not address this issue here.
A. Example 1: Simple Wiener Process
Based on these two attributes, the MOGP method described above is demonstrated on the simple Wiener model and compared with two conventional identification techniques, stepwise regression and orthogonal regression [18] .
The simple Wiener process embodies a linear dynamic part defined by the differential equation (8) The input-output data used here are defined in [18] , as described in Fig. 7 .
The MOGP approach was run considering five objectives representing the structure and the performance of the models. These were: the number of terms (NT); degree of nonlinearity (DEG); maximum lag (LAG); residual variance (VAR); and the long-term prediction error (LTPE), which is computed as (10) where the estimated output is defined as (11) In these equations, denotes the predicted system output, whereas corresponds to measured output. 1) Parameter Settings: One of the main features of GP is the fact that it works on dynamic structures instead of fixed chromosomes. However, it is limited to a maximum depth to avoid the unlimited growth of trees without any bound that can cause the computer's available memory to be exhausted. Hence, a MaximumTree depth (GP parameter) is defined.
Parameter settings were defined based on previous experience. Koza generally defines a large population running over few generations. However, it has been observed that small populations running over many generations beat large populations and the number of evaluations is also smaller [16] . Thus, we have defined a population of 200 individuals (potential models) over 100 generations and crossover and mutation probabilities of 90% and 10% were used even though it is felt that crossover alone can maintain diversification in the GP population. However, our experience has shown that a certain percentage of mutation is useful for this system identification application. Individuals with a maximum depth of 6 ( nodes) were evolved. This small size of trees can generate models of considerable complexity since individuals are composed of products and addition of polynomials. Each generation, the set of nondominated models was updated, adding any new evolved nondominated model and eliminating models which became dominated by the insertion of a new one.
2) Result Analysis: For the purpose of analysis, results of one run are presented in Table II . In terms of performance (VAR and LTPE) all models emerging from the MOGP approach dominate those obtained by the stepwise and orthogonal regression methods. For models C and D, an improvement in the VAR criterion is also achieved-that which the stepwise and orthogonal regression methods explicitly targetted. However, of course, such direct comparisons are not very relevant since the conventional methods address only one function-VAR, while the advantages of MOGP are that it can address multiple objectives simultaneously.
In terms of model complexity, Table III shows the structures of the polynomial NARX models which have some terms in Following the definition of Pareto-optimality, this set of four models is a set of equivalent alternative identified models. There is no solution (model) that is better in all objectives. For example, model A is better than models B, C, and D in LAG and LTPE but has a poor perfomance in VAR. All four equivalent models are quadratic and thus the final choice is left to the designer following an assessment of the identification purpose.
This identification example is a simple one based upon simulated data, however it serves to illustrate the potential of the MOGP-identification. In the next section, MOGP is applied to real data obtained through a study of an industrial application.
B. Example 2: Gas Turbine Engine Modeling
Here, MOGP is applied to sets of actual input-output observation data from a gas turbine engine system. This case study utilizes real engine data records, from a Rolls-Royce Spey engine, collected by the Defence Evaluation and Research Agency (Pyestock, UK)
Most previous research on system identification of aircraft engines has been based on linear frequency and time domain identification and has not been directly applied to nonlinear modeling. Some approaches which deal with nonlinear modeling are based upon the identification of local linear models. The basis of these approaches is a decomposition of the system's full range of operation into a number of possible overlapping operating regions. In each operating region, a simple local model is applied. These local models are then combined in some way to yield a global model. However, an important question arises: how many local models are required to cover the operating range of the system? It is clear, therefore, that there is a compromise to be made between the number and size of local models and their complexity.
The identification approach presented in this paper deals with the identification of nonlinear models that can cope with the entire range of working conditions. This global model is then used to model the relationship between the fuel flow consumption and the spool speed of a gas turbine engine. The identification is based upon a set of multisine excitation signals [12] at different operating conditions, applied to the engine system which is described in the next section.
1) Description of the Engine System:
A schematic of the measurement system is shown in Fig. 8 . The reheat system is inoperative during the tests and the compressor bleed valve is closed. The angle of the inlet guide vanes and the reheat nozzle area are fixed at their low speed positions for the duration of the tests. The engine speed control is operated in open-loop and a perturbed fuel demand signal fed to the fuel feed system, which regulates the fuel flow to the engine by means of a stepper valve.
The fuel-feed system exhibits both linear and nonlinear dynamics, which affect the actual fuel flow applied to the gas turbine. It is important to eliminate these effects from the estimated engine models and this is achieved by measuring the actual fuel flow downstream of the fuel feed, using a turbine fuel meter. The speed of the low-pressure (LP) shaft is measured by counting the rotations of the turbine blades and the speed of the high-pressure (HP) shaft by measuring the rotation of a gear linked to the shaft itself.
The shaft speeds are the primary outputs of a gas turbine, from which the internal engine pressures and thrust can be calculated. The dynamic relationship between these shaft speeds and the measured fuel flow is the purpose of this model identification example.
2) Result Analysis: By using the MOGP identification approach, we are able to include a set of objectives which assess the performance of a candidate model at individual points over the operating range of the engine. A series of MOGP approaches is detailed below.
The initial approach did not take into account the validation criteria, dealing only with model complexity and performance (as in Example 1). These were considered as "soft" objectives (that is, not "hard" constraints) and had the same level of priority. With this approach only linear models emerged to model the relationship between fuel flow demand and the HP shaft speed. These results are graphically represented in Fig. 9 , where the eleven objectives are ranged along the -axis and the performance achieved for each objective is indicated in the -axis. In this "parallel coordinates representation," each line in the graph represents a potential solution to the design problem, indicating the achieved objective values for that solution. All solutions are both nondominant and satisfy the prescribed goals (intoduced in Section III-A) as represented by the " " marks. The table associated with Fig. 9 details the ranges (upper and lower bounds) for each of the 11 objectives. These ranges can be varied and modified by changing the values of the corresponding column. There is also a column defining the "goal" values (" " marks on graph) for each objective (see Section III-A). The next column provides information about the type of objective function: hard (constraint) or soft (objective function). Here, constraints have to be satisfied in order to find a feasible solution. Thus, these hard objectives (constraints) have a different preference information than soft objectives. The last column refers to objective names. The first three objectives evaluate the model complexity: number of terms, maximum lag, and degree of nonlinearity. The following objectives measure model performance: residual variance and long-term predictive error for training data and for each testing signal.
Five models emerged which exhibited similar performance in terms of residual and long term prediction error measures. These models (indicated by individual lines) satisfy all the objectives and belong to the ARX model (linear) expressed by (12) where (maximum lags), and is a constant value. The structure of each model is specified in Table IV (recall that while the MOGP process obtained only linear models in the nondominant set, the formulation permitted nonlinear model descriptions).
a) Linear Validation: Since linear engine models were obtained from the previous experiment, the first step in model validation is to test the associated correlation functions. Therefore, in a second approach to the identification of this system, a validation stage was included, based on the evaluation of the autocorrelation of the residuals (ACF), the crosscorrelation between the residuals and input (CCF). These functions are given as (13) The correlation objective functions were cast as constraints. The target value to be attained was given by the 95% confidence limit. Scalar measures of correlation were selected to be (14) where is set equal to 0, for , otherwise ACF would always be .
The identification then sought valid models in the space of all possibilities. In this experiment, this method provided a set of nonlinear, instead of linear, models which satisfy the validation requirements. Note that in Fig. 10 there are two linear models but these do not meet the constraints related to the validation criteria, Objectives 12 and 13 (red and blue lines). The optimization produced these linear models because objective 2 (see Table V) was assigned the same level of priority as the correlation functions. Note that models with a nonlinear degree of two and three possess a few more terms than the linear models generated in the previous approach (see Objective 1) .
b) Validation of Nonlinear Engine Models:
Although the ACF and CCF constraints were satisfied, these two conditions are not sufficient in order to provide unbiased nonlinear models. For the purpose of nonlinear system validation, high-order correlation tests [5] must also be evaluated and these are described by (15) The objectives considered for the next application of MOGP now relate to model structure, performance, and nonlinear validation aspects (as summarized in Table V ). This objective function vector is defined as (16) where NT is the number of model terms, DEG is the degree of nonlinearity, LAG is the maximum model lag, , and correspond to the residuals variance and long-term prediction error, respectively, and identifies the test signal used. The validation stage was based on the evaluation of the autocorrelation of the residuals (ACF), the cross-correlation between the residuals and input (CCF), and higher order correlation functions . The functions, as defined in (15) , are used to determine whether the correct nonlinear terms are detected in the model.
By evaluating the higher-order correlation tests, the number of nondominated (or preferred) models tended to be more selective because of the number of restrictions (constraints) that had to be satisfied. The final set of valid nonlinear models generated by means of this new approach is described in Table VI . As in the previous approach, objective two (model degree) and the higher-order correlation functions were considered as "hard" objectives, i.e., constraints.
As can be observed from these results, even though the terminal set in the GP method included past values of the residuals , no NARMAX structures arose. Instead, only NARX model structures emerged. c) Validation Using Global Simulation: In this section, the previous set of quadratic models is validated on different data sets from the ones used for identification. Ramp testing signals were used to exercise the nonlinear models over a wide operating range. Figs. 11-13 show the measured and the long-term predictive outputs of models 1 to 3, respectively, over a triangular wave of period 100 s with amplitude such as to cause variations of the NH from 65% to 85%.
As illustrated in Figs. 11-13, models 1 and 3 exhibit a better response than model 2. For the three-level periodic sequence (Fig. 14) , again model 2 gives an inferior predictive response. Model 3 predicts better than model 1 which shows a small offset of NH.
Based upon the nonlinear structure of model 3, three-level (Fig. 14) and large-transient (Fig. 15 ) data were additionally used for modeling the engine relationship between the measured fuel flow and the HP shaft speed. As a result of this study, this model is selected as the most appropriate; the structure and parameters of this quadratic NARX engine model are (17) VII. CONCLUSION An evolutionary algorithm based upon the NARMAX representation has been introduced as an alternative approach for nonlinear system identification problems. GP has proved to be a powerful tool for formulating and solving complex system-identification problems, in particular for determining system structure.
Additionally, the incorporation of a multiobjective approach has enabled the separate consideration of different objectives related to model complexity and model performance. The validation process has been also included in this multiobjective framework.
A key advantage of the MOGP tool is that it provides a family of potential models which can address issues concerning the complexity, flexibility, and validity of a model. It also provides the opportunity to manipulate the family of solutions by changing priorities, goals, and values of the objective functions depending on the purpose of the identification.
The hierarchical tree encoding used here has been shown to be powerful. Nevertheless, GP is restricted to the number of nodes permissible in a tree, but the search space is still considered extremely large and its variable size and dynamic representation gives a diversification in the population or alternative models.
Comparing conventional identification methods against MOEAs, the former do not guarantee that the model can be an acceptable representation of the system. These require a verification process to determine whether an obtained model (not a set) is adequate or not (validation).
In the search for a valid engine model (Example 2), the MOGP identification method has been demonstrated to perform effectively. The set-up of statistical validation criteria as "hard" constraints instead of being considered as "soft" objectives, directed the search process to reveal valid models.
Note that this differs from an operating regime approach [21] , which approximates the system by local linear models; instead, it has the advantage of producing a simple and accurate nonlinear global model for this test case involving an industrial application.
In terms of model complexity, it is seen MOGP tends to generate simple models. Alternative approaches for polynomial system modeling [26] have been proposed to get simple models with general capacity. However, they still consider too many terms in their structure. We could also restrict the model to be linear but, of course, this would still be subject to multiple objectives and, therefore, not appropriate to compare with a conventional method.
Fitness function evaluation is time consuming when using this approach, in view of the multiple objectives involved. Compared with conventional methods, more time is spent running the identification method. While this is a shortcoming of this approach, it is offset by the ability of this evolutionary-based identification method to produce valid nonlinear models which confer a high level of credibility on the model. The ability to cope with different situations, as shown by the different test responses for the gas turbine engine example, demonstrates the flexibility of the approach.
