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Abstract
In an earlier paper we introduced the classes of polynomial and rank structures, both of them preserved by
applying a (shifted) QR-step on a matrix A. In the present paper we further investigate the case of rank structures.
We show that even if A is a singular matrix, a new QR-iterate can be constructed having the same rank structure as
the matrix A itself. To this end we introduce the concepts of effectively eliminating QR-decompositions and sparse
Givens patterns, both of them being of independent interest.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In [3], we introduced the classes of polynomial and rank structures, both of them preserved by the
(shifted) QR-algorithm. For polynomial structures, we had no problem for proving the preservation of
structure. For rank structures, however, we had to make the assumption that the given matrix is nonsingular.
It is the aim of this paper to remove this nonsingularity assumption.
For convenience of the reader, we will repeat now several concepts. We start with the two deﬁning
equations of the shifted QR-algorithm. These equations show how to obtain from the matrix A() ∈ Cn×n
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Fig. 1. The ﬁgure shows the rank structure Rpure = {Bk}nk=1 which deﬁnes the class of lower semiseparable matrices. The
notation Rk 1 is used to denote ‘rank at most 1’.
a new iterate A(+1):
A() − I = QR, (1)
A(+1) = RQ + I , (2)
where  ∈ C is called the shift, Q is unitary and R upper triangular. As it is known, by appropriately
choosing shifts the matrices A() converge to (block) upper triangular form, or to diagonal form in the
Hermitian case, and hence the QR-algorithm can be used to determine the eigenvalues of a given matrix
A = A(0).
We recall the deﬁnition of rank structure introduced in [3].
Deﬁnition 1. We deﬁne a rank structure on Cn×n as a collection of so-called structure blocksR={Bk}k .
Each structure block Bk is characterized as a 4-tuple
Bk = (ik, jk, rk, k),
where ik is the row index, jk the column index, rk the rank upper bound and k ∈ C is called the shift
element of Bk . We say a matrix A ∈ Cn×n to satisfy the rank structure if for each k,
Rank Ak(ik : n, 1 : jk)rk, where Ak = A − kI .
Given some rank structure R, we denote byMR, or shortlyM the set of matrices in Cn×n which satisfy
the structure. As a special case, when all structure blocks Bk have shift k equal to zero, then we speak
about a pure rank structure onCn×n. We denote such a structure byRpure, and we use the notationMRpure ,
or shortlyMpure to denote the class of matrices satisfying it.
A classical example of rank structure is given by the class of Hessenberg matrices. Another example is
the class of lower semiseparable matrices (the latter being matricesA for which every submatrix that can be
taken out of the lower triangular part of A, is of rank at most 1): see Fig. 1. Hessenberg and semiseparable
matrices are both examples of pure rank structure. An example of nonpure rank structure is given by the
class of lower semiseparable plus diagonal matrices; here the diagonal correction  = diag(i)ni=1 is an
integral part of the structure. For further examples, we refer to Refs. [1,2,7–10].
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Fig. 2. Example of induced pure structure: the huge structure block B1 with shift 1 = 0.89 induces 5 pure structure blocks
just below the diagonal, following a kind of staircase form. The leftmost of them is called the induced left pure structure block
of B1.
Every nonpure structure block Bk which intersects the diagonal, induces several pure structure blocks
lying below the diagonal: see Fig. 2. In particular, setting lk =min{jk, ik −1}, then we deﬁne the induced
left pure structure block ofBk as the 4-tupleBleft,k=(ik, lk, rk, 0) if k = 0. Correspondingly, the subset of
I := {1, . . . , n} consisting of the indices {1, . . . , lk} will be denoted byIleft,k . For a pure structure block
Bk (i.e. k = 0), we adapt the deﬁnition by setting lk := jk , and thus in particular Bleft,k = (ik, jk, rk, 0),
which is the structure block Bk itself.
We may note that our structure blocks can be seen as an intrinsic generalization of the ‘shifted’ QR-
algorithm, in the sense that every block is allowed to have its own shift element. As a consequence, to
investigate the preservation of rank structures, it follows obviously from the QR-equations (1) and (2)
that we are allowed to forget about the shift  which is built in the QR-algorithm, and instead just absorb
it into the structure. Hence in the sequel, all our theorems will be stated for the QR-algorithm without
shift.
Given a matrix A, then we deﬁne Idep,A to be the subset of I := {1, . . . , n} consisting of the indices
of all columns of A which can be written as a linear combination of the previous columns. Then we recall
the following theorem from [3].
Theorem 2. Let Bk be a structure block and let A ∈ MBk be an arbitrary matrix, possibly singular.
Then by applying a QR-step without shift on A, the rank upper bound rk of Bk can increase by at most
#(Idep,A ∩Ileft,k).
In particular, this theorem implies that for a nonsingular matrix A, the rank structure of A is always
preserved by the QR-algorithm. On the other hand, for a singular matrix A the preservation of structure
is not guaranteed.
In this paper, we show how to avoid the bottleneck of Theorem 2 in caseA is a singular matrix. The point
is that the results of [3], and in particular Theorem 2, work for an arbitrary new QR-iterate of A, of which
there can be a lot since a singular matrix A may have many QR-factorizations A=QR. The solution of this
paper is to choose a suitable QR-factorization in order to preserve the structure. We introduce two tools
for obtaining such a QR-decomposition: effectively eliminating QR-decompositions and sparse Givens
patterns. These tools are not only interesting from a computational point of view (in terms of numerical
efﬁciency), but also from a theoretical point of view, as will become clear throughout the paper.
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2. Givens transformations
In this section, we introduce some preliminary results about Givens transformations. Given a matrix
A, we will search a QR-decomposition by solving
QHA = R,
QH = (G(n−1)n−1,n) . . . (G(2)2,3 . . . G(2)n−1,n)(G(1)1,2 . . . G(1)n−1,n), (3)
where each G(j)i−1,i is an (embedded) Givens transformation acting on rows i − 1, i of the matrix A. Note
that (3) is not a restriction, since any unitary matrix QH can be factored in this way: we will come back
to this later (see Corollary 16).
The Givens transformations G(j)i−1,i of (3) are intended to subsequently create zeros in the matrix A.
For the example of a 3 × 3 matrix, this process can be depicted as follows:[× × ×
× × ×
× × ×
]
→
[× × ×
× × ×
0 × ×
]
→
[× × ×
0 × ×
0 × ×
]
→
[× × ×
0 × ×
0 0 ×
]
.
For further reference, let us treat some of these ideas in a more formal way. First, we claim that
the jth series of transformations G(j)i−1,i in (3) must bring the jth column of A in upper triangular form,
j = 1, 2, . . . . The proof of this is trivial, based on the fact that the 2-norm of the (updated) vector
A(j +1 : n, j) cannot be changed anymore by the next series of transformations G(j˜)
i˜−1,i˜ with j˜ > j , since
the latter act only on rows j + 1, . . . , n; this establishes the claim.
We can exploit this fact to characterize the G(j)i−1,i . Thus suppose that when solving (3), we applied on
A all the Givens transformations G(j˜)
i˜−1,i˜ with either j˜ < j , or j˜ = j and i˜ > i. Then we must ﬁnd G
(j)
i−1,i .
Denoting with
[
a
b
]
the 2-vector containing the (updated) (i − 1, j) and (i, j) elements of A, it follows
from the above paragraph that G(j)i−1,i (in its nonembedded, i.e. 2 × 2 form) must be chosen such that
G
(j)
i−1,i
[
a
b
]
=
[
s
0
]
(4)
with |s|2 = |a|2 + |b|2.
Deﬁning
H := 1√|t |2 + 1
[
1 t
−t 1
]
(5)
with t := b/a, then it is easy to check that the general solution of (4) (assuming (a, b) = (0, 0)) is
G
(j)
i−1,i = diag(1, 2)H (6)
for arbitrary |1| = |2| = 1. In particular, note that G(j)i−1,i is essentially unique, i.e. it is unique up to the
multiplication with the unitary diagonal matrix diag(1, 2) in (6).
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An exception to this essential uniqueness occurs when both a and b are zero (we refer to this case as
a
[
0
0
]
-situation). In this case we can make any random choice for the unitary matrix G(j)i−1,i ∈ C2×2 to
solve (4).
For further use, let us characterize the case where we can chooseG(j)i−1,i=I2. Deﬁning the ‘intermediate’
matrices
A(1:j) = (G(j)j,j+1 . . . G(j)n−1,n) . . . (G(1)1,2 . . . G(1)n−1,n)A (7)
for all j, then it follows by recursive applications of (4) that the element b occurring in (4) has as norm
precisely the 2-norm of the vector containing the elements on positions (i, j), . . . , (n, j) of A(1:j−1). In
particular, we can choose G(j)i−1,i = I2 if and only if each of these elements was already equal to zero.
This proves the following result.
Lemma 3. 1. The Givens transformations G(j)i−1,i solve (3) if and only if each G(j)i−1,i eliminates the (i, j)
element of the matrix A. In particular, G(j)i−1,i is essentially unique except when we meet a
[
0
0
]
-situation.
2.We can chooseG(j)i−1,i=I2 for certain i and j if and only if the elements on positions (i, j), . . . , (n, j)
of the intermediate matrix A(1:j−1) (according to the deﬁnition in (7)) are equal to zero.
Proof. This follows from the above discussion. 
3. Effectively eliminating QR-decompositions
We already observed that in the singular case, one has to search for a suitable, nonrandom QR-
decomposition A = QR in order to preserve a given structure block Bk . In this section we introduce
a ﬁrst tool for solving this problem, namely the concept of effectively eliminating QR-decompositions.
The idea is to obtain a solution of (3) which is as efﬁcient as possible, in the sense that each nontrivial
G
(j)
i−1,i should really ‘contribute’ in the process of making A upper triangular. This leads to the following
deﬁnition.
Deﬁnition 4. We say a QR-decomposition A = QR to be effectively eliminating if for a certain unitary
diagonal matrix D, DHQH can be written as in (3), but this time satisfying the constraint: for each (i, j),
either G(j)i−1,i = I2, or there exists an index lj such that, just before applying G(j)i−1,i , the (updated)
matrix A(i − 1 : n, 1 : l) consisted entirely of zeros except for its (i, l) and (possibly) (i − 1, l) elements
(the former lying in the strictly lower triangular part of A), and such that G(j)i−1,i is chosen to eliminate
the (i, l) element.
Thus each Givens transformation G(j)i−1,i should be chosen to be either I2, or to realize a transition⎡
⎢⎢⎣
0 . . . 0 a
0 . . . 0 b
...
...
...
0 . . . 0 0
⎤
⎥⎥⎦ −→
⎡
⎢⎢⎣
0 . . . 0 s
0 . . . 0 0
...
...
...
0 . . . 0 0
⎤
⎥⎥⎦ , (8)
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where a, b are the (updated) (i − 1, l) and (i, l) elements, where lj and with b = 0 lying in the strictly
lower triangular part of A.
Remark 5. 1. The index l is certainly unique, but it does not always exist: for example it does never exist
when A is an upper triangular matrix, or when we meet a situation where b = 0 and a = 0. Note that in
the case where l does not exist, Deﬁnition 4 necessarily leads to choosing G(j)i−1,i = I2.
2. An alternative for Deﬁnition 4 would be to replace the condition that ‘G(j)i−1,i = I2’ by the condition
that G(j)i−1,i is a 2 × 2 unitary diagonal matrix diag(1, 2). This would have the advantage that we could
forget about the unitary diagonal matrix D occurring in Deﬁnition 4. Nevertheless, we preferred to use
the condition G(j)i−1,i = I2 since it is more ‘expressive’: the factor G(j)i−1,i can then really be ‘skipped’ in
(3).
3. Effectively eliminating QR-decompositions may appear in several variants which we call lazy,
preparative and intermediate. We will illustrate this in the next example.
As an example, we deﬁne
A =
[0 × ×
0 1 ×
0 1 ×
]
, (9)
where the × ∈ C are arbitrary. We can then exploit the freedom when meeting a
[
0
0
]
-situation to solve
(3) as
G
(1)
2,3 = G(1)1,2 = I2, G(2)2,3 = H (lazy variant)
or G
(1)
2,3 = H, G(1)1,2 = G(2)2,3 = I2 (preparative variant),
where H := 1√
2
[
1
−1
1
1
]
. Thus the lazy variant chooses G(j)i−1,i=I2 (‘skipping’the Givens transformation)
as soon as possible, while the preparative variant only chooses G(j)i−1,i = I2 if the index l of Deﬁnition 4
does not exist; in this case we had l = 2 when applying the nontrivial Givens transformation. We may
mention that for larger examples, also intermediate variants exist between lazy and preparative.
It should be noted that in the above example, the lazy and preparative variant are in fact just two
different ways of factorizing a single QR-decomposition A = QR as a Givens product (3). We will prove
a more general version of this result.
Theorem 6. The effectively eliminating QR-decomposition of A is essentially unique, i.e. for two effec-
tively eliminating QR-decompositionsA=Q1R1 andA=Q2R2, we haveQ1=Q2D for a certain unitary
diagonal matrix D.
Proof. Given an effectively eliminating QR-decomposition A = QR, we will ﬁrst show that it can be
refactored to be in the preparative variant. Thus suppose that at a certain point, we chose G(j)i−1,i = I2
(being lazy) although an index l existed which satisﬁes the constraints in Deﬁnition 4. Then by the
existence of this index l, it follows from Deﬁnition 4 that the next Givens transformations G(j˜)
i˜−1,i˜ were
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not allowed to involve the (i − 1)th or ith row, until for certain j˜ > j , G(j˜)i−1,i was chosen to eliminate the
(i, l) element. But then by the commuting of two Givens transformations acting on strictly disjoint row
indices, we can just redeﬁne G(j)i−1,i := G(j˜)i−1,iG(j)i−1,i andG(j˜)i−1,i := I2. Repeating this argument several
times, the reduction to the preparative variant can be realized.
Next, we will show that the effectively eliminating QR-decomposition in the preparative variant is
essentially unique. Since the preparative variant tells us exactly what to do when meeting a
[
0
0
]
-situation,
the only freedom that we have are the factors diag(1, 2) in each solution (6). We claim that their inﬂuence
is limited to the multiplication of QH with a unitary diagonal matrix DH on the left. Indeed: suppose by
induction that we are choosing some nontrivial G(j)i−1,i , and that the (i − 1)th row has been multiplied by
a , and the ith row by b, for certain |a| = |b| = 1. Let us deﬁne the ratio t := b/a which would occur
in (5) in case that a = b = 1. The actual value of this ratio must then be corrected by the factor b/a;
this can be realized by decomposing the matrix H of (5) as
H = diag(a, b) 1√|t |2 + 1
[
1 t
−t 1
]
diag(a, b). (10)
Thus the application of H can be decomposed into three steps: the ﬁrst step is to apply diag(a, b), hence
annihilating the inﬂuence of a, b. Next, the central factor of (10) is precisely the matrix H corresponding
to the case a = b = 1. Finally, we apply diag(a, b), which can be absorbed into the factor diag(1, 2)
of (6) to yield again a scaling of the rows. Repeating this argument for all nontrivial G(j)i−1,i , the essential
uniqueness is proved. 
Although we just established essential uniqueness, it will still be useful in the sequel to apply the
effectively eliminating QR-factorization in a lazy or preparative variant (shortly: ‘in a lazy way’ or ‘in a
preparative way’), depending on our requirements. The main reason for using the preparative variant is
the following rank-decreasing property.
Lemma 7. Let A be a matrix satisfying some pure structure block Bk = (ik, jk, rk), with rk > 0. Then by
applying the ﬁrst series of Givens transformations G(1)i−1,i in a preparative way, this structure block will
transform into a new structure block Bk = (ik + 1, jk, rk − 1), i.e. a structure block with one row less
and with rank one less.
Proof. We start by subdividing
A =
[
X X
S X
]
with S the submatrix on the positions of the structure block Bk . Note that the lemma is trivial in case S
is equal to zero matrix. Thus it sufﬁces to consider the case where S is different from zero. Let j be the
index of the ﬁrst nonzero column of S. Then clearly, by applying the factor G := G(1)ik,ik+1 . . . G
(1)
n−1,n in
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Fig. 3. Given the Rk 3 structure block Bk in the left picture, the ﬁgure shows the position of the sets I2Prepare,k and I
2
Skip,k .
a preparative way, we get
GS =
⎡
⎢⎢⎣
0 . . . 0 s × . . . ×
0 . . . 0 0 × . . . ×
...
...
...
...
...
0 . . . 0 0 × . . . ×
⎤
⎥⎥⎦= Rk r , (11)
which is still of rank at most r, and where |s| is the 2-norm of the jth column of S. Then it is easy to check
that the Rk r condition and the fact that s = 0 imply the bottom submatrix of GS in (11) (obtained by
dropping the ﬁrst row) to be of the form Rk(r − 1). 
4. Sparse Givens patterns
In this section we introduce a second tool for obtaining a ‘suitable’ QR-decomposition of a matrix.
The setting is a bit different than in the previous section, in the sense that we will work now with a pure
structure Rpure rather than a single matrix A.
Given a pure structure block Bk , we introduce two index sets.
Deﬁnition 8. We deﬁne I2 = {(i, j) ∈ I×I | i > j}, i.e. precisely the set of indices for which G(j)i−1,i
is a Givens transformation occurring in (3). Then if Bk = (ik, jk, rk) is a pure structure block, we deﬁne
the two index sets
I2Prepare,k = {(i, j)| 1jrk and ik + jin} ⊆ I2 (staircase),
I2Skip,k = {(i, j)| rk + 1jjk and ik + rkin} ⊆ I2 (rectangle),
see Fig. 3.
Remark 9. For the above deﬁnition to be completely meaningful, we should have that
{I2Prepare,k,I2Skip,k} ⊆ I2 for all k. It can be checked graphically that this is satisﬁed if and only if
the top right element of each set I2Skip,k belongs to I2, thus if
ik + rk > jk (12)
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Fig. 4. Given the Rk 2 structure block Bk in the left picture. We are going to apply Lemma 7 in a recursive way. First, after
applying the G(1)
i−1,i in a preparative way, zeros are introduced in the ﬁrst column and the structure blockBk is transformed into
a new structure block with one row less and rank one less, i.e. rank 1. Next, after applying the G(2)
i−1,i , a new structure block is
obtained with again a row less, but now with rank equal to zero. Hence there has been automatically created a 2 × 3 block of
zeros on the bottom of A, and thus the G(j)
i−1,i intended to create zeros on these positions are unnecessary and therefore can be
skipped.
for all k. In fact, this condition is equivalent with the more ‘intrinsic’ statement that the structure Rpure
does not imply singularity, in the sense that the structure Rpure itself does not force the matrix to be
singular. From now on, we will always suppose this condition to hold. If this is not the case, then the next
theorems will not work: a possible remedy is then to restrict to the maximal induced structure which does
not imply singularity, and then to work instead with this (slightly weaker) structure.
Let us motivate Deﬁnition 8. First, note that for a structure block with rank upper bound rk = 0, the
set I2Skip,k covers the complete area of the structure block. Then the presence of these zeros allows us to
choose G(j)i−1,i = I2, i.e. to ‘skip’ the Givens transformations on all positions of I2Skip,k (hence explaining
the notation I2Skip,k).
Next, for a structure block with rank upper bound rk > 0, the same idea holds, except that we should ﬁrst
apply some preparative Givens transformations (hence explaining the notation I2Prepare,k) to transform
this structure block into a block of zeros: see Fig. 4.
However, we should be careful about one additional element: the interaction between the different
structure blocks Bk , Bk˜ , in the sense that I
2
Skip,k may possibly overlap with I
2
Prepare,k˜
for certain k, k˜,
possibly leading to a conﬂict situation. Graphically it is obvious that such an overlap is only possible for
structure blocks Bk , Bk˜ having rank upper bounds satisfying rk < rk˜ . The actual ﬂavour of the overlap
depends then on the relative position of Bk and Bk˜ . We distinguish between three situations.
Deﬁnition 10. Given pure structure blocks Bk = (ik, jk, rk) and Bk˜ = (ik˜, jk˜, rk˜) with rk < rk˜ , we say
that these structure blocks form a pair of
type a : if ikik˜ and jkjk˜
type b : if ikik˜ and jkjk˜
type c : if ik > ik˜ and jk < jk˜,
see Fig. 5.
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Fig. 5. The ﬁgure illustrates the three possible types of relative position of two structure blocks Bk and Bk˜ with rk < rk˜ . Note
that we have here rk = 2 and rk˜ = 4.
Now we will suppose that there is no relative position of type c, i.e. that there are no two structure
blocks which are ‘contained in each other’. (One should be cautious with the latter terminology, in the
sense that structure blocks with ik = ik˜ or jk = jk˜ are contained in each other, but are not considered to be
of type c according to our deﬁnition). The following deﬁnition shows how to glue together the different
sets I2Skip,k into one set I
2
Skip for the complete structure.
Deﬁnition 11. Let Rpure = {Bk}k be a pure structure, not implying singularity and not containing two
structure blocks forming a pair of type b or c. We deﬁne the set
I2Skip =
⋃
k
I2Skip,k . (13)
More generally, suppose that also type b pairs of structure blocks are allowed in the structure. Then we
deﬁne instead
I2Skip =
⋃
k
⎛
⎝I2Skip,k
∖ ⋃
k˜,type b
I2Prepare,k˜
⎞
⎠ , (14)
where the middle union is taken over all indices k˜ which form a type b pair with k. We say a QR-
decomposition A = QR to satisfy the sparse Givens pattern induced by Rpure if for a certain unitary
diagonal matrix D, DHQH can be written as in (3), but this time with G(j)i−1,i = I2 for all (i, j) ∈ I2Skip.
Remark 12. The simpliﬁcation to (13) holds when there are no structure blocks forming a pair of type
b, thus in particular in case of a single structure block (as in Fig. 4), or more generally when all structure
blocks Bk have the same rank upper bound rk , since we excluded this situation in all types a, b and c.
The underlying reason is that, as we said before, there is then no interaction between the prepare and
skip sets of the different structure blocks. Thus (13) will be valid for all kinds of Hessenberg and lower
semiseparable structures.
An illustration of Deﬁnition 11 is given in Fig. 6, with further explanation in Fig. 7.
With this example in mind, we will prove the following result.
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Rk 1
Rk 2
Rk 2
I2Skip
Fig. 6. Given a rank structure Rpure = {Bk}3k=1 as indicated in the picture, containing only structure blocks with relative
positions of type a and b. The reader should check that the set I2Skip of Deﬁnition 11 has the illustrated form. Note that in fact
I2Skip =
⋃3
k=1I2Skip,k , except that the setI2Skip,k of the Rk 1 structure block loses a small piece (indicated by the dashed line).
This loss in the Rk 1 skip set follows by the presence of the Rk 2 structure block on the right below of it, since these two structure
blocks form a type b pair (see also Fig. 7).
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Fig. 7. Given the structureRpure ={Bk}3k=1 of the leftmost picture. We are going to apply Lemma 7 in a recursive way. First, after
applying the G(1)
i−1,i in a preparative way, zeros are introduced in the ﬁrst column and the structure blocks Bk are transformed
into new structure blocks with one row less and rank one less. Next, after applying the G(2)
i−1,i (only those with i = 10, 9, 8, 4
and 3 are nontrivial), the complete structure has been transformed into zeros, with positions precisely onI2Skip (see also Fig. 6).
Theorem 13. Under the same conditions as in Deﬁnition 11, we have that
1. (Existence:) ifA ∈Mpure, then each effectively eliminatingQR-decomposition of A satisﬁes the sparse
Givens pattern induced by Rpure;
2. (Complete characterization:) furthermore, we have that A ∈Mpure if and only if a QR-decomposition
A = QR exists which satisﬁes the sparse Givens pattern induced by Rpure.
Proof. 1. Let A ∈Mpure. We apply an effectively eliminating QR-decomposition of A as follows:
(E1) For all (i, j) ∈ ⋃k I2Prepare,k , we apply the preparative variant, i.e. we choose G(j)i−1,i to be either
the identity matrix, or to eliminate the (i, l) element, where l is the smallest column index for which
not both the (updated) (i − 1, l) and (i, l) elements are already equal to zero (the former lying in
the strictly lower triangular part of A). Here we apply a small change: if the above index l is strictly
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greater than the number
jmax := max
k|(i,j)∈I2Prepare,k
jk ,
then we agree to be lazy and choose G(j)i−1,i = I2.
(E2) Inside the set I2\⋃k I2Prepare,k , we apply the lazy variant of effectively eliminating.
To establish the effectively eliminating character of (E1), (E2), it is sufﬁcient to show that an index l
satisfying the constraint in (E1), and with ljmax, will also satisfy the constraint in Deﬁnition 4, i.e.
that the (i, l) and (possibly) (i − 1, l) elements are the only nonzero elements in the entire (updated)
submatrix A(i − 1 : n, 1 : l). This is surely satisﬁed for the elements on the (i − 1)th and ith row, by
construction of (E1). Then suppose by contradiction that some of the (i˜, j˜ ) elements are zero, where i˜ > i
and j˜ l. Let us choose such an element for which j˜ is minimal. Then we claim that G(j)
i˜−1,i˜ has not been
chosen correctly: this follows since surely j˜ ljmax, and since jmax is an increasing function when i
increases (by the shape of the setsI2Prepare,k), condition (E1) implies that G(j)i˜−1,i˜ should have been chosen
to eliminate this nonzero (i˜, j˜ ) element, yielding a contradiction.
Thus we see that (E1), (E2) are effectively eliminating; hence by the essential uniqueness of Theorem
6, it is sufﬁcient to prove the theorem for these conditions (E1), (E2). Now let us ﬁx a structure block
Bk . According to Lemma 7, it follows that during the process of applying (E1), (E2) to make A upper
triangular, this original structure block Bk transforms into new structure blocks with one row less, and
with rank diminished by one. After at most rk steps, this yields a rectangular block of zeros on the bottom
of A(1:rk), with coordinates being precisely the set I2Skip,k .
Having established this, we will now be able to show that (E1), (E2) satisfy the sparse Givens pattern.
Thus we must show that G(j)i−1,i = I2 for all (i, j) ∈ I2Skip, i.e. for all (i, j) for which for certain k,
(i, j) ∈ I2Skip,k and (i, j) /∈I2Prepare,k˜ for all k˜ which form a type b pair with k. These assumptions imply
that (i, j) can only belong to sets I2
Prepare,k˜
with k, k˜ related as in type a. Hence by deﬁnition of type a,
we have that
jmax := max
k˜|(i,j)∈I2
Prepare,k˜
j
k˜
jk .
But then the presence of the zero block corresponding to I2Skip,k implies that for every column index
ljmaxjk , both the (i−1, l) and (i, l) elements are already zero. Hence the lazy character of conditions
(E1). (E2) implies us to choose G(j)i−1,i = I2, thus establishing the sparse Givens pattern.
2. The implication ⇒ (Existence) follows directly from part 1. To prove the implication ⇐ (Complete
characterization), let us suppose that A = QR satisﬁes the sparse Givens pattern induced by Rpure. Let
Bk ∈ Rpure be a structure block. Let us consider the top row of the rectangle I2Skip,k , i.e.
{(i, j)| i = ik + rk and jrk + 1}.
Then Fig. 8 implies that the indices of this top row cannot belong to any of the sets I2
Prepare,k˜
, where B
k˜
is a structure block as in type b. Hence the sparse Givens pattern implies us to choose G(j)i−1,i = I2 in the
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Rk 1 Rk 3
Rk 3
Rk 1
Fig. 8. Given two structure blocks of type b, then the sets I2Skip,k and I
2
Prepare,k˜
may overlap, but the top row of I2Skip,k
(indicated with crosses) cannot be present in this overlap. The left picture shows this for the case ik < ik˜ , and the right picture
for the case ik = ik˜ . Note that this property does not hold anymore when ik > ik˜ ; this is in fact the main reason why we did not
allow type c pairs in the structure.
Rk 2
Rk 2 Rk 4
Rk 4 Rk 2
Rk 3
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Rk 4
Fig. 9. Given a pair of type c structure blocksBk andBk˜ with rk = 2 and rk˜ = 4. The ﬁgure shows the possible distributions for
the ranks of the two intermediate structure blocks Binter,a and Binter,b. For simplicity of illustration, we assume here the ranks
rk and rinter,a of the structure blocks in bottom and top left position to be exact. The exactness of rinter,a is also needed for the
deﬁnition of sparse Givens pattern.
complete top row of I2Skip,k . Then from Lemma 3.2 it follows that after rk steps, a rectangular block of
zeros must have been present on the bottom of A(1:rk), with indices given by I2Skip,k . But then clearly the
presence of this zero block implies that the original matrix A must have satisﬁed the original structure
block Bk: this can be seen since in every application of (11), the rank of the bottom submatrix of S can
decrease by at most 1. 
Now let us consider the case where also type c pairs Bk,Bk˜ are allowed in the structure. We introduce
the intermediate structure blocks Binter,a := (ik˜, jk, rinter,a) and Binter,b := (ik, jk˜, rinter,b), where rinter,a
and rinter,b are rank upper bounds for A|Binter,a and A|Binter,b . It will be necessary to assume that rinter,a is
the exact rank: see Fig. 9.
We consider the problem of deﬁning the sparse Givens pattern induced by such a structure Rpure, not
implying singularity. Let us give a sketch of our solution to this problem. First we deﬁne the structure
R˜pure =Rpure ∪
⋃
k,k˜,type c
Binter,a
with the indices running over all type c structure blocks. Also the structure blocks Binter,b may be added
to the structure, if we have information about them. Note that in fact, it could be that one of the structure
170 S. Delvaux, M.Van Barel / Journal of Computational and Applied Mathematics 189 (2006) 157–178
Rk 2Rk 1
Rk 1Rk 0
I2Skip
Fig. 10. Given a rank structureRpure ={Bk}4k=1 as indicated in the picture, containing structure blocks with relative position of
type c. The reader should check that the set I2Skip that we deﬁned for such structures has the illustrated form (see also Fig. 11).
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Fig. 11. Speciﬁcation of Fig. 7 in case of the structureRpure = {Bk}4k=1 occurring in Fig. 10. Note that both the prepare and the
skip sets consist of two parts.
blocks Binter,a implies singularity, but then we can just increase its row index until (12) is valid again;
it can be shown that the original structure block B
k˜
can then be removed since it will be automatically
induced.
It is then sufﬁcient to deﬁne the sparse Givens pattern induced by this (stronger) structure R˜pure. We
do this as follows: for each index k˜, we redeﬁne the set I2
Prepare,k˜
to be I2
Prepare,k˜
= {(i, j)| rinter,a +
1jrk and ik + jin} ⊆ I2, hence obtained from the ‘usual’ set I2Prepare,k˜ by dropping the ﬁrst
rinter,a columns, where rinter,a is maximal over all structure blocks Bk for which Bk,Bk˜ are as in type c.
This can be justiﬁed as follows: during the preparation of Binter,a , automatically the structure block Bk˜
will be prepared too. Another change is that in (14), the union should be taken over all structure blocks
of types b and c.
An illustration of the above deﬁnition is given in Fig. 10, with further explanation in Fig. 11.
Treating these ideas in a formal way, the deﬁnition of sparse Givens pattern induced by R˜pure can be
extended in such a way that Theorem 13, and hence all theorems which we will derive from it, remain
valid. But we prefer not to reserve space for the technical details of checking this, since the transition
fromRpure to R˜pure and especially the appearance of all the exact ranks rinter,a lead to a rather complicated
solution to this problem. Moreover, it then becomes an equally important topic in which way the matrices
containing type c structure blocks arise and are represented. Depending on this, it may be desirable still
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to work with rank upper bounds instead of exact ranks, but possibly at the price of losing Theorem 13.1.
This will be the subject of further research.
5. Preservation of rank structure
In this section, we will prove that effectively eliminatingQR-decompositions and sparse Givens patterns
are precisely the right tools for obtaining a new QR-iterate of a (possibly) singular matrix A, such that
the rank structure of A is preserved. This is interesting since it shows us that these concepts are not
only interesting from a computational point of view (in terms of numerical efﬁciency), but also from a
theoretical point of view.
We recall the following result from [3].
Lemma 14. Let A be a nonsingular matrix, satisfying a certain structure R. Let Rpure be the induced
pure structure of R. Then for each QR-decomposition A = QR, we have Q ∈Mpure.
Let us recall that the proof of Lemma 14 was rather trivial and based on the equation Q = AR−1 with
R upper triangular. Note that this proof will fail in case R (and hence A) is singular. It turns out that
indeed inheritance of structure by the Q-factor is not always satisﬁed in general, but, interestingly, it is
satisﬁed precisely by those QR-decompositions which are effectively eliminating or satisfy the sparse
Givens pattern, depending on the context.
The underlying reason for this property is a continuity argument. More precisely, we will be interested
in families of QR-decompositions A = QR,  ∈ C, satisfying the conditions
(F1) A is nonsingular, except for a ﬁnite number of  ∈ C;
(F2) A ∈Mpure for all ;
(F3) lim→0 Q = Q, lim→0 R = R and (hence) lim→0 A = A,
In particular, we will refer to the last condition (F3) by saying that A = QR is the limit of the family of
QR-decompositions A = QR.
Theorem 15. LetRpure be a pure structure which does not imply singularity. LetA ∈Mpure be arbitrary,
possibly singular. Then the following statements are equivalent: solving A = QR
(i) satisfying the sparse Givens pattern induced by Rpure;
(ii) as the limit of a family A = QR, satisfying the above conditions (F1)–(F3);
(iii) as the limit of a family A = QR, satisfying (F1)–(F3);
(iv) with Q ∈Mpure.
Proof. (a) To prove that (i) ⇒ (ii), we give an explicit construction of such a family. We do this by
deﬁning R from R by replacing every zero diagonal element by the parameter , and putting A := QR.
Then obviously A is nonsingular for all  = 0. Since A has a QR-decomposition with the same Q-factor
as in A itself, and thus satisfying the sparse Givens pattern induced by Rpure, it follows from Theorem 13
that A ∈Mpure for all  ∈ C. The fact that lim→0 R = R and (hence) lim→0 A = A is obvious.
(b) The implication (ii) ⇒ (iii) is logically trivial.
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(c) To prove that (iii) ⇒ (iv), let A = QR be a family satisfying (F1)–(F3). Let S ⊆ C be the
ﬁnite set of  for which A is singular. Fixing a certain  ∈ C\S, it follows from Lemma 14 that for the
QR-factorization A = QR, we must have that Q ∈ Mpure. Obviously, this will then also hold for the
limiting matrix Q = lim→0 Q.
(d) Finally we prove the implication (iv) ⇒ (i). Thus suppose that Q ∈ Mpure satisﬁes the same
structure as A itself. By Theorem 13, there must be a QR-factorization Q˜HQ = R with Q˜H satisfying
the sparse Givens pattern induced by Rpure. Moreover, by appropriate choice of the diagonal matrix D of
Deﬁnition 11, we can make the diagonal elements of R to be nonnegative. But then Q˜HQ = R must be a
unitary, upper triangular matrix with nonnegative diagonal elements, and hence this must be the identity
matrix. It follows that QH = Q˜H, satisfying the sparse Givens pattern. 
Note that for part d of the proof, we needed that the deﬁnition of sparse Givens pattern only depends
on the structureRpure itself! Thus there must be no dependence on the particular matrix A ∈Mpure, since
we were dealing here with two different matrices A and Q, both belonging toMpure.
As an illustrative example, suppose that A is the zero matrix, and consider A ∈ M, the class of upper
triangular matrices. Since A is zero, every unitary matrix Q can serve as the Q-factor of the QR-equation
A = QR. However, there is essentially only one Q-factor which inherits the upper triangular structure
from A, namely the Q-factor which equals the identity matrix. Another way of seeing this is by remarking
that A = lim→0 I is a family satisfying the conditions (F1)–(F3), and that each member of this family
has the identity matrix as Q-factor.
Another consequence is the following result.
Corollary 16. By applying Theorem 15(iv) ⇒ (i) to the empty structureRpure =∅, we get that for every
QR-decomposition A = QR, there exists a unitary diagonal matrix D such that DHQH can be written as
in (3). In fact this matrix D can be absorbed into the formula (3), by appropriately updating the factors
of the form G(j)j,j+1; hence we conclude that every unitary matrix QH can be written as a Givens product
(3), a fact which we already announced earlier.
Instead of sparse Givens patterns, let us now turn to the case of effectively eliminatingQR-decompositions.
We will prove a theorem very similar to Theorem 15.
Deﬁnition 17. For a given matrix A, we deﬁne the rank structure Rpure,A to be the union of all pure
structure blocks which are satisﬁed by A, and which do not imply singularity.
Theorem 18. Let A be an arbitrary matrix, possibly singular. Then the following statements are equiva-
lent: solving A = QR
(i) in an effectively eliminating way;
(ii) as the limit of a family A = QR, satisfying (F1)–(F3) (withMpure replaced byMpure,A);
(iii) as the limit of a family A = QR, satisfying (F1)–(F3) (withMpure replaced byMpure,A);
(iv) with Q ∈Mpure,A.
Proof. (a) First we prove the implication (i) ⇒ (ii). Since we prefer to avoid sparse Givens patterns in
case Rpure,A contains structure blocks of type c, we argue as follows. We deﬁne a family A in the same
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way as in the proof of Theorem 15(i) ⇒ (ii), namely by replacing every zero diagonal element of R by
the parameter . Then for each structure block Bk ∈ Rpure,A, applying Theorem 15 to the structure {Bk}
implies that each member of the family A satisﬁes Bk . Varying over Bk , condition (F2) easily follows;
the other conditions are trivial.
(b) The implication (ii) ⇒ (iii) is again logically trivial.
(c) The transition (iii) ⇒ (iv) is an immediate consequence of Theorem 15.
(d) Now we prove the implication (iv) ⇒ (i). Since we already established the converse implication
(i) ⇒ (iv), it will be sufﬁcient to prove that a unitary matrix Q satisfying Q ∈Mpure,A must be essentially
unique. Suppose by induction that we have constructed columns 1, . . . , j − 1 of the matrix Q, and that
these columns were essentially unique. We must then construct the jth column of Q. There are two
possibilities: (1) the jth column of A is independent of columns 1, . . . , j − 1 of the matrix Q, and then
since the QR-equation A = QR implies
span{ A1, . . . , Aj } ⊆ span{ Q1, . . . , Qj },
the jth column of Q will be ﬁxed up to a unitary scaling factor c ∈ C; (2) the jth column of A is dependent
of columns 1, . . . , j − 1 of the matrix Q. But then we can consider in Rpure,A the largest pure structure
block Bk having jk = j and not implying singularity. (By (12), this means that jk − ik = rk − 1 for this
structure block). Suppose then, by contradiction, that there are two linearly independent choices q1, q2
that can be made for Qj . We can then extend Q by adding the columns Qj = q1 and Qj+1 = q2. The
resulting matrix Q is of size n × (j + 1), of full column rank and satisﬁes the structure block B˜k which
is obtained from Bk by adding one extra column (jk := jk + 1); but obviously this block B˜k must imply
singularity, hence contradicting the fact that the columns of Q are linearly independent. 
Now we are ready to handle the preservation of structure.
Theorem 19. Let R be a structure which does not imply singularity, and let Rpure ⊆ R be the induced
pure structure. Let A ∈ M be arbitrary, possibly singular. Then by applying a QR-step without shift on
A, satisfying the sparse Givens pattern induced by Rpure, we have that
1. the induced pure structure Rpure itself will always be preserved;
2. all structure blocks Bk with shift k = 0, and for which the induced left pure structure block of Bk
has its maximal allowed rank, i.e. rank equal to rk , will be preserved;
3. if additionally we are working with an effectively eliminating QR-decomposition of A, then the com-
plete structure R will be preserved.
Proof. 1. From the fact that Q ∈ Mpure (Theorem 15(i) ⇒ (iv)) it follows that also RQ ∈ Mpure since
the factor R takes linear combinations of the rows, only involving ‘further’ rows, and hence this factor
cannot destroy the pure structure blocks satisﬁed by Q.
2. We claim that in general,
span A|Bpure,k ⊆ span Q|Bpure,k = Rk rk , (15)
with Rk rk being a matrix of rank at most rk . Indeed: the inclusion ⊆ follows by the QR-equation A=QR,
and the second transition is again just Theorem 15(i) ⇒ (iv).
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Suppose then additionally that we have a structure block Bk with k = 0, and such that the rank of
A|Bleft,k has its maximal allowed value, i.e. equal to rk . Then by reasons of dimension, it follows that for
Bleft,k also the inclusion ⊇ must hold in (15).
Now we deﬁne a family of upper triangular matrices R by replacing every zero diagonal element of
R, standing inIleft,k , by the parameter . This yields us a family of matrices A := QR,  ∈ C, satisfying
the conditions
(F1) Idep,A ∩Ileft,k = ∅, except for  = 0;
(F2) A ∈MBk for all ;
(F3) lim→0 R = R.
Conditions (F1) and (F3) are obvious by construction. To prove condition (F2), let us ﬁrst show that
span A|Bleft,k = span Q|Bleft,k = span A|Bleft,k (16)
for all  = 0. Here the ﬁrst equality is just (15), where we already remarked also the inclusion ⊇ to hold.
The second equality follows in a completely similar way, this time using the QR-equation A = QR,
together with the nonsingularity of R in Ileft,k . Then since by construction the A,  = 0 can only
differ from A in the columns with index in Ileft,k , condition (F2) is just a consequence of (16). Thus we
established (F1)–(F3).
Now using (F1)–(F3), we can easily ﬁnish the proof: let  ∈ C\{0}, then (F2) induces A ∈MBk , and
thus from (F1) and Theorem 2 it follows that also the new QR-iterate RQ ∈MBk . Clearly the same must
then be true for the limit RQ = (lim→0 R)Q = lim→0(RQ).
3. Theorem 18(i) ⇒ (iv) implies that for an effectively eliminating QR-decomposition, we have the
equality Rank Q|Bleft,k = Rank A|Bleft,k . Then by reasons of dimension, again the inclusion ⊇ must hold
for Bleft,k in (15); the rest of the proof is identical to the one of part 2. 
As an illustrative counterexample, let
A =
[0 × ×
0 × ×
0 × ×
]
,
considered as an element of the class of matricesM for which the intersection of rows 2, 3 and columns 1,
2 is of rank at most 1, at least after subtracting some ﬁxed shift element d; obviously we have A ∈M for
any value of d ∈ C. Note that the induced pure structure Rpure ⊆ R contains only Rk 1 structure blocks
which are automatically satisﬁed. In particular, any QR-factorization of A satisﬁes the sparse Givens
pattern induced by Rpure. On the other hand, it is not difﬁcult to construct a QR-factorization which does
not preserve the complete structureR. Thus, we showed here the necessity of the assumption in Theorem
19.2 that the induced left pure structure block must have its maximal allowed rank. Note that for this
same example, it is easy to check that the effectively eliminating QR-decomposition of A does preserve
the structure R, as predicted by Theorem 19.3.
5.1. Example: Lower semiseparable plus diagonal matrices
We conclude this section by a worked example. The class of lower semiseparable plus diagonal matrices
is deﬁned asR={Bk}nk=1 withBk =(ik, jk, rk, k)=(k, k, 1, k). The shift elements k are usually called
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Fig. 12. The left picture shows the induced pure structure of lower semiseparable plus diagonal matrices. After applying the ﬁrst
sequence of Givens transformations G(1)
i−1,i (in a preparative way, if necessary), huge blocks of zeros are created and the matrix
is transformed into a Hessenberg matrix. Then to conclude the QR-factorization, we should transform this Hessenberg matrix
into upper triangular form by applying the ‘residual’ Givens transformations whose positions are indicated by crosses.
the diagonal elements, and we assume them to be ﬁxed; in fact 1 and n could be called ‘pseudo’-diagonal
elements since their value is of no actual importance.
Obviously, the induced pure structure of R is given by Rpure = {Bk}n−1k=1 with Bk = (ik, jk, rk) = (k +
1, k, 1). Here we assumed that k = 0, k = 2, . . . , n− 1; if this is not the case, then some of the structure
blocks of Rpure must be enlarged again to involve the diagonal.
Note that the rank upper bounds rk are all equal to one. Hence from Remark 12 it follows that I2Skip =⋃
kI
2
Skip,k . From this, a QR-factorization A = QR satisﬁes the sparse Givens pattern induced by Rpure if
and only if
QH = (G(n−1)n−1,n)(G(n−2)n−2,n−1) . . . (G(2)2,3)(G(1)1,2 . . . G(1)n−1,n), (17)
hence having only 2n − 3 Givens transformations. The interpretation is given in Fig. 12.
Depending on the given matrix A ∈ M, two situations may occur: (i) We have that A =
[
A1,1
0
A1,2
A2,2
]
where A1,1 is square of size k by k, for certain k. In this situation, we will probably want to apply the
QR-algorithm on each of the submatrices A1,1 and A2,2 since the eigenvalue problem, the ultimate aim of
the QR-algorithm, can then be reduced to two smaller subproblems. (ii) No such zero block exists below
the diagonal of A. Then the left induced pure structure blocks are all of maximal allowed rank equal to
1 and hence Theorem 19.2 implies that the complete structure R is preserved by following the sparse
Givens pattern (17).
However, there is one speciﬁc case where Theorem 19.2 will fail, namely when k = 0. A possible
solution is to apply Theorem 19.3, i.e. to choose an effectively eliminating QR-decomposition of A in
order to preserve the structure. This can be realized here by additionally choosing G(j)i−1,i = I2 whenever
possible for all pairs (i, j) occurring in (17).
Still we may want to prove that for this speciﬁc case, it is not really necessary to apply an effectively
eliminating QR-decomposition of A. Instead, the following theorem shows that the sparse Givens pattern
(17) itself is already enough to guarantee the preservation of the complete structure R.
Note that the theorem introduces two structure blocksBk,a andBk,b which do not satisfy our deﬁnition
of ‘induced pure structure blocks’ of Bk , since for k = 0 we deﬁned only one induced pure structure
176 S. Delvaux, M.Van Barel / Journal of Computational and Applied Mathematics 189 (2006) 157–178
a
b
Fig. 13. Given the huge pure structure block Bk , which indicates the position of the two blocks Bk,a and Bk,b.
block, being Bk itself. However, they can be considered as the induced pure structure if we treat Bk as a
structure block with an ‘inﬁnitesimally small’ shift element.
Theorem 20. Suppose that Bk is a pure structure block which intersects the diagonal in precisely one
element, i.e. k = 0 and ik = jk =: d. Let A ∈MBk . Suppose that we apply a QR-step without shift on A,
satisfying the sparse Givens pattern induced by Bk,a := (d, d − 1, rk) and Bk,b := (d + 1, d, rk), both
lying just below the diagonal: see Fig. 13. Then the following variant of Theorem 19.2 holds: if Bk,a has
its maximal allowed rank, the complete structure block Bk will be preserved.
Proof. Let A ∈MBk be such that A|Bk,a is of maximal allowed rank rk . Then since
rk = Rank A|Bk,aRank A|Bkrk , (18)
we must have equality of the two middle ranks, and hence the dth column of A|Bk is a linear combination
of columns 1, . . . , d − 1.
First we consider the case where A|Bk,a∩Bk,b is of rank <rk , and hence also A|Bk,b being of rank <rk ,
by what we just told. It follows then that A ∈MBk,ck for any value of ck ∈ C, whereBk,ck is deﬁned from
Bk by putting the shift element k equal to ck . Then Theorem 19.2 guarantees that the new QR-iterate
RQ ∈MBk,ck , at least for every nonzero choice of ck ∈ C. Clearly, by continuity the same must hold for
the value ck = 0, hence proving the theorem.
Now we prove the more difﬁcult case where
Rank A|Bk,a∩Bk,b = rk . (19)
We want to take over the proof of Theorem 19.2: we deﬁne the family R as usual, by replacing each zero
diagonal element of R with index inIleft,k by the parameter . But now sinceBk is pure, by deﬁnition the
left index set Ileft,k must contain also the index d. Deﬁning A := QR as usual, we can then not hope
for condition (F2) in the proof of Theorem 19.2 to be valid anymore. Nevertheless, we claim that
A ∈MB,k , where B,k = (d, d, rk, c) for certain c ∈ C. (20)
Assuming this for the moment, then Theorem 2 (Ileft,k ∩Idep,A =∅) implies that also the new QR-iterate
of A satisﬁes B,k , for all  = 0. Taking limits for  → 0, the new QR-iterate of A = lim→0 A will
satisfy the limiting structure block lim→0B,k = (d, d, rk, 0) =Bk .
Thus we would be ﬁnished if we can prove our claim (20). From the proof of Theorem 19.2, it follows
that each of the column spaces of A|Bk,b , A|Bk,a and (hence) A|Bk,a∩Bk,b must be invariant from the
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value of  ∈ C. Now we split the dth column of A|Bk as a (symbolic) sum x + y with x, y ∈ Cn−d+1.
By our assumption on the maximality of rank of A|Bk,a , the ﬁrst term x must be a linear combination of
the columns of A|Bk,a , and hence of A|Bk,a for each  ∈ C. So we can forget about this term x.
Now we treat the second term y. Since by (19),
rk = Rank A|Bk,a∩Bk,bRank A|Bk,brk , (21)
we must have equality of the two middle ranks, and thus when dropping its top element, the vector y
will be a C-linear combination of the columns of A|Bk,a∩Bk,b . Hence a unique correction number c ∈ C
exists which has to be added to the top element of y to extend this C-linear combination to the complete
vector y. Since we had written the dth column of A|Bk as x + y, and since the column space of A|Bk,a
is independent of the value of  ∈ C, we can conclude that the shift element of A will be precisely c,
hence proving our claim (20). 
5.2. A counterexample
Finally we give a counterexample of Theorem 19.3 if we skip the condition that the rank structure R
does not imply singularity (Remark 9). Consider the matrix
A =
[1 1 ×
1 1 ×
1 1 ×
]
∈Mpure,
where Rpure is deﬁned by the complete ﬁrst two columns being of rank at most 1. Then we can ﬁnd an
effectively eliminating QR-decomposition of A by solving A = QR with QH = G(1)1,2G(1)2,3, where G(1)2,3
simultaneously eliminates the (3, 1) and (3, 2) elements andG(1)1,2 eliminates the (2, 1) and (2, 2) elements.
But now the reader can easily check that in general, the new QR-iterate RQ = QHAQ /∈Mpure!
This example shows the necessity of the assumption (12) in order for our theorems to be valid. As a
side remark, note that if one would really be interested in the above structure Rpure to be inherited, one
can always argue by a continuity argument on the family A := A+ I . Indeed: by the continuity results
of [6], it follows that there exists a family of QR-decompositions A = QR for which Q = lim→0 Q
exists. But then it is easy to see that this limiting Q-factor will preserve the structure Rpure.
6. Conclusion
In this paper we proved that even if A is a singular matrix, a new QR-iterate can be constructed having
the same rank structure as the matrix A itself. We introduced the tools of effectively eliminating QR-
decompositions and sparse Givens patterns, and we showed that these have a nice behaviour from both
the computational and theoretical point of view. In [4,5], we show that, apart from the (shifted) QR-
algorithm, our deﬁnition of structure block has also a good behaviour under matrix inversion and Schur
complementation.
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