Abstract. Given a labeled set that is linearly ordered, a ranking algorithm returns the rank-position of an element in the linear order when input with the label of that element. In this paper we provide ranking (and unranking) algorithms for certain classes of graphs where the linear order on the vertexset of a graph is determined by a Hamiltonian path. The classes of graphs we consider include the Hypercube, the De Bruijn, and the Butter y, the so-called hypercubic networks. These graphs are widely recognized as important interconnection topologies for parallel computations. Our ranking and unranking algorithms can be applied to yield e cient implementations of certain network emulations using SIMD-style parallel algorithms for translating node labels.
Introduction
One unavoidable step in the implementation of parallel algorithms on interconnection networks is the generation of software that \recon gures" the physical architecture, given the algorithm's speci ed logical interconnection topology. Recon gurations must be programmed e ciently or they may dominate the costs of a parallel computation.
In this paper we focus on the problem of recon gurations involving the use of long embedded paths (in particular, Hamiltonian paths) in hypercubic networks. The existence of Hamiltonian paths in the Hypercube, the De Bruijn, and the Butter y is well known. However, the existence of such paths does not imply that they may be used e ectively in parallel computations on networks. Indeed, embedding algorithms for Hamiltonian paths are sometimes speci ed sequentially and thus run in time linear (or worse) in the size of the networks. This may not be useful in practice, especially when implementing sub-linear time algorithms.
Paths can be embedded e ciently in parallel networks by developing fast ranking and unranking algorithms. The existence of such algorithms constitutes an e cient parallel implementation of a graph embedding. In a previous paper 1] the author provided a general framework for such embeddings. The basic problem in providing parallel implementations of graph embeddings is the following: given a logical graph structure G, and an algorithm for embedding G into a physical network H, we seek an e cient method for translating between the labels of G-nodes and H-nodes that respects the embedding.
Speci cally, the problem we consider in this paper is as follows. Given an nnode labeled graph, nd a Hamiltonian path along with associated ranking and unranking algorithms. A ranking algorithm takes as input the label of a node and returns the rank r (0 r n ? 1) of that node in the Hamiltonian path. An unranking algorithm takes as input an integer r (0 r n ? 1) and returns the label of the r th -ranked node in the Hamiltonian path. The ranking and unranking algorithms we describe all run in (sequential) time polynomial in the length of the node labels. When such algorithms are applied to embed paths in a network, they run as SIMD-style programs in parallel-time polylogarithmic in the size of the network. This time bound is exponentially faster than implementations that rely on an explicit listing of all the nodes in the path.
The Hypercube
In this section we review a well-known recursive construction for a Hamiltonian path in a Hypercube. This construction leads to very natural and e cient ranking and unranking algorithms.
The order-n Hypercube has 2 n nodes labeled by distinct n-bit strings. Pairs of nodes are adjacent if their labels di er in precisely one bit position. Each edge is associated with one of n dimensions: An edge of dimension 0 i n ? 1 connects a node w = a n?1 a 0 to the node w i = a n?1 a i a 0 , which denotes the string w with the i th bit changed. One Hamiltonian path in a Hypercube is known as the (binary re ected) Gray code. This sequence of nodes (bit-string labels) is named after Frank Gray who used it in the design of an A/D conversion circuit 5]. However, this sequence was recognized in the last century as a solution method to an old puzzle known as the Chinese Rings; see 2, 3] for discussions of this connection.
The Gray code sequence can be recursively described using a method we call recursive reversing. Recursive reversing is a powerful technique that has been used to generate \Gray-like" lists of various combinatorial objects 8, 9] . In this work, we use the technique to generate lists of labels that have simple and e cient ranking algorithms. Roughly speaking, recursive reversing is a method in which we build a list of order-(n + 1) via the concatenation of the list of order-n followed by the list of order-n in reverse order. Sometimes it is required to make small modi cations in the lists to make the constructions work properly.
The Gray code sequence is de ned via recursive reversing in just this way. Let G n be the list of all 2 n n-bit node-labels in the binary re ected Gray code of order-n. Then G n+1 is de ned as G n with a zero pre xing each string, followed by the reverse of G n with a one pre xing each string. For example, see Figure 1 for the construction of G 4 from G 3 . The following proposition gives a simple ranking algorithm for Gray codes.
Proposition 2.1. (Ranking Algorithm) Given a node-label w = w n?1 w 0 , the Rank(w) in the list G n can be expressed in binary as r n?1 r 0 , where r`= w n?1 + w n?2 + + w`(mod 2), for each 0 ` n ? 1. In other words, the rank number (in binary) is an xor-scan of the node-label.
Proof. The proof follows by induction on n. The proposition clearly holds for the case n = 1. Now suppose the proposition holds for G n . Let w = w n w 0 . First, 7 0100 8 1100 Figure 1 . Illustration of the recursive construction of Gray codes. suppose w n = 0. The formula above states that Rank(w) = Rank(w n?1 w 0 ). Hence, using the inductive hypothesis, for each 0 ` n?1, r`= 0+w n?1 + + w`(mod 2), and so the statement of the proposition is satis ed for the case w n = 0. Now suppose w n = 1. Then it follows from the construction that Rank(w) = 2 n+1 ? 1 ? r, where r = Rank(w n?1 w 0 ). This equation simply corresponds to the bit-complement of the binary representation of r (with a one as pre x). Hence, using the inductive hypothesis, for each 0 ` n, r`= 1+w n?1 + +w`(mod 2), and so the statement of the proposition is satis ed. The time complexity of both the ranking and unranking algorithms is easily seen to be proportional to the length of the labels O(n).
3. The De Bruijn Graph In this section we derive ranking and unranking algorithms for a Hamiltonian path on the De Bruijn graph which is constructed in manner similar to the Gray code construction of Section 2|using the technique of recursive reversing. Consider the set of all n-bit strings B n , and let the mapping L : B n ! B n?1 be de ned by L(w n?1 w 0 ) = (w n?1 + w n?2 ) (w 2 + w 1 )(w 1 + w 0 ). It is easily veri ed that L is a 2-to-1 onto mapping that induces a graph homomorphism of , that is, P n is the concatenated sequence of node-labels that begins with the path P A ranking algorithm for the Hamiltonian path P n can be described as follows. Given w = w n?1 w 0 , recursively compute Rank(L(w)) = r. Then, it follows from the construction that . We show that we can solve this problem by keeping track of the amount of cyclic shifting (positive or negative directed) of the node-label taking place at each step in the Hamiltonian path. Such shifting is \preserved" under L, that is to say positive-directed arcs are mapped by L to positive-directed arcs, and negative-directed arcs are mapped by L to negativedirected arcs.
Let ShiftAmt(n; i) denote the sum-total amount of cyclic shifting performed to reach the rank i node in P n starting from the node 00 : : :0. A recursive formula for ShiftAmt(n; i) can be de ned as follows. Proof. The validity of the recursive formula for ShiftAmt(n; i) follows by induction on n. We show that for all valid i, the correctness of the formula for ShiftAmt(n? 1; i) implies the correctness of the formula for ShiftAmt(n; i) and ShiftAmt(n; 2 n ? 1 ? i).
In the construction of the path P n , the cyclic direction of each step in the path's rst half P 0 is the same as the corresponding step in the path P n?1 , since L preserves the direction of the arcs. Hence, the sum-total shifting after i < 2 n?1 steps ShiftAmt(n; i) is equal to the value ShiftAmt(n ? 1; i).
In the construction of the path P n , the cyclic direction of each step in the path's second half (P 1 ) rev is the reverse of the corresponding step in the path P n?1 . Hence, this portion of the path simply \undoes" the shifting accomplished by P 0 . Thus, the sum-total shifting after i 2 n?1 steps ShiftAmt(n; i) is equal to the value ShiftAmt(n ? 1; 2 n ? 1 ? i) plus the amount of cyclic shifting used to bridge from P 0 to P 1 , which can be chosen to be either +1 or ?1; we choose it to be +1. The proof follows by induction.
From the formula above it is apparent (by induction) that for each n 0 and all 0 i 2 n ? 1 that 0 ShiftAmt(n; i) n. Hence, during the rst half of the Hamiltonian path (i.e., the list of node-labels in P 0 ) the original least signi cant bit (a zero) can never be changed. This is due to the fact that the cyclic shifting never moves it past the most signi cant bit position, nor past the least signi cant bit position, and it is therefore left unadulterated. Hence, if the node-label w = w n?1 w 0 is part of P 0 then the ShiftAmt(n; r)-bit of w is zero, where r = Rank(L(w)); likewise, if w is part of P 1 then the ShiftAmt(n; r)-bit of w is one, since w is the complementary string to a string in P 0 whose ShiftAmt(n; r)-bit is zero. This is the key observation su cient to eliminate the uncertainty of whether a particular node w lies in the P 0 or the P 1 portion of the Hamiltonian path P n . We can now re ne our ranking algorithm for the Hamiltonian path P n as follows. is the label of the rank-r node in P n .
Both the ranking and unranking algorithms have a time complexity bounded by the recurrence relation T(n) = T(n ? 1) + O(n). This follows since, for any r, the time to compute ShiftAmt(n; r) is O(n). In fact, the reader should note that the function ShiftAmt() can be e ciently computed in a manner quite similar to the xor-scan method used in Proposition 2.1 for the ranking algorithm for the Gray code. It follows that T(n) = O(n 2 ).
4. The Butterfly In this section we derive ranking and unranking algorithms for a Hamiltonian path of the Butter y. Here too, the construction of the path is recursive, however, no reversing is required.
The order-n Butter y graph B(n) has node-set V B = Z n Z n 2 : The subset V (`) = f`g Z n 2 of V B (0 `< n) is called the level-`of B(n); the string w 2 Z n 2 is the column string of each node in Z n fwg. The edges of B(n) form butter ies (i.e., copies of the complete bipartite graph K 2;2 ) between consecutive levels of vertices, with wraparound in the sense that level 0 is identi ed with level n. The edges of the Butter y connect each node v = h`; a n?1 a` a 0 i on level`of B(n) (0 ` n ? 1) via a straight-edge with the node h`+ 1(mod n); a n?1 a` a 0 i, and v is connected via a cross-edge with the node h`+1(mod n); a n?1 a` a 0 i: We call these edges the level-`edges of B(n).
There is a well-known inductive construction for a Hamiltonian path in a Buttery graph (see 6]). We review this construction now. For the inductive hypothesis, assume that B(n) has a Hamiltonian path P n that begins at h0; 0 0 : : : 0i and ends at hn ? 1; 1 0 : : : 0i; in fact, nishing with the cross-edge forms a Hamiltonian cycle. Now consider B(n + 1), which we can view as a pair of order-n Butter ies (a left one and a right one) in which level-n nodes and edges have been added. Using the inductive hypothesis, we start with the sequence of edges de ned by P n , and then splice in level-(n ? 1) straight edges to form a path in B(n + 1) that begins at h0; 0 0 : : : 0i and ends at hn; 0 : : : 0i that visits every node in the left subButter y. A cross-edge joins hn; 0 : : : 0i in the left sub-Butter y to h0; 1 0 : : : 0i in the right sub-Butter y. Now, following the same sequence of edges just de ned (for the left side), our path then visits the entire right sub-Butter y, and terminates at the node hn; 1 0 : : : 0i; thus completing the Hamiltonian path P n+1 . A base case is easily veri ed, and the proof of Hamiltonicity follows by induction. The next proposition follows as a simple consequence of this construction.
Proposition 4.1. In the path P n , a cross-edge is used when leaving from a level-i node and enters into a level-i+1 (mod n) node if and only if i = 0 or the rightmost i > 0 bits of the column string are all zeros.
We provide a ranking algorithm for P n by rst showing how to rank all nodes on level 0. Note that in the inductive construction when the path P n enters a new, previously unvisited column, it is always the column immediately following the set of visited columns; hence, columns are visited in the same order as the integer values of their column strings. Also, once a new column is entered, P n always visits the node in level-0 before leaving that column. Successive level-0 nodes are thus always reached after every n steps. Therefore, we have the following ranking function for the level-0 nodes: Rank(h0; a n?1 a n?2 : : :a 0 i) = n Int(a n?1 a n?2 : : :a 0 ); where the function Int() returns the integer value of binary number.
To compute the rank of the remaining nodes it is a simple matter to determine the column-string of the level-0 node that is the nearest in the path P n . This can be accomplished by repeated application of Proposition 4.1. To rank the node, simply add the rank of the nearest level-0 predecessor to the level number of the node in question, or equivalently, we can subtract (n?level number) from the rank of the nearest level-0 successor. For example, to rank the node w = h2; 1 1 0i in the path P 3 in the graph B(3), we rst determine (by applying Proposition 4.1) that the predecessor of w is v = h1; 1 0 0i, and the predecessor of w is u = h0; 1 0 1i. Now Rank(u) = 3 Int(101) = 15. Adding the level number we have that the Rank(w) = 15 + 2 = 17. Equivalently, we nd (by applying Proposition 4.1) that the nearest level-0 successor to w is x = h0; 1 1 0i; hence, subtracting (3 ? 2) = 1 from the Rank(x) = 3 Int(110), we also get 17.
The algorithm to unrank is equally easy. Given an integer k, we want to determine the label of the node of rank k in P n . First, compute the binary representation of k div n, for this is the column string of the level-0 node that is the nearest predecessor of the node we want. Now by repeatedly applying Proposition 4.1 we arrive at the node-label associated with rank k which lies in level k modn of the Butter y.
In determining the time complexity for the ranking algorithm on P n , we note that it takes time O(n) to traverse the column-string to determine the path back to the nearest level-0 predecessor, or the path forward to the nearest level-0 successor. Assuming multiplication of an n-bit number by a log n-bit number can be computed in O(n) time, it follows that the time complexity for the ranking algorithm for P n on the Butter y is O(n). The time complexity for the unranking is seen to be O(n), assuming that is time su cient to do integer division (of an n-bit number by a log n-bit number) plus a traversal of the bit-string to facilitate application of Proposition 4.1.
5. Conclusion We have described e cient ranking and unranking algorithms for Hamiltonian paths on certain classes of hypercubic networks, including the Hypercube, the De Bruijn, and the Butter y networks. Using similar techniques to those described in the paper, one can nd ranking and unranking algorithms for other hypercubic networks, e.g. the Cube-Connected-Cycles. Recently, it has been shown that there is a Hamiltonian path in the shu e-exchange graph 4]. It is an interesting open question whether an e cient ranking algorithm can be derived for this class of graphs. Another open problem is to nd e cient ranking and unranking algorithms for De Bruijn sequences, i.e., Hamiltonian circuits in De Bruijn digraphs.
