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a b s t r a c t
We define a new combinatorial statistic, maximal-inversion, on a permutation.We remark
that the number M(n, k) of permutations in Sn with k maximal-inversions is the signless
Stirling number c(n, n− k) of the first kind. A permutation pi in Sn is uniquely determined
by its maximal-inversion set MI(pi). We prove it by making an algorithm for retrieving
the permutation from its maximal-inversion set. Also, we remark on how the algorithm
can be used directly to determine whether a given set is the maximal-inversion set of a
permutation. As an application of the algorithm, we characterize the maximal-inversion
set for pattern-avoiding permutations. Then we give some enumerative results concerning
permutations with forbidden patterns.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Many fundamental statistics, such as descent, inversion, excedence, and the major index, have been associated with a
permutation pi in Sn, the symmetric group on [n] := {1, 2, . . . , n}. Much progress also has been made in discovering and
analyzing new statistics. The reader is referred to [3–6,9,11,12] for more information.
In the next section, we introduce a new permutation statistic, maximal-inversion. We remark that the number M(n, k)
of permutations in Sn with kmaximal-inversions is the signless Stirling number c(n, n− k) of the first kind.
In Section 3, we verify that a permutation pi in Sn is determined by its maximal-inversion set MI(pi). To do this we give
an algorithm that retrieves a permutation from its maximal-inversion set. Finally, we give a bijection between the set of
n-permutations and the set of words representing the maximal-inversion sets.
There has been a lot of research on enumerating permutations with excluded subsequences. In the following sections,
we apply the maximal-inversion sets (or words) to the subject of pattern-avoiding permutations, also called restricted
permutations, which has blossomed in the past decade.
In Section 4, as an application of the retrieval algorithm, we are able to state a characterization of the maximal-
inversion set for permutations with forbidden patterns. Then we give for some enumerative results concerning pattern-
avoiding permutations. For example, we obtain an alternative proof of the formula for the number of 132- and 321-
avoiding permutations of Simion and Schmidt [10]. Another example is 231- and 321-avoiding and vexillary (2143-avoiding)
permutations, which can be described as having the maximal-inversion set with at most one element.
2. Definitions
Pattern-avoiding permutations are defined as follows:
Definition 1. Let τ and pi be two permutations of length k and n, respectively. We say that pi is a τ -avoiding permutation if
there is no subsequence iτ(1), iτ(2), . . . , iτ(k) of [n] such that pi(i1) < pi(i2) < · · · < pi(ik). If there is such a subsequence, we
say that the subsequence pi(iτ(1))pi(iτ(2)) · · ·pi(iτ(k)) is of type τ .
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Two subsequences τ , σ of length n are of the same type if τ(i) < τ(j) ⇔ σ(i) < σ(j) for all 1 ≤ i, j ≤ n,
or equivalently, τ and σ have the same pairwise comparisons throughout. We denote by Sn(τ ) the set of all τ -avoiding
permutations in Sn. More generally, if Ω = {τ1, τ2, . . . , τq}, then we abbreviate Sn(Ω) = Sn(τ1, τ2, . . . , τq) = ∩qj=1 Sn(τj).
Any permutation τ ∈ Ω is said to be a forbidden subsequence (for Sn(Ω)).We denote the cardinality of a set Sn(Ω) by |Sn(Ω)|.
For example, S4(132, 321) = {1234, 2134, 2314, 2341, 3124, 3412, 4123}, and |S4(132, 321)| = 7. Of course, Ω1 ⊂ Ω2
implies Sn(Ω1) ⊃ Sn(Ω2).
Example 2. The permutation pi =
(
1 2 3 4 5 6 7
3 4 6 1 7 5 2
)
∈ S7 is not 2413-avoiding permutation because we can take
i1 = 4, i2 = 1, i3 = 6, and i4 = 3. Informally, the subsequence of pi consisting of the 1st, 3rd, 4th, and 6th numbers, namely
3615 has the same shape as 2413.
The right-to-left minima of pi are elements ai such that ai < ak for all kwith k > iwhere pi = a1a2 · · · an.
Definition 3. Let pi =
(
1 2 · · · i · · · n
a1 a2 · · · ai · · · an
)
be a permutation on [n]. We say that the pair (i, bi), 1 ≤ i < n, is a
maximal-inversion if bi is the maximum of ak’s such that ak < ai for all k ∈ [i+ 1, n].
Example 4. Letpi =
(
1 2 3 4 5 6 7 8
8 1 3 2 5 7 6 4
)
∈ S8. Then it has 5maximal-inversions: (1, 7), (3, 2), (5, 4), (6, 6), and (7, 4).
In other words, an index i1, i+ 1 ≤ i1 ≤ n such that bi < ai1 < ai does not exist. The set of all maximal-inversions of pi
is called the maximal-inversion set of pi and is denoted by MI(pi). The cardinality of MI(pi), that is, the number of maximal-
inversions of pi , is denoted by mi(pi). LetM(n, k) be the number of permutations on [n]with kmaximal-inversions, and let
Mn(x) = ∑pi∈Sn xmi(pi) = ∑n−1k=0 M(n, k)xk. Throughout this paper we may use the one-line notation for the two-line form
of the permutation.
Example 5. There are three permutations of length threewith onemaximal-inversion, namely 132, 213, and 312. Therefore,
M(3, 1) = 3. Similarly, M(3, 2) = 2 corresponding to the permutations 231, and 321, and M(3, 0) = 1, corresponding to
the permutation 123.
Note that bi is undefined if and only if there is no ak < ai for all k ∈ [i + 1, n]. In other words, bi is undefined if and
only if ai is a right-to-left minimum. It is well known that the number of permutations with a given number of right-to-left
minima is an unsigned Stirling number of the first kind (see [11]). Thus, Lemma 6 and Propositions 7 and 8 are well-known
facts (see [1,2,11]).
Let us start with the most basic property of the numberM(n, k).
Lemma 6. The number M(n, k) satisfies the recurrence
M(n, k) = M(n− 1, k)+ (n− 1)M(n− 1, k− 1), n ≥ 1, 0 ≤ k ≤ n− 1,
with the initial conditions M(n, k) = 0 if n ≤ k, or k < 0, n ≤ 0, except M(0, 0) = 1.




M(n, k)xk = (x+ 1)(2x+ 1)(3x+ 1) · · · ((n− 1)x+ 1).
Proposition 8. M(n, k) = c(n, n− k).
3. The retrieval algorithm
We shall present and analyze an elementary algorithm for explicitly determining the permutation from its maximal-
inversion set. As a result, we will see that permutations are in bijection with specific kind of words.
Let [n]0 := {0, 1, 2, . . . , n} be a totally ordered alphabet of n+ 1 letters. We call the elements of [n]k0 words, i.e., a word
in [n]k0 is a k-letter word over a totally ordered (n+ 1)-letter alphabet.
Now we will discuss maximal-inversion sets from a different viewpoint. Let M be the maximal-inversion set of a
permutation in Sn. We note thatM is a subset of [n− 1] × [n− 1], but the number of elements ofM is less than or equal to
n − 1, which is much less than (n − 1)2. Furthermore, the first coordinate i of each pair in the set M appears at most once
for each i ∈ [n − 1]. So we associateM with a word w(M), that is, a way of listing n objects which consists of writing only
the second coordinate of each pair in the setM , defined as follows.
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Definition 9. LetM be the maximal-inversion set of a permutation on [n], and let w(M) = w = w1w2 · · ·wn be a word in
[n− 1]n0 in which
wi =
{
j if (i, j) ∈ M ,
0 otherwise.
The wordw(M) of a maximal-inversion setM is called the maximal-inversion word.
It is obvious that M determines a unique maximal-inversion word w(M), and conversely any such word corresponds to a
uniqueM .
Example 10. If a setM = {(1, 7), (3, 2), (5, 4), (6, 6), (7, 4)} is the maximal-inversion set of a permutation in S8, then the
corresponding maximal-inversion word isw(M) = w = 70204640.
Thus, a word w = w1w2 · · ·wn ∈ [n − 1]n0 is a maximal-inversion word if there exists the permutation pi ∈ Sn so that
w(MI(pi)) = w. Clearly,wn = 0 for every maximal-inversion wordw = w1w2 · · ·wn.
Note that we describe the domain of the retrieval algorithm as the set of maximal-inversion words for their own
advantages. In this section, first, we explain the retrieval algorithm. Second, we show that there is a bijection from the
set of permutations to the set of maximal-inversion words. Finally, we present what the n!maximal-inversion words are.
Retrieval algorithm (RA).
Input : Letw = w1w2 · · ·wn ∈ [n− 1]n0 be a maximal-inversion word.
Output : a permutation RA(w) = pi ofw so thatw(MI(pi)) = w.
Step 0 : Putw(0) = w = w1w2 · · ·wn.
Step 1 : Let w(1) = w(1)1 w(1)2 · · ·w(1)n , where w(1)i = wi + 1 for each i = 1, 2, . . . , n. In other words, increase each term
wi by 1.
Step k : The wordw(k) is obtained fromw(k−1) for k ≥ 2 through the following procedure:
Look at the largest repeated letters inw(k−1). Increase all of those by one, except the left-most one. This becomes
w(k). If there is no largest repeated letter, then stop. Continue this step until all entries are different, which gives a
permutation on [n].
Example 11. In Example 10 we created the maximal-inversion word w(M) = w = 70204640. Application of the retrieval
algorithm shows that RA(w) is the permutation RA(w) = pi = 81325764 shown in the following steps:
The situation after Step 0:w(0) = w = 70204640.
The situation after Step 1:w(1) = 81315751.




w(5) = 81325764 = pi = RA(w).
Clearly, MI(pi) = M andw(M) = w. See Examples 10 and 4.
We denote by imax the position of the entry n in a permutation pi ∈ Sn, that is, pi(imax) = n. We show that the retrieval
algorithm produces a unique permutation, that is, for any maximal-inversion word w = w1w2 · · ·wn in [n − 1]n0, there
exists exactly one pi ∈ Sn so thatw(MI(pi)) = w.
We prove our statement by induction on n, the initial case of n = 1 being trivial.
In order to prove the inductive step, we show how to recover the index imax of pi fromw.
This needs some preparation. Let w = w1w2 · · ·wn be a (maximal-inversion) word in [n− 1]n0. The entrywi, 1 ≤ i ≤ n,
is a maximum if wi ≥ wt for all t ∈ [n]. We generalize the concept of maximum as follows: let w = w1w2 · · ·wn be a
(maximal-inversion) word in [n− 1]n0. The entrywi, 1 ≤ i ≤ n, is a jth maximum ifwi ≥ wt for all t ∈ [n] − ∪j−1k=0 Ek, where
Ek is the set of all positions of kth maxima in w for 1 ≤ k ≤ j − 1, and the initial condition E0 = ∅. This implies that a
maximum is the same as a first maximum.
Example 12. The wordw = 242110 has: E0 = ∅,
1 maximum:w2 = 4; E1 = {2},
2 second maxima:w1 = 2, andw3 = 2; E2 = {1, 3},
2 third maxima:w4 = 1, andw5 = 1; E3 = {4, 5},
1 fourth maximum:w6 = 0; E4 = {6}.
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We use the notation ek = |Ek| andmj−1 = |∪j−1k=0 Ek| = e0 + e1 + · · · + ej−1. Then e0 = m0 = 0 andm1 = e1. For instance,
let w = 242110 as above. Then m0 = 0, m1 = 0 + 1 = 1, m2 = 0 + 1 + 2 = 3, m3 = 0 + 1 + 2 + 2 = 5, and m4 = 6.
Moreover, we let m5 = m6 = · · · = 6 and so we let ek = 0 for all k ≥ 5. For a positive integer k, we denote these ek kth
maxima ofw bywimk−1+1 , wimk−1+2 , . . . , wimk−1+ek = wimk so that 1 ≤ imk−1+1 < imk−1+2 < · · · < imk ≤ n. In the case k = 1,
we denote these e1 maxima ofw bywi1 , wi2 , . . . , wim1 so that 1 ≤ i1 < i2 < · · · < im1 ≤ n.
Note thatwi is an entry ofw corresponding to pi which is the largest element in {pi(i+ 1), pi(i+ 2), . . . , pi(n)} that are
smaller than pi(i), that is, there is no r so thatwi < r < pi(i). Thus,wi + 1 ≤ pi(i) ≤ n for each i = 1, 2, . . . , n.
Lemma 13. Let w = w1w2 · · ·wn be a maximal-inversion word in [n − 1]n0 corresponding to a permutation pi ∈ Sn. If we put
wi1 = wi2 = · · · = wim1 = b1, the e1 maxima of w, then the following hold:
(a) b1 + 1 ≤ pi(i1) < pi(i2) < · · · < pi(im1) ≤ n, and
(b) pi(ij) = b1 + j for all j = 1, 2, . . . ,m1.
Proof. As (a) follows from the definitions, we only have to prove (b).
We prove the statement (b) by induction on j. In the initial case of j = 1, we claim that pi(i1) = b1 + 1. Assume the
contrary, that is, that pi(i1) 6= b1 + 1. Then one of the following two situations has to occur.
(i) The first case is when b1 + 1 = pi(k) for some k < i1. In this case, wk = b1, since pi−1(b1) > im1 > i1 > k. This is a
contradiction, as i1 is the smallest index withinw such thatwi1 = b1.
(ii) The second case is when b1 + 1 = pi(k) for some k > i1. That means pi(i1) ≥ b1 + 2, and sowi1 must be b1 + 1. This is
a contradiction, sincewi1 = b1.
So the initial step is complete.
Assume now that the statement (b) is true for all positive integers less than j. We claim that pi(ij) = b1 + j. Note that b1
is the maximum inw, so b1 + j for all j = 1, 2, . . . , does not exist inw. Then we can prove the claim analogous to the proof
of the initial case. 
Example 14. The word w = 40240400 corresponds to pi = 51362748. Then E1 = {1, 4, 6}, e1 = 3, i1 = 1, i2 = 4, i3 = 6,
andw1 = w4 = w6 = 4 = b1. Clearly pi(1) = 4+ 1, pi(4) = 4+ 2, and pi(6) = 4+ 3.
After obtaining the results in Lemma 13 for the case of the first maxima of w, we may think that we could turn to the
general case, that is, the kth maxima of w for k ≥ 2. However it is rather complicated. The following corollary will bring
similar results closer to what we need. The three properties in the corollary are immediate from the definitions and the
arguments in Lemma 13.
Corollary 15. Let w = w1w2 · · ·wn be a maximal-inversion word in [n−1]n0 corresponding to a permutation pi ∈ Sn. For every
integer k ≥ 2, if we put wimk−1+1 = wimk−1+2 = · · · = wimk−1+ek (= wimk ) = bk, the ek kth maxima of w, then the following
hold:
(a) bk + 1 ≤ pi(imk−1+1) < pi(imk−1+2) < · · · < pi(imk) ≤ n,
(b) pi(imk−1+1) = bk + 1, and
(c) if bk +mk = n so that bj +mj < n for all j = 1, 2, . . . , k− 1, then pi(imk) = n.
Lemma 13 and Corollary 15 provide an obvious algorithm that finds the index imax ofpi from itsmaximal-inversionword.
imax-Finding algorithm.
Input Letw = w1w2 · · ·wn be a maximal-inversion word in [n− 1]n0 corresponding to a permutation pi ∈ Sn.
Output the index imax.
Step 1 Look at the e1 maxima of w, denoted wi1 , wi2 , . . . , wie1 . If wie1 + e1 = wim1 + m1 = n, then imax = im1 , and the
algorithm is finished. If not, then go to the next step.
Step k Look at the ek kthmaximaofw, denotedwimk−1+1 , wimk−1+2 , . . . ,wimk−1+ek = wimk . Ifwimk+mk = n, then imax = imk ,
and the algorithm is finished. Otherwise, continue Step k until the index imax is found. Repeating this procedure at
most n times, we obviously get the index imax.
Example 16. We already know that we are given MI(pi) = {(1, 2), (2, 4), (3, 2), (4, 1), (5, 1)} ⊂ [5] × [5], n = 6, where
its permutation pi is pi = 354261. By the above algorithm we can find the index imax from the maximal-inversion word
w = 242110:
Input w = 242110
After Step 1 wi1 = 4, i1 = 2, e1 = 1 = m1, andwie1 + e1 = 5 6= 6 = n,
After Step 2 wi2 = wi3 = 2, i2 = 1, i3 = 3, e2 = 2,m2 = e1 + e2 = 3 andwim2 +m2 = 2+ 3 = 5 6= 6 = n,
After Step 3 wi4 = wi5 = 1, i4 = 4, i5 = 5, e3 = 2,m3 = e1 + e2 + e3 = 5, andwim3 +m3 = 1+ 5 = 6 = n,
so the algorithm is over and imax = im3 = i5 = 5.
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Fig. 1. The table forW4 and the corresponding S4 .
Therefore, we can recover the entry n of pi from its maximal-inversion word w. Now we are in a position to prove the
retrieval algorithm. Assume that we have proved the result for permutations of length less than n, for n ≥ 2.
Let w = w1w2 · · ·wn be a maximal-inversion word in [n − 1]n0. Note that this algorithm assures that the index imax is
always found, that is, wimax + max = wimk + mk = n for a unique positive integer k. So we can simply delete the entry
corresponding to the index imax fromw. Letw′ = w1 · · ·wimk−1wimk+1 · · ·wn. Then there are two possibilities.
(i) The first case is when wimk = n − 1. In this case, pi(imk) = n, and pi(i) ≤ n for all i = 1, 2, . . . , n. So the entry n − 1 is
the maximum ofw and appears exactly once as an entry inw.
(ii) The second case is whenwimk 6= n− 1. In this case, every entry inw is less than n− 1.
Therefore, w′ is the maximal-inversion word in [n − 2]n−10 . It follows from the induction hypothesis that we can find the
permutation pi ′ ∈ Sn−1 such thatw(MI(pi ′)) = w′. So we define the permutation pi ∈ Sn:
pi(i) =
{
pi ′(i) if i < imax,
n if i = imax,
pi ′(i− 1) if i > imax.
Since wimk is the first maximum with the largest index in the set E1 of w, w(MI(pi)) = w, so we have proved the retrieval
algorithm.
Example 17. In Example 16, w′ = 24210. Then by the retrieval algorithm, the permutation pi ′ corresponding to w′ is
pi ′ = 35421. Thus, the permutation pi corresponding tow is pi = 354261, since imax = 5.
Therefore, we have as an immediate consequence of maximal-inversion set and the retrieval algorithm the following
theorem.
Theorem 18. For all positive integers n, there is a bijection from the set Sn of permutations on [n] to the set Wn of maximal-
inversion words in [n− 1]n0.
Example 19. Let n = 4. Then there are 24 permutations. Correspondingly, there are 24 maximal-inversion words on [3]40,
as can be seen in Fig. 1.
Now we turn our attention to maximal-inversion words. Which words are the maximal-inversion words? We are going
to characterize permutations by maximal-inversion words. We will denote our word w = w1w2 · · ·wn throughout the
algorithm, but if we want to emphasize that it is not yet completely built, we call it w(i) = w1w2 · · ·wi to show that only i
steps of its construction have been carried out. In order to build a maximal-inversion word w = w1w2 · · ·wn in [n − 1]n0,
we have to find the subset Hi of [n− 1]0 to contain all possible elements to play the role ofwi.
We consider the complement sets of Hi in [n − 1]0 for all i = 1, 2, . . . , n. We note that Hic is the set of all elements of
[n − 1]0 not playing the role of wi. In the initial case of i = 1, we claim that H1c = ∅. By Corollary 15, pi(1) = w1 + 1 and
sow1 + 1 can be simply chosen in the set [n]. Thus, H1 = [n− 1]0.
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Fig. 2. The diagram ofw = 242110.
Consider the setHic for all i = 2, 3, . . . , n. Note thatw generates the permutation pi = RA(w) by the retrieval algorithm.
Moreover, a permutation lists all elements of [n] so that each element is listed exactly once. Thus, the set Hic is thoroughly
determined by the subwordw(i−1) = w1w2 · · ·wi−1 ofw.
Lemma 20. Let w = w1w2 · · ·wn be a maximal-inversion word in [n − 1]n0 with the permutation pi = RA(w). For every
integer i = 1, 2, . . . , n, if we apply the retrieval algorithm to the subword w(i), then we obtain the i-permutation pi(i) =
pi(1)pi(2) · · ·pi(i) on the subset {pi(1), pi(2), . . . , pi(i)} of [n].
Proof. The proof is by induction on i. If i = 1, then apply the retrieval algorithm to the subwordw(1) = w1. Thus we obtain
pi(1) = w1 + 1, and it is equal to pi(1) by Corollary 15.
Suppose that the statement is true for all subwords w(i−1). We will prove it for the subword w(i) = w(i−1)wi. We
distinguish two cases.
(i) If the last entrywi is different from all entries inw(i−1), thenwi is the jthmaximumwith the smallest position among the
ej jth maxima. So by Corollary 15, pi(i) = wi+1 and it is independent of any entry ofw(i−1) relative to the application of
the retrieval algorithm. By the induction hypothesis, pi(i−1)pi(i) is the i-permutation on the set {pi(1), pi(2), . . . , pi(i)}.
(ii) If the last entry wi is equal to an entry wk for some k, 1 ≤ k ≤ i − 1, then by the retrieval algorithm, pi(i) =
pˆi(1)pˆi(2) · · · pˆi(i − 1)pˆi(i). We claim that pˆi(k) = pi(k), for all k = 1, 2, . . . , i. For every subword w(j) for all
j = i + 1, i + 2, . . . , n, we apply the retrieval algorithm. Then it converts only the same entries from left-to-right of
w(j). But the numbers pˆi(1), pˆi(2), . . . , pˆi(i− 1), pˆi(i) are all different, so they cannot change via the retrieval algorithm.
Therefore, pˆi(k) = pi(k). 
Now we are in position to consider the set Hic for all i = 2, 3, . . . , n. Assume that w(i−1) = w1w2 · · ·wi−1 has already
been placed, and that we have created the set Hi−1. What elements of [n − 1]0 cannot be wi? The answer induces from all
entries of pi(i−1) corresponding tow(i−1), by the definition of a permutation. Put the set Di−1 = {pi(1), pi(2), . . . , pi(i− 1)}.
Then we consider two separate cases.
(i) First, we consider the case in which n does not belong to the set Di−1. Since every element in Di−1 is less than n, we set
Hic = Di−1.
(ii) When n ∈ Di−1,wi cannot be n−1 (first we excluded the n), since ifwi = n−1, then n ≤ pi(i). So pi(i)must be n, which
is a contradiction since n ∈ Di−1. This holds recursively for all entries n, n−1, . . . , n−b inDi−1(but n−b−1 6∈ Di−1), for
the integer b, 0 ≤ b ≤ i−2. Sowi cannot be n−b−1which is not an element of Di−1. SoHic = (Di−1 \{n})∪{n−b−1}.
The above description provides an obvious setHi for all i = 1, 2, . . . , n in order to generate all maximal-inversionwords.
We note that the number of the elements in the setHic is i−1, that is, |Hi| = n−(i−1). When building amaximal-inversion
wordw = w1w2 · · ·wn, we can choose n entries to play the role ofw1, then n− 1 entries for the role ofw2, and so on. If we
use the notationWn for the set of maximal-inversion words in [n− 1]n0, then the cardinality ofWn is n!.
We will use the following simple representation of maximal-inversion words in diagrams. A diagram of a maximal-
inversion wordw = w1w2 · · ·wn ∈ Wn is an n× n square array with a dot, •, in thewith square from the bottom of column
i for all i = 1, 2, . . . , n. The diagram ofw = 242110 is shown in Fig. 2. The diagram ofw ∈ Wn provides a direct method for
the procedure to find the setWn.
We will illustrate each step by an example of n = 7, as shown in Fig. 3.
Example 21. We will construct a word w = w1w2w3w4w5w6w7 ∈ W7. We draw a 7× 7 square array. Every element α in
Hic is indicated by an X in the αth square from the bottom of column i, and every element in Hi is represented by an empty
square.
(1) In the first column we have 7 empty squares, but in the other columns we cannot determine yet which squares are
empty. To proceed to the next column, for example, we choosew1 = 3. See Fig. 3(1).
(2) H2c = {4}. So in the second column we have 6 empty squares in the ith rows for all i = 0, 1, 2, 3, 5, 6, and 1 X square
in the 4th row. Clearly, Hjc ⊂ Hj+1c for all j = 1, 2, . . . , n− 1, so all squares on the right-hand side of the box (2, 4) are
indicated by X’s. We choosew2 = 1. See Fig. 3(2).
Rule 1. If the dot • is in thewith square of column i, then we draw an X in the (wi + 1)th square of column i+ 1. If X
has been placed in the box (i+ 1, wi+1), then go to Rule 2.
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Fig. 3. Finding a maximal-inversion word inW7 .
(3) H3c = {2, 4}. We choosew3 = 1. See Fig. 3(3).
(4) H4c = {2, 3, 4}. We choosew4 = 5. See Fig. 3(4).
Rule 2.We look for the lowest empty square in the (i + 1)th column that is placed above the (wi + 1)th row. For
instance, in H4, the empty square is in the third row and in the fourth column. If there is no empty square in those rows,
go to Rule 3.
(5) H5c = {2, 3, 4, 6}. We choosew5 = 5. See Fig. 3(5).
(6) H6c = {2, 3, 4, 5, 6}. We choosew6 = 1. See Fig. 3(6).
Rule 3.We look for the topmost empty square in the (i+ 1)th column.
(7) H7c = {1, 2, 3, 4, 5, 6} by Rule 3. So,w7 has to be 0. See Fig. 3(7).
Example 22. Fig. 1 shows all maximal-inversion words inW4.
4. Some basic results on pattern-avoiding permutations
In this section, we apply maximal-inversion sets (or words) to the subject of pattern-avoiding permutations, also called
restricted permutations. We look at the subsets ofWn such that there is a bijection between the subset and a set of pattern-
avoiding permutation. Here we treat subsets ofWn with a simple form. Using these subsets, we obtain some enumerative
results about the sets of pattern-avoiding permutations.
We find a maximal-inversion set that is isomorphic to Sn(Ω). Some easy examples are contained in the following
propositions. Now we present the characterization of the maximal-inversion sets arising from 132- and 321-avoiding
permutations. Simion and Schmidt [10] showed that |Sn(132, 321)| =
( n
2
) + 1. We will provide an alternative proof of
it by the maximal-inversion sets.
Proposition 23. There is a bijection between the set Sn(132, 321) and the set of maximal-inversion wordsw = w1w2 · · ·wn ∈
Wn such that
(i) wi = 0 for all i = 1, 2, . . . , n, or
(ii) for every k = 1, 2, . . . , n− 1,w = (n− k)(n− k) · · · (n− k)︸ ︷︷ ︸
at most k terms
00 · · · 0.
Proof. Let pi be in Sn(132, 321). If pin = n, then pi∗ = pi1pi2 · · ·pin−1 ∈ Sn−1(132, 321). Considering MI(pi∗), we obtain the
word w∗ corresponding to MI(pi∗). Thus w = w∗0, MI(pi) = MI(pi∗), and we obtain the permutation pi corresponding to
MI(pi) by the retrieval algorithm.
Otherwise, pi is completely determined by k, 1 ≤ k ≤ n − 1, where pik = n. Indeed, pi1 · · ·pik−1 and pik+1 · · ·pin
must be increasing and they must consist of the largest k − 1 and the smallest n − k letters, respectively. Thus, MI(pi) =
{(1, n−k), (2, n−k), · · · , (k, n−k)} for each k = 1, 2, · · · , n−1 and its word,w, isw = (n− k)(n− k) · · · (n− k)︸ ︷︷ ︸
k terms
00 · · · 0︸ ︷︷ ︸
n−k terms
.
By induction on nwe obtain the result immediately. 
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Example 24. For n = 4, there are exactly seven 132- and 321-avoiding permutations, 1234, 2134, 2314, 2341, 3124, 3412,
4123. For each of them the word corresponding to its maximal-inversion set is 0000, 1000, 1100, 1110, 2000, 2200, 3000.
The number 7 is given by 1+ 3+ 2+ 1.
By Proposition 23, we have the following result:





Next, we characterize the maximal-inversion sets arising from the 231-, 321-, and 2143-avoiding permutations.




Theorem 26. {pi ∈ Sn | mi(pi) ≤ 1} =
{
Sn(231, 321, 2143), if n > 2;
Sn, if n = 1, or 2.
Proof. The identity permutation (id) is the only permutationpi ∈ Sn such thatmi(pi) = 0. Let id 6= pi ∈ Sn. Ifpi has a pattern
231, 321, or 2143, then mi(pi) ≥ 2.
Conversely, suppose that pi ∈ Sn(231, 321, 2143). Now assume that mi(pi) > 1. Let (i1, j1), (i2, j2) ∈ MI(pi), where
i1 < i2. Then pi has the form:
pi =
(· · · i1 · · · i2 · · · · · · · · ·
· · · pi(i1) · · · pi(i2) · · · · · · · · ·
)
,
such that pi(i1) > j1, pi(i2) > j2, pi−1(j1) > i1, pi−1(j2) > i2.
Case (1). pi(i1) > pi(i2) > j2: 321-pattern.
Case (2). pi(i1) < pi(i2): First, if pi(i1) > j2 then pi has a 231-pattern since j2 < pi(i1) < pi(i2). Second, if pi(i1) < j2,
we know that j1 < pi(i1) < j2 < pi(i2) and j1 is located in one among the three positions, between pi(i1) and pi(i2),
between pi(i2) and j2, or after j2. So pi has one of the three patterns, 2143, 231, or 321. This contradicts the fact that
pi ∈ Sn(231, 321, 2143). Thus mi(pi) = 1. 
Furthermore, we characterize the set Sn(231, 321, 2143) in terms of maximal-inversion words. Thanks to Theorem 26
and the construction ofWn, we immediately obtain the following corollaries.
Corollary 27. There is a bijection between the set Sn(231, 321, 2143) and the set of maximal-inversion words w =
w1w2 · · ·wn ∈ Wn with at most one nonzero entrywi in [i, n− 1].
For example, for n = 4 all words corresponding to the maximal-inversion sets of 231-, 321-, and 2143-avoiding
permutations are 0000, 1000, 2000, 3000, 0200, 0300, 0030.




Proof. Using the result of Theorem 26, we see that
|Sn(231, 321, 2143)| = |{pi ∈ Sn | mi(pi) ≤ 1}|




+ 1, n ≥ 1. 
Finally, we combine Corollaries 25 and 28.
Theorem 29. There is a bijection f from the set Sn(132, 321) and the set Sn(231, 321, 2143).
Proof. Let pi ∈ Sn(132, 321). Denote the maximal-inversion word w(MI(pi)) of pi by w = w1w2 · · ·wn. We define the
position weight, denoted by pw(wi), of each entrywi ofw:
pw(wi) =
{
0, ifwi = 0;
1, otherwise.
Clearly, pw(wn) = 0. For example, if w = 22200, then pw(w1) = 1, pw(w2) = 1, pw(w3) = 1, pw(w4) = 0, and





pw(wi)+ (k− 1), j = k ;
0, otherwise,
for all j = 1, 2, . . . , n.
That is, the first entry w1 of w turned into the position vw1 of the only nonzero entry of v in Sn(231, 321, 2143), and its
entry vw1 is the sum of the number of nonzero entries of w and (w1 − 1). So, by Corollary 27, we see that v is a maximal-
inversion word so that its corresponding permutation σ , that is,w(MI(σ )) = v, is in the set Sn(231, 321, 2143).
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Fig. 4. A bijection between S5(132, 321) and S5(231, 321, 2143).
To prove that f is a bijection, it suffices to show that it has an inverse. Let σ ∈ Sn(231, 321, 2143). Put v = v1v2 · · · vn =
w(MI(σ )). Then by Corollary 27, we know that there is only one nonzero entry vk of v. Note that the word corresponding
to a permutation in Sn(132, 321) is determined by its first entry and the number of the same entry, by Proposition 23. So its
position k isw1, and the number ofw1 is vk− (k− 1). If vk− (k− 1) = m, thenw = kk · · · k︸ ︷︷ ︸
m terms
00 · · · 0 ∈ Wn, which is clearly
the corresponding word of a permutation in Sn(132, 321). Thus, the proposition is proved. 
Example 30. Given pi = 23415 ∈ S5(132, 321), then MI(pi) = {(1, 1), (2, 1), (3, 1)}, w = w1w2w3w4w5 = 11100 and
pw(w1) = 1, pw(w2) = 1, pw(w3) = 1, pw(w4) = 0, pw(w5) = 0. Since w1 = 1 = k, v1 =∑4i=1 pw(wi)+ (1− 1) = 3
and v2 = v3 = v4 = v5 = 0. So we obtain the word v = 30000 ∈ [4]5. By the retrieval algorithm the permutation





) + 1 = ∑1k=0 c(n, n − k), where c(n, k) is the signless Stirling number of the first kind and n ≥ 1. We
are currently looking for a generalization of the result, Corollary 28, that is, what is the set Ω such that
∑m−1
k=0 M(n, k) =∑m−1
k=0 c(n, n− k) = |Sn(Ω)|?
The similar work about pattern-avoiding permutations which are enumerated by the Stirling numbers of both kinds
has been shown by Labelle, Leroux, Pergola, and Pinzani [7]. Differing from our problem, the permutations have been
characterized by the right-to-left minima and jth-kind inversions.
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