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Abstract
We construct an Alexander type invariant for oriented doodles from a deformation
of the Tits representation of the twin group. Similar to the Alexander polynomial,
our invariant vanishes on unlinked doodles with more than one component. We also
include values of our invariant on several doodles.
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1 Introduction
Doodles were introduced by Fenn and Taylor [9] as a finite collection of embedded circles
on the 2-sphere with no triple intersections. Khovanov [19] pointed out that it was more
natural to consider doodles as immersed circles on the 2-sphere than simple curves. Thus,
some concepts of knot theory were successfully transferred to doodle theory. In particular,
he obtained an associated group to a doodle, called the doodle group, in analogue to the
fundamental group of the complement of a link. In contrast with knot theory, equivalence
of doodles just considers a planar version of the first and the second Reidemeister moves
(see Figure 1); the lack of the third Reidemeister move leads to significant differences in
comparison with classical knot theory. For instance, every class of a doodle has a unique
diagram with minimal number of crossings [19]; the calculation of Vassiliev invariants is
more complicated than classical knots, but Vassiliev invariants classify doodles, problem
that remains open for knots [23]. Recently, Bartholomew-Fenn-Kamada-Kamada [4] ex-
tended the study of doodles to immersed circles on closed oriented surfaces of any genus,
which can be considered as virtual links analogue for doodles; in [5] they give a complete
invariant for virtual doodles1.
The algebraic counterpart of doodles are the so-called twin groups, terminology due
to Khovanov. The role of these groups in doodle theory is similar to that of Artin’s braid
groups in knot theory. These group have appeared under different names and contexts in
the literature: cartographical Gorthendiek group [25, 27], quantum symmetric group [10],
twin group [2, 8, 18, 14, 15], flat braid group2 [21], traid group [13], planar braid group
[11, 24]. Further, the twin group on n strands, denoted by Tn, is a right angled Coxeter
group generated by n− 1 involutions and its elements can be depicted as planar braids on
n strands. The permutation induced by a planar braid defines a natural epimorphism from
Tn to the symmetric group on n symbols, whose kernel is called the pure twin group. So
far, the twin group and pure twin group have been studied in the last years, though there
still exist many open questions about these groups. For details on recent developments,
refer to [2, 8, 11, 13, 14, 15, 24].
Khovanov [19] proved the Alexander theorem for doodles in which any doodle in
the 2-sphere is the closure of a twin, and recently Gotin [12] has established the Markov
theorem for doodles the 2-sphere in which he defines the corresponding Markov moves for
twins. These two theorems invite to the construction of doodle invariants in a similar way
it has been done in classical knot theory. For instance, the construction of an Alexander
and a Jones polyonomial for doodles.
The purpose of this paper is the construction of an Alexander type invariant for doo-
1In Bartholomew’s webpage [3] is shown a table of virtual doodles up to 10 crossings.
2This term was later used in [17] to an entirely different object
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dles. We follow Burau’s work to compute the Alexander polynomial for links via certain
representation of the braid group [7], applied in the context of twins and doodles.
More precisely, we define a representation ψn : Tn → GLn−1(Z(x)) which is a
deformation of the Tits representation of Tn. Then, using ψn we construct a function
fn : Tn −→ Z(x) which defines an invariant of doodles up to a factor x2k, i.e., if two twins
α, β have equivalent closures αˆ ∼ βˆ as doodles, then their images fn(α), fn(β) differ by
a multiple of x2k for some k ∈ Z (see Lemma 4.9). Thus, we obtain an invariant Q(D)
for a doodle D as the smallest degree polynomial over all images under functions fn of
twins with closure D (Theorem 4.14). Furthermore, we verify that these functions satisfy
the skein relation
fn
( )
− fn
( )
= (x2 − 1)
(
fn
( )
− fn
( ))
.
It is worth noting that Chebyshev polynomials of second kind appeared unexpectedly in
the construction of the functions fn. Observe that it is not the first time where Chebyshev
polynomials of second kind emerge in low dimensional topology. For instance, they play
an important role defining Jones-Wenzl projectors [28].
The paper is organized as follows. In Section 2, we give some preliminaries on doodles
and twins; we recall the Tits representation of a Coxeter group and list necessary properties
of Chebyshev polynomials. In Section 3, we study a deformation of the Tits representation
of Tn as a Coxeter group and some of its properties. In Section 4, we investigate the
behavior of the functions fn under Markov moves, obtaining the definition of our invariant
Q(D) and some properties. Finally, we give some examples of computations in Section 5.
2 Preliminaries
In the present section, we give the necessary background on doodles, twins and Chebyshev
polynomials that will be used along the paper. The Alexander and Markov theorems for
doodles are stated in Subsection 2.2. In Subsection 2.3, we recall the definition of Tits
representation of a Coxeter group and a deformation of this one will be used later. Finally,
in Subsection 2.4 we recall briefly the definition of the Chebyshev polynomials which will
be used in Section 3.
3
2.1 Doodles and twin group
Definition 2.1 (Cf. Khovanov, [19]). A doodle3 is an immersion D : ⊔n S1 −→ S2 of a
disjoint union of n circles into the two-sphere4 with only transversal double points; n is
the number of components. An oriented doodle is a doodle in which each component is
oriented. We denote the set of doodles by D.
Two doodles D and D′ are equivalent, denoted by D ∼ D′, if they can be transformed
into each other through isotopies of S2 and a finite sequence of moves R1 and R2, see
Figure 1. These moves will be called the first and the second Reidemeister moves.
←→
(a) R1
←→
(b) R2
Figure 1: Reidemeister moves.
The doodle in Figure 2a is called the trivial doodle. The first non-trivial doodle is the
Borromean doodle, shown in Figure 2b, with six crossings and three components. Follow-
ing [4], the doodle in Figure 2c is called the 4-poppy doodle and it has eight crossings; it
is the first non-trivial 1-component doodle [4, Theorem 4.2].
(a) trivial (b) Borromean (c) 4-poppy
Figure 2: First doodles.
The algebraic counterpart of doodles are twin groups. More precisely, these groups are
to doodle theory as braid groups are to knot theory.
3For other definitions of doodles see [4, 23].
4In [4], doodles in S2 are called planar doodles.
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Definition 2.2. The twin group Tn is the group presented by generators t1, . . . , tn−1 and
the relations:
t2i = 1 for all 1 ≤ i ≤ n− 1, (2.1)
titj = tjti for all 1 ≤ i, j ≤ n− 1 with |i− j| > 1. (2.2)
In [18], Khovanov gives a geometrical interpretation of Tn. To be precise, the ele-
ments of Tn can be regarded as planar braids, called twins. A n-twin is a collection of n
descending arcs in R × [0, 1], with only transversal double points, see [18]. In particular,
the generator ti is represented by the following “elementary” twin:
i i+ 1
.
(2.3)
Relations (2.1) and (2.2) are represented, respectively, as follows:
∼
(a) Relation (2.1)
∼
(b) Relation (2.2)
.
For n ≥ 1, let ιRn : Tn ↪→ Tn+1 be the natural inclusion given by ιRn (ti) = ti, and let
ιLn : Tn ↪→ Tn+1 be the inclusion given by ιLn(ti) = ti+1, for 1 ≤ i ≤ n − 1 in both cases.
Thus, geometrically ιRn (resp. ι
L
n) adds a vertical strand to the right (resp. left) of the twin,
see Figure 4. We denote ιR = {ιRn}n≥1 and ιL = {ιLn}n≥1 to the systems of inclusions, and
we will simply write ιR(β) for ιRn (β) (resp. ιL(β) for ιLn(β)) if β ∈ Tn for some n ≥ 1.
Let T∞ denote the inductive limit associated to ιR.
· · ·
· · ·
β
· · ·
· · ·
β
· · ·
· · ·
β ι
L
n →֒ ι
R
n→֒
Figure 4: Inclusions ιRn and ι
L
n .
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2.2 Alexander and Markov theorem for doodles
The closure βˆ of the twin β is the oriented doodle obtained by connecting its upper and
lower ends respectively as shown in Figure 5. Khovanov proved the analogue to the clas-
sical Alexander theorem for doodles.
Theorem 2.3 (Khovanov, [19, Theorem 2.1]). Any (oriented) doodle on the two-sphere is
the closure of a twin.
∼
(t1t2)3 (t̂1t2)3
→−
Figure 5: The Borromean doodle as the closure of the twin (t1t2)3.
Theorem 2.3 says the map β 7→ β̂ from T∞ onto D is surjective. However, this map
is not injective, for instance the twins t1 and t1t2 have the same closure. Recently in
[12], Gotin proves the analogue to the Markov theorem for doodles. In order to state this
theorem, we set
tn,i := tntn−1 · · · tn−i+1tn−itn−i+1 · · · tn−1tn, (2.4)
t1,i := t1t2 · · · titi+1ti · · · t2t1 (2.5)
for 0 ≤ i ≤ n− 1.
Theorem 2.4 (Gotin, [12, Theorem 4.1]). Let γ and γ′ be two twins with D and D′ their
respective closures. Then, D and D′ are equivalent doodles if and only if γ can be trans-
formed into γ′ by a finite sequence of the following moves:
M0 : ιR(β) ∼ ιL(β) for any β ∈ Tn,
M1 : αβ ∼ βα for any α, β ∈ Tn,
M2 : β ∼ ιR(β)tn,i for any β ∈ Tn and 0 ≤ i ≤ n− 1,
6
· · ·
· · ·
β
· · ·
· · ·
β∼M0
Figure 6: M0 move.
· · ·
· · ·
β
· · ·
n−i n−i
∼ ∼M2 M3
· · ·
· · ·
β
···
···
β
···
i+ 1i+ 1
Figure 7: M2 and M3 moves.
M3 : β ∼ ιL(β)t1,i for any β ∈ Tn and 0 ≤ i ≤ n− 1.
We will call these moves, the Gotin-Markov moves.
Remark 2.5. When i = 0 in M2 we have tn,0 = tn, then the M2 move becomes the
classical second Markov move.
The Gotin-Markov moves define an equivalence relation on T∞, denoted by∼G. Thus,
Theorem 2.3 together with Theorem 2.4 implies the bijection:
D/ ∼ ←→ T∞/ ∼G .
This bijection says that constructing an invariant for doodles it reduces to find a family
f = {fn : Tn → S}n≥1, where S is a well understood set and the functions fn are invariant
under the Gotin-Markov moves. In Section 4, we will construct a such family by taking
S = Z(x) and certain fn defined in terms of a deformation of the Tits representation of the
twin group.
2.3 Tits representation of Coxeter groups
We describe briefly some properties of Coxeter groups and their relation with twin groups.
Let S be a finite set; a Coxeter matrix on S is a symmetric matrix M = (ms,t)s,t∈S such
7
that ms,t ∈ {2, 3, . . . } ∪ {∞} and ms,s = 1. The Coxeter group associated to M is the
group defined by the following presentation:
W (M) := 〈 S | (st)ms,t for all s, t with ms,t 6=∞ 〉.
Tits constructed a faithful linear representation for any Coxeter group in the following
way. Let S = {s1, s2, . . . , sn} be a finite set, M be a Coxeter matrix on S and V be a real
vector space with basis {e1, . . . , en}. Now define the symmetric bilinear form B on V by
B(ei, ej) =
− cos(
pi
mi,j
) if msi,sj 6=∞
−1 if msi,sj =∞.
The linear map σi : V → V given by σi(v) = v − 2B(ei, v)ei, defines an automorphism
of V .
Theorem 2.6 (Tits, see [6, p. 96]). The map ρ : W (M) → GL(V ) defined through
ρ(si) = σi is a faithful representation of W (M).
The representation ρ above is called the Tits (or geometrical) representation ofW (M).
In particular for Tn, the Tits representation ρ is given by ti 7→ σi, where:
σ1 =
 −1 0 02 1 0
0 0 In−3
 , σn−1 =
 In−3 0 00 1 2
0 0 −1

and for 1 < i < n− 1,
σi =

Ii−2 0 0 0 0
0 1 2 0 0
0 0 −1 0 0
0 0 2 1 0
0 0 0 0 In−i−2
 .
where Im denote the identity matrix of size m.
2.4 Chevyshev Polynomials
There are two type of Chebyshev polynomials: the first and the second kind. For the
purpose of this paper, we only need to recall the definition of the Chebyshev polynomials
of second kind. For a more detailed treatment on Chebyshev polynomials see [20].
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Definition 2.7. The Chebyshev polynomial of second kind Un(z) is the polynomial of
degree n in one variable z defined by the recurrence relation
Un(z) = 2zUn−1(z)− Un−2(z), (2.6)
and the initial conditions
U0(z) = 1 and U1(z) = 2z. (2.7)
In the rest of the paper we simply refer to the polynomials Ui’s as the Chebyshev
polynomials. In Section 4, we prove that certain polynomials associated to a family of
twins can be written in terms of the Chebyshev polynomials (Corollary 4.4).
3 A Deformed Tits Representation for the Twin Group
The main purpose of this section is to define a deformation of the Tits representation and
give some of its properties.
For n ≥ 3, we consider the following (n− 1)× (n− 1) matrices defined over the ring
Λ := Z(x, y):
V1 =
 −1 0 0x 1 0
0 0 In−3
 , Vn−1 =
 In−3 0 00 1 y
0 0 −1

and for 1 < i < n− 1,
Vi =

Ii−2 0 0 0 0
0 1 y 0 0
0 0 −1 0 0
0 0 x 1 0
0 0 0 0 In−i−2
 .
For n = 2, we set V1 := −1.
Lemma 3.1. For n ≥ 3 and 1 ≤ i ≤ n− 2, we have
ViVi+1Vi − Vi+1ViVi+1 = (xy − 1)(Vi − Vi+1).
Proof. It suffices to verify the case i = 2 and n = 4, which follows from a direct compu-
tation.
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Matrices Vi’s are an analogue to the matrices used in the reduced Burau representation
of the braid group [7]. In fact, we have the following proposition.
Proposition 3.2. For n ≥ 2, the function ψn : Tn −→ GLn−1(Λ) defined through ψn(ti) =
Vi is a representation.
Proof. The proof follows by checking the defining relations of the twin group are satisfied
by the matrices Vi’s. For n = 3 the checking results from a direct computation. In the
general case, it is enough to check for n = 4, which follows again by direct computation:
(ψ4(t2))2 =
 1 y 00 −1 0
0 x 1

 1 y 00 −1 0
0 x 1
 =
 1 0 00 1 0
0 0 1

and
ψ4(t1)ψ4(t3) =
 −1 0 0x 1 0
0 0 1

 1 0 00 1 y
0 0 −1
 =
 −1 0 0x 1 y
0 0 −1

=
 1 0 00 1 y
0 0 −1

 −1 0 0x 1 0
0 0 1
 = ψ4(t3)ψ4(t1).
Remark 3.3. Specializing x = y = 2, the matrices Vi’s become the matrices σi’s seen
in Subsection 2.3. Thus, ψn can be regarded as a two parameters deformation of the Tits
representation.
Observe that,
ψn+1(ιR(ti)) =
(
ψn(ti) 0
vR(ti) 1
)
=
(
Vi 0
vR(ti) 1
)
1 ≤ i ≤ n− 1, (3.1)
where vR(ti) is the row of length n−1 equal to 0 if i < n−1 and (0, . . . , 0, x) if i = n−1.
This implies that for n ≥ 2 and β ∈ Tn,
ψn+1(ιR(β)) =
(
ψn(β) 0
vR(β) 1
)
, (3.2)
where vR(β) is a row of length n− 1 over Λ depending on β. In Corollary 3.7 we will see
how to compute vR(β).
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Remark 3.4. We have an analogous of Equation (3.2) for the inclusion ιL; namely
ψn+1(ιL(β)) =
(
1 vL(β)
0 ψn(β)
)
, (3.3)
where vL(β) is a row of length n− 1 over Λ depending on β.
In order to compute the values of ψn on the elements defined in (2.4) and (2.5), we
need to introduce the following notation: given a matrix M = (mr,s) of size k × l, we
denote M τ = (m′r,s) the matrix whose entries are m′r,s := mk−r+1,l−s+1. For n ≥ 2, we
also define the n× n matrices An = (ai,j) and Z˜n = (z˜i,j), where
ai,j :=

−yj−1 i = 1, 1 ≤ j ≤ n
0 i < j − 1
x 1 ≤ j ≤ n− 1, i = j + 1
yj−i(xy − 1) 1 < j ≤ i.
, z˜i,j :=

xyj − 2yj−1 i = 1
xiyj − xi−1yj−1 1 < i < n
−xn−1yj−1 i = n.
.
Finally, we set Zn := Z˜n + In. For instance, for n = 3 we have:
A3 =
 −1 −y −y
2
x xy − 1 xy2 − y
0 x xy − 1
 , Z3 =
 xy − 1 xy
2 − 2y xy3 − 2y2
x2y − x x2y2 − xy + 1 x2y3 − xy2
−x2 −x2y −x2y2 + 1
 .
In the lemma below we use the natural map θ : Mk,l(Λ) → Mk,l(Λ) induced from the
Z-automorphism of Λ that interchanges x with y.
Lemma 3.5. For n ≥ 2 and 1 ≤ i ≤ n− 1, we have:
(a) ψn+1(t1 · · · tn) = An,
(b) ψn+1(tn,i) = Bn,i,
(c) ψn+1(t1,i) = Cn,i.
where Bn,i and Cn,i are defined as follows:
Bn,i =

(
In−i−1 Yi+1
0 Zi+1
)
1 ≤ i ≤ n− 2
Zn i = n− 1
, Cn,i =

(
θ(Zi+1)τ 0
θ(Yi+1)τ In−i−1
)
1 ≤ i ≤ n− 2
θ(Zn)τ i = n− 1
and Yi is the (n− i− 1)× i matrix given by:
Yi =
 ...
y y2 · · · yi
 ,
where vertical dots mean a block of 0’s for 1 ≤ i < n− 2.
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Proof. (a) It follows by induction on n and Equation (3.2).
(b) For 1 ≤ i ≤ n − 2, we proceed by induction over i. For i = 1 the result is
straightforward. We want to prove ψn+1(tn,i+1) = Bn,i+1. Using Lemma 3.1, we
obtain
ψn+1(tn,i+1) = ψn+1(tn−i−1)ψn+1(tn,i)ψn+1(tn−i−1)
−(xy − 1)(ψn+1(tn−i−1)− ψn+1(tn,i)). (3.4)
Since ψn+1(tn,i) = Bn,i by induction hypothesis, we have
ψn+1(tn,i) =

In−i−3
1 0 0
0 1 y r1
0 0 xy − 1 r2
c1 A
 ,
where r1 and r2 are row vectors of length i, c1 is a column vector of length i and A
is a i× i matrix. Hence
ψn+1(tn−i−1)ψn+1(tn,i)ψn+1(tn−i−1) =

In−i−3
1 xy2 y2 yr1
0 −xy + 1 −y −r1
0 2x2y − 2x 2xy − 1 xr1 + r2
xc1 c1 A

and
ψn+1(tn−i−1)− ψn+1(tn,i) =

0 y 0
0 −2 −y −r1
0 x 2− xy −r2
−c1 Ii − A
 .
Replacing the expressions above in Equation (3.4), we obtain
ψn+1(tn,i+1) =

In−i−3
1 y y2 yr1
0 xy − 1 y(xy − 2) (xy − 2)r1
0 x2y − x y(x2y − x) + 1 xr1 + xyr2
xc1 xyc1 (1− xy)Ii − xyA
 .
Finally, using that xyr2 = (x2y − 2x)r1, we obtain that ψn+1(tn,i+1) = Bn,i+1. For
the case i = n − 1, the result follows by using Lemma 3.1 and the formula for
Bn,n−2.
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(c) This case follows by Lemma (3.1) and a similar calculation as in (b).
From now on, we take x = y. Thus, the representation ψn is defined over Λ = Z(x).
For n ≥ 2 define the vectors FR and FL of Λn as follows:
FR := (U0
(1
x
)
,U1
(1
x
)
, . . . ,Un−2
(1
x
)
,Un−1
(1
x
)
) ∈ Λn
and
FL := (Un−1
(1
x
)
,Un−2
(1
x
)
, . . . ,U1
(1
x
)
,U0
(1
x
)
) ∈ Λn,
where Ui(z) is the i-th Chebyshev polynomial.
Proposition 3.6. For any β ∈ Tn, the vectors FR and FL satisfy the following equations:
(a) FRψn+1(ιR(β)) = FR,
(b) FLψn+1(ιL(β)) = FL.
Proof. (a) It suffices to prove it for matrices of the form (3.1). Expanding the equations:
FR
(
Vi 0
vR(ti) 1
)
= FR for 0 ≤ i ≤ n− 1 ,
turns out to be equivalent to the following system of equations
−2U0
(1
x
)
+ xU1
(1
x
)
= 0, (3.5)
xUi−1
(1
x
)
− 2Ui
(1
x
)
+ xUi+1
(1
x
)
= 0 (2 ≤ i ≤ n− 2). (3.6)
Now, Equation (3.5) is satisfied by the initial conditions (2.7) of the Chebyshev polynomi-
als, and Equation (3.6) is exactly their recurrence relation (2.6). So, the proof is concluded.
(b) This case is treated similarly.
Corollary 3.7. Let β ∈ Tn and let (ai,1 ai,2 · · · ai,n−1) be the i-th row of the matrix ψn(β)−
In−1 for 1 ≤ i ≤ n − 1. Then, the entries of vR(β) = (b1 b2 · · · bn−1) in matrix (3.2) and
vL(β) = (c1 c2 · · · cn−1) in matrix (3.3) satisfy:
(a) −Un−1
(
1
x
)
bk =
∑n−1
i=1 Ui−1
(
1
x
)
ai,k,
(b) −Un−1
(
1
x
)
ck =
∑n−1
i=1 Un−2−i
(
1
x
)
ai,k.
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Proof. We only prove (a), a similar argument works for (b). By Proposition 3.6,
FR
(
ψn(β) 0
vR(β) 1
)
= FR.
Because FRIn = FR, we obtain
FR
(
ψn(β)− In−1 0
vR(β) 0
)
= 0. (3.7)
Writing
(
ψn(β)− In−1
vR(β)
)
=

a11 a12 · · · a1,n−1
a21 a22 · · · a2,n−1
...
... . . .
...
an−1,1 an−1,2 · · · an−1,n−1
b1 b2 · · · bn−1
 ,
and expanding the product of Equation (3.7), we obtain the equations
a1,k + U1
(1
x
)
a2,k + U2
(1
x
)
a3,k + · · ·+ Un−2
(1
x
)
an−1,k + Un−1
(1
x
)
bk = 0,
where 1 ≤ k ≤ n− 1. These equations imply the claim (a).
4 An Invariant of Doodles
This is the main section of the paper and consist in two subsections. The fist one introduces
a family of functions fn’s and we study its behavior under the Gotin-Markov moves. Also,
we give a close formula to a skein-like relation that is satisfied by fn’s. The second one
proposes a polynomial invariant for doodles.
4.1 The function fn
Definition 4.1. For all n ≥ 1, we define the polynomial Pn(x) ∈ Λ by the formula
Pn(x) = det(ψn+1(t1 . . . tn)− In).
We set P0(x) = 1.
Proposition 4.2. For n ≥ 2, the polynomials Pn satisfy the following recurrence relation:
Pn(x) = −2Pn−1(x)− x2Pn−2(x).
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Proof. By Lemma 3.5, Pn(x) = det(An − In), where
An − In =

−2 −x −x2 · · · −xn−2 −xn−1
x x2 − 2 x(x2 − 1) · · · xn−3(x2 − 1) xn−2(x2 − 1)
0 x x2 − 2 · · · xn−4(x2 − 1) xn−3(x2 − 1)
...
... . . . . . .
...
...
0 0 · · · x x2 − 2 x(x2 − 1)
0 0 · · · 0 x x2 − 2

.
Then, expanding the determinant with respect the last row, we get
Pn(x) = (x2 − 2)Pn−1(x)− x det(M), (4.1)
where M is the following (n− 1)× (n− 1) matrix
M =

−2 −x −x2 · · · −xn−3 −xn−1
x x2 − 2 x(x2 − 1) · · · xn−4(x2 − 1) xn−2(x2 − 1)
0 x x2 − 2 · · · xn−5(x2 − 1) xn−3(x2 − 1)
...
... . . . . . .
...
...
0 0 · · · x x2 − 2 x2(x2 − 1)
0 0 · · · 0 x x(x2 − 1)

.
We have now det(M) = x det(M ′), where
M ′ =

−2 −x −x2 · · · −xn−3 −xn−2
x x2 − 2 x(x2 − 1) · · · xn−4(x2 − 1) xn−3(x2 − 1)
0 x x2 − 2 · · · xn−5(x2 − 1) xn−4(x2 − 1)
...
... . . . . . .
...
...
0 0 · · · x x2 − 2 x(x2 − 1)
0 0 · · · 0 x x2 − 1

.
Finally, it is not difficult to prove that det(M ′) = Pn−1(x) + Pn−2(x). Then, the result
follows by replacing it in Equation (4.1).
Remark 4.3. Observe that by Equation (4.2), Pn(x) ∈ Z[x2] for all n.
Corollary 4.4. For n ≥ 1, we have
Pn(x) = (−x)nUn
(1
x
)
.
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Proof. Firstly, we have that P0(x) = 1 = (−x)0U0
(
1
x
)
and P1(x) = −2 = −xU1
(
1
x
)
.
Secondly, by the recurrence equation of the Chebyshev polynomials (2.6), we have
Un
(1
x
)
= 2
x
Un−1
(1
x
)
− Un−2
(1
x
)
,
which implies (−x)nUn
(
1
x
)
= −2(−x)n−1Un−1
(
1
x
)
− x2(−x)n−2Un−2
(
1
x
)
. That is, the
polynomial (−x)nUn
(
1
x
)
satisfies the same defining rules of Pn(x), hence they are all
equal.
Definition 4.5. Let fn : Tn → Λ be the map defined by
fn(β) :=

1 if n = 1,
det(ψn(β)−In−1)
(−x)n−1Un−1( 1x)
if n ≥ 2.
In particular f2(1) = 0 and f2(t1) = 1. Furthermore fn(t1t2 . . . tn−1) = 1 for any
n ≥ 2.
Lemma 4.6. For n ≥ 2 and α, β ∈ Tn, we have:
(a) fn+1(ιR(β)) = fn+1(ιL(β)) = 0,
(b) fn(α−1βα) = fn(β).
Proof. The proof of (a) follows by Equation (3.2) and Equation (3.3). The proof of (b)
follows from conjugacy properties of determinants.
Notation 4.7. In subsequent proofs, Ci,j(k) (resp. Ri,j(k)) denotes the elementary opera-
tion which replaces the i-th columnCi (resp. rowRi) by the sumCi+kCj (resp. Ri+kRj).
For k 6= 0, Ci(k) (resp. Ri(k)) denotes the elementary operation which multiplies by k
the i-th column (resp. row), and Ci,j (resp. Ri,j) denotes the elementary operation that
exchanges i-th and j-th columns (resp. rows).
Lemma 4.8. For n ≥ 2 and α, β ∈ Tn, we have:
(a) fn+1(ιR(β)tn) = fn(β),
(b) fn+1(ιL(β)t1) = fn(β).
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Proof. (a) The equation fn+1(ιR(β)tn) = fn(β) is equivalent to
Un
(1
x
)
det(ψn+1(ιR(β)tn)− In) = −xUn
(1
x
)
det(ψn(β)− In−1). (4.2)
Let (
ψn(β) 0
vR(β) 1
)
=
 A B 0C D 0
E F 1
 (cf. [16, Lemma 3.12]), (4.3)
where A is a square matrix of size (n − 2), B is a column of height n − 2, C and E are
rows of length n− 2, and D,F ∈ Λ. By Equation (3.2),
ψn+1(ιR(β)tn) =
(
ψn(β) 0
vR(β) 1
) In−2 00 1 x0 −1

=
 A B 0C D 0
E F 1

 In−2 00 1 x0 −1

=
 A B xBC D xD
E F xF − 1
 . (4.4)
Subtracting the identity to (4.4), we have
ψn+1(ιR(β)tn)− In =
 A− In−2 B xBC D − 1 xD
E F xF − 2
 Cn,n−1(−x)−−−−−−−→ · · ·
· · · →
 A− In−2 B 0C D − 1 x
E F −2
 = M. (4.5)
Hence, det(ψn+1(ιR(β)tn)− In) = det(M). Observe that
(
ψn(β)− In−1
vR(β)
)
=
 A− In−2 BC D − 1
E F
 .
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Then,
Un−1
(1
x
)
det(ψn+1(ιR(β)tn)− In) = Un−1
(1
x
)
det(M)
= det

A− In−2 B 0
C D − 1 x
Un−1
(
1
x
)
E Un−1
(
1
x
)
F −2Un−1
(
1
x
)

= det(N).
For 1 ≤ i ≤ n− 2, if we add Ui−1
(
1
x
)
times the i-th row of N to its n-th row, by Lemma
3.7 and the recurrence relation of Chebyshev polynomials (2.6), we have
det(N) = det

A− In−2 B 0
C D − 1 x
0 0 −2Un−1
(
1
x
)
+ xUn−2
(
1
x
)

= (−2Un−1
(1
x
)
+ xUn−2
(1
x
)
) det(ψn(β)− In−1)
= −xUn
(1
x
)
det(ψn(β)− In−1).
Obtaining the Equation (4.2) as desired.
(b) This case is treated similarly by Remark 3.4.
Lemma 4.9. For n ≥ 3, β ∈ Tn and 1 ≤ i ≤ n− 1, we have:
(a) fn+1(ιR(β)tn,i) = x2ifn(β),
(b) fn+1(ιL(β)t1,i) = x2ifn(β).
Proof. (a) The equation fn+1(ιR(β)tn,i) = x2ifn(β) is equivalent to
Un−1
(1
x
)
det(ψn+1(ιR(β)tn,i − In)) = −x2i+1Un
(1
x
)
det(ψn(β − In−1)). (4.6)
As in Equation (4.3) of the previous lemma, we express ψn+1(ιR(β)) in blocks as
(
ψn(β) 0
vR(β) 1
)
=
 A B 0C D 0
E F 1
 , (4.7)
where A is a square matrix of size (n − i − 2), C is a (i + 1) × (n − i − 2) matrix, D is
a square matrix of size (i+ 1), B and F are rows of length i+ 1 and E is a row of length
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(n− i− 2). For the case i = n− 2, we omit the blocks A, C and E. For every block, we
write its entries by the same letter, for instance B = (Bl)1≤l≤i+1. Using Lemma 3.5, we
know the description of ψn+1(tn,i), obtaining the product
ψn+1(ιR(β)tn,i) =
 A B
′
C D′
E F ′
 ,
whereA, C,E are as in (4.7),B′ and F ′ are rows of length i+2, andD′ is a (i+1)×(i+2)
matrix. By direct computation, we obtain that the entries of the blocks are the following:
B′l =

B1 l = 1,
xB1 + (x2 − 1)B2 +
i−1∑
j=1
xj(x2 − 1)Bj+2 l = 2,
xl−1B1 + xl−2(x2 − 2)B2 +
i−1∑
j=1
[xj+l−2(x2 − 1) + δl−2j ]Bj+2 3 ≤ l ≤ i+ 1,
xi+1B1 + xi(x2 − 2)B2 +
i−1∑
j=1
xj+i(x2 − 1)Bj+2 l = i+ 2,
D′k,l =

Dk,1 1 ≤ k ≤ i, l = 1,
xDk,1 + (x2 − 1)Dk,2 +
i−1∑
j=1
xj(x2 − 1)Dk,j+2 1 ≤ k ≤ i, l = 2,
xl−1Dk,1 + xl−2(x2 − 2)Dk,2 +
i−1∑
j=1
[xj+l−2(x2 − 1) + δl−2j ]Dk,j+2 1 ≤ k ≤ i, 3 ≤ l ≤ i+ 1,
xi+1Dk,1 + xi(x2 − 2)Dk,2 +
i−1∑
j=1
xj+i(x2 − 1)Dk,j+2 1 ≤ k ≤ i, l = i+ 2,
F ′l =

F1 l = 1,
xF1 + (x2 − 1)F2 +
i−1∑
j=1
xj(x2 − 1)Fj+2 − xi l = 2,
xl−1F1 + xl−2(x2 − 2)F2 +
i−1∑
j=1
[xj+l−2(x2 − 1) + δl−2j ]Fj+2 − xi+l−2 3 ≤ l ≤ i+ 1,
xi+1F1 + xi(x2 − 2)F2 +
i−1∑
j=1
xj+i(x2 − 1)Fj+2 − x2i + 1 l = i+ 2.
Subtracting the identity, we obtain the matrix ψn+1(ιR(β)tn,i) − In. Then, applying a
sequence of elementary operations to this matrix, we obtain
J =

0
x
ψn(β)− In−1 x2 − 2
x(x2 − 1)
...
xi−1(x2 − 1)
vR(β) −xi

.
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More precisely, we have
(ψn+1(ιR(β)tn,i)− In) Cn,n−i(−x
i)−−−−−−→ • Rn(−x
−i)−−−−−→ • Cn−i−2+l,n−i(−x
l−2)−−−−−−−−−−−→
(for l = 3, . . . , i+ 1)
• Cn−i−2+l,n(x
l−2)−−−−−−−−−−−→
(for l = 3, . . . , i+ 1)
· · ·
· · · → • Cn−i,n−i−1(−x)−−−−−−−−→ • Cn−i,n(−(x
2 − 1))−−−−−−−−−→ • Cn−i,n−i+j(−x
j(x2 − 1))−−−−−−−−−−−−→
(for j = 1, . . . , i− 1)
• Cn,n−i−−−→ J.
By Corollary 3.7, we know the description of vR(β) in terms of the rows of ψn(β)− In−1
and the Chebyshev polynomials. Thus we obtain the matrix
K =

0
x
ψn(β)− In−1 x2 − 2
x(x2 − 1)
...
xi−1(x2 − 1)
0 xUn−i−2
(
1
x
)
+ (x2 − 2)Un−i−1
(
1
x
)
+
i−1∑
k=1
xi−k(x2 − 1)Un−1−k
(
1
x
)
− xiUn−1
(
1
x
)

,
by applying the following sequence of elementary operations to J ,
J
Rn
(
Un−1
(1
x
))
−−−−−−−−→ •
Rn,j(Uj−1
(1
x
)
)
−−−−−−−−−−−→
(for j = 1, . . . , n− 1)
K.
Using iteratively the recurrence relation of the Chebyshev polynomials (2.6), we obtain
−xi+1Un
(1
x
)
= xUn−i−2
(1
x
)
+ (x2 − 2)Un−i−1
(1
x
)
+
i−1∑
k=1
xi−k(x2 − 1)Un−1−k
(1
x
)
− xiUn−1
(1
x
)
.
Therefore,
K =

0
x
ψn(β)− In−1 x2 − 2
x(x2 − 1)
...
xi−1(x2 − 1)
0 −xi+1Un
(
1
x
)

.
Finally, following the sequence of elementary operations that transform ψn+1(ιR(β)tn,i −
In) into K, we conclude that:
det(ψn+1(ιR(β)tn,n−i)− In) = x
i
Un−1
(
1
x
) det(K)
= −x2i+1 Un
(
1
x
)
Un−1
(
1
x
) det(ψn(β)− In−1),
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and Equation (4.6) follows. For i = n − 1, the proof is analogue with the corresponding
changes for the matrix ψn+1(tn,n−1) (see Lemma 3.5).
(b) This case is treated similarly to (a) by Remark 3.4.
Example 4.10. The twins α = (t1t2)3 ∈ T3 and β = (t1t2)3t3t2t3 ∈ T4 are Gotin-Markov
equivalent. Let us see what happens when we compute their images under fn. From the
definition,
ψ3(t1) =
( −1 0
x 0
)
and ψ3(t2) =
(
1 x
0 −1
)
.
It follows that
ψ3(t1t2)3 =
( −x4 + 3x2 − 1 −x5 + 4x3 − 3x
x5 − 4x3 + 3x x6 − 5x4 + 6x2 − 1
)
.
Therefore
det(ψ3(α)− I2) = det
( −x4 + 3x2 − 2 −x5 + 4x3 − 3x
x5 − 4x3 + 3x x6 − 5x4 + 6x2 − 2
)
= −x6 + 6x4 − 9x2 + 4
= (−x2 + 4)(x4 − 2x2 + 1).
Since U2(z) = −1 + 4z2, then
f3(α) =
det(ψ3(α)− I2)
(−x)2U2
(
1
x
) = (−x2 + 4)(x4 − 2x2 + 1)−x2 + 4 = x4 − 2x2 + 1.
On the other hand,
ψ4(t1) =
 −1 0 0x 0 0
0 0 0
 , ψ4(t2) =
 1 x 00 −1 0
0 x 0
 , ψ4(t3) =
 1 0 00 1 x
0 0 −1
 .
It follows that
ψ4((t1t2)3t3t2t3) =
 −x
4 + 3x2 − 1 −x7 + 4x5 − 4x3 + 2x −x8 + 5x6 − 8x4 + 5x2
x5 − 4x3 + 3x x8 − 5x6 + 7x4 − 4x2 + 1 x9 − 6x7 + 12x5 − 10x3 + 2x
x4 − x2 x7 − 2x5 + 2x3 − 2x x8 − 3x6 + 4x4 − 3x2 + 1
 .
Therefore
det(ψ4(β)− I3) = 4x8 − 16x6 + 20x4 − 8x2 = 4x2(x2 − 2)(x2 − 1)2.
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Since U3(z) = −4z + 8z3, then
f4(β) =
det(ψ4(β)− I3)
(−x)3U3
(
1
x
) = 4x2(x2 − 2)(x2 − 1)24x2 − 8 = x2(x2 − 1)2 = x6 − 2x4 + x2.
Hence, f4(β) = x2f3(α).
Remark 4.11. Note that with Lemmas 4.6, 4.8 and 4.9, we have actually proved that if
α ∈ Tn and β ∈ Tm are Gotin-Markov equivalent, then fn(α) and fm(β) are equal up to
some factor x2k for some k ∈ Z.
Proposition 4.12. The function fn satisfies the skein relation:
fn
( )
− fn
( )
= (x2 − 1)
(
fn
( )
− fn
( ))
. (4.8)
Proof. By (b) of Lemma 4.6, the skein relation (4.8) is equivalent to the equation
fn(βtiti+1ti)− fn(βti+1titi+1) = (x2 − 1)(fn(βti)− fn(βti+1)),
for some β ∈ Tn. Therefore, (4.8) is equivalent to prove the formula
det(ψn(βtiti+1ti)− In−1)− det(ψn(βti+1titi+1)− In−1)
= (x2 − 1)[det(ψn(βti)− In−1)− det(ψn(βti+1)− In−1)]. (4.9)
The corresponding matrix for ψn(titi+1ti) is
ψn(titi+1ti) =

Ii−2 0 0
1 x3 x2 0
0 0 −(x2 − 1) −x 0 0
0 x(x2 − 2) x2 − 1 0
0 x2 x 1
0 0 In−i−3

.
Then, we may write ψn(β) in blocks as follows:
ψn(β) =
 A B CD E F
G H J
 =

A B1 B2 B3 B4 C
...
D Ek,1 Ek,2 Ek,3 Ek,4 F
...
G H1 H2 H3 H4 J

, (1 ≤ k ≤ 4)
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whereA is square matrix of size (i−2),B is a (i−2)×(4) matrix, C is a (i−2)×(n−i−3)
matrix, D is a 4 × (i − 2) matrix, E is a square matrix of size 4, F is a 4 × (n − i − 3)
matrix, G is a (n− i− 3)× (i− 2) matrix, H is a (n− i− 3)× 4 matrix and J is a square
matrix if size (n− i− 3)× (n− i− 3) matrix. For 1 ≤ l ≤ 4, we write Bl and Hl for the
columns of B and H , respectively. The resulting product of ψn(β) and ψn(titi+1ti) is:

A B1 x
3B1 − (x2 − 1)B2 + x(x2 − 2)B3 + x2B4 x2B1 − xB2 + (x2 − 1)B3 + xB4 B4 C
...
...
...
...
D Ek,1 x
3Ek,1 − (x2 − 1)Ek,2 + x(x2 − 2)Ek,3 + x2Ek,4 x2Ek,1 − xEk,2 + (x2 − 1)Ek,3 + xEk,4 Ek,4 F
...
...
...
...
G H1 x
3H1 − (x2 − 1)H2 + x(x2 − 2)H3 + x2H4 x2H1 − xH2 + (x2 − 1)H3 + xH4 H4 J

.
Subtracting the identity, we obtain ψn(βtiti+1ti) − In−1. Then, we apply the following
sequence of elementary operations
ψn(βtiti+1ti)− In−1 Ci,i+1(−x)−−−−−→ • Ci+1,i−1(−x
2)−−−−−−−→ • Ci+1,i(x)−−−−→ • Ci+1,i+2(−x)−−−−−−→ · · ·
· · · → • Ci,i+1(−x)−−−−−→ • Ci+1(−1)−−−−−→M,
where M coincides with ψn(β) − In−1 except for the i-th and (i + 1)-th columns. More
precisely, if we write ψn(β)− In−1 = (a1, a2, . . . , an−1) and M = (m1,m2, . . . ,mn−1) in
vector columns ai,mi ∈ Λn−1 for 1 ≤ i ≤ n− 1, then
mj =

ai + xu for j = i,
ai+1 + u for j = i+ 1,
aj otherwise,
where u =

0
−x2
x
−x2 + 2
−x
0

i-th
.
By the sequence of elementary operations applied to ψn(βtiti+1ti) − In−1, it follows that
det(ψn(βtiti+1ti)− In−1) = − det(M).
On the other hand, for the term ψn(ti+1titi+1) given by
ψn(ti+1titi+1) =

Ii−2 0 0
1 x x2 0
0 0 x2 − 1 x(x2 − 2) 0 0
0 −x −(x2 − 1) 0
0 x2 x3 1
0 0 In−i−3

,
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the resulting product of ψn(β) and ψn(ti+1titi+1) is
A B1 xB1 + (x2 − 1)B2 − xB3 + x2B4 x2B1 + x(x2 − 2)B2 − (x2 − 1)B3 + x3B4 B4 C
...
...
...
...
D Ek,1 xEk,1 + (x2 − 1)Ek,2 − xEk,3 + x2Ek,4 x2Ek,1 + x(x2 − 2)Ek,2 − (x2 − 1)Ek,3 + x3Ek,4 Ek,4 F
...
...
...
...
G H1 xH1 + (x2 − 1)H2 − xH3 + x2H4 x2H1 + x(x2 − 2)H2 − (x2 − 1)H3 + x3H4 H4 J

.
In the same way as before, we subtract the identity and apply the following sequence of
elementary operations
ψn(βti+1titi+1)− In−1 Ci+1,i(−x)−−−−−→ • Ci,i−1(−x)−−−−−→ • Ci,i+1(x)−−−−→ • Ci,i+2(−x
2)−−−−−−→ · · ·
· · · → • Ci+1,i(−x)−−−−−→ • Ci(−1)−−−→M ′,
whereM ′ coincides with ψn(β)−In−1 except for the i-th and (i+1)-th columns. Namely,
M ′ = (m′1, . . . ,m′n−1) with
m′j =

ai + v for j = i,
ai+1 + xv for j = i+ 1,
aj otherwise,
where v =

0
−x
−x2 + 2
x
−x2
0

i-th
.
The determinant is computed as det(ψn(βti+1titi+1)− In−1) = − det(M ′). Consequently,
on the left-hand side of Equation (4.9) we have
det(ψn(βtiti+1ti)− In−1)− det(ψn(βti+1titi+1)− In−1) = − det(M) + det(M ′). (4.10)
Recalling that ψn(β) − In−1 = (a1, . . . , an−1), in what follows we write dots for entries
aj with j 6= i, i+ 1. We thus get
− det(M) + det(M ′) = − det(. . . , ai + xu, ai+1 + u, . . . ) + det(. . . , ai + v, ai+1 + xv, . . . )
= det(. . . , v − xu, ai+1, . . . ) + det(. . . , ai, xv − u, . . . )
= (x2 − 1)[det(. . . , w, ai+1, . . . )− det(. . . , ai, w′, . . . )], (4.11)
where w,w′ are column vectors given by
w =

0
x
−2
x
0
0

i-th
and w′ =

0
0
x
−2
x
0

i-th
. (4.12)
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Now we work the right-hand side of Equation (4.9). The resulting product of ψn(β)
and ψn(ti) is:
ψn(βti) =

A B1 xB1 −B2 + xB3 B3 B4 C
...
...
...
...
D Ek,1 xEk,1 − Ek,2 + xEk,3 Ek,3 Ek,4 F
...
...
...
...
G H1 xH1 −H2 + xH3 H3 H4 J

.
In a similar fashion, we subtract the identity and apply the following sequence of elemen-
tary operations
ψn(βti)− In−1 Ci,i−1(−x)−−−−−→ • Ci,i+1(−x)−−−−−→ • Ci(−1)−−−→ P,
where P coincides withψn(β)−In−1 except for the i-th column. Namely, P = (p1, . . . , pn−1)
with
pj =
{
ai − w for j = i,
aj otherwise,
(1 ≤ j ≤ n− 1)
where w is as in Equation (4.12). By the sequence of elementary operations, it follows
that det(ψn(βti)− In−1) = − det(P ).
For the other term in the right-hand side of (4.9), the resulting product of ψn(β) and
ψn(ti+1) is:
ψn(βti+1) =

A B1 B2 xB2 −B3 + xB4 B4 C
...
...
...
...
D Ek,1 Ek,2 xEk,2 − Ek,3 + xEk,4 Ek,4 F
...
...
...
...
G H1 H2 xH2 −H3 + xH4 H4 J

.
Following the similar procedure of subtract the identity and applying a sequence of ele-
mentary operations, we have
ψn(βti)− In−1 Ci+1,i(−x)−−−−−→ • Ci+1,i+2(−x)−−−−−−→ • Ci+1(−1)−−−−−→ P ′,
where P ′ = (p′1, . . . , p′n−1) with
p′j =
{
ai+1 − w′ for j = i+ 1,
aj otherwise,
(1 ≤ j ≤ n− 1)
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and w′ is as in Equation (4.12). By the sequence of elementary operations applied to
ψn(βti+1) − In−1, its determinant is computed as det(ψn(βti+1) − In−1) = − det(P ′).
Calculating the right-hand side of Equation (4.9), we obtain
det(ψn(βti)− In−1)− det(ψn(βti+1)− In−1) = − det(P ) + det(P ′). (4.13)
Simplifying,
− det(P ) + det(P ′) = − det(. . . , ai − w, ai+1, . . . ) + det(. . . , ai, ai+1 − w′, . . . )
= det(. . . , w, ai+1, . . . )− det(. . . , ai, w′, . . . )
= − det(M) + det(M
′)
(x2 − 1) ,
where the last equality is given by (4.11). Therefore, by Equations (4.10), (4.13) we obtain
Equation (4.9), which is equivalent to the skein relation (4.8).
4.2 The invariant Q
In subsection 4.1 we studied how the function fn : Tn → Z(x) behaves under Gotin-
Markov moves. Now we use the theory of twin groups to define an invariant of doodles.
Let D ∼ D′ be two equivalent doodles, and let α, β be two twins with closures D
and D′ respectivley. Thus, α ∼G β are Gotin-Markov equivalent. By Remark 4.11,
we know fn(α) and fm(β) are the same polynomial up to a factor x2k for some integer k.
Furthermore, by the skein relation (4.8), all the polynomials of a doodleD are polynomials
in Z[x2]. In this way, the lowest degree polynomial fn(α) over all twins α with closure D
will be an invariant for D.
Definition 4.13. We define Q : D −→ Z[x2] by
Q(D) := gcd{fn(α) ∈ Z[x2] | αˆ = D, α ∈ Tn, n ≥ 1}. (4.14)
where D ∈ D and gcd is the greatest common divisor.
As a direct consequence of the previous discussion, we have the following result.
Theorem 4.14. The function Q is an invariant of oriented doodles.
Example 4.15. According to [4, Theorem 4.2], the first non-trivial doodle has 6 cross-
ings, and is the Borromean doodle (see Figure 2b). Let us compute its polynomial under
Q. In Example 4.10, we compute two associated polynomials to the Borromean doodle
through two Gotin-Markov equivalent twins. Furthermore, for any twin β with closure the
Borromean doodle, we have that deg(fn((t1t2)3)) ≤ deg(fn(β)). Thus,
Q
( )
= x4 − 2x2 + 1.
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Remark 4.16. For a doodle D, if exist a twin α0 with closure the minimal representative
D0 of D, then Q(D) is obtained with the corresponding twin α0, i.e., Q(D) = fn(α0).
In general, not every minimal representative of a doodle is realizable immediately by the
closure of a twin, might be necessary to produce new double points in the diagram.
Analogously to the classical Alexander polynomial of links, the invariant Q vanishes
on multi-component doodles with ‘unlinked’ components.
Proposition 4.17. Let D = D1
⊔
D2 be a doodle with two disjoint components, then
Q(D) = 0.
Proof. If one of the components is the trivial doodle, the result follows easily from the
skein relation (4.8), or by definition of fn and Lemma 4.6. Let α ∈ Tn and β ∈ Tm be two
twins such that α̂−1 = D1 and β̂ = D2, then adding vertical strands on the left or right, we
have ιR(α), ιL(β) ∈ Tn+m such that ̂ιR(α)ιL(β) = ̂ιL(β)ιR(α) = D. By Equation (3.2)
and Remark 3.4 it follows
ψn+m(ιR(α)ιL(β)) =
 ψn(α) 0 0vR(α) 1 vL(β)
0 0 ψm(β)
 .
Thus, the n-th column of ψn+m(ιR(α)ιL(β)) − In+m−1 is zero and fn+m(ιR(α)ιL(β))
vanishes. Since every polynomial associated to the doodle is the same, up to a factor x2k
for some integer k, it follows Q(D) = 0.
Despite the function fn satisfies the skein relation (4.8), the invariant Q does not. A
possible alternative to use diagrams to compute Q is to define a non reduced invariant R,
i.e., invariant up to factors x2k.
In what follows, diagrams inside dotted circles mean a local picture of doodles which
are identical outside.
Conjecture. LetR : D → Z[x2] be an invariant up to a factor x2k such that:
1. R
( )
= 1,
2. R
( )
−R
( )
= (x2 − 1)
(
R
( )
−R
( ))
,
3. R
(
· · ·︸ ︷︷ ︸
k
)
= x2kR
(
· · ·︸ ︷︷ ︸
k+1
)
.
Then, Q(D) = R(D)
x2k0
for some k0 ∈ Z. Furthermore, R is uniquely defined by these skein
relations.
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5 Some computations
In this section we compute the invariant Q for many doodles found in the literature [4, 9,
19, 22, 23, 26]. The results are summarized in a table in Subsection 5.2.
5.1 Families of doodles
In [4], Bartholomew-Fenn-Kamada-Kamada give a geometric construction of infinite fam-
ilies of doodles from polygons. Furthermore, there is a note about the bijection between
minimal representatives of doodles and the 1-skeleta of 3-dimensional polyhedra whose
vertices have valency four. We only recall one of those examples to illustrate the geomet-
ric construction. For the rest, we describe them in a naive way or in terms of twins. For
original constructions, we refer to [4].
Example 5.1. Define the doodle Bn as follows. Start with two concentric n-gons with
vertices X1, . . . , Xn and Y1, . . . , Yn, respectively, and add the missing edges to construct
the triangles XiYiXi+1 for 1 ≤ i ≤ n cyclically modulo n (see Figure 8). All vertices of
the resulting diagram have valency four, and it is natural how to smooth the edges to obtain
the doodle Bn. By the symmetry of the diagram, it is easy to see that (̂t1t2)n is Bn for any
n. In particular, when n is divisible by 3, the twin (t1t2)n induces the trivial permutation,
i.e., is an element of the pure twin group PT3. Thus, the number of components of Bn is
three if n is divisible by 3, called the n-generalized Borromean doodle; otherwise, Bn has
one component, called the n-poppy doodle.
Computations prompt the invariant Q never vanishes on this family and its restriction
to the family is very strong such that distinguishes, i.e., if Q(Bn) = Q(Bm), then n = m.
∼
(a) 6-Borromean
∼
(b) 7-poppy
Figure 8: Generalized Borromean and n-poppy doodles.
Example 5.2. The doodle C1n is constructed from the previous exampleDn adding a circle
as in Figure 9. In terms of twins, C1n is the closure of the twin (t1t2t3t2)n. The doodle C1n
has four components if n is divisible by 3, otherwise C1n has two components.
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The doodle C1n can be generalized to the doodle Dn with r circles added. Written in
twins, define the doodle Crn as the closure of the twin (t1(t2 · · · tr+1)tr+2(tr+1 · · · t2))n. In
this case, the doodle Crn has r+3 components if n is divisible by 3, otherwise Crn has r+1
components.
(a) C13 (b) C
2
4 (c) C
2
5
Figure 9: Doodles Crn.
Testing the invariant under different families of doodles, unfortunately we found Q
vanishes for an infinite family of doodles.
Proposition 5.3. For integers r ≥ 1 and n ≥ 3, Q(Crn) = 0.
Proof. The doodle Crn is the closure of the twin α
n
r = (t1(t2 · · · tr+1)tr+2(tr+1 · · · t2))n.
For n ≥ 3, applying induction over r and using iteratively Lemma (3.1), the matrix
ψr+3(αr)n − Ir+2 has r + 1 columns equal up to a power of x. More precisely,
ψr+3(αr)n − Ir+2 = (c1, xrcr+2, xr−1cr+2, . . . , xcr+2, cr+2),
written in columns. Hence det(ψr+3(αr)n − Ir+2) = 0 and the result follows.
Example 5.4. Another infinite family related to Crn (by the geometric construction given
in [4]) is the family D1n. It consists of a circle as the skeleton and an array of n trivial
doodles O1, . . . , On overlapping as in Figure 10. Doodle Drn are a natural generalization
of D1n by adding r concentric circles in the skeleton. We do not know a general formula
for the twin representation of Drn, but we have some computations for small values. The
invariant Q vanishes for these small cases.
5.2 Table
The following table summarizes values of the invariant Q for many doodles. We follow a
format very similar to the table of knots given in [1]. The first line following the picture
of the doodle, denotes the number of crossings and components of the minimal repre-
sentative. The second line is the twin representation of the doodle, where the number k
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(a) D13 (b) D
1
4 (c) D
2
5
Figure 10: Drn.
denotes the generator tk. The last line codified the polynomial invariant Q(D) ∈ Z[x2],
the first number in curly brackets denotes the half of the maximum degree of the poly-
nomial and the next sequence in parenthesis denotes the coefficients in even powers,
from higher to lower degree. For instance, {7}(1, 2,−1,−2, 1) denotes the polynomial
x14 + 2x12 − x10 − 2x8 + x6.
One component doodles
: 81
: (12)4
: {2}(1,−4, 4)
: 91
: (123)3
: {2}(4,−4, 1)
: 101
: (12)5
: {4}(1,−6, 11,−6, 1)
: 111
: (23)2(21)2321
: {4}(1,−2, 3,−2, 1)
: 141
: (12)7
: {6}(1,−10, 37,−62, 46,−12, 1)
: 151
: 43215(432)245432
1(32)2
: {7}(1, 2,−1,−2, 1)
30
: 151
: (21)42321323
: {6}(1,−6, 13,−14, 10,−4, 1)
: 151
: (123)5
: {4}(16,−48, 44,−12, 1)
: 161
: (2143)242342123
: {5}(1, 4, 0,−8, 4)
: 161
: (12)8
: {7}(1,−12, 56,−128, 148,−80, 16)
: 171
: (43)254321(43)2
(23)2543212
: {9}(1,−2, 1, 2,−2, 1)
: 171
: (21)4232132321
: {7}(1,−8, 24,−36, 32,−16, 4)
: 171
: 543214345465432
(43)2567654321243
456547
: {14}(1,−4, 4)
: 201
: (12)10
: {9}(1,−16, 106,−376, 771,−920,
610,−200, 25)
: 211
: 76543212(43)2567
654321(43)2565432
(543)2
: {14}(1, 2,−2, 1,−2, 1)
31
: 211
: 2(12)2321323
: {9}(1,−12, 58,−148, 223,−212,
130,−48, 9)
: 211
: 54321(32)2454321
(34)4(32)2
: {11}(1,−6, 11,−4,−7, 8,−1,−2, 1)
: 211
: 543243654(56)276
5432187654323(546)2
7687987654321(54)2
6789
: {20}(4,−4, 1)
: 211
: (123)7
: {6}(64,−320, 592,−496, 184,−24, 1)
: 221
: (12)11
: {10}(1,−18, 137,−574, 1444,
−2232, 2083,−1106, 295,−30, 1)
: 241
: (1234)6
: {10}(1,−24, 218,−960, 2251,
−2880, 1962,−648, 81)
: 261
: (12)13
: {12}(1,−22, 211,−1158, 4013,
−9142, 13820,−13672, 8518,−3108,
581,−42, 1)
32
: 281
: (12)14
: {13}(1,−24, 254,−1560, 6157,
−16336, 29618,−36568, 30086,
−15792, 4900,−784, 49)
: 321
: (12)16
: {15}(1,−28, 352,−2624, 12904,
−44064, 107104,−186880, 233108,
−204528, 122464,−47616, 11088,
−1344, 64)
Multi-component doodles
: 102
: (12)2321323
: 0
: 182
: (123)6
: 0
: 63
: (12)3
: {2}(1,−2, 1)
: 123
: (12)6
: {5}(1,−8, 22,−24, 9)
: 123
: (321)2323212
: 0
: 123
: 123432132123432
123
: 0
33
: 163
: (23)44321(32)2
4321
: {8}(1,−6, 15,−20, 15,−6, 1)
: 183
: (12)9
: {8}(1,−14, 79,−230, 367,−314,
130,−20, 1)
: 243
: (12)12
: {11}(1,−20, 172,−832, 2486,
−4744, 5776,−4532, 1897,−420, 36)
: 213
: 43243212343543
2132434323235
: {11}(1,−4, 4, 4,−10, 4, 4,−4, 1)
: 124
: (123)4
: 0
: 204
: (13232)4
: 0
Cr−1n
: (2nr)r+2
: (1(2 · · · r)r + 1
(r · · · 2))n
: 0 by Proposition 5.3
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