ABSTRACT Due to serious air pollution, some machines may be forced to shut down for short periods. During such periods, companies will make no progress on the yields. Maintenance also leads to reductions. If we view such two indispensable things such as shutdown and maintenance as jobs, the two can overlap with each other, i.e., the schedule can be shorter. However, this phenomenon is seldom discussed in scheduling. In this paper, we consider a three-agent scheduling problem with the overlap effect. The objective is to minimize the total tardiness of jobs from agent 3 under the restrictions that the PM 2.5 emissions of agent 1 cannot exceed a limit and that each maintenance activity requested by agent 2 must be conducted within its specific maintenance window. A branch-and-bound algorithm is developed to generate the optimal schedules. Computational experiments are conducted to show the solution quality and execution speed of the proposed algorithm.
I. INTRODUCTION
Multi-agent scheduling is an important research topic, since jobs are not always ordered by a single customer. Some jobs may be requested by an R&D department and must be completed before a given date; other orders may be placed by a sales department, and the total tardiness cannot exceed a given limit. Consequently, the various requirements from multiple agents need to be fulfilled in a multi-agent schedule.
Maintenance activities are also viewed as special jobs from an agent. When performing job scheduling, we may take annual maintenance and regular check-ups into consideration. These maintenance activities are usually conducted within predetermined time periods (i.e., maintenance windows). Premature maintenance means waste, such as changing motor oil that can be used for three more months. Late maintenance may lead to machine malfunctions or product defects. Thus, regular maintenance should be performed within predetermined maintenance windows. Note that many job scheduling problems considering maintenance are NP-hard. They need tailored optimization algorithms to generate the optimal schedules. For more information about scheduling of maintenance, readers can refer to [1] - [4] .
Environmental consciousness has recently increased, so cost efficiency may not be our main consideration. Today, we should consider the characteristics of machines (e.g., power, air pollution, and throughput) as a whole when scheduling. Since machines cause different degrees of pollution, governments may force a company to shut down some machines during a high-pollution period [5] , [6] . Particulate matter (PM) 2.5 is an indicator for shutting down machines. PM 2.5 is a complex mixture of particles with a diameter of 2.5 micrometers or less comprising a number of components, including industrial emissions, organic chemicals, metals, and dust particles, etc. In the real world, PM 2.5 is commonly found in combustion-related industries such as coal-fired power plants, garbage incinerators, metallurgical plants, and steel mills. It adversely affects public health by causing bronchitis, lung cancer, asthma, and cardiovascular diseases [7] - [10] . Consequently, shutting down highly-polluting machines is inevitable during high-pollution periods [11] , and the findings in [6] , [12] , and [13] showed that shutting down machines indeed reduces the concentration of PM 2.5. Therefore, related PM 2.5 emission standards, e.g., [14] , [15] , are regulated, and new scheduling models are called for.
Multi-agent scheduling and maintenance scheduling are widely applied in the electronics, textile, construction, and information industries. However, these issues may conflict with environmental protection. To deliver goods on time, we may choose high-performance machines that are likely to cause pollution. Hence, balancing production performance against environmental protection is increasingly important.
There are three differences between this study and past research. First, in the past decade, only a few studies have focused on three or more agents, e.g., [16] . In fact, threeagent scheduling is more in line with industrial needs. Second, forced shutdowns can be viewed as jobs. To reduce the concentration of PM 2.5, we need to shut down some machines, i.e., control the total quantity [17] - [19] . Such a passive shutdown is different from active maintenance. Third, the overlap effect is considered in this study. In traditional scheduling, jobs are assumed to be disjoint. In fact, some jobs overlap; e.g., setup operations can be processed together. Setup time, the preparation time for machines, is usually considered negligible [20] . Another example is aluminum extrusion [21] . To perform multiple jobs (e.g., producing golf club parts, windows, and doors) at the same time, aluminum billets need to be heated to 400-500 • C. In fact, such heating jobs overlap with others and can be conducted together. Therefore, we treat shutdown jobs and maintenance activities as overlapping jobs. If these overlapping jobs can be scheduled within a time interval, the performance of scheduling can be further improved. Tables 1 and 2 show examples of machines that pollute the air in engineering and metallurgy [6] . There are eight machines having different speeds, powers, emission rates, and maintenance requirements, and 10 jobs having different processing times and due dates. Let the throughput of Firing Unit/450 kW be the standard unit, i.e., 1.0. Note that not all machines require maintenance during Nov. 2015. Assume that for this power plant, PM 2.5 emissions cannot exceed 500 during a high-pollution period from 2015/11/09 through 2015/11/13. This example gives us the motivation of this study. Though some machines need to be shut down during the high-pollution period, some shut-down machines may receive maintenance and some functioning machines can still process jobs to meet due dates. Past research has rarely explored the related overlap effect. From the example, we learn that the performance of scheduling can be improved if the maintenance activities and shutdowns overlap well.
The rest of the paper is organized as follows. Section 2 introduces the related work. In Section 3, the scheduling problem considering the competing agents and overlap effect is defined. In Section 4, a lower bound and 11 dominance rules are developed, and a branch-and-bound algorithm is proposed. In Section 5, computational experiments are conducted to show the efficiency of the proposed algorithm. Conclusions are drawn in the last section.
II. RELATED WORK
This study focuses our attention on how to overlap jobs to improve the efficiency of scheduling. Therefore, environmental protection, overlap effect, maintenance, and multi-agent scheduling are discussed as follows.
A. ENVIRONMENTAL PROTECTION
Environmental protection has become an important research topic in the field of scheduling, in addition to traditional topics such as cost, time, and profit optimization. For example, time efficiency and query effectiveness are the major concerns of search engine designers. For example, Garg et al. [22] let only some energy-efficient servers function during off-peak hours to save power, but at the cost of service quality. Another example is disk scheduling.
Fang and Lin [23] scheduled disks and their speeds to save power, since the speeds of some modern disks are adjustable. However, high speed usually means high power consumption and carbon dioxide emissions. Therefore, disk scheduling becomes meaningful. This consideration is different from traditional process scheduling, which considers only load balance. On the other hand, Ji et al. [24] abandoned fast machines to achieve their objectives. Instead, they chose power-efficient machines to meet the minimum requirements. These machines required more processing time but consumed less power. In [25] , there are two kinds of energies: external gas and internal recycling steam. Machines and energies were scheduled to meet the minimum requirements while becoming more environmentally friendly.
Environmental protection and efficiency require trade-offs. Another example is related to the pumping of groundwater. To avoid wear and tear on pumps and take advantage of low nighttime electricity prices, groundwater is pumped all night long without any switching on/off. Unfortunately, however, nonstop pumping might cause land subsidence. Consequently, Wang et al. [26] pumped water intermittently to achieve a satisfactory balance between environmental protection and cost reduction. In sum, environmental protection makes scheduling problems more complicated, and new scheduling algorithms are needed.
As technology advances, it is becoming possible to consider environmental protection and scheduling efficiency at the same time. Today, some types of pollution are predictable, so we can learn of their imminent occurrence several days before they occur [27] . To avoid more serious damage, a local government will announce and implement total quantity controls during the peak polluting periods [1] , [18] , [19] . Due to this predictability, environmental issues can be taken into account when we perform job scheduling.
B. OVERLAP EFFECT
There are three types of overlap. First, jobs overlapping with experience are a virtual overlap. In many situations, the skill and experience of an operator continuously improve when he/she repeatedly performs the same or similar jobs. In the field of job scheduling, such a phenomenon is known as the learning effect [28] , [29] . That is, a job may have different processing times that depend on its position in a schedule. If experience can be accumulated quickly, we can achieve more efficient schedules than before. Since the total processing time of jobs is shorter than before, we consider them to be virtually overlapped. For more information about scheduling with learning effects, please refer to [29] - [32] .
Second, overlapping with duplicate contents is a concrete type of overlap. Consider many mobile users downloading data from two broadcast channels [33] - [35] . Stock information {A,B,C} (e.g., Google, Facebook, IBM) is requested by 45% of mobile users, and stock information {B,C,D} is requested by 45% of them. Only 10% of users query the remaining stocks. Note that the duplicate contents do not need to be broadcast twice within the broadcast cycle of a channel. If {A,B,C,D} can be scheduled on the same channel, the worst waiting time of 90% of these users can be reduced to 4, instead of 6.
The third is a hybrid case. Consider the following example. Due to the high concentration of PM 2.5, machines are forced to shut down for a period. During this period, nothing should be done. That is, it is a virtual job. In fact, we are still able to utilize the period for other purposes, such as maintenance. Namely, we can schedule a physical job in this period and thereby improve the production efficiency. However, such overlap effects are seldom discussed in traditional two-agent scheduling problems, and much less in three-agent scheduling. If we properly take advantage of the overlap effect, the efficiency of scheduling can be improved.
C. MAINTENANCE
Maintenance is an important issue in today's scheduling. In general, the purposes of maintenance include lengthening the mean time between two failures; extending the lifetimes of machines; increasing reliability, availability, and capacity; and preventing industrial accidents. To achieve the above purposes, we may perform the following two types of maintenance: preventive (time-based) and corrective (failure-driven). For preventive maintenance, some planned shutdowns are necessary for cleaning, oiling, lubricating, calibrating, changing components, and re-setting [36] - [38] . Corrective maintenance is carried out mainly due to unplanned events, e.g., malfunctions, functional failures, or broken components [37] , [38] . Regular preventive maintenance can reduce the probability of machine failure or the frequency of unplanned corrective maintenance. However, the downtime or outage of machines is also a kind of cost. Consequently, scheduling maintenance activates can reduce the cost and retain a certain level of production efficiency.
Maintenance is not the only objective of job scheduling, so some other objectives are also optimized at the same time. For example, Ji et al. [39] considered multiple maintenance activities for a single machine. The objective was to minimize the total tardiness. Low et al. [40] aimed to minimize the makespan given a predetermined maintenance window. Cheng et al. [41] considered a multi-machine scheduling problem in which maintenance deteriorates along with time. The maintenance costs increase if maintenance is tardy. Wang et al. [42] considered a proactive scheduling problem in which stochastic machine breakdown may occur, and they aimed to find optimal schedules to minimize operational costs such as total completion time, resource consumption cost, and rescheduling cost. It is evident that scheduling with maintenance activities is an important topic worth exploring in greater detail.
The downtime caused by planned maintenance is difficult to reuse for other purposes. During the maintenance period, machines are shut down and production drops. That is, the downtime is only for this special purpose. We cannot carry out ordinary jobs on a shut-down machine. However, if these planned maintenance activities are conducted in parallel with certain kinds of jobs on these shut-down machines, we can avoid wasting time and achieve better performance.
D. MULTI-AGENT SCHEDULING
Multi-agent scheduling was first introduced in [43] and [44] . Baker and Smith [43] viewed the R&D department and the sales department as two agents. One cares if the prototypes can be completed before due dates, and the other asks if customers' response times can be shorter. Therefore, jobs are divided into two types, each having different requirements needing to be fulfilled.
In such a multi-agent scheduling problem, there are usually a hard constraint and a soft objective, i.e., two agents are considered. A hard constraint is a constraint that must hold (i.e., it is not negotiable). It might be electricity rationing or official tariffs. A soft objective is the goal that we want to minimize (i.e., the lower, the better), e.g., makespan or total tardiness. In the following two-agent scheduling problems, different objectives are considered. Wan et al. [45] aimed to minimize a soft objective of total tardiness requested by agent 1 given that a hard constraint of maintenance of agent 2 must be completed during a specified time period. Choi [46] minimized a soft objective of total completion time for agent 1 under a hard constraint of maximum makespan for agent 2. For more information about traditional two-agent scheduling, readers can refer to [47] - [52] .
Unlike the following three-agent scheduling problems [16] , [53] , past research has focused only on twoagent scheduling problems. In fact, the more agents we have, the more realistic the models become, for all the requirements necessitate compliance. In a real-world plant, an operator may simultaneously consider tardiness, maintenance, and air pollution constraints. Consequently, algorithms for generating the optimal schedules for three or more agents are called for. Table 3 lists related studies regarding multiple machines, environmental protection, and the overlap effect. In multimachine environments, jobs and resources are scheduled to reduce earliness or tardiness, and the machines may be identical [54] , [55] or heterogeneous [56] . Moreover, the objectives of scheduling for environmental protection are all about saving power. On the other hand, the objectives of multiagent scheduling involve everything except environmental protection, e.g., [53] . Some interesting observations emerge from the above studies. First, multi-machine scheduling is an important topic. Related applications are found in factories, data centers, and water pumping. Second, although environmental protection is an important topic, few studies have investigated it because customers are valued more highly than our environment. Clearly, the situation is reversed now, and more attention should be given to this topic. Third, traditional overlap effects involve only invisible experiences, i.e., learning effects. In other words, few studies have paid attention to job scheduling with physically overlapping content. Fourth, multi-agent scheduling is a trend. However, past research was confined to two agents. In fact, having more agents makes a scheduling model more practical. In sum, ways to meet customers' requirements and protect our environment simultaneously are worth studying in greater detail.
E. SUMMARY

III. PROBLEM FORMULATION
The scheduling problem is formulated as follows. There are n non-preemptive jobs from three agents ag 1 ag 2 , ag 3 , and m parallel machines with different speeds v k and PM 2.5 emission rates u k for k = 1, 2, . . . , m. Without loss of generality,
To control the total pollution during a peak period [A, B], a maximum emission rate U is given for these machines. That is, some machines must be shut down within [A, B] . Let AG 1 = {1, 2, . . . , m}, AG 2 = {m + 1, m + 2, . . . , 2m}, and AG 3 = {2m + 1, 2m + 2, . . . , n} denote the job sets from ag 1 ag 2 , and ag 3 , respectively. Job j ∈ AG 1 means the shutdown job for machine j; job j(= m + k) ∈ AG 2 is a maintenance activity with processing time p j , and it should be allocated to the maintenance window [a k , b k ] on machine k; job j ∈ AG 3 is an ordinary job with nominal processing time p j and due date d j , and it can be allocated to any machine. If job j ∈ AG 3 is allocated to machine k, the actual processing time is p j /v k . Let I (k) be a Boolean function indicating if machine k is active during [A, B] for k ∈ AG 1 . For a schedule π, we let C j (π ) and T j (π ) = max{0, C j (π ) − d j } denote the completion time and the tardiness of a job j ∈ AG 3 respectively. The objective is to
for j ∈ AG 3 , j@k, and I (k) = 0, where f (π ) is the objective function and j@k means job j is allocated to machine k. Using the three-field notation [82] , this problem can be denoted by Qm|maintenance, shutdown| T j . The related symbols are listed in Table 4 and the proof of NP-hardness is provided in the appendix. An example is shown in Fig. 1 . In the problem instance, ; it can be overlapped with the maintenance activity of machine 2 (i.e., job 4). Moreover, a job j ∈ AG 1 numbered 2, 3, . . . , m also represents a separator for dividing jobs between machines j − 1 and j. For example, job 2 divides jobs into two parts, i.e., {5,3,7} and {6,4,8}. In this example, job 3 and 4 are the maintenance activities of machines 1 and 2, respectively. Since [a 1 , b 1 ] = [6, 10] , the earliest starting time for the maintenance activity of machine 1 (i.e., job 3) is time 6.
Moreover, since I (2) = 0, machine 2 is shut down during [A, B] . Therefore, we can overlap the shutdown job with the maintenance activity of machine 2 (i.e., job 4) during [A, B] . In this figure, the green lined areas represent maintenance activities, and the orange circumscribed area represents a shutdown job. Thus, the completion times of jobs 3, 4, 5, 6, 7, and 8 are 8, 5, 5, 2, 10, and 10, respectively. We have T 5 (π ) = 0, T 6 (π) = 0, T 7 (π ) = 2, and T 8 (π ) = 2. Therefore, the total tardiness is 4 (=0+0+2+2).
Five observations are drawn from the above example. These observations are helpful in solving the proposed problem and finding the optimal schedules.
Observation 1:
, an optimal schedule does not always shut down the most polluting machines. The speeds and emission rates of all machines need to be considered as a whole. 
IV. BRANCH-AND-BOUND ALGORITHM
In this section, we propose a branch-and-bound algorithm (B&B) which proceeds in a depth-first-search (DFS) manner. Some dominance rules are developed first. Then a lower bound is also proposed to accelerate the execution speed of B&B.
A. DOMINANCE AND CUTTING RULES
Suppose that π = (α, i, j, β) and π = (α, j, i, β) are two schedules and that the only difference between the two 5110 VOLUME 7, 2019 schedules is a pairwise interchange of two adjacent jobs i and j on machine k. Note that α and β are two partial sequences and α is determined. For simplicity, in the following properties, we let max j∈α {C j (π )} = t 0 , C i (π ) = t 1 , C j (π ) = t 2 , C j (π ) = t 3 , and C i (π ) = t 4 . Note that t 2 might not be equal to t 4 . To avoid the influence of [A, B], we consider the following three conditions: (1) I (k) = 1, (2) I (k) = 0 and t 2 ≤ A, (3) I (k) = 0 and t 0 ≥ B. For convenience, let cc(α, i, j) denote the current condition; i.e., only α has been determined. Since the dominance rules are similar, we only prove the first one.
Property 1: If cc(α, i, j) ∈ {1, 2, 3}, i ∈ AG 2 , j ∈ AG 3 , and
Property 2: If cc(α, i, j) ∈ {1, 2, 3}, i, j ∈ AG 3 , and
, and p i = p j , let the job with smaller id precede another.
Property 6: If I (k) = 0, i ∈ AG 2 , j ∈ AG 3 , and
Property 7: If the maintenance activity of machine k, i.e., 2k ∈ AG 2 , is in β and t 2 + p 2k > b k , then π is invalid.
Property 8 shows when a small job should be moved forward. Let π = (α, i, γ , j, β) be a schedule, where jobs in (i, γ , j) are all processed on the same machine k, α and γ are partial determined sequences, and β is a partial undetermined sequence. For convenience, let |•| denote the number of jobs in a partial sequence. If moving a small job forward can achieve the earlier completion times of |γ | jobs and leads to a lower total tardiness, Property 10 holds.
Property 8: If jobs (i, γ , j) are processed on the same machine k, p j < p i and
The makespan of each machine should be bounded. Property 9 shows the upper bound of the makespan for each machine. We modify the bound proposed by Lee et al. [21] by considering various speeds and [A, B]. Unlike those in [21] , our machines are not identical. Therefore, we need to consider their speeds. For convenience, let v min = min{v i |i = k, k + 1, . . . , m}. With this property, we can force a machine to stop if it accepts too many jobs.
Property 9: For the jobs from ag 3 allocated to machine k, if the current maximum completion time, i.e., max{C (j@k)∧(j∈AG 3 ) (π )}, is greater than [( (j@k)∧(j∈AG 3 
is not an optimal schedule.
To accelerate the performance of B&B, we can cut a currently visiting root-to-leaf path if we learn that it is infeasible.
The following cutting rules help us to determine if a path is infeasible as early as possible.
Rule 2: If I (k) = 0, i, j ∈ AG 3 , t 1 > A, and t 3 ≤ A, then π dominates π .
B. LOWER BOUND
We also propose a lower bound according to a partially determined schedule π = (α, β). For the undetermined sequence β, all the available machines are considered as connected pipes in the u-tube principle of physics. That is, time 0 means the bottom of the u-tube and speed v k stands for the cross-sectional area of pipe k. There are three major steps. First, each undetermined maintenance activity is scheduled within the water levels of a k and b k . Second, if machine k needs to be shut down during [A, B], we mark pipe k as occupied from water level A to B. Third, each job from ag 3 is filled into the u-tube, and the resultant water level represents the completion time of the job. However, it is not easy to determine the resultant water level because many areas of pipes are occupied. For example, after adding a unit amount of water, we must locate the water level little by little, from 0 to 100, if [A, B] = [0, 100] for all the remaining pipes. It is a time-consuming process. Therefore, we borrow the idea of slow start from [83] . Slow start is a strategy for determining a proper transmission rate that TCP uses to control congestion inside the network. Slow start doubles the amount of data transmitted until it finds the network's maximum carrying capacity. It is also known as exponential growth. Therefore, the final water level can be located.
There are three phases in the proposed lower bound, as shown in Fig. 2 . In Phase 1, the maintenance activities are scheduled first. Considering the overlap effect, we allocate the maintenance activity of each remaining machine to the overlapped interval (Step 3). Then we allocate the remaining amount of maintenance to the rear part of its maintenance window to achieve less tardiness (Steps 2 and 4). In Phase 2, we reassign the processing times and due dates to the jobs from ag 3 and make them agreeable; i.e.,
. For more properties of agreeable jobs, please refer to the appendix. In Phase 3, we estimate the completion times one-by-one for each job. Let W (L, L + s) be a function that returns the amount of water if we adjust the water level of the u-tube from L to L + s, where s is the step size. If the step size is overestimated, we decrease it slightly; if it is underestimated, we increase it slightly. On the other hand, if no water can be added (i.e., the current water level is within [A, B]), we adopt the slow start strategy to obtain the resultant water level L quickly. Then the water level L is regarded as the completion time of job (j) (Step 15).
Clearly, a general-purpose commercial solver such as [84] cannot solve this problem easily. Consequently, we propose this branch-and-bound algorithm to deal with the complicated situation of permutation and combination. Fig. 3 shows the details of the proposed branch-and-bound algorithm (henceforth, B&B). B&B visits the search tree in a DFS order. Before calling the recursive algorithm, we borrow an initial schedule π from a metaheuristic algorithm (e.g., GA [72] ). Meanwhile, the corresponding cost of the initial schedule is also recorded as the currently minimal cost c * , and I (k) = 0 is set for k = 1, 2, . . . , m. In Steps 2 and 3, we employ the dominance rules and lower bound to accelerate the execution time. In Steps 4-6, if the current node is a leaf node and its objective cost is less than c * , record this schedule and its corresponding cost. In Steps 7-9, if the current node means a separator dividing jobs between machines and means I (k) = 0, recursively call B&B by substituting I (k) = 1 for I (k) = 0 (i.e., perform combination). In Steps 11-14, swap two jobs (i.e., perform permutation) and recursively call B&B like traditional branch-and-bound algorithms. Note that Steps 7-9 represent different combinations of active machines and that this design distinguishes B&B from traditional algorithms.
C. BRANCH-AND-BOUND ALGORITHM
To show how B&B proceeds, we consider the problem instance in Fig. 1 again and trace a sub-tree in Fig. 4 . Let α = (1, 5, 3) with I (1) = 1 be the determined sequence in the third level of a search tree; i.e., machine 1 is active, and jobs 5 and 3 are allocated to machine 1. Since α passes the tests of the dominance rules and lower bound and does not reach level 8, B&B enters into level 4 by recursively calling B&B with parameters α = (1, 5, 3, 2) with I (2) = 0 (node 2), α = (1, 5, 3, 4) (node 16), α = (1, 5, 3, 6) (node 17), α = (1, 5, 3, 7) (node 18), and α = (1, 5, 3, 8) (node 19) (see . At node 2, the default value of machine 2 is inactive, so B&B turns it on by setting I (2) = 1, calling B&B at the same level, and entering into node 3 (Steps 7-9). If the total pollution rate exceeds the maximum pollution rate U , B&B prunes the invalid node. Note that B&B adopts the depth-first-search order (DFS). B&B then enters into node 4. The lower bound is greater than the current minimum cost, so the node is also pruned (Step 3). Then B&B keeps visiting nodes 5, 6, and 7 in the DFS order. Similarly, B&B terminates node 7 due to its great lower bound (Step 3). Next, B&B keeps visiting nodes 8, 9, 10 and obtains f (π ) = 2 for schedule π = (1, 5, 3, 2, 6, 7, 4, 8) . Nodes 11, 12, 13, 14, 15, 16, 17, 18 , and 19 are then recursively visited in the DFS order. Due to invalidity, the dominance rules, and the lower bound, the striped nodes are terminated. Finally, B&B ends this search procedure and returns the optimal schedule.
In sum, B&B must consider both permutation and combination simultaneously. Note that traditional branch-andbound algorithms only consider the permutation of jobs. It is clear that the proposed algorithm requires more execution time for the same problem size. Table 5 lists the parameters used in this section. Both parameters u k and v k follow a uniform distribution over [1] , [5] ; A and B follow a discrete uniform distribution each; p j follows a discrete uniform distribution over {1, 2, . . . , 200} for j ∈ AG 2 and another discrete uniform distribution over
V. COMPUTATIONAL RESULTS
, where τ and R are two control parameters for tardiness and T is the total processing time of jobs in AG 3 . Let [a k , b k ] denote the maintenance window of machine k if it needs maintenance, and the window size also follows a discrete uniform distribution. To model the overlap effect, we let r u control the maximum PM 2.5 emission rate, r ok denote the rate of machines not requiring maintenance, r 1 denote the rate of maintenance windows overlapping with The following experiments are divided into two parts. First, we observe the influences of parameters on the objective cost, i.e., total tardiness. Second, we focus on the performance of the proposed branch-and-bound algorithm.
In the first part, we observe how a control parameter affects the objective cost, i.e., the total tardiness of jobs from ag 3 . Fig. 5 shows the resultant change in the objective cost if we adjust one control parameter. For the six control parameters, we set τ = R = r ok = r u = r 1 = r 2 = 0.5 initially. In addition, the remaining parameters are fixed at m = 2, n = 10, A = 50, B = 300, U = 5.0, b 1 −a 1 = b 2 −a 2 = 200, and p 3 = p 4 = 170. Then we adjust one control parameter from 0.25 to 0.75 at a time. Note that these control parameters are used to generate 50 physical input instances (e.g., d j ) at a time. Consequently, the adjustment of each control parameter might affect the final objective cost indirectly. As shown in the figure, τ and r ok affect the objective cost most significantly. The objective cost can be reduced greatly if most machines are available (i.e., a large r ok ). Conversely, the objective cost will be increased if we have many jobs with early due dates (i.e., large τ ). Compared with τ and r ok , the other control parameters do not affect the objective cost greatly. It implies that the most effective way to reduce the 5114 VOLUME 7, 2019 tardiness cost is to keep machines available and reject jobs with tight deadlines in advance.
To understand the effectiveness of each input parameter on the objective cost, we perform a sensitivity analysis to test the consequences of the changes of one input parameter at a time [85] . There are many input parameters (e.g., p j , d j , . . .), and Table 6 will test which affects the objective cost most significantly. The default settings are the same as those used in Fig. 5 . The results show that all these parameters affect the objective cost more or less, but maintenance time and maintenance window size are the two most significant ones. A 15% increase in maintenance time leads to a 108.81% increase in the objective cost, and a 15% decrease in maintenance window size leads to an 88.56% increase in the objective cost. Hence, we learn that machines should be maintained as quickly as possible, and we should have a wider maintenance window to schedule these maintenance activities. In addition, a correlation coefficient is provided to show the effectiveness of each input parameter. Almost every parameter has a linear relationship with the objective cost, except maximum emission rate (U ) and machine emission rate (u k ). It implies that we can effectively reduce the tardiness cost by reducing processing time and maintenance time or by increasing maintenance window size and machine processing speed.
In the second part, we evaluate the performance of B&B by conducting various experiments. Table 7 compares B&B with a commercial solver (i.e., MATLAB 2017a) in terms of run time. We set n = 10, m = 2, and r u = r ok = r 1 = r 2 = 0.5. For each system setting, 50 execution times of B&B and MATLAB are recorded respectively. B&B outperforms MATLAB greatly in terms of execution time. There are two reasons. First, the code of B&B has been compiled and optimized as a whole, whereas MATLAB is an interpreter which executes commands line by line. Second, there is no tailor-made model for such a problem. Note that this optimization problem is nonlinear and non-smooth. Even for a single position-determined schedule, there are still 2 m machine statuses. For example, consider the schedule π = (1, 5, 3, 7, 2, 6, 4, 8) shown in Fig. 1 again, where machines 1 and 2 are the jobs numbered 1 and 2. Each machine k can be set I (k) = 0 or I (k) = 1. It is clear that we have 2 m combinations and need to make a decision in a semi-permutation and semi-combination way. Consequently, a general-purpose solver requires more execution time to deal with each permutation and its corresponding combinations. The results imply that the dominance rules and the lower bound cooperate well to prune unnecessary nodes in a search tree. Tables 8-13 show the performance of B&B for n = 14. At the beginning of each experiment, we set parameters τ , R, r u , r ok , r 1 , r 2 , and m as the default values shown in Table 5 . For each system setting, 50 random instances are generated. 
TABLE 9.
The effects of r u on B&B for n = 14.
TABLE 10.
The effects of τ and R on B&B for n = 14. Table 8 shows the influence of the number of machines (i.e., m) on the performance of B&B. The distribution of the mean of nodes resembles a binomial distribution. Consider the two extreme settings for m = 1 and m = ∞. The scheduling problem becomes easier. For example, let m = ∞, and we can allocate job j to machine j for j = 1, 2, . . . , n without any scheduling techniques. It is clear that the setting m = 3 is more difficult. Consequently, we consider only m = 3 in later experiments. Table 9 shows the effects of r u on the performance of B&B for n = 14. A large r u means a government has a high tolerance towards PM 2.5 and more machines can be scheduled. Consequently, the problem becomes more difficult and more nodes are needed. On the other hand, having many concurrently operating machines represents less tardiness, i.e., lower objective costs. It implies that scheduling with the overlap effect indeed reduces the total tardiness. Table 10 shows the influence of τ and R on execution time and objective cost for n = 14. Note that a large τ means early due dates, and a small R means centralized due dates. In traditional scheduling problems for minimizing the total tardiness such as [21] , a large τ and a small R usually lead to more nodes. However, in this study, the phenomenon is not evident. Late and centralized due dates also incur many nodes. However, if the jobs with late and centralized due dates can be scheduled properly, we can achieve the lowest tardiness cost. Table 11 shows the interference between r u and r ok for n = 14. It is clear that the larger r u is, the more nodes we need. That is, a greater tolerance for pollution means that 5116 VOLUME 7, 2019 TABLE 11. The effects of r u and r m on B&B for n = 14. Compared with the above two extreme cases, ordinary jobs and special jobs (i.e., maintenance activities and shutdown jobs) complement each other well when r ok = 0.5. That is, we have greater freedom to make a good combination of them, and fewer nodes are needed.
For each control parameter shown in Tables 10 and 11 , three default settings, i.e., 0.25, 0.50, 0.75, are considered, and each setting is used to generate 50 corresponding instances. For each control parameter, we are interested in determining which setting is most time-consuming in terms of nodes. Four ANOVA tests are performed, and only parameter r u has significantly different means of nodes of B&B. The detailed ANOVA summaries are provided in the appendix. Table 12 shows the overlap effect on the performance of B&B for n = 14. The most difficult setting occurs when r u = 0.75, r ok = 0.75, r 1 = 0.75, and r 2 = 0.75 (i.e., mean of nodes=38675.14). It means that more machines are allowed to be active during [A, B] (i.e., r u = 0.75), 75% of machines are available, 75% of the maintenance windows overlap with the high-pollution period [A, B] , and each overlapping maintenance window has 75% of the interval length intersecting with [A, B] . Again, many nodes are traversed to check if a maintenance activity should be moved forward.
In traditional scheduling problems with maintenance, we had better schedule the maintenance activities as late as possible. In this problem considering the overlap effect, the situation is changed, and more run time is needed to determine the optimal schedules. We should schedule these maintenance activities within [A, B] as best we can, whether a maintenance activity is in the rear part of its maintenance window or not. Table 13 shows the relationships between shutdown, maintenance, and due date for n = 14. In the experiment, late due dates (i.e., τ = 0.25) always lead to more nodes. In addition, more run time is needed if we have a relaxed pollution constraint (i.e., a large r u ) and many requirements for maintenance (i.e., a small r ok ). In light of the above observations, the most difficult setting is r u = 0.75, r ok = 0.25, τ = 0.25, and R = 0.75. Though this algorithm takes more run time when we have late due dates, it can achieve lower objective costs (i.e., 33.32) if we consider the overlap effect. Table 14 shows the effects of τ and R on the objective cost of B&B for r u = 0.75, r ok = 0.75, r 1 = 0.5, r 2 = 0.5, m = 3, and n = 16. Compared with the results for n = 14, the execution time grows exponentially. Again, the most difficult setting is still τ = 0.25 and R = 0.25. This phenomenon is completely different from traditional ones. Jobs with early due dates (i.e., τ = 0.75) make traditional branch-and-bound algorithms take more run time. Conversely, in this study, jobs from ag 3 with early due dates can avoid overlapping with jobs from ag 1 or ag 2 , and fewer nodes are needed. Table 15 shows the overlap effect on the objective cost of B&B for r ok = 0.75, r u = 0.75, τ = 0.5, R = 0.5, m = 3, and n = 16. Like earlier experiments, B&B will take more run time when we have a large r ok . In addition, the objective cost can be reduced more if we have half of the maintenance windows overlapping with [A, B] (i.e., r 1 = 0.5) and half of their intervals within [A, B] (i.e., r 2 = 0.5). It means that we have more freedom to schedule jobs. By contrast, we have less freedom if there is no overlapping maintenance window or all the maintenance windows are within [A, B] . It means that overlapping maintenance activities with shutdown jobs indeed reduces the tardiness cost. Table 16 shows the overlap effect on the objective cost of B&B for r ok = 0.75, τ = 0.5, R = 0.5, m = 3, and n = 18. The NS column means the number of problem instances that cannot be solved within a hundred million nodes. Note that scheduling problems with early due dates are more difficult for traditional branch-and-bound algorithms. Compared with overlapping maintenance windows and highpollution periods, early due dates are not the most difficult setting in this study. Though we may require more run time for scheduling jobs with late due dates, the objective costs can be reduced if the overlap effect can be considered as a whole.
In summary, scheduling with the overlap effect indeed reduces the total tardiness. If we take advantage of the overlapping jobs, we can achieve earlier completion times of these overlapping jobs. Nevertheless, such overlapping jobs are difficult to schedule. Compared with traditional total tardiness minimization problems, the most difficult settings to deal with are not early due dates but overlapping maintenance windows and high-pollution periods. Although we require more run time for this problem, we can achieve lower objective costs if the overlap effect is considered.
VI. CONCLUSIONS
In this study, we consider a three-agent scheduling problem with the overlap effect. The objective is to minimize the total weighted tardiness of jobs from the third agent. Three characteristics distinguish this study from traditional multiagent scheduling problems. First, in this study, agents 1 and 2 cooperate with each other, instead of competing with each other. Second, an overlap effect is considered. In fact, jobs are not always disjoint. Sometimes, they need to be considered as a whole. Third, the proposed branch-and-bound algorithm deals with not only permutation but also combination. This design ensures the most efficient and lowest pollutant combination of machines.
Consideration of the overlap effect subverts some existing concepts. For example, traditional studies usually schedule a maintenance activity at the rear part of a maintenance window. However, the overlap effect changes this situation. If the maintenance window overlaps with the high-pollution period, the maintenance activity can be moved forward to the interval of overlap to reduce the processing times of subsequent jobs. However, there exists a trade-off. Due to different degrees of overlap, moving a maintenance activity forward to the interval of overlap does not always reduce the VOLUME 7, 2019 TABLE 17. ANOVA summary for τ in Table 10 . total tardiness. That is, the overlap effect is worthy of more detailed exploration.
APPENDIX
A. NP-HARDNESS
The NP-hardness of the problem can be divided into two parts: machine selection and total tardiness. Both parts are NP-hard. To prove the first part, we require a well-known subset-sum problem (SSP) [86] . There is a set of numbers A = {n 1 , n 2 , . . . , n m } and a target t. The SSP problem is to determine if there exists a subset B ⊂ A whose elements add up to t. On the other hand, the machine selection problem (MSP) can be defined as follows. There are m machines with pollution emission rates u 1 , u 2 , . . . , u m and speeds v 1 , v 2 , . . . , v m , and a pollution limit U . Does there exist a set of machines such that their pollution rate does not exceed U and they can achieve the maximum throughput? The following lemma shows that MSP is NP-hard by reducing the SSP to MSP.
Lemma A1: The MSP problem is NP-hard. Proof: To reduce SSP to MAP, we construct a corresponding SSP instance. Let U = t, u i = n i , and v i = 1 for i = 1, 2, . . . , m. Now we show that SSP has a solution if and only if MSP has a solution.
Assume that B = {n 1 , n 2 , . . . , n k } ⊂ A and k j=1 n j = t. It is clear that the optimal performance of MSP is k (i.e., k active machines) and the pollution rate is t (i.e., U ).
Conversely, assume that MSP has an optimal selection, i.e., machines m 1 , m 2 , . . . , m r , with r j=1 u j = U and the optimal performance r (i.e., r active machines). Then we choose the r corresponding numbers from A with u j = n j to form a subset B for j = 1, 2, . . . , r. It is clear that SSP has a subset B whose elements add up to t. Since SSP is NP-hard, MSP is also NP-hard. The proof is complete.
The second part is also NP-hard. When all the jobs are allocated to a single machine without maintenance activities and pollution constraints, minimizing the total tardiness is reduced to a classical NP-hard problem [87] .
B. AGREEABLE JOBS
The following properties show that agreeable jobs lead to a lower objective cost. When we reassign the processing times and due dates and make these jobs agreeable, a new fabricated problem is generated. In this new problem, the objective cost is lower than or equal to the original one. The property is proved by the following lemma and theorem.
Lemma A2: Let i and j be two adjacent jobs in an optimal schedule π (for the original problem), and they are not agreeable. Two agreeable jobs (i) and (j) are fabricated by reassigning the processing times and due dates of i and j. Thus, T i (π ) + T j (π ) ≥ T (i) (π) + T (j) (π ) holds.
Proof: We prove it by contradiction. Suppose Theorem A1: For an agreeable instance, its optimal objective cost is lower than or equal to that of the original problem instance.
Proof: It directly follows Lemma A2. Like performing bubble sort, we repeatedly adjust pairwise jobs to make them agreeable, and a lower objective cost (i.e., a lower bound) is therefore obtained. Table 11.   TABLE 20 . ANOVA summary for r ok in Table 11 .
hypothesis H 0 : µ 0.25 = µ 0.50 = µ 0.75 . In the following tables, we can reject the null hypothesis of r u only, since its statistic F exceeds the critical value. Therefore, we can conclude that the means of the three settings of r u are unequal.
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