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“ ’Twas brillig, and the slithy toves
Did gyre and gimble in the wabe:
All mimsy were the borogoves, And
the mome raths outgrabe. ”
Lewis Caroll
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CHAPITRE 1. INTRODUCTION GÉNÉRALE
1.1 Introduction
En 2008, [MCKEOWN et collab., 2008] publiaient le papier intitulé: “Enabling Innovation
in Campus Networks”. Les auteurs proposaient le protocole OpenFlow (OF) comme une
solution permettant ainsi aux constructeurs d’offrir une interface de programmation à
leurs équipements réseaux permettant aux chercheurs d’expérimenter de nouvelles ap-
proches et de nouveaux protocoles réseaux.
OF proposait une solution pour séparer plan de données et plan de contrôle qui soit
facile à mettre à mettre en œuvre par les industriels dans leurs équipements. Cette sépa-
ration permettait aussi de centraliser le plan de contrôle en introduisant dans le réseau
une fonction de contrôleur centralisée, chargée de piloter le plan de données.
Cette proposition déclencha une dynamique profonde de remise en question des ar-
chitectures réseaux traditionnelles. Cependant, cette approche n’était pas si nouvelle.
Des propositions similaires avaient fait par exemple l’objet de travaux de standardisation
à l’IETF.
C’était déjà le cas en 2002 avec la RFC 5810 ForCes ou [HALPERN et collab., 2010] dis-
tinguaient notamment dans les équipements les “Forwarding Elements” (FE) et les “Con-
trol Elements” (CE). L’approche initiale intitulée ForCes prévoyait aussi la centralisation
du plan de contrôle mais portait surtout l’idée de séparer plan de contrôle et plan de
données, en favorisant ainsi l’indépendance entre les deux plans et en stimulant ainsi la
concurrence et les propositions des industriels.
L’introduction d’un contrôle centralisé associé à une certaine intelligence était aussi
présente dans le concept de Policy Based Networking (PBN) introduit à l’IETF via la no-
tion de Policy Decision Point (PDP) et de Policy Enforcement Point (PEP) qui est mise en
oeuvre pour provisionner et appliquer des politiques de QoS. Ces approches et d’autres
encore plus récentes ont été ensuite désignées et réunies sous le sigle SDN.
Tandis que la recherche cherchait à préciser les limites et les potentialités de
l’approche SDN OF dans le monde des réseaux physiques ou virtuels et dans les datacen-
ters, en 2012 est arrivé le paradigme ETSI-NFV qui s’appuyait lui sur les potentialités de
la virtualisation pour proposer de faire évoluer les infrastructures des réseaux des opéra-
teurs de télécommunication. L’idée était en particulier de faire supporter les fonctions et
services réseaux par un environnement virtuel dans des serveurs banalisés.
Les opérateurs de télécommunication se sont emparés de ces deux approches
pour tenter de faire évoluer leurs infrastructures avec deux objectifs, réduire les coûts
d’exploitation et améliorer la flexiblité et la programmabilité de l’infrastructure.
1.2 Motivations
Cette évolution nécessite cependant de lever de nombreux verrous technologiques.
Pour ce qui concerne le SDN, il s’agit d’une évolution pratiquement inverse de la ten-
dance à la distribution des fonctions qui avait prévalu jusqu’à aujourd’hui dans les in-
frastructures réseaux et qui a permis de disposer de réseaux fiables et résilients. L’enjeu
devient donc paradoxalement de savoir comment ne pas perdre avec une architecture
SDN centralisée les avantages d’un plan de contrôle distribué.
Pour la virtualisation, il est possible d’identifier au moins trois verrous significatifs liés
à la mise en oeuvre d’équipements banalisés.
Ce sont la consommation énergétique dont il faut prouver qu’elle n’augmentera pas
du fait de la virtualisation, c’est aussi la fiabilité qui doit restée élevée malgré la mise
en oeuvre de logiciels potentiellement moins fiables sur des équipements informatiques
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standards mais éventuellement inadaptés et c’est enfin les performances réseaux que la
virtualisation pénalise inévitablement.
Les potentialités de ces technologies font donc aussi naître de nouvelles questions
concernant la mise à l’échelle, la fiabilité, la résilience et les performances que l’on pourra
obtenir pour les services réseaux.
Dans ce contexte deux problématiques sont abordées dans la thèse.
La première problématique traite d’une part de l’approche centralisée et des limita-
tions du protocole OF et d’autre part des contraintes de la virtualisation des fonctions
réseaux pour lesquelles il n’est pas évident de réaliser la même richesse fonctionnelle de
services ni d’obtenir les mêmes performances que celles des réseaux classiques.
Dans ces conditions, cela pose la question de la pertinence des différentes promesses
portées par SDN et Network Function Virtualisation (NFV) : élasticité, scalabilité, évolu-
tivité.
Pour répondre à cette première problématique, la thèse propose une architecture SDN
distribuée, permettant la composition, puis la validation et le déploiement de services
réseaux reconfigurables dynamiquement et de manière différenciée et prenant en compte
les Service Level Agrement (SLA) associés aux services.
La démarche s’appuie sur un plan de contrôle et de management adaptés aux fonc-
tionnalités enrichies par rapport à OF, permettant de programmer un nœud réseau
générique programmable banalisé. Cela est réalisé à partir d’une fonction de contrôle
organisée de manière hiérarchique avec des parties locales et une partie centralisée.
Nous illustrons ensuite une partie des idées proposées dans une preuve de concept.
La seconde problématique part du constat tiré de la première qu’il faut réaliser un
placement différencié des fonctions réseaux virtualisées de contrôle ou de traitement des
paquets dans l’infrastructure IT qui porte les services.
C’est en particulier grâce à l’optimisation de ce placement que l’on pourra respecter
les SLAs des services réseaux déployés et optimiser les coûts de gestion et d’exploitation
de l’infrastructure.
Les algorithmes de placement des fonctions réseaux dans les infrastructures SDN et
NFV doivent permettre de déployer les services, à la demande et au rythme nécessaire. Ils
doivent aussi être capables de répondre à des besoins évolutifs et variables dans le temps.
Il peut s’agir par exemple d’une évolution des exigences en terme de SLA ou bien d’une
évolution du contexte d’exploitation, comme par exemple la charge du réseau, ou encore
d’une évolution de configuration ou enfin de pannes qui interviennent dans le réseau.
Pour répondre à cette seconde problématique, la thèse explore différentes approches
algorithmiques envisageables afin de réaliser le placement des fonctions réseaux de
manière efficace, rapide et flexible. Nous nous intéressons en particulier aux méta-
heuristiques stochastiques évolutionnaires.
L’objectif final à partir de ces travaux vise à proposer un framework algorithmique
de placement générique qui pourrait s’adapter potentiellement à différents contextes
d’allocations de ressources, du placement de contrôleurs ou de réseaux virtuels au place-
ment de chaînes de fonctions réseaux virtualisées.
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1.3 Contributions de la thèse
Les différentes contributions de la thèse sont répertoriées dans le tableau 1.3 par or-
dre chronologique. Deux contributions portent sur l’architecture des réseaux SDN. Les
autres contributions sont centrées sur les algorithmes et la problématique du placement
de fonctions réseaux.
Architecture SDN
La première contribution décrit une architecture SDN, distribuée et dynamique orientée
services réseaux qui s’efforce de faire la synthèse de différents concepts visant à lever les
verrous techniques identifiés propres aux architecture SDN. Elle a fait l’objet d’un article
présenté à la conférence NetSoft 2015.
Cette contribution a été complétée par une preuve de concept illustrant une partie
des points clés de l’architecture proposée. Plus précisément, elle montre le déploiement
de modèles de fonctions réseaux ditribuée, de manière dynamique dans un architecture
virtualisée et la gestion de leur cycle de vie. Cette preuve de concept a fait l’objet d’un
article présenté à la conférence Saconet 2018.
Placement de contrôleurs
Une première contribution dans le volet “placement de contrôleurs” consiste en une
heuristique permettant de réaliser un placement optimisé de contrôleurs de manière très
rapide même dans des réseaux de taille importante, de l’ordre de quelques milliers de
nœuds. Cette contribution a fait l’objet d’un article présenté à la conférence GIIS 2016.
Ensuite, l’analyse de la faisabilité de la résolution d’un problème de placement de con-
trôleurs avec un algorithme évolutionnaire a été présentée sous forme d’un poster à la
conférence SDN days 2016.
Nous avons également effectué à SDN Days 2017 une présentation orale visant à met-
tre en valeur l’intérêt des algorithmes évolutionnaires comme outil générique de résolu-
tion de problèmes de placement de services réseaux.
Enfin, nous avons présenté à la conférence CNSM 2017, une proposition d’un algo-
rithme évolutionnaire multi-objectifs permettant de placer des contrôleurs SDN dans un
réseau en intégrant un objectif visant à optimiser la fiabilité du réseau SDN.
Placement de service réseaux
Nous nous sommes ensuite intéressés à l’expérimentation de l’utilisation des algorithmes
évolutionnaires pour le placement de services réseaux. Cela a été réalisé en collaboration
avec M. Quang Phan Tran Anh, qui a effectué un postdoc à B-COM.
Cette collaboration a permis de produire un premier papier que nous avons présenté
dans un keynote comme papier invité à la conférence Saconet 2018. Les travaux présentés
dans ce papier visent à montrer les performances des algorithmes évolutionnaires pour
résoudre le problème du routage multi-objectifs et multi-contraintes.
Les potentialités de ce type d’algorithmes étant démontrées, nous avons étendu la
démarche au problème de placement de services réseaux définis par des Virtual Network
Function Forwarding Graph (VNF-FG)s. Les résultats de ces travaux doivent faire l’objet
d’une publication dans le journal Wiley IJCS.
4
CHAPITRE 1. INTRODUCTION GÉNÉRALE
Présentation et publications dans l’ordre chronologique
Travaux et publications réalisés
DICES: A dynamic adaptive service-driven SDN architecture - Jean-Michel Sanner ; Meryem
Ouzzif ; Yassine Hadjadj-Aoul - Proceedings of the 2015 1st IEEE Conference on Network
Softwarization (NetSoft) - London, UK, 2015
Evolutionary algorithms for optimized SDN controllers & NVFs’ placement in SDN networks
- Jean-Michel Sanner ; Meryem Ouzzif ; Yassine Hadjadj-Aoul - Poster in SDN days, Paris,
France, 2016
Hierarchical clustering for an efficient controllers’ placement in software defined networks
- Jean-Michel Sanner ; Yassine Hadjadj-Aoufi ; Meryem Ouzzif ; Gerardo Rubino - Global
Information Infrastructure and Networking Symposium (GIIS) - Porto, Portugal, 2016
Multi-objectives genetics algorithms for placement problem - Jean-Michel Sanner ; Meryem
Ouzzif ; Yassine Hadjadj-Aoul - Presentation, SDN days, Paris, France, 2017
An evolutionary controllers’ placement algorithm for reliable SDN networks - Jean-Michel
Sanner ; Yassine Hadjadj-Aoul ; Meryem Ouzzif ; Gerardo Rubino - International Workshop
on Management of SDN and NFV Systems (ManSDNNFV’2017), Tokyo, Japan, 2017
Multi-objective multi-constrained QoS Routing in large-scale networks: A genetic algo-
rithm approach - Pham Tran Anh Quang ; Jean-Michel Sanner ; Cedric Morin ; Yassine
Hadjadj-Aoul - International Conference on Smart Communications in Network Technolo-
gies (SaCoNeT), El Oued, Algérie, 2018
An extended and flexible SDN control plane - Jean-Michel Sanner ; Pierrick Louin ; Yassine
Hadjadj-Aoul ; Meryem Ouzzif - International Conference on Smart Communications in Net-
work Technologies (SaCoNeT), El Oued, Algérie, 2018
Virtual Network Function Forwarding Graph Embedding: A genetic algorithm approach -
Pham Tran Anh Quang ; Jean-Michel Sanner, Cédric Morin; and Yassine Hadjadj-Aoul - Wiley
IJCS, Journal 2019 (to appear)
1.4 Organisation du manuscrit
Ce manuscrit de thèse est organisé de la manière suivante. Nous présentons tout d’abord
un état de l’art qui recouvre les trois points suivants: (1) les différentes architectures SDN
à base de contrôleurs proposées dans la littérature, (2) les approches adoptées dans la
littérature pour le placement de services réseaux, et en particulier pour le placement des
contrôleurs de manière détaillée, et (3) une description et une discussion détaillée sur
les algorithmes évolutionnaires qui est un des principaux outils que nous avons mis en
œuvre.
Nous détaillons ensuite nos contributions dans deux chapitres.
Le premier chapitre présente nos travaux et propositions sur les architectures SDN.
Dans ce premier chapitre, une première proposition présente une architecture SDN
distribuée orientée services et dynamique, “Dynamic adaptIve serviCe-drivEn SDN ar-
chitecture (DICES)”.
L’architecture DICES permet de définir et de déployer des services réseaux à la de-
mande en prenant en compte les SLAs attendus pour les services réseaux.
La seconde proposition de ce premier chapitre présente une preuve de concept dont
l’objectif est d’illustrer certains principes définis dans l’architecture DICES. Cette preuve
de concept illustre en particulier: des services réseaux décomposables en composants
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réseaux élémentaires, un plan de contrôle SDN au périmètre plus large et plus flexible
que ce que permet OF et une mise à jour des services réseaux en ligne.
Puis vient le deuxième chapitre dans lequel nous présentons nos contributions sur le
sujet du placement de services réseaux.
Elles traitent d’abord du placement de contrôleurs, puis du placement de chemins et
enfin du placement de chaînes de VNF en s’appuyant sur les algorithmes évolutionnaires.
Pour le placement de contrôleurs, notre contribution propose une approche heuris-
tique basée sur le clustering hiérarchique pour optimiser la latence et la charge et perme-
ttant de réaliser un placement dans un délai très rapide même sur des réseaux de tailles
significatives.
Puis nous présentons une approche multi-objectifs basée sur les algorithmes évolu-
tionnaires pour optimiser en particulier un objectif de fiabilité. Nous démontrons aussi
l’intérêt de cette approche pour réaliser un placement dynamique.
Pour le placement de chemins et de chaînes de VNFs, nous présentons un travail réal-
isé en collaboration avec Quang Phan Tan post-doc à BCOM, dont l’objectif était d’utiliser
là aussi les algorithmes évolutionnaires pour résoudre ces problèmes.
L’approche cherche d’abord à résoudre le problème connu du routage multi-objectifs
et multi-contraintes. Elle permet ainsi d’atteindre des performances similaires voire
meilleures que des heuristiques spécialisées.
L’approche est ensuite étendue au placement de services réseaux dans une infrastruc-
ture virtualisée. Ces services réseaux sont modélisés sous la forme de graphe appelés
VNF-FGs.
La conclusion rappelle les principaux points abordés dans les différents chapitres et
identifie des axes d’études à développer.
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2.1 Introduction
Dans cet état de l’art, nous brossons un tableau des travaux et publications autour de deux
sujets qui ont fait l’objet de nos travaux de thèse: les architectures SDN et le placement
de fonctions réseaux dans les infrastructures.
Dans la première partie, nous tentons de dresser un état de l’art des différentes typolo-
gies d’architectures SDN généralement distribuées qui ont été imaginées pour mettre en
œuvre un réseau SDNisé. Il s’agit toujours d’approches autour de la mise en œuvre d’OF.
Nous avons pour cela essayé d’identifier des publications pertinentes autour des ar-
chitectures SDN centralisées, distribuées ou hiérarchiques ou encore intégrant une no-
tion de dynamicité. Nous regardons aussi comment les technologies SDN s’insèrent dans
le paradigme NFV en plein développement aujourd’hui.
Dans la seconde partie, nous avons considéré un éventail de publications qui traitent
du placement de contrôleurs en tenant compte de différentes métriques.
Nous commençons par répertorier des données existantes concernant les métriques
et les données chiffrées à prendre en compte pour placer des contrôleurs puis nous iden-
tifions certaines règles d’ingénierie de placement.
Ensuite, nous examinons de manière approfondie les approches adoptées pour le
placement sur un critère de latence seule, puis sur un critère de latence et charge, puis
sur un critère de latence, charge et fiabilité. Nous considérons enfin les approches qui
prennent en compte la résilience ou bien le caractère dynamique pour le placement des
contrôleurs.
Nous avons ensuite établi un court état de l’art autour du placement de chemins
et du placement de VNF-FGs que nous avons aussi abordé dans notre travail. Pour le
placement de chemins, nous abordons seulement les heuristiques les plus performantes
pour résoudre le problème du routage multi-contraintes et multi-objectifs et un exemple
d’approche utilisant les Algorithmes Evolutionnaires Multi-Objectifs (AEMO).
Pour le placement de VNF-FGs, nous analysons deux approches à base de méta-
heuristiques et une approche basée sur modèle MILP dans une littérature foisonnante
sur le sujet.
2.2 Architectures des réseaux SDN
Au début des propositions autour du paradigme SDN, la plupart des travaux envis-
ageaient seulement un contrôleur centralisé pour un domaine donné, ce qui conduisait
à une sollicitation importante de la capacité de traitement du contrôleur et conduisait
naturellement à des problèmes de mise à l’échelle.
Paradoxalement, une des propositions qui a surgi alors était le concept de contrôleur
logiquement centralisé s’appuyant sur une certaine distribution physique de cette fonc-
tion comparable à la distribution des fonctions dans les réseaux classiques.
Il est apparu aussi que la fonctionnalité de contrôleur devait être physiquement dis-
tribuée pour permettre de gérer des réseaux à grande échelle.
Nous avons donc abordé cet état de l’art en classant les principales propositions
d’architecture pour réaliser la centralisation et la distribution du contrôleur SDN. Nous
avons aussi abordé les propositions visant à introduire une certaine dynamicité pour
répondre aux variations du réseau.
En préambule, nous présentons le paradigme NFV chez les opérateurs TelCo dans
lequel s’inscrivent les technologies SDN. En effet ce paradigme est devenu le contexte
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principal dans lequel les technologies SDN doivent être mises en œuvre chez les opéra-
teurs.
2.2.1 Architectures virtualisées pour opérateurs Telco
L’idée générale de NFV est de mettre en œuvre des infrastructures composées de serveurs
banalisés (Commercial Of The Shelf (COTS)) pour implémenter des fonctions réseaux
hébergées dans des machines virtuelles sous forme de VNFs. Notre objectif n’est pas de
présenter les différentes approches autour du paradigme NFV, mais simplement de mon-
trer comment SDN, et en l’occurence OF et NFV peuvent s’articuler de manière complé-
mentaire, en particulier:
• Le contrôleur réseau peut être virtualisé et hébergé sur des serveurs NFV, il peut
donc s’agir d’une brique réseau virtuelle, d’une VNF,
• Le switch OF (OpenFlow Switch (SOF)) peut-être virtualisé comme par exemple
avec Open-VSwitch, [PFAFF et collab., 2015],
• OF est généralement un moyen de déployer la connectivité dans une infrastructure
virtualisée, à différents niveaux, à l’intérieur d’une machine virtuelle (Virtual Ma-
chine (VM)), dans un serveur pour connecter des machines virtuelles et des Virtual
Network Functions Components (VNF-C)s, à l’intérieur d’une VNF, d’un tenant, ou
dans l’infrastructure d’hébergement,
• OF est un moyen de réaliser le chaînage de services pour composer des services
réseaux en aiguillant les flux entre VNFs ou entre middleboxes virtualisées,
• La brique OF est très répandue dans les datacenters,
• La brique OF est présente dans le Virtual Infrastructure Manager (VIM) pour réaliser
la connectivité entre les machines virtuelles, par exemple dans OpenStack,
• La brique OF permet de réaliser une connectivité dynamique et adaptative,
• OF permet de réaliser le concept de slices réseaux présent par exemple dans la 5G.
Sous certains aspects, le paradigme NFV a supplanté l’approche SDN (en partic-
ulier OF) en répondant autrement à certains verrous techniques qui initialement étaient
adressés par les deux approches. Par exemple, tandis que le SDN essayait de résoudre
le verrou technique des middle-Boxes qui se multipliaient dans les infrastructures (fonc-
tions DPI, firewall, NAT . . . ) en distribuant ces fonctions dans des SOFs améliorés couplés
à des contrôleurs plus ou moins distribués, NFV propose plutôt de garder les middle-
boxes en les virtualisant dans des datacenters, ce qui permet de résoudre les problèmes
de coûts et d’évolutivité.
Dans le contexte NFV, le SDN est devenu essentiellement un moyen de gérer la con-
nectivité et la ressource réseau au service de l’ensemble de l’infrastructure et est poten-
tiellement utilisable dans différents blocs fonctionnels:
• dans des tenants ou des infrastructures virtuelles,
• au niveau de l’infrastructure physique elle même qui supporte les tenants,
• dans les VNFs pour relier des VNF-Cs,
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• pour chaîner des VNFs et aiguiller les flux de manière à réaliser un service réseau
complet.
Les différents blocs fonctionnels peuvent être vus comme organisant une architecture
récursive ou hiérarchique de contrôleurs chargés de piloter les ressources réseaux dans
les différentes couches [CHATRAS, 2015]. Une tentative d’illustration est présentée dans
la figure 2.1. Dans la couche supérieure se trouvent les fonctions Operational Support
System (OSS) et Business Support System (BSS) qui regroupent les fonctions supports et
métiers de l’opérateur.
Figure 2.1 – SDN dans NFV
Il faut remarquer cependant que les deux approches SDN et NFV se complètent mais
abordent les verrous techniques que constituent l’élasticité et la flexibilité de manière
différente, l’une en centralisant les fonctions, l’autre en les virtualisant.
2.2.2 Architectures SDN physiquement centralisées et en clusters
L’organisation des contrôleurs en clusters est un moyen d’améliorer la fiabilité du réseau
SDN et de résoudre le problème de défaillance d’un seul point centralisé dans les architec-
tures SDN. La technologie qui organise les clusters est basée sur un processus électif d’un
maître parmi des instances de contrôleurs partageant une base de données distribuée.
[JAIN et collab., 2013] ont présenté une implémentation concrète et effective d’OF
dans le contexte industriel de la gestion du trafic interne entre les data-centers Google.
Les motivations pour la mise en œuvre d’OF étaient principalement la facilité pour la
mise en œuvre de nouveaux protocoles, des procédures de tests et de validation plus sim-
ples, et enfin et surtout un objectif d’optimisation du trafic entre data-centers avec l’idée
de réduire le surdimensionnement des liens par la mise en œuvre d’outils d’ingénierie de
trafic.
Pour Google, chaque Data Center constitue un système autonome AS connecté au
réseau internet. Ils sont quelques dizaines disséminés dans le monde et sont inter-
connectés entre eux via le cœur de réseau B4 d’interconnexion. Ce réseau prend la forme
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d’un autre système autonome AS qui utilise traditionnellement les protocoles iBGP et IS-
IS pour le routage. Dans cette architecture, les services de routage et d’ingénierie de trafic
sont déployés de manières indépendantes afin d’assurer un fonctionnement minimal par
des procédures de routage classique en cas de défection du serveur d’ingénierie de trafic.

































AS & réseau d’interconnection IBGP + ISIS
Figure 2.2 – Google B4 network
Au niveau de l’interface entre les data centers et le réseau B4, les routeurs
d’interconnexion ont été convertis progressivement en SOFs, et les fonctions de routage
ont progressivement été migrées dans des contrôleurs centralisés (rattachés à chaque
data center). Ces contrôleurs mettent en œuvre une pile de routage virtuelle Quagga,
[JAKMA et LAMPARTER, 2014], qui calcule les routes iBGP et IS-IS, [PUJOLLE et SALVATORI,
2014], qui sont ensuite descendues dans les SOFs. Ces contrôleurs sont organisés en clus-
ters pilotés par un logiciel (PAXO), [PRISCO et LAMPSON, 1997], qui permet d’assurer par
un mécanisme d’élection une redondance à chaud en cas de défection d’un contrôleur.
Les SOFs sont des équipements banalisés aux caractéristiques relativement moyennes
(buffers, taille des tables de forwarding) qui ont été customisés par Google afin de réduire
les coûts. L’optimisation du trafic permet en particulier de pallier les faibles performances
des SOFs. De plus, les SOFs ont pu ainsi être rendus conformes aux besoins de Google en
terme de contrôle de bas niveau et de nombre d’interfaces.
Pour différencier le trafic de routage du trafic d’ingénierie, les SOFs disposent de deux
tables différentes qui sont consultées en parallèle. La table pour l’ingénierie de trafic est
prioritaire sur la table de routage.
La solution centralisée d’ingénierie de trafic a été introduite en overlay (en utilisant
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des tunnels IP in IP),[PUJOLLE et SALVATORI, 2014], pour optimiser et planifier les flux
critiques qui circulent entre les data centers. Cette solution est d’autant plus fiable que
des incidents sur la partie ingénierie de trafic provoquent simplement un repli sur le mode
de fonctionnement antérieur s’appuyant sur un routage classique. C’est un des avantages
procurés par la mise en œuvre d’OF.
Le serveur d’ingéniérie de trafic utilise une abstraction du réseau qui présente
chaque datacenter comme un simple nœud du réseau. Le trafic entre deux nœuds peut
éventuellement être distribué dans tous les liens du réseau en fonction des politiques
adoptées. Le serveur manipule des groupes de flots qui sont une abstraction d’agrégats
de trafic correspondant à différentes applications ayant une pondération identique. Ces
groupes peuvent être agrégés entre eux quand ils ont la même pondération.
Google utilise une heuristique Greedy non optimale mais annonce un taux
d’utilisation des liens proche de 99%. Un taux moyen d’interruption du service divisé
par 10 est aussi annoncé grâce à l’organisation des contrôleurs en clusters.
L’algorithme glouton est certainement efficace du fait de la faible complexité du
graphe et du type d’applications qu produisent de gros bursts de trafic faciles à planifier).
[YAP et collab., 2017] ont présenté un état d’avancement de la SDNéisation du réseau
B2 en bordure d’interconnexions (de peering) avec les fournisseurs d’accès et via lesquels
les clients de Google se connectent. Ce réseau transfère un volume significatif de trafic.
Le diagramme 2.3 illustre la topologie globale de l’infrastructure Google. Le réseau B4
correspond au cercle central avec les data-centers inter-connectés. Le réseau B2 est le
réseau en bordure. Ce réseau qui était jusqu’à présent composé de routeurs tradition-
nels à haute performance (plusieurs centaines de ports et convoyant des centaines de
Gbits de trafic) et d’un plan de contrôle distribué est également en cours de SDNéisation
pour réaliser à la fois de l’optimisation fine de trafic et aussi pour gagner en évolutivité




















Figure 2.3 – Une illustration de l’infrastructure réseau de Google
qui servent d’interfaces avec l’extérieur. Ces routeurs ont trois fonctions essentielles:
• Traitement et routage sur des centaines de ports d’entrées/sorties hauts débits,
• Gestion de tables de routages à plusieurs centaines de milliers d’entrées,
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• Mise en œuvre de listes de contrôle d’accès à large échelle.
Ils sont longs à faire évoluer avec des délais supérieurs à une année pour introduire une
nouvelle fonctionnalité. De plus, ils ne permettent pas une ingénierie de trafic fine.
Les deux objectifs de la nouvelle architecture sont, en premier lieu, d’optimiser le
trafic vers les utilisateurs et en fonction des applications et, en second lieu, de réduire
le temps de cycle pour introduire de nouveaux services.
Pour réaliser cela, de nouveau, une architecture centralisée hiérarchique à deux
niveaux de contrôleurs a été adoptée. Elle met d’abord en œuvre un GC (Global Con-
troller) qui bénéficie d’une vision globale et qui est en charge des calculs d’ingénierie per-
mettant d’affiner la manière dont le trafic est écoulé vers les différents ports de sortie et
vers les routeurs de peering des clients.
Le GC fournit des décisions d’ingénierie de trafic en lien avec les applications grâce à
l’optimisation globale, tandis que les LCs (Local Controllers) sont en charge de descendre
les règles de routage et de QoS dans les tables de forwarding des SOFs du plan de données.
Les LCs, par leur localité, permettent aussi une réaction rapide aux défaillances, ce qui
permet d’augmenter la fiabilité et la réactivité.
Cette optimisation du trafic qui tient compte des applications, de la bande passante
associée aux utilisateurs et de l’occupation des liens n’est pas réalisable via les mécan-
ismes standards de base propres à BGP dans un contexte distribué classique dans lesquels
des mécanismes de plus courts chemins sont prépondérants [FEAMSTER et collab., 2003].
[JIN et collab., 2013] proposent SoftCell, un exemple d’architecture de réseau mobile
basée sur un contrôleur SDN physiquement centralisé pour distribuer les fonctions de
base du réseau et rendre celui-ci plus flexible. Cette proposition est plus qu’une simple
évolution de l’architecture 4G traditionnelle car les fonctions S-GW et P-GW en périphérie
des tunnels Internet et GTP [PUJOLLE et SALVATORI, 2014], sont supprimées en utilisant
des mécanismes OF.
Le réseau se compose alors de la fonction de contrôleur SDN, de SOFs d’accès situés
à proximité des stations de base chargées d’appliquer des politiques de qualité de service
fines, de switchs centraux standards et de passerelles connectées à Internet.
Fournir un service consiste donc à appliquer à un trafic donné une séquence de VNFs
à l’aide de techniques d’aiguillage du trafic. Le trafic est identifié à l’aide de balises et
d’étiquettes pour fournir différents niveaux d’agrégation et pour résoudre les problèmes
de scalabilité dus au nombre élevé de flux à gérer.
Pour gérer les problèmes de fiabilité en cas de défaillance d’un contrôleur,
l’architecture SoftCell introduit des agents locaux qui intègrent des répliques de l’état du
contrôleur central pour récupérer rapidement l’état des SOFs locaux.
2.2.3 Architectures SDN distribuées à plat et logiquement centralisées
Nous appelons architecture distribuée à plat, une architecture composée de contrôleurs
physiquement distribués mais logiquement centralisés.
L’idée est, en distribuant les contrôleurs, de lever les inconvénients d’un seul con-
trôleur physiquement centralisé tout en conservant les avantages que constituent le fait
de disposer d’une vue globale du réseau et d’interagir globalement avec lui.
Les inconvénients d’un contrôleur centralisé sont nombreux. On peut souligner au
moins trois aspects:
• Un contrôleur centralisé aura du mal à réagir à des évènements locaux réclamant
des traitements locaux, de manière optimale. Il y a donc des compromis à établir
entre centralisation et distribution des fonctions.
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• Un contrôleur centralisé constitue un goulot d’étranglement, ce qui limite la mise
en œuvre de services réseaux performants.
• Un contrôleur centralisé est un “single point of failure”.
D’un autre côté, une architecture de contrôleurs distribués introduit de nouveaux verrous
techniques associés à la nécessité de garantir la cohérence des informations partagée par
les contrôleurs afin de disposer d’une vue unique du réseau. Un protocole est-ouest est
nécessaire pour gérer les échanges entre contrôleurs. De plus, le degré de distribution
physique peut varier énormément suivant les approches.
[SCHMID et SUOMELA, 2013] analysent la problématique de la localité dans un réseau
SDN en fonction des applications réseau mises en œuvre.
La proposition vise à montrer que dans un réseau SDN distribué, on peut souvent
définir une composante locale pour les applications réseaux, voire réaliser un traitement
purement local plutôt qu’adopter systématiquement une approche centralisée.
L’approche locale permet d’augmenter la réactivité. De plus il n’est pas toujours
nécessaire de réaliser une optimisation globale. Enfin, les applications locales peuvent
ensuite être coordonnées pour réaliser aussi des fonctions globales sur le modèle des ap-
proches adoptées pour les algorithmes distribués.
Deux cas d’usage sont étudiés à titre d’exemple, un cas d’usage de calcul d’un span-
ning tree et un cas d’usage d’établissement de connectivité client vers des serveurs. Ce
type d’approche intéressante n’est pas exploitée aujourd’hui dans le contexte du SDN.
[LEVIN et collab., 2012] proposent d’analyser les verrous techniques liés à la distribu-
tion des états inter-contrôleurs dans la mise en œuvre d’une architecture SDN distribuée
à plat et logiquement centralisée.
L’implémentation d’applications réseaux de manière distribuée peut-être rendue im-
possible ou infaisable si des incohérences surgissent dans les vues réseaux dont disposent
les contrôleurs et peut générer des boucles et des erreurs de routage.
Les auteurs étudient donc d’une part, une stratégie qui privilégie le compromis en-
tre les performances espérées de l’application réseau ciblée par rapport au surplus de
trafic nécessaire pour distribuer les différents états de manière cohérente entre les dif-
férents contrôleurs (strongly consistent). Ils étudient, d’autre part, une stratégie qui lim-
ite le risque d’incohérences dans le partage de l’information (eventually consistent) en
réduisant le surplus de trafic et qui privilégie la complexité de la logique applicative en la
rendant capable de prendre en compte certains états du réseau. Le cas d’usage considéré
est un load balancer.
[PANDA et collab., 2013a] abordent la question des contrôleurs dans des architectures
SDN distribuées à plat, et logiquement centralisées du point de vue du théorème CAP
(Consistency, Availability, Partition Tolerance), [GILBERT et LYNCH, 2012], utilisé dans les
bases de données distribuées. Pour rappel, le théorème énonce que l’on ne peut réaliser
simultanément les trois propriétés: cohérence atomique, disponibilité et tolérance au
partitionnement. Dans le cas du réseau SDN et d’un plan de contrôle séparé (outband),
les auteurs s’intéressent à trois propriétés présentées comme équivalentes:
• La propriété de disponibilité désigne le fait de pouvoir adresser un message à un
SOF même en cas de partitionnement du réseau.
• La propriété de cohérence ou d’exactitude (correctness) désigne le fait de pouvoir
implémenter correctement une politique réseau dans l’infrastructure réseau.
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• la propriété de tolérance au partitionnement exprime le fait que le réseau doit rester
fonctionnel même en cas de partitionnement notamment du réseau de contrôle du
à une défaillance d’un nœud ou d’un lien.
A partir d’un modèle très simple de réseau SDN distribué équivalent à un système dis-
tribué de transmission de messages asynchrones, les auteurs montrent que dans un
réseau SDN, il n’est pas possible de réaliser simultanément ces trois propriétés mais
seulement deux d’entre elles. Ils déclinent ensuite ces résultats sur 3 cas d’usage, un cas
d’usage d’isolation, un cas d’usage de middle box et un cas d’usage d’ingénierie de trafic.
Ils en tirent ensuite quelques conclusions en terme d’implémentation. Le principal
résultat est que si l’on tolère le partitionnement du réseau du fait de pannes, il n’est pas
possible de garantir la fiabilité de la mise en œuvre des politiques réseaux.
[KOPONEN et collab., 2010] ont proposé ONIX qui nous semble la première véritable
tentative d’architecture SDN distribuée sur réseaux hétérogènes (du WAN au datacenter).
Au-dessus du réseau lui-même se trouve l’infrastructure de connectivité pour organ-
iser la communication entre les instances ONIX et les équipements sur la base d’un pro-
tocole de routage standard. Les instances ONIX sont hébergées dans des serveurs.
Au-dessus d’ONIX se trouve comme dans une architecture SDN standard, la logique
de contrôle des applications. La principale composante d’ONIX est la NIB (Network Infor-
mation Base). La NIB est une base de données distribuée qui fournit des API Nord pour
les applications et des API Sud pour le déploiement des services réseau. La NIB main-
tient une vue actualisée du réseau disponible pour la logique applicative au niveau des
différentes instances.
Les API sont conçues pour garantir l’accès atomique aux ressources et la synchroni-
sation entre elles si nécessaire. Des éléments peuvent être agrégés et vus comme un seul
pour fournir une vue plus simple aux autres instances ONIX.
C’est la logique de contrôle de l’application qui permet de garantir la cohérence. Elle
utilise pour cela deux bases de données distribuées, l’une pour assurer une cohérence
forte et qui assure la persistance de l’information et l’autre pour une cohérence plus faible
qui garantit la disponibilité du service [PANDA et collab., 2013b]. La première base de don-
nées stocke des informations durables comme la topologie du réseau, l’autre stocke des
informations plus volatiles comme les métriques d’utilisation des liens. Les API fournies
aux applications offrent le choix d’adopter un compromis et de privilégier soit des taux
de mise à jour élevés et une bonne disponibilité, soit une cohérence plus forte et une
meilleure persistance.
[TOOTOONCHIAN et GANJALI, 2010] présentent Hyperflow qui peut-être considérée
comme une proposition de référence d’une architecture physiquement distribuée et
logiquement centralisée. Les contrôleurs contrôlent différents domaines et sont inter-
connectés entre eux par une interface est-ouest et via une base de données distribuée qui
met à disposition différents canaux de communication pour mettre à jour les états des
contrôleurs. Chaque contrôleur gère les SOFs qui lui sont connectés et intervient indi-
rectement dans la gestion de l’ensemble du réseau.
L’architecture est illustrée avec des contrôleurs NOX [PALIWAL et collab., 2018] et des
SOFs dans un environnement Mininet et une application de base de données distribuée
au-dessus des contrôleurs pour synchroniser les vues réseau entre elles via un canal de
contrôle utilisant un service de publication de messages. L’application de base de don-
nées et de publication de messages permet grâce à ses propriétés intrinsèques de :
• garantir les événements qui doivent être délivrés à chaque contrôleur (en utilisant
des modalités de stockage persistantes dans la base de données distribuée),
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• fournir une propriété de résilience contre le partitionnement du réseau et les
pannes (c’est-à-dire que le réseau continue d’être fonctionnel en cas de partition-
nement et le redevient pleinement quand le partitionnement est résolu.
• minimiser le trafic entre les contrôleurs pour propager des événements vers les
SOFs.
La résilience est garantie par la capacité de l’application à se resynchroniser après une
défaillance du canal de publication/abonnement. Les configurations locales ou les re-
quêtes vers les SOFs sont toujours gérées par les contrôleurs locaux en charge des SOFs
correspondants.
L’ordre de grandeur donné pour maintenir la cohérence entre contrôleurs est
d’environ 1000 événements par seconde. Cette limitation est principalement une limi-
tation du canal de publication/abonnement de la base de données distribuée.
[PHEMIUS et collab., 2014] présentent une architecture distribuée à plat inter-
domaines illustrée par un cas d’usage de perturbation de la topologie inter-domaines.
Comme pour hyperflow, l’application distribuée s’exécute au-dessus de la couche des
contrôleurs qui est composée cette fois-ci d’entités contrôleurs floodlight. Le proto-
cole de communication inter-contrôleur est basé sur AMQP 1 et RabbitMQ [DOBBE-
LAERE et SHEYKH ESMAILI, 2017] pour composer un système de bus de messages pub-
lication/abonnement avec un AMQP client-serveur sur chaque contrôleur. Chaque con-
trôleur met en place quatre agents chargés de la surveillance, de l’accessibilité, de la con-
nectivité et de la réservation des ressources. Dans le cas d’utilisation présenté, les agents
sont combinés pour reconfigurer dynamiquement le réseau en cas de surcharge des com-
munications de contrôle afin d’adapter le trafic à un plan de contrôle aux caractéristiques
variables en commutant par exemple le trafic vers une liaison alternative.
2.2.4 Architectures SDN hiérarchiques
Différents travaux proposent une architecture hiérarchique pour adresser le problème
de la distribution des contrôleurs et pallier la complexité d’une architecture à plat. Le
principe consiste à définir deux niveaux de hiérarchie : un niveau local responsable de
la gestion d’un domaine et un niveau supérieur pour gérer la communication entre les
contrôleurs locaux et disposer d’une vue globale. Les réseaux B2 et B4 de Google peuvent
être vus ainsi, bien que le niveau le plus élevé ne relève que de l’ingénierie de trafic.
[HASSAS YEGANEH et GANJALI, 2012] proposent Kandoo, un ensemble organisé hiérar-
chiquement de contrôleurs compatibles avec OF. Ils définissent une notion de con-
trôleurs locaux gérant directement un ensemble de SOFs et un contrôleur racine qui
bénéficie d’une vision globale du réseau.
Kandoo a l’avantage principal d’éviter la modification ou l’extension des SOFs.
Bien que le document présente des résultats impressionnants avec 90% des événe-
ments traités par les contrôleurs locaux, il est à noter que le champ d’application de
cette solution est limité aux environnements où les décisions locales sont prédominantes
comme les data-centers.
[FU et collab., 2014] présentent Orion, un plan de contrôle hiérarchique hybride qui,
comme Kandoo, divise le plan de contrôle en un plan de contrôle local et un plan de con-
trôle global. Afin d’aborder les réseaux à grande échelle, ils introduisent la notion de sous-
domaine, divisé en zones. Une des principales différences avec l’architecture de Kandoo
1Advanced Message Queuing Protocol
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réside dans le rôle de chaque plan de contrôle. Dans Orion, les contrôleurs locaux gèrent
une zone entière et proposent une vue abstraite de leur zone à un contrôleur responsable
de zone
Une autre différence avec Kandoo est la distribution intrinsèque des contrôleurs de
domaine. Alors que Kandoo plaide pour un contrôleur global "logiquement" centralisé,
Orion a conçu sa couche contrôleur de domaines avec plusieurs contrôleurs globaux qui
interagissent pour la gestion inter-domaines via un protocole distribué.
[SANTOS et collab., 2014] proposent D-SDN avec l’idée d’un contrôleur responsable
de la gestion d’un sous-domaine du réseau et en interaction avec un contrôleur maître.
D-SDN donne un aperçu général d’un concept d’architecture D-SDN. Le document se
concentre ensuite sur les questions de sécurité pour la délégation de contrôle entre le
contrôleur principal et un contrôleur secondaire. La sécurité des communications entre
les contrôleurs avec une hiérarchie à deux niveaux ainsi que leur tolérance aux pannes
ont également été étudiées.
2.2.5 Architectures SDN flexibles et adaptatives
[DIXIT et collab., 2014] proposent une architecture distribuée à plat capable d’adapter
dynamiquement les pools de contrôleurs et les SOFs associés aux conditions de charge
du réseau.
Selon la charge du réseau, la fréquence des paquets envoyés aux contrôleurs varie et
les contrôleurs peuvent être sous-chargés ou surchargés. En cas de variation de charge,
les pools de contrôleurs peuvent être réduits ou augmentés, et les SOF réaffectés.
L’architecture à plat proposée repose sur une base de données distribuée qui assure
une cohérence forte et une bonne communication entre les entités. Les contrôleurs four-
nissent des informations de mesure de charge pour alimenter un module de décision sur
l’interface nord des contrôleurs et pour gérer les décisions d’équilibrage de charge.
[SHAKSHUKI et collab., 2015] décrivent une architecture distribuée à plat flexible. La
flexibilité est obtenue en utilisant des instances de contrôleurs virtuels qui peuvent être
déployées à la demande sur du matériel COTS fonction des conditions réseaux. Les ré-
sultats expérimentaux sont limités à la démonstration de l’intérêt d’une architecture dis-
tribuée pour gérer des conditions de charges élevées du réseau, tandis que la propriété de
flexibilité n’est pas réellement illustrée.
[TUNCER et collab., 2015] proposent une architecture de management et de contrôle
distribuée d’un réseau SDN composées de Local Managers (LM) et de Local Controllers
(LC) qui forment des plans de contrôle et de management logiques séparés.
Chaque LC est associé à un ou plusieurs LMs qui sont en charge de la logique dis-
tribuée des applications réseaux.
L’architecture proposée permet de gérer des scénarios statiques ou dynamiques de
gestion de réseaux. Le déploiement et le placement des LCs et des LMs dépend de la
topologie réseau ou du type d’applications supportées et aussi du degré de distribution
recherché. Un module de management central est en charge des opérations de manage-
ment à long terme tout en agrégeant des informations provenant des LCs et des LMs et
dispose en particulier d’une vue globale du réseau.
Un LM est constitué d’un module de monitoring, d’un module de management des
applications et d’un orchestrateur d’applications. Un LC est constitué d’un module de
stockage qui permet de stocker des structures de données locales, d’un module de plani-
fication et d’un module d’exécution. Un algorithme de placement des LCs est également
présenté. Il est décrit dans la section de l’état de l’art concernant le placement des con-
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trôleurs en 2.3.1. Enfin deux cas d’usage d’applications réseaux sont illustrés de manière
théorique: un cas d’usage de load balancing et un cas d’usage d’ingénierie de trafic.
2.2.6 Data Planes programmables
Comme nous l’avons mentionné, OF présente des limitations intrinsèques. Il y a des in-
convénients significatifs à déplacer toute la logique de contrôle au niveau d’un point cen-
tral avec la mise en œuvre de contrôleurs centralisés. Prendre toutes les décisions sur
un point distant introduit des problèmes de délais de réaction et aussi des problèmes
d’évolutivité des services.
Pour optimiser le fonctionnement d’OF, différentes architectures, distribuées, hiérar-
chique et même dynamiques ont été suggérées. Globalement, ces solutions ambitieuses
héritent des défauts d’OF: trop de centralisations, des fonctionnalités réduites dues à
l’absence de programmabilité du nœud réseau. La fourniture de services réseaux à la
demande reste donc difficile à mettre en œuvre et la mise en œuvre de décisions locales
est limitée.
L’idée d’enrichir les SOFs, dépourvus d’intelligence, avec un traitement des flux via
une machine à états, a été aussi proposée par exemple par [BIANCHI et collab., 2014]. Cela
permet d’enrichir le spectre des fonctionnalités au niveau du SOF. Cependant, même si
le concept généralise le système des règles SOF et décharge le contrôleur central, le type
de fonctions supportées reste limité à des fonctions assez simples.
Pour aller plus loin dans la complexité et la programmabilité des fonctions support-
ées localement, diverses contributions proposent de construire un plan de données pro-
grammable.
[BOSSHART et collab., 2014] ont proposé le langage P4 pour accroître la flexibilité d’OF.
P4, permet de créer des plugins, qui peuvent être compilés dans un SOF reconfigurable
en terme de protocole de contrôle.
L’idée générale est que plutôt que d’enrichir à l’infini le protocole OF, il est préférable
d’introduire une flexibilité dans la programmation du SOF de manière à réinterpréter les
messages du protocole. Une illustration est donnée avec le diagramme 2.4. Le switch est
conçu et structuré pour accueillir des protocoles variés qui sont déterminés par program-
mation.
Figure 2.4 – P4
Le SOF devient de fait indépendant du protocole car il peut être programmé pour
traiter de nouveaux protocoles éventuels.
Le modèle adopté pour le SOF P4 s’inspire d’OF mais est plus flexible: le parser est
programmable permettant de traiter différents en-têtes, les tables de flots peuvent être
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agencées par programmation pour effectuer des traitements en série ou en parallèle. Fi-
nalement un programme P4 contient de manière déclarative:
• une spécification des en-têtes de protocoles,
• une logique de tables de flots et les actions associées,
• une spécification du parser sous la forme d’un modèle à base de graphe,
• des actions composées à partir de primitives de base, un programme de contrôle
qui définit l’ordre de mise en œuvre des tables et actions associées à un paquet.
La re-programmation du SOF n’est pas réalisable de manière dynamique (pendant
des traitements en cours), mais les auteurs du papier laissent ouverte cette possibilité
éventuellement de manière partielle.
[JOUET et PEZAROS, 2017] proposent la plate-forme BPFabric pour programmer et
monitorer le plan de données de façon centralisée en utilisant le filtre de paquets de
Berkeley étendu (eBPF) des OS Linux associé aux APIs permettant sa programmation.
Berkeley Packet Filter (BPF) est un jeu d’instructions et un interpréteur logé dans le noyau
Linux.
Le jeu d’instructions tourne dans une machine virtuelle dans le noyau et est appliqué
à l’entrée et à la sortie du data path du noyau. C’est aussi un mécanisme générique et
sécurisé pour le traitement des paquets.
La toolchain de BPF est composée de l’application qui se trouve dans l’espace utilisa-
teur et du compilateur qui produit un bytecode chargé par un loader dans l’interpréteur.
Par rapport à BPF, eBPF dispose d’un jeu d’instructions étendu avec plusieurs amélio-
rations, enfin, BCC est une boîte à outils qui rend les programmes eBPF “plus faciles” à
écrire et à manipuler, en C, Python, P4 voire d’autres langages de plus haut niveau.
[JOUET et PEZAROS, 2017] proposent aussi HLL, un langage de programmation de
haut niveau qui permet de programmer le switch pour réaliser des fonctions diverses
à partir de eBPF. L’architecture est illustrée dans le diagramme 2.5. Elle a pour objectif
d’augmenter la programmabilité d’un switch architecturé sur un OS Linux dans une ma-
chine virtuelle ou physique en s’appuyant sur eBPF.
Figure 2.5 – BPF Fabric
Deux implémentations sont illustrées sur une plateforme netFPGA, la première de
référence, la seconde mettant en œuvre un accélérateur DPDK. Enfin, afin de faciliter
l’interaction avec ce framework de bas niveau, les auteurs ont proposé l’utilisation d’un
langage de haut niveau, similaire à P4, et de le compiler dans eBPF2.
2IOvisor Project. https://www.iovisor.org/.
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Il faut noter que la proposition ne permet pas de faire une mise à jour dynamique de
la configuration du switch pendant des traitements de flux (reconfiguration à chaud).
[KOHLER et collab., 2000] proposent Click. Click est un routeur logiciel exécutable
dans un environnement Linux. Par ailleurs, il est reconfigurable et modifiable en ligne
et hors ligne. Il est décomposable en briques aussi élémentaires que possible qui peu-
vent être assemblées en réalisant leur composition sous forme d’un graphe orienté pour
être exécutées dans un moteur Click hébergé dans un environnement Linux. L’originalité
et la plus-value de Click résident dans sa capacité de décomposition fine. Au delà de la
notion de routeur logiciel, l’environnement Click permet de réaliser de manière flexible
des middle-boxes logicielles supportant une grande variété de fonctions réseaux: analyse
paquets, firewall, gateways en bordure d’infrastructure, etc.
[MARTINS et collab., 2014] ont proposé ClickOS, un projet Unikernel adapté pour
Click. Les Unikernels sont des images d’OS, avec un espace machine à une seule
adresse et construites à partir des librairies des OS cibles. ClickOS est aussi un sys-
tème d’exploitation minimaliste, sur mesure et virtualisé pour l’exécution de middleboxes
basées sur Click.
Nec-Labs a apporté quelques modifications à Click pour le faire fonctionner dans
l’environnement MiniOS.
Les analyses de performance montrent que les machines virtuelles ClickOS sont très
petites, avec une taille de l’ordre de 5 Moctets. Elles démarrent très rapidement dans un
délai inférieur à 20 ms, et introduisent peu de latence, de l’ordre de 45 µs. Sur un serveur
standard on peut avoir une capacité de traitement de l’ordre de 10 Goctets par seconde.
[LAUFER et collab., 2016] construisent une pile TCP dans l’environnement Click de
manière à assurer les fonctions de base nécessaires pour gérer de manière dynamique
des sessions TCP sans définir de manière “statique” un élément gérant une session pour
chaque connexion TCP. Ainsi, des applications faisant appel aux couches supérieures d’IP
peuvent dialoguer directement avec la couche TCP Click sans passer par la pile TCP du
système d’exploitation.
[BARACH et collab., 2018] présentent un état de l’art de différentes approches dérivées
de Click qui permettent d’accélérer le traitement des paquets. Ces approches sont basées
entre autre sur la parallélisation du traitement des paquets sur des systèmes multi-cœurs.
[DA CRUZ MARCUZZO et collab., 2017] présentent un environnement adapté à Click
basé sur l’unikernel OSv offrant deux modes de virtualisation (Paravirtualisation - PV, et
Hardware assisted virtualisation - HVM) permettant des performances compatibles avec
les exigences de middle-boxes standards. L’environnement met en œuvre l’accélération
DPDK pour accélérer le traitement des paquets. La démarche est comparable à ClickOS
et se calque sur le modèle des fonctions réseaux virtualisées NFV.
[BARBETTE et collab., 2015] proposent FAstClick qui met en œuvre les frameworks
DPDK et SNAP pour accélérer le traitement des paquets, tandis que [SUN et RICCI, 2013]
délègue et parallélise le traitement des fonctions Click à des cartes Graphic Processor Unit
(GPU) en s’appuyant sur le framework SNAP.
[KIM et collab., 2012] proposent DoubleClick avec diverses améliorations de
l’architecture Click en introduisant des traitements batchs sur les entrées-sorties en par-
ticulier pour améliorer le traitement des paquets.
[LI et collab., 2016] proposent NPClick, une version de Click basée sur une plateforme
d’accélération FPGA tout en conservant la programmabilité haut niveau de Click. Enfin,
[SHAH et collab., 2004] adoptent une approche similaire basée sur les networks proces-
sors.
Pour terminer, [INTEL, 2017] propose VPP (Vector Packet Processing) issu d’un projet
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open-source Linux porté par Cisco. Il s’agit d’un routeur logiciel complet open-source.
VPP est vu comme une application dans le user space linux. Cette solution combine la
mise en œuvre de différents mécanismes de bas niveau permettant de traiter une suite de
paquets (un vecteur de paquets) dans un même intervalle de temps dans une machine
standard de type serveur COTS ou dans une machine virtuelle en bénéficiant de traite-
ments parallélisés. Elle permet de réaliser ainsi des fonctions réseaux complexes avec un
traitement très rapide.
Le traitement parallèle est rendu possible par une modélisation du traitement des pa-
quets sous forme de graphe orienté, généralement un arbre, dans laquelle certaines ac-
tions sur les paquets peuvent être effectuées simultanément grâce à un algorithme qui
distribue un vecteur de paquets dans les nœuds de traitement du graphe, éventuellement
en segmentant le vecteur en sous vecteurs de paquets.
La taille du vecteur de paquets résulte d’un compromis entre latence et vitesse de
traitement.
Chaque nœud du graphe expose des APIs de contrôle qui peuvent être mises en œuvre
via des commandes CLI ou par une application de messages distribuée.
Le graphe peut être enrichi dynamiquement sans passer par une étape de re-
compilation en rajoutant des nœuds portant des fonctions supplémentaires de traite-
ment. D’autre part, [CHOI et collab., 2017] proposent une extension utilisant le langage P4
de [BOSSHART et collab., 2014] pour créer des plug-ins qui peuvent être dynamiquement
installés dans un switch virtuel.
Comparativement à Click, VPP est une solution bien plus aboutie d’un point de vue
industriel. La plus-value de Click réside cependant dans l’originalité de l’approche de dé-
composition de services réseaux en composants élémentaires aussi simple que possible
qui peuvent être assemblés via un langage qui modélise un graphe.
Conclusion sur les architectures SDN
Parmi les différentes propositions que nous avons analysées, le cas d’usage Google sem-
ble le plus proche d’un cas d’usage opérateur. Il ne peut cependant pas être trans-
posé dans un contexte Telco dans la mesure où les problématiques d’ingénierie de trafic
diffèrent fortement. Cependant, des problématiques comme l’optimisation du peer-
ing, l’interconnexion de datacenters avec le réseau d’un opérateur ou la mise en œuvre
d’infrastructures virtualisées de type NG-POP ou NFV peuvent constituer des opportu-
nités très intéressantes. En effet, dans ce contexte on peut imaginer de gros échanges de
données pour certaines applications. Au moins quatre conditions sont nécessaires:
• pouvoir mettre en œuvre une stratégie permettant de réduire la granularité des flux,
en traitant plutôt des agrégats et disposer ainsi d’un trafic dont les caractéristiques
se prêtent bien à une politique d’ingénierie de trafic,
• disposer de graphes d’interconnexion décrivant la topologie qui permettent de
dérouler des algorithmes d’ingénierie de trafic,
• disposer d’une connaissance fine et temps réel de l’écoulement du trafic,
• disposer d’outils d’ingéniérie de trafic de type PCE.
Pour ce qui concerne les approches de dataplanes programmables, elles semblent
permettre d’offrir les outils nécessaires pour réaliser ce que OF ne permet pas, à savoir
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un plan de contrôle SDN suffisamment flexible et riche pour bénéficier à la fois de la cen-
tralisation sans pénaliser le spectre des fonctionnalités qui peuvent être mises en œuvre
dans le plan de données.
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2.3 Placement de services réseaux
Dans cette section, nous présentons un état de l’art autour des techniques permettant de
résoudre différents problèmes de placement dans le contexte des réseaux des opérateurs
Telco. Il s’agit:
• des différentes approches adoptées pour traiter du placement de contrôleurs SDN,
• de techniques permettant de placer de manière optimale des chemins dans un
réseau,
• d’approches pour le traitement du placement de chaînes de VNF qui implémentent
des services réseaux.
L’état de l’art est centré sur le placement de contrôleurs SDN qui a constitué une bonne
partie du travail de thèse. Néanmoins, nous abordons la problématique du placement de
chemins et de chaînes de VNF dans un souci de généralisation. L’objectif est de définir les
principes de conception d’un outil générique de résolution de problèmes de placement
de services réseaux.
Ce qui est formulé ici comme des problèmes de placement, peut être aussi bien for-
mulé comme des problèmes d’allocation de ressources. En effet placer des fonctions
dans un réseau consiste à allouer des ressources pour ces fonctions. Dans la notion de
placement, il y a cependant l’idée de localisation géographique, mais les ressources sont
généralement géographiquement localisées.
Les algorithmes proposés pour le placement de services réseaux peuvent être mis en
œuvre dans différents contextes. Pour le routage, c’est-à-dire le placement de chemins, le
concept de PCE décrit par [FARREL et collab., 2006] est mis en œuvre dans les réseaux
MPLS et permet d’appliquer des algorithmes globaux pour réaliser de l’ingénierie de
trafic. Il peut être étendu au SDN.
Pour le placement de contrôleurs ou de fonctions réseaux VNF diverses hébergées
dans des machines virtuelles, l’outil Watcher3 associé à Openstack [SHRIVASTWA et col-
lab., 2016] permet d’héberger des algorithmes de placement en bénéficiant de données
de monitoring.
Enfin, le projet Open Network Automation Platform Optimisation Framework (ONAP-
OF) 4 de la plateforme Open Network Automation Platform (ONAP) vise à développer un
framework d’optimisation pour gérer le déploiement de services réseaux modélisés par
des VNF-FG dans une infrastructure virtualisée.
2.3.1 Placement de contrôleurs SDN
Le problème ancien du placement de serveurs centralisés dans un réseau constitue une
très bonne introduction à des problématiques plus récentes comme celles du placement
de contrôleurs ou de fonctions réseaux virtualisées. Ces serveurs doivent en effet pouvoir
supporter des fonctions variées à la fois distribuées et centralisées, qu’il s’agisse de base
de données, de fonctions de routage ou d’autres applications. L’adaptation du degré de
centralisation ou de distribution permet d’optimiser les coûts et d’améliorer la fiabilité.
[BAR-ILAN et PELEG, 1991] présentent les problèmes d’optimisation associés à la prob-
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de latence entre les serveurs et les nœuds du réseau qu’ils desservent ainsi qu’un critère
d’équilibre de charge entre les différents serveurs. Des heuristiques sont proposées et leur
coefficients d’approximation donnés. En fixant un nombre maximum de nœuds attachés
à chaque serveur, l’objectif est :
• soit de placer un nombre k de serveurs en minimisant la latence entre les serveurs
et les nœuds qu’ils servent (k-center problem: [HOCHBAUM et SHMOYS, 1984],
• soit, en fixant une borne maximale ρ pour la latence entre les serveurs et les nœuds
servis, de minimiser le nombre de serveurs (ρ dominating set problem: [LOVÁSZ,
1975].
Les deux problèmes peuvent être vus comme duaux l’un de l’autre et sont tous les
deux NP difficiles. Le problème "k center" peut être résolu avec un algorithme en temps
polynomial avec un coefficient d’approximation de 2, d’après [HOCHBAUM et SHMOYS,
1984].
Le "ρ dominating set problem" peut être résolu par un algorithme glouton en temps
polynomial avec un taux d’approximation en logn+1 d’après [LOVÁSZ, 1975] où n désigne
le nombre de nœuds du réseau.
Le schéma 2.6 présente grossièrement les points saillants d’une architecture SDN dis-
tribuée. On distingue au dessus le plan des applications réseaux. Au milieu, on trouve
le plan de contrôle dans lequel plusieurs contrôleurs peuvent collaborer et échanger
des informations via un réseau de type spanning tree généralement. Enfin, on dis-
tingue l’infrastructure physique ou virtuelle de traitement des paquets c’est-à-dire le
plan de données dans les SOFs qui transmettent les paquets. Les différents plans sont
inter-connectés via des API nord et sud. L’API nord permet aux applications de dia-
loguer avec le/les contrôleurs. Les API sud permettent aux contrôleurs de dialoguer avec
l’infrastructure physique pour descendre des règles ou récupérer des informations sus-








Figure 2.6 – Architecture SDN
Le but du placement des contrôleurs SDN est de placer ceux-ci de manière à fournir
le plus efficacement possible des services réseau. C’est un problème clé dans les réseaux
SDN. C’est le cas avec un réseau SDN doté d’un seul contrôleur car il faut dans ce cas
le placer de manière aussi optimale que possible. Cet objectif est également recherché
lorsque plusieurs contrôleurs sont distribués dans le réseau à différentes échelles et selon
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différentes architectures (architectures plates ou hiérarchiques, fortement ou faiblement
distribuées, ou avec différents degrés de centralisation logique...) comme décrit dans
l’état de l’art sur les architectures SDN au chapitre 2.2.
En effet, la QoS des services réseau qui sont pilotés de manière centralisée ou partielle-
ment centralisée va dépendre de la stratégie de placement des contrôleurs dans le réseau
et de leur localisation finale. Cette localisation déterminera des métriques comme la la-
tence entre contrôleurs et les SOFs, ou la latence entre contrôleurs ou encore la charge
de trafic des contrôleurs et du plan de contrôle, la sensibilité aux pannes réseaux de
l’architecture réseau SDN.
Du point de vue des services réseau, le placement peut influencer par exemple le
temps de convergence dans le cas d’un service de routage centralisé au niveau des con-
trôleurs ou bien le délai de récupération d’une route du fait du temps nécessaire pour
calculer un itinéraire alternatif en cas de ré-acheminement rapide (fast rerouting).
Enfin, le placement des contrôleurs SDN pourrait influencer la qualité et la cohérence
de la vue réseau qu’ils doivent partager. Sa cohérence pourrait être limitée par la latence
et la charge du plan de contrôle ou même de données (plan de contrôle inband), ce qui
pourrait affecter la fiabilité du réseau SDN.
Métriques pour le placement
Avant d’exposer différents exemples de publication qui abordent la question du place-
ment de contrôleurs, nous avons recherché des données sur les métriques à prendre
en compte pour le réaliser. Nous concluons par un tableau récapitulatif des différentes
métriques.
Capacité de traitement [CURTIS et collab., 2011] soulignent dans leur travail qui se situe
dans le contexte du datacenter, les limites de la centralisation du plan de contrôle de
l’approche SDN ainsi que les limitations propres aux SOFs. Ils citent en particulier la
taille des tables de flots nécessaires pour assurer une vue globale du réseau par le biais
d’informations statistiques qui remontent des SOFs et le temps de traitement du contrôle
pour l’ensemble des flux qui ne font pas appel aux ressources CPU propres au plan de
données.
L’ordre de grandeur des capacités de traitement du plan de contrôle est très faible
par rapport à celui du plan de données. Les grandeurs évaluées sont de l’ordre de 80
Mbits/s contre 300 Gbits/s. Par conséquent, les traitements dans le plan de contrôle sont
susceptibles d’introduire des retards dans les traitements du plan de données.
Charge des contrôleurs [YAO et collab., 2014] donnent des éléments sur la charge des
contrôleurs. Le taux de flots générés dans l’ensemble d’un réseau WAN est estimé à
400K ·N/s où N est le nombre de SOFs du réseau. Ce taux est estimé à partir des mesures
effectuées dans le réseau européen CERNET.
Trafic de contrôle Il peut être difficile d’estimer la charge en terme de trafic de contrôle
qui dépend en particulier de la variabilité du trafic ou des applications et des besoins
qu’elles génèrent en terme d’établissement de nouveaux flots.
[DIXIT et collab., 2014] fournissent les données suivantes concernant le trafic de con-
trôle dans un datacenter. Des variations d’amplitudes de 1 à 2 ordres de grandeurs sont
indiquées entre les valeurs crêtes et médianes des flux arrivant aux SOFs.
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En prenant l’hypothèse d’un datacenter hébergeant 100000 VM avec 32 VM par rack,
le débit crête d’arrivée de nouveaux flots peut être de 300 Mbits/s tandis que le débit
médian peut être compris entre 105 Mbits/s et 10 Mbits/s.
En supposant une capacité de traitement de 2 Mbits/s par contrôleur, le nombre de
contrôleurs doit donc pouvoir varier théoriquement de 5 à 150 pour traiter la charge mé-
diane jusqu’à atteindre la charge crête.
[BENSON et collab., 2010] indiquent aussi que le trafic peut atteindre des pointes de
106/s arrivées de demandes de nouveaux flots dans le pire des cas dans un réseau com-
posé de 100 SOFs. Il s’agit là aussi d’un datacenter.
Délais induits au niveau du contrôleur et capacité de traitement Deux métriques sont
traditionnellement regardées lorsqu’on veut connaître les performances d’un contrôleur
SDN. On cherche d’une part à évaluer dans quel délai le contrôleur peut répondre à des
requêtes et installer de nouvelles règles dans les SOFs et d’autre part combien de requêtes
le contrôleur peut traiter par seconde.
[TOOTOONCHIAN et collab., 2012] présentent ainsi plusieurs diagrammes donnant des
performances comparatives de différents contrôleurs pour ces deux paramètres.
Les paramètres considérés sont au niveau du contrôleur: d’une part, le minimum
response time du contrôleur et d’autre part son maximum load response time obtenu
lorsqu’il doit traiter un grand nombre de requêtes. Ces délais interviennent dans le délai
d’établissement des flots.
Aux délais de traitement introduits au niveau des contrôleurs doivent être ajoutés, les
délais introduits au niveau des SOFs qui dépendent des technologies employées ou du
type: virtual switchs ou hardware switchs.
[YEGANEH et collab., 2013] donnent des valeurs indicatives de latence pour
l’établissement d’une règle de forwarding dans un SOF hardware ou software dans un
réseau non chargé. Les faibles performances du SOF hardware sont probablement
dues à la limitation des ressources sur ce type de matériel et à la faible qualité de
l’implémentation.
Switch number of flows installed per second latency for flow activation
OVS ≥ 10000 ≤ 1.0ms
Harware ≥ 1000 ≤ 10ms
D’autre part, les délais d’établissement des règles OFs dans le réseau doivent être mis
en adéquation avec les topologies en prenant en compte la latence des liens et la quantité
de trafic réseau qui génèrent ces requêtes. La quantité de trafic au niveau des contrôleurs
et des SOFs peut saturer les files d’attentes et générer des délais supplémentaires.
En résumé le délai d’établissement d’une nouvelle règle OF dépend de la latence au
niveau du contrôleur, de la capacité de traitement du contrôleur, de la latence au niveau
du SOF, de la capacité de traitement du SOF hardware ou software, de la latence entre le
contrôleur et le SOF, de la charge globale du réseau et enfin aussi de la charge en terme
de trafic de contrôle.
Une question pour l’ingénierie d’un réseau SDN est donc quelles métriques faut-
il prendre en compte lorsqu’un opérateur veut déployer un contrôleur dans un réseau
Telco.
Les acteurs d’ONOS proposent dans leur white paper [ONO, 2017] deux métriques:
• Le débit en charge induit aux interfaces nord et sud du contrôleur,
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• Le délai de recouvrement en cas de panne d’un élément réseau en cas de modifica-
tion de la topologie.
Trafic inter-contrôleurs Comme nous le décrivons dans la section 2.2.3 de l’ état de l’art,
il peut être nécessaire de distribuer plusieurs contrôleurs dans le réseau de manière à
élaborer un compromis qui permette de lever les inconvénients d’une architecture trop
centralisée. Cette distribution des contrôleurs où les différents contrôleurs contrôlent
différents domaines et partagent le réseau offre des avantages. On peut citer sans être
exhaustif:
• Une plus grande robustesse et résilience, grâce à des mécanismes de sauvegarde
entre les contrôleurs dans un cluster de contrôleurs,
• Une répartition de la charge entre plusieurs contrôleurs et un effet de “load balanc-
ing”,
• Une meilleure scalabilité dans la mesure ou la charge du réseau peut-être répartie,
• Une latence moins élevée pour descendre des règles du fait d’une certaine localité
du contrôleur,
• Une plus grande réactivité aux évènements locaux du fait de la meilleure localité.
Cependant, elle implique de mettre en œuvre un contrôle logiquement centralisé entre
les différents contrôleurs. Les contrôleurs doivent pouvoir partager une vue réseau à jour
et mise à jour de manière temps réel c’est-à-dire en respectant des contraintes de délai.
Cela nécessite de mettre en œuvre des mécanismes de synchronisations des informa-
tions contenues dans les bases de données des différents contrôleurs. Les contrôleurs
doivent partager une vue cohérente et synchronisée du réseau. Pour cela, il est néces-
saire de mettre en œuvre un protocole de consensus entre contrôleurs. Il existe différents
protocoles possibles et différentes manières de procéder.
[MUQADDAS et collab., 2016] étudient le trafic généré par ce genre de protocole, avec
une orientation pour le contrôleur ONOS. Ils proposent un modèle linéaire expérimental
de calcul de la quantité de trafic qui prend en paramètres le nombre de SOFs dans un
domaine contrôlé, le nombre de liens intra-domaines et inter-domaines. Cependant, le
modèle est restreint à trois contrôleurs.
Plus généralement, le trafic inter-contrôleurs est composé :
• du trafic nécessaire pour la mise en œuvre du protocole de consensus,
• des informations nécessaires à la connaissance de la topologie du réseau,
• des messages de vérification de la disponibilité des autres contrôleurs (heart-beat
messages),
• des messages assurant la coordination et la synchronisation entre les contrôleurs
lors de l’installation ou la suppression de nouveaux flots.
Le trafic inter-contrôleurs peut donc être significatif et être handicapant dans certains
cas car il peut générer de nouvelles contraintes. En particulier, la nécessité d’assurer un
consensus entre les contrôleurs avant de descendre des règles vers les SOFs peut limiter
la réactivité pour descendre de nouvelle règles.
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[BIANCO et collab., 2016] abordent cette question. La manière dont le protocole assure
le consensus soit de manière contraignante, soit de manière flexible joue un rôle. En effet
différentes stratégies et solutions peuvent être adoptées.
[PANDA et collab., 2013b] envisagent cette question du point de vue des contraintes
induites par le théorème Consistency Availability, Partition tolerance (CAP), tandis que
[GILBERT et LYNCH, 2012] l’envisagent dans un contexte réseau SDN pour ce qui concerne
la fiabilité.
En conclusion, la problématique du placement des contrôleurs dans un réseau doit
prendre en compte un certain nombre de métriques. Nous en indiquons quelques unes
dans le tableau 2.1 qui ne prétend pas être exhaustif.
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Table 2.1 – Métriques pour le placement des contrôleurs
En complément des différentes métriques, il faut aussi prendre en compte pour le place-
ment des contrôleurs des contraintes fonctionnelles qui peuvent intervenir. Il s’agit, par
exemple, de la capacité des nœuds à accueillir la fonction contrôleur en terme de traite-
ment, mémoire, stockage.
La plupart des travaux considèrent que l’ensemble des nœuds du réseau sont suscep-
tibles de supporter la fonction contrôleurs, mais en réalité, du fait de la virtualisation,
il est probable qu’il faille considérer simplement un sous ensemble d’entre eux, répartis
dans une partie du réseau. Il peut s’agir par exemple de micro-datacenters en périphérie
ou de gros datacenters plus centraux.
Enfin, on peut aussi chercher à optimiser des métriques liées à la fiabilité qui prennent
en compte le taux de pannes de nœuds ou de liens ou encore la connectivité de sous
graphes du réseau.
Typologies pour le placement de contrôleurs
La problématique du placement de contrôleurs est abordée généralement dans la lit-
térature uniquement du point de vue de la technologie OF avec toutes les limitations
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inhérentes à ce protocole que nous rappelons dans le chapitre sur l’architecture. Nous
avons adopté dans la suite une classification des publications en fonction des métriques
traitées. La classification reste approximative car les approches du sujet sont très touffues
et les techniques très diverses. Parfois plusieurs métriques sont regroupées, parfois une
seule est considérée isolément.
Un autre axe d’analyse aurait pu être les techniques adoptées pour la résolution du
problème posé: MILP, heuristiques, méta-heuristiques, distribuées, mais ces techniques
sont souvent mêlées et comparées dans les articles.
Placement des contrôleurs sur un critère de latence seule [HELLER et collab., 2012]
étudient le problème de manière qualitative en s’appuyant sur une analyse en force
brute. La question posée est le placement optimal de k contrôleurs sur la base de deux
métriques.
Il s’agit d’une part de la latence moyenne calculée du plus court chemin vers leurs
contrôleurs pour tous les nœuds attachés aux différents contrôleurs.
Il s’agit, d’autre part, de la latence maximale (pire cas) du plus court chemin entre
contrôleurs et nœuds pour un nombre donné de contrôleurs dans le réseau.
L’objectif est de minimiser l’une ou l’autre avec des résultats qui peuvent varier suiv-
ant la topologie du réseau.
L’impact des deux métriques n’est pas le même: la latence moyenne par exemple
risque de cacher des scénarios pathologiques de nœuds isolés très éloignés des autres.
Le réseau est donc partagé en différents domaines ou clusters attachés à chaque con-
trôleur. L’analyse ici est purement qualitative dans le contexte des réseaux WAN et se
concentre uniquement sur la latence liée à des contraintes physiques c’est-à-dire essen-
tiellement la longueur des liens et le temps de propagation. Les problèmes d’optimisation
associés minimum K-moyennes et minimum K-center 5 sont NP difficiles et peuvent né-
cessiter des calculs très longs (plusieurs semaines) si l’on cherche à les résoudre en force
brute même sur des topologies de tailles modestes de quelques dizaines de nœuds, s’il y
a plusieurs contrôleurs. L’analyse montre que beaucoup de topologies WAN (nation wide
principalement) pourraient en théorie fonctionner avec un seul contrôleur en optimisant
uniquement ce critère de latence et en prenant comme référence des valeurs de réac-
tivités typiques recherchées pour des services réseaux (comme le délai de 50ms pour un
fast-rerouting en MPLS).
L’analyse montre aussi que l’augmentation du nombre de contrôleurs n’agit pas pro-
portionnellement à la réduction de la latence et dépend fortement de la topologie. Enfin,
les auteurs ne prennent pas en compte la charge des clusters c’est-à-dire le nombre de
SOFs pilotés par un contrôleur. Cela peut emmener des configurations très déséquili-
brées en fonction de la topologie du réseau, avec un seul contrôleur isolé en périphérie,
par exemple.
[WANG et collab., 2016] proposent une analyse expérimentale d’une mise en œuvre de
l’heuristique K-moyennes utilisée en clustering pour placer des contrôleurs sur un critère
de latence calculée sur la base du plus court chemin, en résolvant ainsi la problématique
du temps de calcul en force brute.
Le nombre de contrôleurs est fixé et des itérations combinées de l’algorithme K-
moyennes, qui fonctionne par améliorations locales, permettent d’améliorer les résultats
par rapport à une simple itération. Il n’y a pas d’évaluation réelle des performances si ce
n’est par simple différence avec la version standard de K-moyennes. En particulier il n’y a
5les désignations peuvent varier suivant les auteurs
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pas de comparaison avec une modélisation MILP qui aurait pourtant été fructueuse dans
ce scénario simple.
[HAN et collab., 2016] abordent la problématique de la latence du plan de contrôle
avec un point de vue original en s’appuyant sur la théorie de la contrôlabilité des réseaux
[LIU et collab., 2011]. A partir de cette approche, [DAI et collab., 2015] introduisent une
notion de latence minimum (MCL) pour garantir une contrôlabilité satisfaisante d’un
réseau qui évolue dynamiquement. L’idée est que le réseau doit toujours converger vers
l’état attendu dans un délai inférieur au MCL. Il faut, par conséquent, trouver le nombre
de contrôleurs minimum pour assurer que le réseau peut toujours converger vers l’état
visé dans un intervalle de temps donné.
[HAN et collab., 2016] transposent les idées du papier précédent aux réseaux SDN.
Dans ce cas, Le MCL est en quelque sorte le temps minimum toléré pour obtenir une
réponse d’un nœud à une commande du contrôleur. La matrice de latence est donc
établie en multiples de ce temps élémentaire. La limite de ces travaux réside dans les
facteurs d’approximation liés aux algorithmes proposés qui impliquent beaucoup de con-
trôleurs.
[KILLI et collab., 2018] proposent une approche du placement des contrôleurs sur
un critère de latence inspirée de la théorie des jeux et des jeux coopératifs combinée
avec un algorithme K-moyennes. L’idée est que l’algorithme K-moyennes ne donne
pas des résultats proches de l’optimal du fait de son initialisation effectuée au hasard.
Cette initialisation est donc réalisée via un jeu coopératif dans lequel les joueurs sont les
SOFs. L’initialisation via le jeu coopératif permet d’améliorer les résultats de K-moyennes.
Cependant, cette valeur optimale peut être aussi obtenue en répétant l’exécution de
l’algorithme K-moyennes un certain nombre de fois, ce qui limite l’intérêt de l’approche.
[TUNCER et collab., 2015] proposent pour illustrer un concept d’architecture de man-
agement et de contrôle distribuée et dynamique décrite en 2.2.5, une heuristique de
placement de Local Controllers (LC) basée sur un critère de latence. L’algorithme est de
type glouton et les LCs sont rajoutés au fur et à mesure en s’appuyant sur une métrique
évaluant les meilleurs nœuds candidats. Le nombre maximum de contrôleurs à affecter
est un paramètre d’entrée de l’algorithme. La condition de sortie utilisée réside dans
le gain de latence intra-cluster obtenu par le rajout d’un contrôleur. Une variante de
l’algorithme permet d’effectuer des re-configurations.
[SALLAHI et ST-HILAIRE, 2015] proposent un modèle MILP pour résoudre le prob-
lème de placement des contrôleurs sur des configurations très opérationnelles. Le mod-
èle incorpore plusieurs types de contrôleurs (avec capacités de traitement et nombre de
ports différents), et des informations de bande passante et de latence sur les différents
liens connectant les SOFs aux contrôleurs. Le modèle incorpore aussi des coûts de dé-
ploiement et de raccordement des SOFs et des liens. L’objectif est de minimiser la somme
des coûts en respectant des contraintes de latence et de bande passante. Le modèle ne
permet de traiter que des problèmes de taille modeste jusqu’à 200 nœuds. Dans 10% des
scénarios un temps de calcul d’une trentaine d’heures n’est pas suffisant.
Placement des contrôleurs sur un critère d’overhead du plan de contrôle [OBADIA
et collab., 2015] construisent une heuristique gloutonne pour optimiser le placement
des contrôleurs en cherchant à minimiser le trafic en overhead dans un réseau de con-
trôleurs distribués qui échangent nécessairement du trafic inband pour partager les états
du réseau. Un modèle ILP permet de calibrer l’algorithme glouton. Le réseau qui con-
necte les contrôleurs en overlay est un spanning tree.
[ZHANG et collab., 2016] analysent de manière détaillée le rôle du protocole inter-
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contrôleurs dans la latence induite pour descendre de nouvelles règles dans les SOFs.
Deux types de protocoles sont possibles en fonction du niveau de cohérence des états du
réseau que l’on souhaite assurer entre les contrôleurs ("strong" or "eventual"):
• Un protocole dans lequel un contrôleur unique est responsable de la mise à jour
de la structure de données partagée et qui implique que les décisions de lec-
ture/écriture remontent vers ce contrôleur.
• Un protocole dans lequel chaque contrôleur dispose d’une copie à jour de la struc-
ture de données. Dans ces conditions, des opérations de lecture/écriture ne néces-
sitent pas de remonter vers un contrôleur unique, mais un protocole de consensus
est nécessaire.
Ces choix impliquent des réactivités différentes quand le contrôleur doit descendre des
règles vers les SOFs. Un compromis est à trouver entre la réactivité et le niveau de co-
hérence des règles réseaux que l’on souhaite descendre vers les SOFs.
En fonction de la stratégie de consensus adoptée, le temps moyen d’activation d’une
nouvelle règle dans un SOF peut atteindre plusieurs secondes sur un réseau à l’échelle
d’un pays. Ceci justifie l’utilité d’un placement optimisé des contrôleurs dans le réseau
pour réduire ce délai en cherchant à optimiser simultanément deux paramètres, la dis-
tance inter-contrôleurs et la distance SOFs à leur contrôleur.
[ZHANG et collab., 2016] implémentent aussi un modèle exact en s’appuyant sur un
modèle ILP. Le modèle ILP permet de donner les fronts de Pareto pour les deux métriques
avec de petites instances de réseaux. L’approche adoptée dans le modèle consiste à
considérer les centroides contrôleurs et ensuite les SOFs qui leur sont attachés ce qui a
l’avantage de réduire la combinatoire. C’est ce même modèle qui est ensuite adopté pour
implémenter plusieurs variantes d’algorithmes évolutionnaires multi-objectifs. Le mod-
èle adopté pour les solutions est alors une simple liste de nœuds contrôleurs.
Une première version de l’Algorithme Evolutionnaire (AE) se contente d’améliorer
le front de Pareto au fil des itérations de l’algorithme en introduisant des variations au
hasard sur le placement des contrôleurs par permutations. Il s’agit d’un échantillonnage
au hasard de l’espace des solutions.
Dans une deuxième version, les perturbations sont itérées jusqu’à trouver une solu-
tion qui améliore le placement en réduisant le délai inter-contrôleurs. La solution peut
ensuite être introduite pour mettre à jour le front de Pareto.
Une sous procédure permet de chercher une amélioration d’une solution courante
en cherchant des contrôleurs qui réduisent la distance inter-contrôleurs. La deuxième
version permet d’améliorer considérablement les performances de l’algorithme en intro-
duisant un mécanisme simple d’optimisation locale.
Placement des contrôleurs sur critère de Latence & de charge La question de la charge
des contrôleurs ou des clusters a été abordée par la suite par quelques auteurs.
Précisons les choses: si on compte le nombre de SOFs dans un cluster, on parle de
taille de clusters et on a une variable entière dans le modèle; si on considère la charge
de trafic de contrôle induite par chaque SOF, on a alors une variable réelle et on parle de
charge des clusters. La charge générée par un SOF vers un contrôleur dépend ensuite du
trafic. On fait généralement l’hypothèse que le trafic est homogène lorsqu’on considère
des configurations statiques. Mais on peut considérer des approches dynamiques où le
trafic varie au cours du temps.
[WANG et collab., 2018] proposent un algorithme K-moyennes pour minimiser la la-
tence entre SOFs et contrôleurs.
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Le papier aborde cependant la question de la charge des clusters indirectement en
prenant en compte l’accroissement de la latence due à l’accroissement de la taille des
files d’attentes dues au nombre de SOFs connectés aux contrôleurs.
L’équilibre de charge est en fait réalisé en partitionnant les clusters trop volumineux
après avoir réalisé un premier placement, puis en prenant en compte l’accroissement de
latence dû au remplissage des files d’attente du contrôleur.
Cette approche semble cependant limitée parce qu’elle fait l’hypothèse d’un trafic
homogène généré par les différents SOFs vers les contrôleurs et aussi notamment parce
qu’elle n’est illustrée que sur deux topologies.
[YAO et collab., 2014] introduisent le CCPP “Controllers Capacity Placement Problem”.
Il s’agit de minimiser la latence maximale en respectant une contrainte de capacité des
clusters avec des SOFs qui induisent une charge variable. Pour cela ils réutilisent un al-
gorithme itératif de résolution exacte du “vertex capacity K-center problem” proposé par
[KHULLER et SUSSMANN, 1996] et [AYKUT OZSOY et PINAR, 2006] qui utilise une relaxation
du modèle ILP.
Le principe de l’algorithme est de trouver une solution avec le nombre minimal de
contrôleurs et ensuite de faire varier de manière itérative la taille des clusters en testant à
chaque fois si la contrainte de capacité peut être tenue à partir de la résolution d’un sous
modèle de type bin packing.
L’algorithme reste non polynomial mais permet de calculer des résultats exacts pour
des instances de tailles raisonnables.
Dans cette approche, le nombre de “location facilities” (ce qui correspond à nos con-
trôleurs) est fixé préalablement et la capacité d’un cluster est traitée comme une con-
trainte. On ne doit pas attacher plus de q SOFs à un contrôleur. L’algorithme cherche
ensuite à minimiser la latence.
L’approche proposée si elle permet d’atteindre une solution exacte en s’appuyant sur
un solveur ILP comme CPLEX ne s’exécute pas en temps polynomial et nécessite sur cer-
tains problèmes de tailles moyennes de l’ordre d’une centaine de nœuds de nombreuses
heures de calcul. Mais les auteurs proposent aussi d’adapter l’algorithme en discrétisant
l’espace des distances entre SOFs et contrôleurs à des valeurs “faisables ou réalistes”, ce
qui permet de réduire fortement la combinatoire. L’approche est comparée à une ap-
proche dynamique présentée par [DIXIT et collab., 2013] et donne de meilleurs résultats.
[HU et collab., 2016], analysent de manière similaire l’impact d’une contrainte de
charge sur le placement des contrôleurs en cherchant toujours à minimiser soit la latence
moyenne soit la latence maximale.
Les auteurs réalisent cette fois une étude qualitative sur 10 topologies de taille
moyenne en s’appuyant sur une modélisation MILP du problème et sur le solveur CPLEX.
La contrainte de charge des contrôleurs est obtenue en divisant la charge globale par le
nombre de contrôleurs.
Un indicateur de variance qui mesure l’écart par rapport à la valeur optimale permet
d’évaluer l’équilibre de charge du réseau SDN.
La conclusion globale est que l’introduction d’une contrainte de charge n’impacte pas
trop la latence avec une dégradation d’au plus 15% dans le pire des cas. Cette conclusion
est cependant limitée aux 10 réseaux exemplaires choisis par les auteurs.
[KSENTINI et collab., 2016] abordent le problème du placement des contrôleurs en
s’appuyant sur la théorie des jeux et le concept de jeu coopératif (bargaining game) où
l’on cherche à échanger des marchandises de manière optimale en collaborant.
Trois objectifs sont recherchés, minimiser la latence entre SOFs et contrôleurs et
l’overhead du plan de contrôle entre contrôleurs et inter-contrôleurs, et enfin garantir
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dans le même temps un équilibre de charge.
La latence contrôleurs-SOFs et l’overhead inter-contrôleurs sont en fait deux objectifs
contradictoires. Si l’on rapproche les contrôleurs entre eux et que l’on réduit leur nombre,
on augmente nécessairement la latence entre contrôleurs et SOFs.
C’est ici que le jeu coopératif est introduit pour trouver le compromis entre les deux
objectifs contradictoires précités pour placer les contrôleurs.
Il faut souligner qu’il ne s’agit pas d’une approche distribuée des contrôleurs mais
simplement de la mise en œuvre d’une technique d’optimisation basée sur la théorie
des jeux dans un contexte de deux objectifs contradictoires. Dans le modèle adopté, les
deux joueurs qui coopèrent représentent la communication inter-contrôleur et la com-
munication SOFs contrôleurs et non pas des SOFs ou des contrôleurs. L’évaluation de la
technique proposée est basée sur un réseau simulé, dans lequel le trafic géré par chaque
SOF est fixé aléatoirement. L’approche basée sur la théorie des jeux permet de réduire
l’overhead de trafic global.
[YAO et collab., 2014] décrivent un exemple d’approche exacte MILP. En réalité dans
ce travail, un solver MILP est utilisé comme sous routine dans le déroulement général
d’un algorithme qui vise à optimiser à la fois la latence SOF-contrôleurs et la charge des
contrôleurs.
[LANGE et collab., 2015b] et [HOCK et collab., 2013] ont proposé une approche qui
constitue une sorte de référence pour la mise en œuvre d’une méta-heuristique qu’ils
ont déclinée pour traiter différents scénarios de placement y compris dans une approche
dynamique [HOCK et collab., 2014].
Ils proposent l’outil POCO qui permet de gérer un problème de placement de con-
trôleurs multi-objectifs en recherchant un compromis de placement des contrôleurs dans
un WAN qui combine diverses métriques.
Les métriques considérées sont la latence contrôleurs - SOF, la latence inter-
contrôleurs, l’équilibre ou le déséquilibre de charge. Ces métriques sont prises en compte
de manière à optimiser la résilience du réseau en cas de pannes de contrôleurs ou de
pannes de nœuds réseaux.
En effet, la métrique de déséquilibre de charge est considérée dans un cas normal et
dans un cas de pannes ou une partie des nœuds réseaux peuvent être ré-alloués à des
contrôleurs opérationnels. On a dans ce cas un problème quadri-objectifs.
POCO est implémenté avec Matlab et utilise une résolution MILP exacte pour les pe-
tites instances de problèmes et une méta-heuristique basée sur le simulated annealing
multi-objectifs pour les instances de tailles plus élevées. Enfin l’approche dynamique
présentée dans [HOCK et collab., 2014] montre la faisabilité de l’utilisation de l’outil pour
des buts de ré-optimisation dans un réseau où la répartition des contrôleurs est basée sur
le monitoring d’un réseau WAN à partir d’agents locaux remontant des informations de
monitoring.
[JALILI et collab., 2015] se sont efforcés de décliner la même approche que POCO
présentée en 2.3.1 avec les mêmes métriques à partir d’une méta-heuristique de type
AEMO. Ils ont utilisé pour cela l’algorithme NSGA II de [DEB et collab., 2002a]. La
représentation des individus adoptée ici est une simple liste de k contrôleurs. Le nom-
bre de contrôleurs est fixé. Les SOFs attachés aux contrôleurs n’apparaissent pas dans la
structure de données et sont déduits de sous routines qui ne sont pas explicitées. Ce tra-
vail présente de grosses limitations. Il n’est évalué que sur une seule instance de réseau de
34 nœuds et ne présente qu’une simple évolution du front de Pareto au cours des itéra-
tions de l’algorithme en le comparant avec une approche exacte MILP obtenue avec le
solveur POCO de [LANGE et collab., 2015b].
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[BO et collab., 2016] proposent une approche utilisant un algorithme génétique multi-
objectifs pour résoudre le problème du placement des contrôleurs. Les deux métriques
considérées sont d’une part, une métrique de charge qui intègre la charge induite dans les
contrôleurs par chaque SOF du cluster, et d’autre part une métrique qui somme le poids
du Minimum Spanning Tree de chaque cluster. Les deux métriques sont ensuite com-
binées linéairement par des coefficients pour exécuter en réalité un algorithme mono-
objectif implémenté from scratch.
L’algorithme trouve un ensemble de k clusters. Le jeu sur les coefficients de la com-
binaison linéaire permet entre autre de densifier plus ou moins les clusters. Une deux-
ième routine trouve ensuite le centroïde de chaque cluster qui correspond au contrôleur.
L’algorithme est testé sur 4 instances de réseaux et converge en quelques générations,
avec parfois des paliers avant de trouver une nouvelle amélioration.
[YUAN et collab., 2018] abordent le problème du placement de contrôleurs sur un
critère de latence et de charge. Le problème est formulé comme un problème de mini-
mum weight matching dans un graphe bipartite, où d’un coté du graphe se trouvent les
contrôleurs et de l’autre coté les SOFs. Le poids des arcs est la latence induite par ceux ci.
Dans le modèle proposé la charge apparaît comme une borne supérieure d’un nombre de
SOFs connectés au contrôleur.
Les auteurs proposent une approche exacte par énumération limitée à des problèmes
de petites tailles et utilisant un algorithme exact pour calculer le minimum matching.
Pour les problèmes de plus grande taille, ils utilisent un AE qui utilise comme sous routine
l’algorithme exact précité. Les opérateurs de variations de l’AE consistent à partager les
contrôleurs des parents ou à remplacer un contrôleur par un autre dans la liste.
Placement des contrôleurs sous critères de latence, charge & fiabilité Le fait de con-
trôler des sous parties du réseau à l’aide de contrôleurs centralisés modifie l’approche de
la fiabilité et nécessite en particulier de définir les métriques adaptées pour garantir la
fiabilité de l’infrastructure SDN globale.
[GUAN et collab., 2013] analysent les problématiques de fiabilité et de scalabilité dans
le contexte du réseau GENI ([BERMAN et collab., 2014]) qui est une architecture SDN à la
fois distribuée et hiérarchisée. Ils mettent en œuvre une expérimentation qui montre que
l’arrivée d’un flux trop important de paquets inconnus non routables directement par les
SOFs peut provoquer un effondrement du réseau et des pertes de paquets importantes.
A partir de 250 paquets nouveaux par secondes, les pertes atteignent déjà 20%. Ce
travail justifie l’importance à accorder aux problématiques de fiabilité et de scalabilité:
capacité de traitement des contrôleurs et des switches, goulots d’étranglement du plan
de contrôle SDN, dimensionnement des clusters de contrôleurs, services traités.
[HU et collab., 2013] adoptent une approche probabiliste pour la fiabilité et définis-
sent la métrique: “expected percentage of control path loss”, qui correspond au pourcent-
age de chemins de contrôle devenus défectueux du fait d’une perte de liens ou de nœuds.
Les hypothèses adoptées sont les suivantes:
• Le cas où plusieurs liens ou nœuds tombent simultanément n’est pas envisagé,
• Les évènements de la couche physique provoquant les pannes sont statistiquement
indépendants,
• Un élément physique défectueux fait tomber le control path qui le traverse, et il n’y
a pas de mécanismes de secours ou de récupération.
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Le papier compare ensuite différents algorithmes sur un ensemble de topologies WAN:
un algorithme qui tire les placements aléatoirement, un algorithme glouton, une meta-
heuristique basée sur le simulated annealing et finalement une approche en force brute.
L’approche basée sur une méta-heuristique donne les meilleurs résultats.
L’autre conclusion intéressante est que trop peu de contrôleurs mis en œuvre dé-
gradent les performances car l’impact d’une panne augmente mais il existe aussi une
tendance inverse quand le nombre de contrôleurs devient trop élevé, car le nombre de
chemins de contrôle est alors impacté ce qui augmente aussi la probabilité de panne.
Les algorithmes présentés ne prennent pas en compte l’équilibre de charge entre les con-
trôleurs. Le seul critère est l’attachement du SOF au contrôleur le plus proche, au sens du
plus court chemin.
[ROS et RUIZ, 2014] abordent de manière frontale le problème d’assurer une fiabilité
de niveau élevée de 99,999% dans un réseau SDN avec une architecture distribuée.
Le problème est intitulé: “Fault Tolerant Controller Placement problem”. Dans un
contexte où un SOF peut être rattaché à plusieurs contrôleurs pour assurer une fiabil-
ité suffisante, la question posée est combien de contrôleurs faut-il et où les placer pour
une topologie donnée, tout en minimisant leur nombre. Il faut donc qu’un chemin de
contrôle parmi tous ceux possibles continue d’exister en cas de pannes pour chaque SOF
du réseau avec une probabilité suffisante.
La fiabilité est définie ici sur la base du concept de “k terminal reliability” [AYOUB
et collab., 2000] qui se définit comme la probabilité que toutes paires de terminaux dans
un ensemble de k terminaux puissent communiquer entre elles.
A chaque nœud et lien du réseau est attaché une probabilité de panne. Aux nœuds
susceptibles d’accueillir un contrôleur est attaché un coût de déploiement d’un con-
trôleur.
Le problème est NP difficile et sa formulation pour la contrainte de fiabilité est non
linéaire, puisqu’il s’agit d’un produit de probabilités.
Les auteurs proposent une heuristique pour résoudre le problème garantissant que la
contrainte de fiabilité est vérifiée et en classifiant les solutions qui minimisent le nombre
de contrôleurs. Une représentation équivalente du graphe permet de calculer en temps
polynomial une borne inférieure de la “k terminal reliability” pour chaque nœud con-
necté à un contrôleur. L’heuristique permet ensuite de calculer un ensemble de solutions
qui vérifient cette borne et ces solutions sont ensuite classifiées pour minimiser le coût
de déploiement.
L’évaluation est conduite sur des topologies extraites de la base de données zoo topol-
ogy [KNIGHT et collab., 2011] qui sont connexes. Chaque nœud peut supporter plusieurs
contrôleurs et dans l’évaluation, cette limite est fixée à deux. Le nombre de contrôleurs
est fortement dépendant de la topologie qui détermine le nombre de chemins redondants
possible. Contrairement à la conclusion des auteurs, ils nous semble que le nombre de
contrôleurs à mettre en oeuvre pour assurer cette “five nine reliability” est plutôt élevé
(jusqu’à un contrôleur pour 3 SOFs pour certaines topologies) ce qui enlèverait tout in-
térêt à déployer des contrôleurs pour réaliser un réseau SDN et militerait pour s’en tenir
à une approche classique des réseaux distribués. De plus il s’agit d’une heuristique qui
n’optimise que la seule métrique de fiabilité.
[JIMÉNEZ et collab., 2014], cherchent à combiner dans leur étude à la fois une métrique
de latence et une notion de robustesse du cluster auquel est associé chaque contrôleur.
Ils proposent une heuristique K-critical qui tend aussi à minimiser le nombre de con-
trôleurs.
Pour garantir la robustesse l’idée est que le spanning-tree qui distribue le flux de con-
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trôle entre le contrôleur et les nœuds soit à la fois large avec des branches courtes et
équilibré, ce qui doit limiter les nœuds impactés en cas de défection d’un nœud ou d’un
lien. Pour cela une fonction est insérée dans les itérations qui contrôle la longueur des
branches du spanning tree.
Si l’heuristique de ce papier est intéressante car elle permet de construire des clusters
résistants aux pannes, elle ne garantit pas cependant que le nombre de contrôleurs soit
au minimum.
[LIAO et collab., 2017] proposent d’utiliser une approche de Density based clustering
pour définir le placement des contrôleurs dans un réseau.
Leur proposition combine en réalité plusieurs algorithmes et prend en compte les
métriques suivantes : la latence contrôleur-SOFs, la latence inter-contrôleurs, la charge
des contrôleurs qui doit rester bornée par rapport à la capacité du contrôleur, et le risque
de déconnexion d’un SOF en cas de pannes sur un ou deux liens. L’idée est aussi que plus
le cluster est dense moins la probabilité de panne est élevée.
La première étape consiste à trouver le nombre de clusters à partir d’un paramètre de
densité déterminé expérimentalement sur la base de données zoo-topologie. Une fois le
nombre k de clusters déterminé, les clusters sont créés par proximité avec les nœuds dont
la densité est la plus élevée. Le critère de charge est introduit en ajustant l’affectation des
SOFs aux contrôleurs pour respecter la contrainte de charge. Enfin comme la position
des contrôleurs peut être ajustée à l’intérieur des clusters on peut optimiser la latence
inter-contrôleurs.
Le gain de l’approche en terme de taux de pannes est établi expérimentalement et
reflète que les clusters ont une densité plus élevée que la moyenne du graphe. Les au-
teurs établissent des comparaisons avec d’autres approches et leur proposition apparaît
comme performante, le temps de calcul en particulier est relativement raisonnable de
l’ordre de O(n2). Certaines courbes qui donnent un front de Pareto sont discutables (aver-
age et worse case latency), en effet si le front de Pareto est mieux situé les points couvrent
en réalité des valeurs moins intéressantes, et surtout les courbes ne concernent que deux
réseaux.
[KILLI et RAO, 2017] proposent de minimiser la somme des latences au premier con-
trôleur de référence (disposant d’une capacité suffisante) et des latences au second con-
trôleur disponible en terme de capacité s’il y avait défection du premier contrôleur.
L’objectif est de minimiser la latence la plus mauvaise (worse case latency) en cas de
défection d’un contrôleur. L’approche est étendue au cas de pannes multiples sur des
contrôleurs. Un modèle MILP est proposé ainsi qu’une méta-heuristique de résolution
basée sur le “simulated annealing”. Une comparaison du modèle MILP avec la méta-
heuristique est effectuée sur une instance de réseau de taille moyenne qui donne de bons
résultats. La méta-heuristique est aussi plus rapide que la résolution exacte.
[LANGE et collab., 2015a] proposent une heuristique susceptible de traiter un prob-
lème multi-objectifs de placement de contrôleurs dans un temps raisonnable.
L’approche prend en compte les deux objectifs classiquement considérés qui sont, la
latence moyenne contrôleurs-SOF, et l’équilibre de charge. Le nombre de contrôleurs est
cependant fixé. Les auteurs proposent l’algorithme Capacited K-medoids qui cherche à
optimiser de manière itérative, la latence SOF-contrôleur, et la charge des clusters.
Ils modifient pour cela l’algorithme K-medoid que nous décrivons en 4.2.3.
L’algorithme prend en paramètre d’entrée le nombre k de contrôleurs et une tolérance
admissible de différence de capacité entre clusters. Les itérations successives visent à
réduire le déséquilibre de capacité en introduisant celui-ci comme une contrainte dans
l’exécution de l’algorithme. L’heuristique proposée est évaluée en testant différentes
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bornes de déséquilibres de charge pour trouver un front de Pareto. Le front de Pareto
est ensuite comparé avec une méta-heuristique basée sur le simulated annealing décrite
par [LANGE et collab., 2015b].
[XIAO et collab., 2014] abordent le problème du placement avec une technique sophis-
tiquée de “spectral clustering”. Il s’agit là encore d’une technique de clustering adaptée
pour résoudre le problème du placement des contrôleurs. Le nombre de contrôleurs est
fixé.
La technique de clustering spectral permet de partitionner des données en les proje-
tant dans un espace vectoriel de dimension moins élevée construit à partir des k vecteurs
propres de la matrice Laplacienne tirée de la matrice de similarités.
Une fois projeté dans cet espace de dimension k, l’algorithme applique un algorithme
K-moyennes sur les objets représentés par les lignes de cette matrice pour construire des
clusters. Les auteurs utilisent ici comme matrice de similarités du graphe la matrice de la-
tence entre les nœuds du graphe et une pondération attachée à chaque lien qui représente
la bande passante.
L’algorithme cherche à maximiser la similarité à l’intérieur des k clusters en max-
imisant la bande passante et en la minimisant entre les clusters.
L’algorithme semble équilibrer efficacement les clusters en maximisant la densité
(edge density) dans les différents clusters.
Comme souvent, le nombre de clusters k est fixé en entrée de l’algorithme. Le critère
de latence sert ensuite aussi à trouver la position du contrôleur de chaque cluster. Il faut
remarquer que l’algorithme ne cherche pas explicitement à faire en sorte que la latence
contrôleurs – SOF soit minimisée mais plutôt à équilibrer les clusters sur un critère de
densité intra et inter-clusters.
Les auteurs considèrent que maximiser la edge density intra-cluster augmente la fia-
bilité, ce qui peut-être discuté dans la mesure où ce n’est pas explicitement une métrique
de connectivité.
[RATH et collab., 2014] proposent une approche basée sur la théorie des jeux et le
principe d’un jeu à somme nulle pour proposer un algorithme distribué sur chaque entité
contrôleur.
L’idée est que chaque contrôleur se compare à ses voisins pour prendre des décisions
d’activation ou de désactivation des contrôleurs et de ré-allocation ou de redéploiement,
des SOFs.
La comparaison s’effectue sur la base d’une fonction de coût qui évolue en suivant
l’évolution du trafic et qui reflète une métrique de latence et une métrique de charge at-
tachés aux contrôleurs. L’idée est de minimiser la latence tout en maximisant la charge
en répartissant celle-ci entre un contrôleur et ses voisins.
Le mécanisme permet d’optimiser la latence entre contrôleurs et SOFs et la charge des
contrôleurs dans un scénario dynamique.
L’initialisation du premier placement des contrôleurs est réalisée de manière central-
isée. Ensuite chaque contrôleur optimise au mieux en dialoguant avec ses voisins les deux
métriques considérées et en jouant un jeu à somme nulle avec ceux-ci. Il faut remarquer
qu’il s’agit plutôt d’un scénario de type datacenter avec des contrôleurs virtualisés.
Prise en compte de la résilience [GUO et BHATTACHARYA, 2013] introduisent pour traiter
de la résilience des réseaux SDN, le concept de réseaux de contrôle (CS pour controllers-
switches network) et de réseaux de données (SS pour switches-switches network) inter-
dépendants.
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Un graphe d’interdépendance est construit qui relie les nœuds des deux réseaux et qui
met en évidence l’interdépendance de CS et SS du point de vue des pannes qui peuvent
se produire et dérouler des effets en cascades.
La résilience est introduite comme une métrique qui mesure le nombre de nœuds qui
restent opérationnels dans l’état stable qui est atteint après une succession de défections
suite à une panne d’un nœud ou d’un lien.
La résilience mesurée est la résilience moyenne obtenue sur les différents clusters
après placement des contrôleurs en prenant aussi en compte la résilience globale du
réseau.
L’algorithme proposé est une heuristique gloutonne avec en entrée le nombre de con-
trôleurs.
[ZHANG et collab., 2011] analysent expérimentalement l’impact du placement des
contrôleurs sur la résilience ou la robustesse d’un réseau Software Defined WAN (SD-
WAN) .
Une des hypothèses du travail est qu’un SOF n’est plus fonctionnel s’il n’est plus con-
necté à son contrôleur.
L’analyse vise à évaluer le nombre de nœuds déconnectés en cas de panne d’un nœud
dans le cas d’une architecture réseau traditionnelle et dans le cas d’une architecture SDN.
La résilience est évaluée par rapport au nombre de chemins disjoints à l’intérieur d’un
domaine. Les auteurs proposent ensuite un algorithme min-cut modifié qui permet de
maximiser la résilience.
Cet algorithme est en fait un algorithme de clustering qui partitionne le réseau en
clusters avec une connectivité élevée tandis que la connectivité inter-clusters est faible.
Le nombre de contrôleurs est fixé.
Dynamicité du placement de contrôleurs Il n’est pas absurde d’envisager un scénario
de placement dynamique des contrôleurs soit du fait de modification de la topologie du
réseau due à des pannes, soit pour des raisons de re-configuration du fait des modifica-
tions des caractéristiques du trafic au cours du temps qui induisent une évolution de la
charge du plan de contrôle.
On peut vouloir modifier la topologie des contrôleurs, rajouter ou diminuer le nom-
bre de contrôleurs pour réduire la consommation ou répondre à un risque de congestion
ponctuel.
[DIXIT et collab., 2014] envisagent une approche dans laquelle les clusters de SOFs
autour des contrôleurs peuvent être reconfigurés de manière dynamique en fonction de
la charge, en s’appuyant sur les rôles maître/esclave que peuvent adopter les contrôleurs
OF.
Les auteurs proposent un protocole et une architecture mais aussi un ensemble
d’algorithmes permettant de diminuer ou d’accroître leur nombre en les activant ou en
les désactivant mais aussi de réaffecter les SOFs autour des contrôleurs pour améliorer
l’équilibre de charge.
L’algorithme de rééquilibrage de charge ne cherche pas à résoudre un problème
d’optimisation mais plutôt à maintenir la charge entre des seuils hauts et bas fixés per-
mettant d’assurer une capacité de traitement.
Bien que très abouti, l’approche proposée ne donne pas cependant de stratégie
permettant de placer les contrôleurs de manière optimale et indique simplement que
lorsqu’un nouveau contrôleur est activé il doit être localisé à proximité du contrôleur trop
chargé pour éviter d’introduire des problèmes de latences trop importantes.
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[YAO et collab., 2015] proposent une métrique permettant d’assurer la migration de
SOFs vers un autre contrôleur en cas de variation de charge. La métrique reflète le coût
induit par la génération de message Packets-in par chaque SOF. Elle prend en compte le
degré du nœud SOF et le coût de routage entre le SOF et le nœud contrôleur.
Pour déployer des contrôleurs distribués, le graphe est partitionné en estimant le
nombre de contrôleurs en utilisant une technique de partitionnement de graphe ex-
ploitant la métrique (multi-level k-way partitionning).
Enfin un algorithme de migration de SOFs est proposé qui permet de modifier la ré-
partition des SOFs et qui prend en compte la capacité des contrôleurs. Un module de
monitoring attaché à chaque contrôleur permet d’évaluer la charge induite par les SOFs.
Conclusion sur le placement des contrôleurs [WANG et collab., 2017] proposent un sur-
vey du sujet assez complet avec une tentative de classification des différentes techniques
proposées.
En conclusion, on peut constater le large éventail de techniques mises en œuvre pour
traiter du problème de placement de contrôleurs.
Ce n’est pas surprenant puisqu’on est généralement confronté à un problème NP-
difficile quel que soit les déclinaisons abordées.
Ces techniques vont d’heuristiques diverses souvent inspirées des techniques de clus-
tering appliquées à un modèle de graphe, en passant par des techniques utilisant des
solveurs et des modèles de programmation linéaire en nombres entiers et enfin à des
méta-heuristiques qui ont l’avantage d’être plus génériques et de pouvoir traiter des prob-
lèmes multi-objectifs et multi-contraints.
Les approches exactes à base de programmation linéaire sont généralement limitées
par le problème du temps de calcul mais des approches mettant en œuvre du parallélisme
sur des cartes GPU par exemple ne sont pas du tout explorées.
Il faut aussi remarquer que la programmation linéaire peut aussi être utilisée comme
une sous routine d’une heuristique de résolution.
La multiplicité des problèmes traités notamment en terme de métriques (latences di-
verses, résilience ou fiabilité, charge, overhead de trafic de contrôle) rend difficile de tirer
une règle générale de tous ces travaux.
Cependant on voit bien que la mise en œuvre d’une méta-heuristique performante
comme les techniques stochastiques, permet d’aborder des problèmes plus complexes et
multi-objectifs de manière assez générique même si on n’a pas l’assurance d’obtenir le
résultat exact. L’exemple POCO présenté en 2.3.1 qui cherche à optimiser trois objectifs
importants est le plus abouti.
Quand il s’agit de placer plusieurs contrôleurs de manière distribuée dans un réseau,
l’idée vient naturellement d’envisager une approche distribuée comme on le fait pour le
problème du routage dans les réseaux classiques. Cependant, il n’y a pas de propositions
satisfaisantes. Il faut noter cependant l’approche 2.3.1 qui utilise la théorie des jeux pour
équilibrer dynamiquement le trafic en réaffectant des SOFs ou en activant désactivant des
contrôleurs.
Il manque aussi une approche suffisamment générique du problème de placement
des contrôleurs permettant de traiter à la fois les différentes métriques avec des aspects
multi-objectifs et des aspects dynamiques.
.
41
CHAPITRE 2. ETAT DE L’ART
2.3.2 Placement de chemins
Nous entendons par placement de chemins le problème d’établissement de circuits
virtuels dans un réseau pour écouler différent types de trafic. Cependant, nous nous re-
streignons ici au problème du routage avec qualité de service. Il s’agit dans ce cas de
placer des chemins dans un réseau en respectant un ensemble de contraintes et en cher-
chant à optimiser un ensemble d’objectifs de QoS.
Le PCE, un outil SDN d’ingénierie de trafic
Figure 2.7 – Path Computation Element avec un Algorithme évolutionnaire
Nous présentons succinctement ici le Path Computation Element (PCE) décrit par
[FARREL et collab., 2006], c’est un outil d’ingénierie de trafic centralisé pour les réseaux
Multiprotocol Label Switching (MPLS). Cet aspect centralisé permet d’exercer un con-
trôle global sur le trafic via une vue globale du réseau, qui en fait un outil que l’on peut
considérer comme SDN compatible.
Le PCE communique avec ses routeurs clients qui sont les intermédiaires chargés du
déploiement des chemins MPLS (LSP) pour le trafic dans le réseau. Il utilise pour cela le
protocole Path Computation Element Protocol (PCEP). Ce concept peut être implémenté
au dessus d’un contrôleur SDN ou embarqué, comme dans le cas du contrôleur Open-
dayLight.
Le PCE s’appuie sur les données de topologies fournies par une Traffic Engineering
Database (TED). L’outil peut héberger potentiellement des algorithmes d’ingénierie de
trafic comme les algorithmes que nous discutons ici. Des variantes d’implémentation
existent suivant que le PCE connaît ou ne connaît pas l’état courant d’établissement des
LSPs dans le réseau. S’il le connaît il gère dans ce cas une LSP database. Un schéma
illustratif est présenté en 2.7.
Problème traité et approches proposées
Les objectifs à optimiser considérés sont ici des métriques additives attachées aux
chemins. Il s’agit d’une approche restreinte par rapport à une approche plus générale
dans laquelle on prendrait en compte des métriques globales à l’ensemble du réseau
comme par exemple la bande passante résiduelle.
Plusieurs approches ont été proposées dans la littérature pour résoudre le problème
du routage avec QoS. On peut les classer en deux groupes principaux : les approches avec
heuristiques et les approches avec un algorithme exact.
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[LEE et collab., 1995] introduit l’algorithme Fallback (FB). Il calcule le chemin le moins
coûteux pour chaque métrique et vérifie ensuite si ce chemin est réalisable. L’algorithme
s’arrête lorsque le chemin le plus court satisfait toutes les contraintes. Sinon, il poursuit
avec une autre métrique de QoS jusqu’à ce qu’un chemin réalisable soit identifié ou que
toutes les mesures de QoS soient examinées et respectent les contraintes.
La complexité de l’algorithme dans le pire des cas est M fois celle de Dijkstra, où M
est le nombre de mesures de QoS. Cette approche fonctionne bien lorsque les différentes
métriques des liens sont positivement corrélées [KUIPERS et collab., 2002].
[KORKMAZ et KRUNZ, 2001] proposent une autre heuristique pour trouver un chemin
optimal multi QoS, H_MCOP. Cet algorithme tente de trouver un chemin réalisable pour
un nombre quelconque de contraintes tout en minimisant simultanément une fonc-
tion non linéaire des longueurs du chemin relativement aux différentes métriques. La
recherche d’un parcours réalisable se fait par approximations successives.
H_MCOP exécute deux versions modifiées de l’algorithme de Dijkstra, une dans le
sens direct et une en sens inverse en calculant le chemin le plus court de chaque nœud à
la destination pour une combinaison linéaire des différentes métriques.
[NEVE et MIEGHEM, 2000] proposent un algorithme de routage à contraintes multiples
et de précision ajustable (TAMCRA).
Il repose sur trois concepts fondamentaux : une mesure non linéaire de la longueur
du chemin, les k shortest paths, et le principe de retenir des chemins non dominés.
La mesure non linéaire de la longueur du chemin est efficace lorsque les métriques du
chemin ne sont pas corrélées [KUIPERS et collab., 2002].
TAMCRA conserve les k chemins non dominés pour chaque nœud intermédiaire i sur
le chemin de la source à la destination, pour les réutiliser si besoin.
[MIEGHEM et collab., 2001] proposent Self Adaptative MultiOjective Constraint Rout-
ing Algorithm (SAMCRA) qui est une variante exacte de TAMCRA. SAMCRA diffère de
TAMCRA en adaptant le nombre de chemins stockés à chaque nœud. Comme algorithme
exact, SAMCRA garantit qu’un chemin réalisable et optimal est trouvé s’il existe.
[LIU et RAMAKRISHNAN, 2001] introduisent A*prune autre algorithme exact.
Pour chaque mesure de QoS, A*prune calcule les chemins les plus courts entre la
source et tous les autres nœuds du réseau.
Les métriques de ces chemins sont exploitées pour évaluer si un sous chemin donné
peut devenir un chemin réalisable.
Le nœud pour lequel le chemin pour l’atteindre est le plus court est retiré d’une pile
puis tous ses voisins sont vérifiés. Les voisins qui introduisent une boucle ou une violation
des contraintes sont supprimés. L’algorithme continue jusqu’à ce que le chemin le plus
court avec les K contraintes soit trouvé ou que la pile soit vide.
[KUIPERS et collab., 2004] comparent les performances des différents algorithmes
mentionnés.
Pré-requis sur SAMCRA Certains des concepts de l’heuristique SAMCRA présentés par
[VAN MIEGHEM et KUIPERS, 2004] ont été utilisés dans la contribution présentée en 4.5.1.
C’est pourquoi nous avons pensé utile de présenter certaines des notions mises en œoeu-
vre dans cette heuristique.
La structure de référence reste l’algorithme polynomial de Djikstra de recherche d’un
plus court chemin enrichi d’un certain nombre de concepts permettant de traiter l’aspect
multi-contraint et multi-objectifs. Ils sont présentés ci-dessous.
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Définition non linéaire de la longueur du chemin On s’appuie pour l’algorithme
sur une définition non linéaire de la notion de longueur d’un chemin combinant les dif-
férentes métriques.
Pour cela, on pose ~c un vecteur de dimension m dont chaque coordonnée est un poids
associé à chacune des m métriques que l’on souhaite prendre en compte et on considère
un chemin donné p.
On note Li les différentes contraintes, avec 1 ≤ i ≤ m.
On note ~d le vecteur qui représente les différentes métriques du chemin.
La longueur d’un chemin peut alors s’exprimer comme le produit scalaire de d et c:
l(p) = ~c ·~d .
Il s’agit de raisonner comme si l’on disposait d’une seule métrique réalisée comme
une combinaison linéaire des différentes métriques et appliquer un algorithme de Djik-
stra.
L’inconvénient de cette approche est qu’elle ne permet pas nécessairement de trouver
une solution optimale car il s’agit de rechercher un front de Pareto et qu’elle peut trouver
des solutions qui ne respectent pas les contraintes comme indiqué par [VAN MIEGHEM et
KUIPERS, 2004].
Pour cette raison on fait appel à la norme infinie comme fonction non linéaire nor-
malisée par rapport aux contraintes:
l∞(p) = max1≤i≤m ci (P)Li .
Cette norme garantit que la solution trouvée respectera les contraintes.
K-shortest path La notion de K-shortest Path est présentée par [EPPSTEIN, 1999].
L’idée est qu’au lieu de stocker le plus court chemin dans chaque nœud intermédiaire
pour atteindre un nœud donné quand on applique Djikstra, on stocke les k plus courts
chemin en commençant par le plus court. k doit bien sûr être borné car sinon le nombre
de chemins possible peut être très grand.
Dominated path La notion de dominance pour un chemin. Lorsqu’on veut com-
parer deux chemins P1 et P2 vers un nœud intermédiaire, on fait appel au concept de
non dominance et l’on dit que P1 domine P2 si et seulement si ∀i wi (P1) ≤ wi (P2).
D’autre part on dira qu’un chemin P est non dominant s’il n’existe pas un chemin P j avec
∀i , ci (P j ) ≤ ci (P j ).
On remarquera enfin que si l’on considère la norme infinie, alors si P2 est dominé par
P1, P2 ne pourra pas être un sous chemin d’un chemin optimal depuis le nœud source
jusqu’au nœud destination.
Look ahead L’idée ici est d’exécuter un algorithme de Djikstra depuis le nœud des-
tination vers chaque nœud du graphe pour chacune des m métriques et de stocker le
vecteur résultat dans chaque nœud.
Ce principe permet de supprimer des nœuds candidats dans le chemin en vérifiant
rapidement que le chemin global ne vérifierait pas dans ce cas les contraintes spécifiées.
Ce principe permet pour des tailles de problèmes importantes d’accélérer les traite-
ments.
Complexité Nous ne détaillons pas l’exécution de l’algorithme SAMCRA qui est
décrit en détail par [VAN MIEGHEM et KUIPERS, 2004]. La complexité dans le pire cas,
s’exprime de la manière suivante, avec E le nombre d’arcs du graphe, N, le nombre de
nœuds du graphe et m, le nombre de métriques.
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On a dans ce cas:
Csamcr a = O(kmax ·N · log (kN)+k2max ·mE) (2.1)
Conclusion sur le placement de chemins
Nous avons abordé ici le problème du routage avec qualité de service et les heuristiques
exactes développées pour cela.
Une approche plus large du sujet aurait nécessité de regarder le problème du place-
ment de chemins dans son cas le plus général.
L’idée est dans ce cas de trouver des méthodes pour optimiser des ressources glob-
ales (bande passante ou autre) dans un réseau lorsqu’on y déploie des réseaux virtuels.
On peut le formuler aussi comme un problème de définition de circuits virtuels ou VPN
dans un réseau. Un exemple d’approche par programmation linéaire en nombres entiers
(MILP) de ce problème avec un un mécanisme de relaxation a été proposé par [ZHU et
AMMAR, 2006].
2.3.3 Placement de chaînes de VNF
L’idée n’est pas de traiter le sujet de manière exhaustive mais de présenter la probléma-
tique et quelques exemples de manières de l’aborder.
Dans le modèle adopté ETSI-NFV, issu de l’ETSI, un service réseau est modélisé
comme un graphe assemblant différentes fonctions réseaux virtualisées VNF, appelé
VNF-FG.
Le problème du placement du service réseau revient alors en fait à mapper le VNF-FG
sur un modèle de graphe du réseau qui intègre les ressources disponibles, en prenant en
compte différentes contraintes et objectifs propres au service réseau.
Les objectifs peuvent être soit globaux comme par exemple la question de la répar-
tition du trafic dans le réseau ou la consommation énergétique, soit locaux comme les
métriques de QoS fixées pour le service que l’on cherche à déployer.
Modèle ETSI NFV MANO
Notre référence est le modèle ETSI NFV, Management And Network Orchestration
(MANO) [ETSI, 2014] comme contexte de mise en œuvre pratique des algorithmes de
placement de chaînes de VNF proposés. MANO est composé de quatre types d’éléments :
• le gestionnaire d’infrastructure virtualisée VIM,
• le VNF Manager (VNFM),
• l’orchestrateur, NFV Orchestrator (NFVO),
• le gestionnaire de WAN, WAN Infrastructure Manager (WIM).
L’architecture peut intégrer plusieurs VIM ou VNFM, mais un seul NFVO.
Un VIM est responsable de la gestion des ressources d’une infrastructure NFV Infras-
tructure (NFVI). Un NFVI est, typiquement, composé d’un datacenter, ou d’un ensemble
de datacenters inter-connectés. Afin d’interconnecter les différents NFVI gérées par les
VIMs, il est nécessaire d’introduire un autre gestionnaire de réseaux WAN, le WLAN In-
frastructure Manager WIM. Ce dernier peut être considéré comme un VIM qui ne gère
que des ressources réseau.
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Figure 2.8 – NFV MANO framework
Les VIM et les WIM connaissent les ressources dont ils sont responsables et exposent
une abstraction de celles-ci à leurs interfaces nord, auxquelles le VNFM et le NFVO ont
accès. La gestion des ressources comprend la découverte de celles-ci, leur allocation, leur
libération, les activités de monitoring et de gestion des fautes.
Les VNFM sont responsables de la gestion du cycle de vie des VNFs. Les VNFMs ne sol-
licitent pas directement des ressources, celles-ci sont gérées par le NFVO. Par conséquent,
ils ne sont pas responsables du placement des VNFs dans l’infrastructure.
Déploiement d’un service réseau
Le NFVO est le point d’entrée de MANO pour les utilisateurs. Il reçoit les demandes de
services réseau et convertit chacune d’entre elles en un ensemble de VNF interconnectées
appelé VNF-FGs, autrement dit, des chaînes de VNFs.
En se basant sur l’abstraction des topologies fournies par les VIM et les WIM, il choisit
ensuite où ces VNFs doivent être placées et aussi comment elles doivent être reliées.
Une fois ce placement décidé, le NFVO réserve les ressources correspondantes des
VIM et les fournit aux VNFM. Le déploiement effectif des VNFs est effectué par les VNFM.
Le NFVO est alors responsable de la gestion du cycle de vie de la VNF-FG et met à dispo-
sition des informations de monitoring à son interface nord.
Le NFVO est responsable du déploiement du graphe de VNFs sur les différents VIMs,
ce qui est le travail typique d’un algorithme de placement de VNF-FG.
De plus, un tel algorithme peut également être utilisé par les VIM. En effet, les VIM
reçoivent des demandes de ressources qui doivent être réparties dans la NFVI, ce qui est
très similaire au problème d’allocation des VNF-FG. En effet, placer une fonction, c’est
lui allouer des ressources de la NFVI. En ce qui concerne les WIMs, ils peuvent utiliser
des algorithmes de calcul de routes ou de placement de chemins comme décrit dans le
passage précédent. Le schéma d’architecture 2.8 illustre toutes ces idées.
Exemple du problème de placement de machines virtuelles
Le problème du placement de machines virtuelles ou de fonctions logicielles dans une
infrastructure peut être vu comme un sous problème du problème de placement de VNF-
FG au même titre que le problème de placement de chemins. Nous présentons ici un
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seul exemple très parlant qui met en œuvre une stratégie à base de méta-heuristiques
évolutionnaire.
[JAYASENA et collab., 2018] proposent une approche à base de méta-heuristiques
multi-objectifs pour placer de manière optimale des machines virtuelles en prenant en
compte trois objectifs: un objectif d’optimisation de la consommation énergétique glob-
ale, un objectif de réduction du nombre de migrations de machines virtuelles en cas de
surcharge, et enfin un objectif visant à optimiser la QoS des services liés au déploiement
des machines virtuelles.
Les auteurs proposent une méta-heuristique basée sur le concept de "Virus colony
search" qui simule la diffusion et l’évolution d’une infection dans une population de cel-
lules.
Il s’agit d’une méta-heuristique évolutionnaire basée sur l’initialisation d’une popula-
tion comme les AE standards. La méta-heuristique est ensuite comparée à deux AE plus
classiques implémentés pour atteindre le même résultat, NSGA-II d’une part et d’autre
part, un algorithme MOEAD basé sur la décomposition en combinaisons linéaires des
objectifs recherchés.
L’objectif de consommation énergétique est exprimé comme une relation linéaire qui
prend en compte le nombre de CPUs mis en œuvre dans une machine physique et la
consommation des VMs.
L’objectif de QoS est calculé par rapport à un taux de surcharge des machines
physiques et est combiné par produit avec le nombre de migrations pour constituer un
seul objectif à minimiser. On a donc finalement trois objectifs à optimiser quand on in-
clus la minimisation du nombre de VMs.
L’algorithme proposé est structuré en trois parties: un mécanisme de diffusion aléa-
toire basée sur une marche aléatoire gaussienne pour explorer l’espace de recherche, un
mécanisme Covarariance Matrix Adaptation Evolution Strategy (CM-ES) comme décrit
par [AUGER et HANSEN, 2005], et enfin un mécanisme simulant la réponse immunitaire
d’un organisme pour éliminer les moins bonnes solutions.
L’évaluation s’appuie sur différents indicateurs de qualité dont l’hyper-volume et
est basée sur l’outil CloudSim qui fournit des ensembles de données d’évaluation de
références. Elle montre de meilleurs résultats pour l’algorithme proposé que pour les
algorithmes AEMO, NSGA-II et MOEAD ([ZHANG et LI, 2007]).
Exemples de traitement du problème du placement de VNF-FGs
En préalable on peut remarquer que le problème de placement de VNF-FGs combine les
deux aspects déjà évoqués: un problème de location facilities ou de bin packing (sur quels
nœuds placer les VNFs en respectant certaines contraintes) [MANN, 2015] et un problème
de routage ou de placement de chemins pour connecter les différentes VNFs entre elles
[DWARAKI et WOLF, 2016].
[MANN, 2015] propose un survey très complet des différentes approches qui ont été
mises en œuvre. Le problème du placement de chaînes de VNFs est aussi désigné par le
terme VNF-FG Embedding. Il s’agit en fait de mapper le graphe VNF-FG sur le graphe de
l’infrastructure en respectant les objectifs et contraintes.
[LANGE et collab., 2017] proposent MO-VNFCP une approche du placement de VNF-
FG basé sur une méta-heuristique de simulated-annealing. L’approche délivre un en-
semble de solutions pareto-optimales par rapport aux métriques proposées c’est-à-dire
un Pareto front.
L’approche proposée permet de placer simultanément dans le réseau un ensemble de
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VNF-FGs et aussi de réaliser des ré-optimisations dans la suite de la gestion courante du
réseau.
Les contraintes prises en compte, sont des contraintes de latence et de bande passante
nécessaires pour le service réseau tandis que les auteurs cherchent à optimiser ces deux
métriques et des objectifs de coûts, de ressources consommées dans l’infrastructure par
les VNFs, ainsi que le nombre d’instances de chaque type de VNFs placées dans le réseau.
Les deux métriques réseaux considérées sont la latence et la bande passante. Les
métriques attachées aux nœuds sont la puissance de calculs en nombre de cœurs, la
quantité de mémoire vive et de mémoire de stockage. Les objectifs à minimiser sont le
nombre de sauts pour parcourir la VNF-FG, le délai de parcours de la VNF-FG, le nombre
de VNFs et la capacité de CPU consommée globale qui dépend du type de VNFs.
Le problème est modélisé comme un ensemble de demandes de trafic de caractéris-
tiques données (source, destination, délai, bande passante) et pour un VNF-FG donné
avec des types de VNF données. Un modèle simplifié effectue d’abord un placement ap-
proximatif des VNFs sur les nœuds qui respectent les contraintes. Puis la deuxième étape
est une recherche de plus courts chemins afin de minimiser la latence pour relier les dif-
férentes VNFs et construire le VNF-FG. Enfin un calcul du nombre de VNF à instancier par
rapport à la demande est réalisé en utilisant une heuristique approximative de résolution
d’un problème de bin packing appliqué sur la bande passante disponible.
Pour obtenir des solutions proches du front de Pareto optimal, les auteurs appliquent
une méta-heuristique de simulated annealing paramétrée de manière adéquate. La méta-
heuristique explore simultanément plusieurs placements de manière à construire un
front de Pareto. Différentes stratégies sont mises en œuvre pour déterminer les solutions
initiales:
• purement aléatoire,
• avec une instanciation courte de la méta-heuristique permettant une première op-
timisation,
• avec une heuristique qui détermine le placement sur le plus court chemin,
• avec une heuristique qui place un nombre minimum de VNF sur des nœuds qui
maximisent la betweeness centrality dans le graphe (BRANDES [2001]).
L’évaluation est basée sur trois indicateurs distincts, l’hyper-volume, l’indicateur Ep-
silon basé sur la notion de dominance qui permet de comparer directement des sous en-
sembles de solutions [OSMAN et collab., 2006], et enfin un indicateur qui permet d’évaluer
la distance au point idéal de l’espace des objectifs.
Les auteurs présentent des résultats pour des problèmes avec des tailles de VNF-FG
importantes, jusqu’à 15 VNF et des réseaux de tailles relativement importantes.
L’algorithme est exécuté en parallèle sur une machine multi-cœurs. Les résultats
montrent que l’algorithme converge vers un front de Pareto en environ 2 secondes,
l’évolution qui suit étant relativement mineure.
La méta-heuristique est comparée à une méta-heuristique de référence et donne des
résultats similaires en quelques secondes pour les différents indicateurs choisis.
[ADDIS et collab., 2015] proposent un modèle de programmation linéaire en nombres
entiers du problème de placement de VNF-FG.
Le modèle cherche à optimiser deux objectifs différents, éventuellement contradic-
toires. Il y a un objectif d’ingénierie de trafic qui cherche à minimiser l’occupation du
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lien le plus chargé, et il y a un objectif de coût qui vise à minimiser le coût total de la
virtualisation en minimisant le nombre de cœurs mobilisés par l’instantiation des VNFs.
Les deux objectifs sont ordonnés pour tester deux scénarios qui priorisent l’un ou
l’autre des objectifs.
C’est une stratégie pour traiter des scénarios multi-objectifs avec des techniques de
programmation linéaire. On cherche la meilleure valeur pour un objectif donné et celui-
ci étant fixé on parcourt l’espace de recherche pour le second en cherchant à le maximiser.
Cette stratégie n’est cependant pas nécessairement optimale.
De plus le problème est décomposé en plusieurs étapes qui correspondent à des ver-
sions simplifiées (sans latence, sans compression \décompression des flux au niveau des
VNFs) jusqu’au modèle complet, chaque étape fournissant des entrées à la suivante.
Dans le modèle, deux régimes de latences sont pris en compte pour les VNFs sous
forme de profils, un profil fastpath et un modèle lowpath.
Le profil correspond à un régime de latence en fonction de la charge de trafic qui est
déterminé par les moyens logiciels mis en œuvre.
De plus, certaines VNFs peuvent aussi modifier le débit du flux entrant en appliquant
des politiques de compression décompression des flux.
L’implémentation a été réalisée sur le solveur CPLEX avec un modèle réseau type qui
est structuré en un réseau cœur, un réseau de collecte et un réseau d’accès de caractéris-
tiques différentes. Les capacités de liens introduisent un risque de saturation au niveau
du réseau d’agrégation principalement. Ils sont plutôt sur-dimensionnés au niveau du
cœur.
Le dimensionnement de la couche NFV-I est réalisé de manière à ce que la moitié des
requêtes de VNFs individuelles puissent être satisfaites.
L’analyse des résultats est réalisée sur la base de différentes matrices de demandes
produites aléatoirement et couvrant les trois métriques suivantes: le coût de déploiement
en terme de cœurs mobilisés, la répartition du trafic, la latence globale moyenne obtenue.
Le temps de calcul global pour analyser un scénario est de 15 mn mais la topologie détail-
lée du réseau testé n’est pas donnée ce qui est dommage, on peut dans ce cas supposer
qu’elle est très petite.
Les résultats obtenus et leur analyse qualitative montrent l’intérêt de la modélisation
d’un coût de déploiement pour obtenir une bonne répartition des VNF-FG dans le réseau.
[CARPIO et collab., 2017] mettent en œuvre une approche MILP, une approche aléa-
toire et surtout un algorithme génétique avec plusieurs composantes imbriquées pour
traiter le problème du placement VNF-FG et de la réplication des VNFs intermédiaires
pour réaliser un bon équilibre du trafic.
L’hypothèse est que l’on peut disposer dans le réseau des nœuds disposant de capac-
ités de stockage qui peuvent héberger des VNFs pour assurer la répartition du trafic dans
le réseau. La VNF d’entrée est supposée non réplicable et est disposée dans un datacenter
à l’entrée du réseau.
Le modèle de VNF-FG de référence considéré est un réseau mobile virtualisé avec ses
différentes entités: eNodeB, S-GW, P-GW, et entitées de traitement des paquets (Load bal-
ancer, NAT . . . ) avant sortie vers l’internet.
Le modèle est composé d’un modèle d’allocation de ressources et d’un modèle
d’allocation de trafic. L’objectif est de minimiser un coût d’utilisation des liens qui aug-
mente exponentiellement quand le taux d’occupation se situe entre 60% et 100%.
La méta-heuristique est composée d’un algorithme génétique de calcul de chemins,
d’un algorithme génétique d’allocation de ressources, et d’un algorithme génétique pour
la réplication des VNFs. Ces différents modules sont composés entre eux et itérés pour
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trouver des solutions proches du front de Pareto. L’analyse des résultats montre des
résultats presque optimaux pour de petites instances de réseaux et bien meilleurs que
l’approche aléatoire introduite pour disposer d’une référence de comparaison.
Une limite de la méta-heuristique proposée est le temps de calcul non négligeable,
ce qui peut limiter en pratique le déploiement. Par exemple, le temps de calcul présenté
dans [CARPIO et collab., 2017] est compris entre 100 s et 700 s même dans les réseaux de
taille modeste où le nombre moyen de nœuds varie de 20 à 100 .
Conclusion sur le placement de chaînes de VNF
Dans cet état de l’art sur le placement de chaînes de VNF, nous avons présenté
l’architecture ETSI-NFV qui est l’architecture fonctionnelle de déploiements de VNF-FG.
Puis nous avons analysé quelques exemples de traitement du problème de place-
ment de chaînes de VNF soit en utilisant un modèle MILP soit en utilisant des méta-
heuristiques, notamment des AEMO.
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2.4 Algorithmes évolutionnaires
Dès l’avènement de l’informatique est venue l’idée de simuler la théorie de l’évolution
pour mieux la comprendre. Cette démarche a suscité en parallèle l’émergence d’une caté-
gorie d’algorithmes stochastiques très efficaces pour résoudre des catégories de prob-
lèmes variés en s’inspirant du modèle de l’évolution Darwinienne. Le principe de ces
approches est calqué sur les principes de bases issus de la théorie de l’évolution qui sont:
• La variation aléatoire des caractéristiques individuelles entre les générations,
• le fait que des caractéristiques peuvent être héritées,
• Un processus de sélection des individus d’une population suivant leurs aptitudes
(fitness) en relation avec leur environnement pour survivre et se reproduire.
Après la publication de l’ouvrage de [GOLDBERG, 1989], d’excellentes méta-heuristiques
basées sur la structure de ces algorithmes ont été obtenues dans les années 2000 . D’une
manière générale ce type d’algorithme s’inscrit dans les approches multiples de résolu-
tion de problèmes que l’on appelle bio-mimétiques.
Il s’agit finalement d’imiter certains processus du vivant pour résoudre des problèmes.
Les récentes avancées du machine learning basées sur des structures informatiques imi-
tant des réseaux de neurones en sont un exemple incontournable.
Les algorithmes évolutionnaires appartiennent aussi à une classe plus générale
d’algorithmes qu’on appelle stochastiques dans le sens où ils utilisent des mécanismes
aléatoires dirigés pour explorer l’espace de recherche. On peut aussi citer dans cette caté-
gorie [BLUM et ROLI, 2003]:
• les approches basées sur la méthode de Monte-Carlo,
• les algorithmes de recuit simulés (simulated annealing),
• les algorithmes de tabou search,
• les algorithmes de colonies de fourmis,
• les algorithmes basés sur les essaims particulaires,
• les algorithmes GRASP.
Le champ d’applications de ce type de techniques est devenu très varié, de l’optimisation,
en passant par l’apprentissage avec la recherche de solutions originales à des problèmes
variés d’ingénierie.
L’apogée des travaux se situe dans les années 2000-2010 avec la proposition de méta-
heuristiques performantes. On peut faire une distinction entre trois catégories:
• les algorithmes génétiques (AG): qui désigne des algorithmes destinés à
l’optimisation et manipulant des structures de données qui sont sous forme de
mots binaires qui correspondent un peu aux génomes des individus dans le pro-
cessus du vivant. Dans les AGs les opérateurs de croisement et de mutations sont
standardisés.
• Les algorithmes évolutionnaires (AE) dont la structure est beaucoup plus large, flex-
ible et adaptable, y compris pour ce qui concerne la structure des données manip-
ulées, les opérateurs mis en œuvre et le champ d’application (apprentissage super-
visé par exemple).
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• La programmation évolutionnaire (PE) initiée par les travaux de [KOZA, 1992]
qui vise à faire évoluer selon les mêmes principes des structures de données
représentant des programmes modélisés par exemple sous forme d’arbres. C’est
à l’exécution du programme que dans ce cas le résultat est évalué pour introduire
ensuite des modifications et améliorer la structure qui est l’objet du problème. On
range dans cette catégorie des techniques visant à faire de l’apprentissage non su-
pervisé et des approches visant à optimiser des structures complexes comme des
réseaux de neurones.
Pour éviter trop de confusion, nous utilisons ici le terme algorithme évolution-
naire qui a l’avantage d’être assez général et qui reflète la flexibilité qu’offre ce genre
d’algorithmes.
2.4.1 Vocabulaire
Il ne s’agit pas d’un verbiage 6 mais d’un vocabulaire issu strictement de la théorie
de l’évolution qui permet de bien résumer les concepts mis en œuvre dans ce genre
d’algorithmes. On désigne par:
• Individu: une structure de données qui représente une solution de problème bonne
ou mauvaise, valide ou non valide du problème posé.
• Parents: Les individus peuvent être des parents auxquels vont être appliqués des
opérateurs de re-combinaisons et de mutations pour produire des enfants.
• Génome: structure de données représentant un individu et adaptée à la résolution
du problème, dans le cas des algorithmes génétiques, il s’agit d’un mot binaire. Mais
toutes sortes de structures sont possibles.
• Phénotype: correspond à des caractéristiques observables du génome qui peuvent
par exemple être reliées à la fitness (une sous séquence de bits aux propriétés par-
ticulière par exemple).
• Population: un ensemble d’individus, la taille de la population est un des
paramètres important d’un AE pour assurer un échantillonnage satisfaisant de
l’espace des solutions
• Fitness: aptitudes attachées aux individus, c’est la valeur de la ou des fonctions ob-
jectives pour lesquelles on cherche des solutions les meilleures possibles.
• Pression de sélection: l’intensité avec laquelle on sélectionne les individus au fil des
itérations. Elle est déterminante pour une bonne convergence de l’algorithme. La
pression de sélection doit permettre la convergence de l’algorithme en un temps
acceptable en évitant les minimums locaux. Si elle est trop forte, l’algorithme peut
converger trop vite vers un minimum local. Si elle est trop faible l’algorithme peut
mettre trop de temps pour converger.
• opérateurs de variations (mutation et croisement): ce sont les opérateurs qui imi-
tent les mécanismes de l’évolution darwinienne en introduisant de la variation
(mutations) dans les individus ou en définissant un mécanisme d’héritage (croise-
ment) avec une part d’aléatoire, des bonnes caractéristiques de parents pour pro-
duire des enfants.
6en référence à la remarque désagréable d’un reviewer
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• Opérateur de sélection: le mécanisme par lequel on va privilégier les meilleurs in-
dividus dans la population au fil des itérations de l’algorithme.
• Evaluation: le mécanisme d’évaluation de la fitness des individus de la population
permettant d’appliquer l’opérateur de sélection. Il correspond à l’évaluation de la
ou des fonctions objectives du problème.
2.4.2 Structure générale des algorithmes évolutionnaires






































Figure 2.9 – Structure générale d’un algorithme évolutionnaire
Initialisation
A l’étape d’initialisation, une population d’individus représentant des solutions possibles
du problème est créée à partir d’un mécanisme de tirage aléatoire. L’objectif est de bien
balayer l’espace de recherche.
La taille de la population est un paramètre important qui peut varier de manière adap-
tative mais qui dans les versions classiques est maintenue constante au fil des itérations
de l’algorithme.
L’idée est de disposer au départ d’un éventail de solutions suffisamment diverses
pour ne pas converger vers un minimum local. La taille de la population dépend beau-
coup des caractéristiques du problème, des caractéristiques des différents opérateurs de
l’algorithme et est généralement définie de manière empirique. Elle dépend aussi de la
puissance de calcul disponible.
Il existe cependant des publications comme celle de [A. DIAZ-GOMEZ et HOUGEN,
2007] qui s’inspirent de l’idée de disposer d’une population suffisamment diverse pour
estimer la taille de la population.
Globalement comme dans d’autres étapes de l’algorithme, l’enjeu est de disposer
d’une diversité suffisamment grande de solutions possibles dans l’espace des états du
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problème, de manière à éviter de converger vers un minimum local. Il existe aussi la no-
tion de taille efficace d’une population utilisée par les biologistes 7.
Evaluation
Dans l’étape d’évaluation, les individus sont ensuite évalués et leur fitness (adaptation)
c’est à dire la valeur des fonctions objectives qui leur correspondent sont calculées et af-
fectées aux individus. La nouvelle population évaluée correspond alors à une population
de parents. Parmi ces parents, un des individus peut déjà correspondre à une solution
acceptable du problème et dans ce cas il est possible de stopper l’algorithme et de retenir
cette solution.
Sélection
S’il n’y pas de solutions convenables, on passe à l’étape de sélection. La sélection simule
la pression de l’environnement sur les individus pour tendre à retenir les mieux adaptés.
Elle permet de favoriser certains individus qui vont être retenus dans l’étape de recom-
binaison (cross-over ou mating) qui suit pour produire une progéniture. Elle intervient
aussi dans le renouvellement de la population.
Différents opérateurs de sélection existent et ont fait l’objet de comparaisons comme
dans les travaux de [BLICKLE et THIELE, 1995]. L’opérateur basique inspiré directement
de la théorie de l’évolution darwinienne, consiste à associer aux individus une probabilité
d’être retenus proportionnelle à leur fitness (roulette wheel selection). La probabilité pi




j =1 f j
(2.2)
Soit µ la taille de la population, k le nombre de fois que l’on applique l’opérateur de
sélection pour sélectionner k individus, on a une distribution binomiale B(k, pi ) qui
décrit la probabilité de tirer un certain nombre de fois l’individu i sur les k tirages, dont
l’espérance vaut k ·pi et la variance k ·pi · (1−pi ).
Si la taille de la population (µ) est suffisamment grande, la variance est de l’ordre de
k ·pi . Celle ci peut être élevée si la fitness de l’individu est grande. De ce fait, l’opérateur
de sélection peut récupérer des individus avec une fitness peu élevée en manquant des
individus avec une bonne fitness.
Plus généralement, le problème de cette méthode réside dans le fait que la pression
de sélection est fonction du paysage de fitness, et diffère suivant le problème. Elle peut
aussi induire la convergence vers des minimums locaux.
Pression de sélection Pour définir une métrique de pression de sélection notée ps , on
part de l’espérance du “meilleur individu” de fitness f̂ et on divise par la fitness moyenne
f . [PETROWSKI et BEN HAMIDA, 2017]. L’idée est de réaliser µ opérations de sélec-
tions parmi une population de µ individus et de mesurer le nombre d’individus avec la
meilleure fitness susceptible d’être obtenue (ou l’espérance de cette variable aléatoire).
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Une des manières de résoudre le problème de la variance a été d’introduire une sélec-
tion basée sur l’ordonnancement des individus selon leur fitness plutôt qu’une sélection
proportionnelle à la valeur de la fitness. L’efficacité de l’opérateur de sélection ne dépend
alors plus du paysage de la fonction objectif mais simplement d’un classement et on ob-
tient alors une fitness qui est régularisée et beaucoup plus facile à manipuler. Elle est
cependant coûteuse en calcul car il faut ordonner les individus entre eux.
Finalement, la solution la plus couramment utilisée est un mécanisme simple de
tournois (selection tournament) [L. MILLER et E. GOLDBERG, 1995]. Il consiste à tirer au
hasard (avec remise dans la population de parents) p individus et de retenir le meilleur au
sens de leur fitness. On réalise autant de tournois que l’on veut sélectionner d’individus.
Plus p est élevé plus la pression de sélection est importante, puisque la probabilité
d’obtenir un individu avec une fitness élevée augmente.
En pratique des valeurs au delà de k = 7 [XIE et ZHANG, 2013] n’ont pas d’intérêt car la
pression de sélection devient alors trop forte. Avec ce mécanisme, la probabilité de tirer
le meilleur individu à chaque essai est simplement pN , où N est la taille de la population.
Si on réalise k = N tournois pour tirer N individus, puisqu’on effectue un tirage avec
remise, pN ·k vaut p et on peut espérer trouver p fois le meilleur individu dans les individus
sélectionnés. La valeur de p correspond bien donc à une définition de la pression de
sélection.
Il existe des variantes qui permettent d’affiner la pression de sélection, par exemple
une méthode simple consiste à ne tirer le meilleur individu parmi les p qu’avec une prob-
abilité pe , ce qui permet d’affiner le curseur de la pression de sélection. Dans ce cas la
pression de sélection vaut ps = p ·pe et peut-être mieux ajustée. D’autres définitions de la
pression de sélection existent.
Opérateurs de variation
Le but des opérateurs de variation est de générer une “progéniture” avec autant que pos-
sible une meilleure fitness pour les individus de la progéniture en explorant au mieux
l’espace de recherche [SIEW MOOI et collab., 2017]. Il y a deux opérateurs calqués sur les
mécanismes du vivant.
L’opérateur de mutation permet de modifier de manière stochastique les individus et
d’introduire ainsi de la variabilité dans la progéniture.
L’opérateur de recombinaison (cross-over) combine plusieurs parents pour créer de
nouveaux individus. La recombinaison peut s’appliquer à deux parents comme dans le
vivant mais on peut imaginer des opérateurs de recombinaison qui agissent sur k ≥ 2
parents voire s’appliquent sur l’ensemble de la population.
La manière dont ces opérateurs sont définis et agissent dépend fortement de la struc-
ture de données qui représente les individus et aussi des caractéristiques du problème. Ils
ne peuvent pas être complètement généralisés même s’il existe certains opérateurs stan-
dards.
Ces opérateurs contribuent à réaliser le compromis “exploration”, c’est-à-dire la ca-
pacité a bien balayer l’espace de recherche, contre “exploitation”, c’est-à-dire la capacité
à identifier les meilleures solutions dans une zone donnée de l’espace de recherche qui
permet de garantir que l’algorithme va identifier de bonnes solutions.
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Le tuning des opérateurs de variation (taux de mutation et de recombinaison par ex-
emple) est essentiel pour les performances de l’algorithme.
Opérateur de recombinaison ou de croisement Bien qu’il existe quelques opérateurs
de croisement standards pour des problèmes continus ou discrets codés sous forme de
mots binaires, la conception de ces opérateurs n’est pas soumise à des règles précises.
L’idée générale est que la progéniture des k parents doit statistiquement avoir une
meilleure fitness que celle des parents et doit donc d’une manière ou d’une autre
récupérer des propriétés favorables dans le génome des parents.
Il y a quelques principes à suivre cependant mais qui ne sont absolument pas intan-
gibles:
• Le croisement d’individus identiques doit donner le même individu,
• Le mécanisme est stochastique, c’est-à-dire que répéter sur les même parents peut
donner des résultats différents,
• Des parents “proches” (au sens d’une distance à définir), produisent plutôt des in-
dividus qui leur sont proches,
• Un taux de recombinaison détermine une proportion d’individus croisés dans la
population.
Dans le cas où la structure d’un individu est représentée sous forme d’un mot binaire,
il existe des opérateurs de cross-overs simples qui peuvent être utilisés entre deux par-
ents mais qui ne sont pas nécessairement adaptés aux caractéristiques du problème. Ils
peuvent même être totalement inefficaces.
Nous en décrivons trois ci-dessous à titre d’exemple.
• Le single point cross-over où l’on définit un point de coupure sur les mots binaires
des deux individus et ou l’on échange un des segments.
• Le two "point" cross-over, où l’on définit deux points de coupures et où l’on échange
le segment du milieu.
• le uniform cross-over, où des segments multiples des deux mots binaires représen-
tant chaque parent peuvent être échangés avec une probabilité donnée. Les mots
ou bits échangés sont définis par un template.
Opérateur de mutation En principe, le but de l’opérateur de mutation est de maintenir
de la diversité dans les solutions explorées par l’algorithme au fil des itérations, il con-
tribue donc à la fonction d’exploration de l’espace des solutions.
Pour cela il introduit de manière aléatoire de la variation dans les individus enfants
généralement mesuré par un taux de mutation.
Si la structure de données est un mot binaire, une manière de procéder et de tirer au
hasard k bits qui vont être inversés au hasard. Une autre manière de procéder est de faire
en sorte que chaque bit du mot puisse être inversé avec une certaine probabilité, plutôt
de faible valeur pour ne pas trop dégrader les solutions trouvées.
D’autres stratégies ont été imaginées en fonction de la structure de données qui
représente les individus (exemple d’un vecteur de réels) et dans ce cas aussi il est possible
d’innover en fonction de la structure des individus et des particularités du problème.
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Taux de mutation Dans un algorithme évolutionnaire, le paramétrage du taux de
mutation est un point délicat [BÄCK, 1993].
On peut cependant noter un résultat des biologistes dans leur travaux de modélisation
de l’évolution. Pour qu’une population composée de génomes (appelée ici quasi-specie)
puisse converger vers des individus avec la fitness optimale il faut que le seuil de mutation
soit plus petit que l’inverse de la longueur du génome [NOWAK, 2007].
En résumé, ce qui compte c’est que le taux de mutation ne soit pas trop élevé pour
permettre de fixer des individus avec une meilleure fitness grâce à la sélection.
Cette règle est valable en général sauf pour certains “paysages” de fitness
pathologiques.
Ainsi pour un génome de taille 100 le taux de mutation ne devra pas dépasser 1%.
De manière assez intuitive si le taux de mutation est trop élevé l’algorithme ne pourra
pas trouver la solution optimale, car il explorera de manière trop intense l’espace de
recherche.
Cette règle tirée des simulations des biologistes correspond de manière surprenante à
la règle empirique de mise en œuvre dans la conception des algorithmes génétiques.
Discussion sur les AE à mutation seule et sur l’utilité de l’opérateur de recombinaison
Il existe peu de débats dans la communauté des informaticiens sur la pertinence des
opérateurs de mutation et de recombinaison dans les algorithmes évolutionnaires. Pour-
tant, cette problématique est largement étudiée dans le contexte du vivant par les biolo-
gistes du fait des différentes stratégies adoptées par le vivant.
Pour les biologistes, la recombinaison des individus via la reproduction permet de
favoriser la co-adaption en accélérant le cumul de différents avantages évolutifs dans la
progéniture. D’un autre côté elle ralentit le renouvellement des individus dans la popula-
tion puisqu’il faut appairer des individus pour produire une descendance !
Généralement dans la description des AE, on présente l’opérateur de mutation
comme en charge de la partie exploration (de l’espace de recherche) par opposition à la
partie exploitation portée par l’opérateur de re-combinaison. Si l’on creuse un peu, cette
vision semble cependant un peu insuffisante.
Pour que l’opérateur de recombinaison permette une bonne exploitation, il faudrait
qu’on ait la garantie qu’il permette de produire une meilleure progéniture avec une prob-
abilité suffisante. Cela dépend bien sûr de sa conception mais n’a rien d’évident et
dépend fortement du problème.
De plus on pourrait aussi placer la partie exploitation de l’algorithme dans le proces-
sus de sélection qui est chargé de retenir les meilleurs individus.
Enfin on pourrait aussi placer l’exploration en partie dans l’opérateur de recombinai-
son dans la mesure où lui même fait appel à des mécanismes aléatoires.
La mise en œuvre d’une étape de recombinaison dans un AE s’inspire du modèle du
vivant. On peut se poser cependant la question de l’intérêt ou de l’utilité de cette étape
dans les algorithmes évolutionnaires.
Pourquoi ne pas utiliser des algorithmes où le seul opérateur de variation est
l’opérateur de mutation comme d’ailleurs cela existe dans le vivant au niveau cellulaire
par exemple ?
Dans le cas du vivant, [FISHER et BENNETT, 1999] montrent que la sexualité semble
constituer un avantage évolutif important, en facilitant la transmission de caractères évo-
lutifs avantageux, dans les conditions où les populations sont très homogènes génétique-
ment tout en facilitant l’évacuation de caractères désavantageux si au contraire il y a une
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forte diversité génétique.
Dans le cas de la mise en œuvre d’algorithmes évolutionnaires, on a la latitude de
mettre en œuvre ou pas un opérateur de recombinaison. Pour que l’opérateur de recom-
binaison ait un intérêt, il faut qu’il soit efficace c’est-à-dire que le mécanisme perme-
tte de transmettre avec une certaine probabilité une partie du génome qui contribue à
améliorer la fitness d’un individu à la progéniture.
La définition de l’opérateur de recombinaison risque d’être problème dépendant
sinon il sera peu efficace voire inefficace.
Cependant, si l’opérateur de recombinaison est efficace il permet d’accélérer la con-
vergence de l’algorithme en réduisant le nombre de générations. Il faut aussi qu’il soit peu
coûteux en calcul car sinon l’avantage de réduire le nombre de générations serait annulé.
Dans le contexte du “computationnal learning” et de la théorie Probability Ap-
proximately Correct (PAC) de l’apprentissage, [VALIANT, 1984] propose un modèle
de l’approche algorithmique évolutive, “the evolvable” comme une forme réduite
d’apprentissage. Ce modèle est équivalent au modèle CSQ (“Correlational Statistical
Query”) en apprentissage [FELDMAN, 2008].
Ce modèle n’inclut qu’un opérateur de mutation sans recombinaison. Il est ensuite
étendu par [KANADE, 2011] avec la recombinaison. Les auteurs montrent que sous cer-
taines conditions le nombre de générations peut être drastiquement réduit en passant
de n générations à un facteur proportionnel à log(n)2. Ce résultat même si il n’est peut
être pas généralisable suggère qu’on peut considérablement augmenter les performances
d’un algorithme évolutionnaire si on est capable d’introduire le bon opérateur de recom-
binaison.
D’un autre côté, un algorithme avec un simple opérateur de mutation peut aussi être
suffisant si le problème s’y prête.
Enfin, dans le vivant, l’évolution non sexuée existe très significativement par exemple
parmi les organismes les plus simples comme les bactéries ou les plantes.
Cela confirme qu’on peut très bien concevoir et modéliser des processus évolutifs en
s’inspirant d’un processus de divisions cellulaires et de mutations sans opérateur de re-
combinaison.
Conclusion sur les opérateurs de variation Dans les AE, l’opérateur de recombinaison a
un intérêt si on est capable de le concevoir avec de bonnes propriétés, ce qui est “problem
dependent” et difficilement généralisable.
D’autre part, un AE à mutation seule est parfaitement viable à l’image de processus
évolutifs non sexués qui se produisent dans la nature.
Dans l’analyse du rôle des opérateurs de variation, on peut aussi remarquer que
l’introduction d’un opérateur de recombinaison peut induire un coût en temps de cal-
cul et de nouveaux paramétrages complexes (taille de la population par exemple).
D’après [VALIANT, 2013], la modélisation du vivant comme un processus
d’apprentissage suggère que la reproduction sexuée semble permettre de réduire le
nombre de générations au prix d’une plus grande taille de la population. C’est un aspect
à prendre en compte dans l’introduction d’un opérateur de recombinaison dans un AE.
Elitisme fort et faible
Dans le diagramme 2.9 le mot “élitisme” apparaît à deux étapes. En premier lieu au mo-
ment du renouvellement de la population initiale, et aussi au moment de l’étape de vari-
ation mutation + croisement).
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Dans le premier cas, on parle d’élitisme faible dans la mesure où le scénario de base
consiste à remplacer tout ou partie de la population des parents par les enfants, dans le
deuxième cas on parle d’élitisme fort.
Dans le premier cas, les modalités de renouvellement peuvent varier et différentes
stratégies peuvent être mises en œuvre susceptibles de renforcer ou de réduire l’élitisme.
• Remplacement générationnel: on remplace l’ensemble de la population de parents
par la population d’enfants, sans garanties que la population sera effectivement
meilleure,
• Elitisme fort µ+λ: [COELLO et collab., 2006] On conserve un ou plusieurs (µ) indi-
vidus de la population courante, les meilleurs et on remplace le reste par λ enfants,
avec un risque de convergence prématurée ,
• Steady state: [DAHAL et MCDONALD, 1997] On produit un enfant à chaque itération
µ = 1 qui remplace le plus mauvais des parents ou le plus mauvais de la population,
ou un individu de la population sélectionné suivant un certain critère (anti sélection
par tournoi par exemple).
Mais dans certaines conditions par exemple pour des algorithmes que l’on cherche à
paralléliser, il peut être handicapant de mettre en place de l’élitisme au niveau du renou-
vellement de la population car cela suppose d’effectuer des comparaisons entre individus
ce qui empêche le parallélisme.
Une manière de résoudre ce problème consiste dans ce cas à faire de l’élitisme au
niveau de la génération des enfants.
On peut réaliser une sélection après la génération des enfants (mutation et recombi-
naison) en choisissant de retenir le meilleur des individus parmi le groupe constitué des
parents et des enfants plutôt que de retenir nécessairement les enfants. Ensuite on peut
faire un un simple remplacement générationnel pour le renouvellement de la population.
On aura ainsi déplacé l’étape de sélection au niveau de la création des enfants, ce qui
ne gênera pas le parallélisme. On aura par contre ici un élitisme fort car cette méthode
peut être très sélective.
Optimisation locale ou hybridation
Particulièrement dans les problèmes d’optimisation combinatoire, il peut être intéressant
d’intégrer une fonction d’optimisation locale qu’on appelle aussi hybridation. Il y a deux
approches possibles. elle apparaissent dans le schéma 2.9 après l’application des opéra-
teurs de variations.
• Améliorer directement la population d’enfants en introduisant dans chaque
génération un opérateur qui va appliquer un algorithme d’optimisation “local”
sur chaque enfant. On appelle cela le lamarckisme ou encore l’ approche épi-
génétique.
Cela correspondrait dans le processus du vivant à une amélioration des individus
au cours de l’existence et à une transmission des caractères acquis. La théorie
de Lamarck antérieure au darwinisme est exploitée dans le papier de [HOLZINGER
et collab., 2014] où les AE sont utilisés pour du machine learning. Le risque de cette
approche est cependant de trop accélérer la convergence vers un minimum local.
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• Evaluer le potentiel de la population d’enfants (baldwinisme) en calculant une op-
timisation locale mais sans modifier l’individu. Baldwin avait entre autre remar-
qué qu’un avantage évolutif (par exemple un gros cerveau) pouvait être handica-
pant au départ mais constituerait un avantage considérable sur le long terme parce
qu’offrant un fort potentiel (apprentissage) [SIMPSON, 1953].
Ici l’idée est de favoriser la sélection des individus à fort potentiel dans l’étape de
remplacement de la population de parents par des enfants mais sans modifier leur
génome. Le potentiel est évalué avec une optimisation locale comme dans le lamar-
ckisme. L’avantage de cette approche est qu’elle peut permettre de limiter le risque
de convergence prématurée.
Une idée qui vient naturellement à l’esprit est d’intégrer dans l’opérateur de re-
combinaison, une fonction d’optimisation qui peut être vu comme un mécanisme
d’hybridation local proche du Lamarckisme. Dans la mesure où l’on attend de l’opérateur
de recombinaison qu’il améliore statistiquement les enfants par rapport aux parents.
Une manière de faire consiste donc à chercher à optimiser le résultat à l’intérieur de
cet opérateur.
2.4.3 Importance de la structure de données dans les AE
L’implémentation d’un AE dépend beaucoup de la structure de données qui représente
un individu c’est-à-dire de la manière de modéliser une solution du problème.
Il y a de multiples manière de modéliser. On peut par exemple se contraindre à utiliser
un mot binaire comme dans certains modèles des biologistes [NOWAK, 2006] mais des
opérateurs standards de variation ne seront pas nécessairement efficaces dans ce cas.
En fonction de la typologie du problème par exemple un problème de routage ou un
problème de placement de contrôleurs, le choix d’une structure de données peut faciliter
ou complexifier la définition des opérateurs de variations.
Pour une structure de données choisie, un opérateur de mutation mal adapté peut
produire des solutions non viables. Au contraire une structure de données bien choisies
peut permettre de définir facilement les opérateurs de variations adéquats et de les rendre
immédiatement efficaces.
Exemple du regroupement (clustering)
L’utilisation des algorithmes génétiques standards n’est pas particulièrement efficace
pour faire du regroupement de données principalement du fait de la structure de don-
nées binaire adoptées pour représenter des individus, d’autres modèles ont cependant
donné de bons résultats.
Le terme GGA (Grouping Genetic Algorithm) a été imaginé par FALKENAUER [1993].
L’idée est de définir des structures de données représentant les individus plus adaptées
que de simples listes de nombres entiers où des mots binaires représentant l’affectation
des données aux clusters comme en Figure 4.24.
Ces structures de données doivent permettre de définir des opérateurs de variation
plus efficace pour obtenir des AE efficaces pour des tâches de regroupements.
L’auteur montre en particulier que la structure de données classique à savoir une liste
d’entiers de longueur fixe n’est pas adaptée pour concevoir un algorithme génétique ef-
ficace. En effet sur une telle structure un opérateur de mutation standard qui opère par
exemple en remplaçant l’attachement d’un nœud à un groupe par un autre groupe peut
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dégrader très fortement la fitness d’un individu. Il suffit par exemple d’imaginer un nœud
qui constituerait à lui tout seul un groupe à la suite d’une mutation.
De même, une telle structure ne permet pas de conserver des individus viables si on
applique un opérateur de recombinaison qui coupe des segments du génome des parents
et les réassemble. Dans ce cas on obtient généralement des individus non viables avec des
nœuds répétés dans plusieurs groupes ou des nœuds manquants.
Exemple du routage
Dans le cas du routage la structure de données doit décrire un chemin simple dans le
graphe. Un chemin simple est en fait un sous ensemble ordonné de nœuds ou d’arcs
contiguës du graphe sans cycles.
Dans ce cas, on peut voir apparaître, du fait des opérateurs de variations, des individus
non viables, parce que les nœuds ou les arcs sont non contiguës ou encore parce que les
individus comportent des cycles. La question de déterminer l’ordre de parcours doit être
inclue dans la structure de données à moins qu’elle ne soit retrouvée à partir de la donnée
du graphe lui même.
Si l’on choisit de travailler avec un mot binaire une manière de procéder est de choisir
une structure de données ordonnées qui décrit la liste de tous les nœuds ou de tous les
arcs du graphe.
Un chemin est alors décrit par l’ensemble des bits de valeurs 1, qui correspondent à
des nœuds ou des arcs contiguës dans le graphe.
Un chemin peut être aussi décrit par une liste d’arcs de valeur 1, qui correspondent à
des arcs contiguës du chemin.
L’inconvénient de cette structure est qu’elle ne reflète pas l’ordre de parcours des
nœuds ou des arcs.
Une telle structure est adaptée cependant à la mise en œuvre d’opérateurs de muta-
tions où de croisement standard. Mais elle implique aussi de manipuler une forte propor-
tion d’individus non viables. Un avantage de cette structure est qu’elle prévient les cycles
dans la mesure ou un nœud où un arc du graphe n’apparaît qu’une fois.
Pour ne manipuler que des solutions viables au cours de l’algorithme, une solution est
d’introduire une fonction de réparation “reparateur” [MITCHELL et collab.] qui permettra
de passer à chaque itération d’individus non viables à des individus viables.
Un autre modèle possible non binaire est une simple description du chemin par la
liste des nœuds de transit sous forme d’entiers.
Le problème du routage présente des similitudes avec le problème du voyageur de
commerce. En effet pour ce problème on doit aussi manipuler une liste ordonnée de
nœuds ou d’arcs. Il nécessite aussi du fait de sa spécificité des opérateurs de croisements
spécialement conçus par rapport aux particularités du problème.
Différentes approches sont décrites par [POTVIN, 1996] pour le problème du voyageur
de commerce.
Il y a cependant quelques différences importantes par rapport au problème de
routage.
Dans le problème Traveller Salesman Problem (TSP), toutes les villes sont représen-
tées dans le génome et une solution du problème est une simple permutation de celles-ci.
Dans le problème du routage seul un sous ensemble de nœuds du graphe est solution du
problème.
De plus, dans le problème du voyageur de commerce n’importe quelle liste de nœuds
est viable puisque le graphe est complet (il existe toujours un chemin entre deux nœuds).
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Ce n’est pas le cas pour le routage. Les performances des AE ont beaucoup augmenté sur
le problème du voyageur de commerce quand les chercheurs ont imaginé des stratégies
efficaces de croisement pour ce problème spécifique.
Ces stratégies efficaces sont généralement inspirées d’un ERO (Edge Recombination
Operator) d’après [NAGATA et KOBAYASHI, 1999]. L’idée est de s’intéresser aux arcs des
chemins des parents plutôt qu’aux nœuds le long des chemins des parents et de constru-
ire une liste de tous les arcs contiguës (ou adjacents) aux chemins décrits par les deux
parents à chaque nœud successif d’un des parents (le plus court).
Enfin on construit un nouveau chemin à partir de cette liste en utilisant différentes
stratégies. L’idée est globalement de conserver des arcs appartenant aux chemins des
deux parents. Ce genre d’approche a permis d’obtenir de bonnes performances pour le
TSP avec des AE.
Dans ces approches, l’algorithme est construit autour de mécanismes conçus pour ne
manipuler que des solutions viables, ce que la structure de données ne permet générale-
ment pas de réaliser de manière simple.
C’est une approche possible pour le problème du routage plutôt que d’introduire un
opérateur de réparation à chaque étape.
Il faut dans ce cas garantir qu’à chaque étape de l’algorithme AE, les procédures de
tirage, mutation, sélection sont conçues pour produire des solutions viables. Mais si l’on
veut réaliser un solveur un peu générique, il est préférable dans ce cas d’utiliser un "re-
pairer" dont la constitution pourra varier en fonction du problème à traiter.
2.4.4 Algorithmes évolutionnaires multi-objectifs
Nous présentons dans cette partie les principes et les idées mises en œuvre dans les algo-
rithmes évolutionnaires multi-objectifs.
Des survey variés traitent aussi le sujet comme celui de [ZHOU et collab., 2011].
Les approches initiales adoptées pour traiter ce type de problèmes avec des AEs con-
sistaient à traiter chaque objectif séparément et à mélanger les solutions à chaque généra-
tions de l’algorithme. La proposition de AEMO de [SCHAFFER, 1985], intitulée VEGA pour
Vector Evaluated Genetic Algorithm est la plus connue.
Cet algorithme ne connaît pas la notion de front de Pareto et a l’inconvénient princi-
pal de tendre à spécialiser des sous populations par objectifs sans trouver des individus
combinant des fitness élevées pour plusieurs objectifs. l’algorithme VEGA est souvent













Figure 2.10 – Algorithme VEGA
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NSGA II
NSGA II pour “Non dominated Sorting Genetic Algorithm” fait partie des algorithmes évo-
lutionnaires multi-objectifs les plus performants et est décrit de manière très complète
par [DEB et collab., 2002b]. C’est un algorithme multi-objectif qui s’appuie sur un élitisme
fort c’est-à-dire un remplacement de la population courante par les meilleurs individus
choisis parmi la population courante et les enfants.
Il utilise surtout aussi un mécanisme de classification des individus suivant un critère
de dominance et suivant un critère de densité (crowding distance) pour assurer une
bonne diversité des solutions le long du front de Pareto.
L’approche naïve de classification par Front de Pareto se réalise de la manière suiv-
ante. On recherche le front de Pareto de la population, c’est-à-dire les individus qui ne
sont pas dominés. Ces individus sont indexés avec l’indice le plus élevé et un front de
Pareto est recherché parmi les individus restants pour leur attribuer un indice moins
élevé. L’opération est répétée jusqu’à ce qu’il ne reste plus aucun individu non classi-
fiés dans la population. Dans le pire des cas, ce calcul a une complexité en O(M ·N3) ou
N est la taille de la population et M le nombre d’objectifs, et en supposant que N fronts
successifs soient trouvés.
Cet algorithme a été amélioré dans NSGA II pour réaliser une procédure de classifica-
tion de complexité en O(M ·N2). Le schéma 2.11 illustre cette notion de classification par
front de Pareto sur l’espace des états pour un problème bi-objectifs. Les solutions sont
classifiées par des indices un peu comme des pelures d’oignons. L’indice 1 correspond au
premier front de Pareto trouvé et les indices décroissent d’une unité à chaque nouveau
front.
Un second indice est évalué pour chaque individu, il s’agit d’une “crowding distance”
c’est à dire d’une densité normalisée qui correspond à l’hyper-surface délimitée par les
deux points les plus proches de la solution selon les différents objectifs. Cette distance
permet de distinguer entre des individus qui ont le même indice de dominance. Le
schéma 2.12 illustre ce mécanisme.
L’algorithme NSGA II utilise une procédure d’élitisme fort pour renouveler la popula-
tion. A chaque itération, une fois produite une population d’enfants, la population initiale
et la population d’enfants sont fusionnés pour former une population de taille 2×N. La
réduction à N pour garder constante la taille de la population se fait en classant les indi-
vidus par indice de dominance.
Comme les individus d’un même front ne peuvent pas être comparés, ils sont aussi
comparés grâce à la crowding distance. Celle-ci permet de manière efficace de bien ré-
partir les solutions trouvées le long du front de Pareto.
Le mécanisme pour choisir les parents est une sélection par tournoi binaire. Mais
pour distinguer entre deux parents tirés au hasard du même front de Pareto, la crowding
distance est aussi utilisée. La crowding distance a aussi l’avantage de ne pas nécessiter de
paramétrage.
Une limite de l’algorithme NSGA II est que la partie évaluation selon la dominance ne
peut pas être parallélisée car il faut réaliser une comparaison des individus de la popula-
tion entre eux.
D’autres algorithmes comme SPEA II de [ZITZLER et collab., 2001] concurrent de
NSGA proposent des stratégies pour résoudre cette difficulté en s’appuyant sur la no-
tion d’archives et en ne calculant pas de manière exacte le rang des individus, et en le
comparant simplement au contenu de l’archive.
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Figure 2.12 – Classification par densité
2.4.5 Parallélisme
Différentes stratégies possibles
Les algorithmes évolutionnaires se prêtent bien au parallélisme. En effet la plupart des
étapes peuvent être traitées en parallèle. C’est donc une option qu’il faudrait employer
au maximum bien que cela ne soit pas encore généralement le cas aujourd’hui.
L’étape d’initialisation est facilement parallélisable, chaque processeur exécutant ses
instructions pouvant créer un individu au hasard.
L’étape d’évaluation est parallélisable, en effet elle s’effectue par individu, elle peut
donc être réalisée séparément par différent processeurs. Le critère d’arrêt est parallélis-
able.
L’opérateur de sélection des parents est parallélisable puisqu’il procède généralement
par tirage aléatoire, et que c’est un tirage aléatoire avec remise dans la population.
Les opérateurs de mutation et de croisement peuvent être parallélisés sur les dif-
férentes instances d’individus ou de parents. L’évaluation qui suit la création des enfants
est parallélisable.
La principale difficulté se situe au niveau du renouvellement de la population, à partir
de la population de parents et d’enfants, qui va être réduite par sélection (étape de ré-
duction). En fonction des stratégies d’élitisme adoptées, cette étape peut nécessiter de
comparer les individus, sinon le fait de sélectionner en parallèle va tendre à sélectionner
les même individus. Elle n’est donc pas dans ce cas parallélisable.
Bien sûr cette question ne se pose pas si l’on effectue un renouvellement complet de
la population, sans élitisme au niveau du renouvellement. Dans ce cas il n’y a pas de
difficulté.
Une autre manière de faire consiste à introduire l’élitisme au niveau du choix entre N
parents et enfants plutôt qu’au niveau du renouvellement de la population, on peut dans
ce cas retenir le meilleur des individus choisi parmi les parents et les enfants, individu qui
sera alors dans la nouvelle population.
Cette approche augmente le risque de convergence prématurée car elle est très élitiste
(élitisme fort).
Parallélisation des problèmes mono-objectif
Les approches proposées ici sont compatibles avec les cartes General Purpose Graphic
Processing Unit (GPGPU) et un parallélisme SIMD (Single Instruction Multiple Data) des
cartes graphiques) ce qui permet de mettre en œuvre un parallélisme très fort en fonction
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du nombre de cœurs hébergés par la carte.
Parallélisme à l’identique Une approche simple de parallélisme consiste simplement à
paralléliser à l’identique un AE dans lequel on fait un remplacement générationnel sans
élitisme. Il suffit de multiplier le nombre de processeurs et de subdiviser la population par
le nombre de processeurs. Un élitisme (fort) peut être introduit au niveau de la sélection
des enfants comme nous l’avons expliqué précédemment.
Réduction générationnelle sans remise Au niveau du renouvellement de la population
avec élitisme, on ne peut pas appliquer un opérateur de sélection par tournoi (qui est par-
allélisable) car on prendrait le risque de retrouver plusieurs fois le même individu dans la
population, car le tirage est avec remise. L’idée ici pour assurer le parallélisme et l’élitisme
au niveau du renouvellement de la population est de subdiviser la population globale des
parents et des enfants en sous ensembles distincts et d’effectuer une opération élitiste de
renouvellement sur chaque sous-ensemble. Cela permet de ne pas sélectionner plusieurs
fois les mêmes individus et de paralléliser.
Parallélisation de l’évaluation seule L’évaluation dans un AE est souvent très coûteuse
en calcul, une manière de faire consiste dans ce cas à paralléliser l’étape d’évaluation
seule. Le gain peut être très important bien que borné par les étapes non parallélisables
(loi d’Amdhal qui dit que la partie séquentielle d’un algorithme est celle qui limite le par-
allélisme).
Parallélisation des problèmes multi-objectifs
Dans les AE multi-critères le problème est que la détermination du rang d’un individu
(ranking) et donc la stratégie élitiste passe par une comparaison des individus entre eux.
Ce n’est évidemment pas parallélisable.
La solution passe par l’introduction de mécanismes stochastiques qui effectuent une
comparaison non déterministe sur un sous ensemble d’individus tirés au hasard. L’idée
générale est qu’un certain “flou” aléatoire du ranking n’est pas préjudiciable au bon fonc-
tionnement d’un AE, au contraire il est même nécessaire pour éviter une convergence
prématurée.
Archive based Stochastic Random Evolutionnary Algorithm
[SHARMA et COLLET, 2010] présentent un exemple de parallélisme sur un algorithme
multi-objectifs. De bons individus initiaux sont stockés dans une archive et les individus
de la population sont dotés d’un rang approximatif qui permet de les comparer au con-
tenu de l’archive et de renouveler l’archive.
L’archive de petite taille permet de comparer très vite le rang des individus à ceux de
l’archive et de réduire la complexité. La dominance comporte en fait dans ce cas une
composante aléatoire qui a l’avantage de limiter le risque de convergence prématurée de
l’algorithme.
La complexité de l’algorithme est en O(m · a ·n), où m est le nombre d’objectifs, a la
taille d’une archive attachée à chaque cœur de calcul et n le nombre d’individus.
Pour éviter de renouveler les doublons dus à cette comparaison locale, le tirage des
parents est purement aléatoire. Les performances obtenues sont remarquables en terme
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de temps de calcul et résolution du front de Pareto pour des problèmes types divers et per-
mettent de travailler sur des populations de très grandes tailles, jusqu’à 1M d’individus,
avec des gains en temps de calculs d’autant plus grands par rapport à NSGA-II lorsque la
population est grande.
Parallélisme en îlots L’idée du parallélisme en îlots est de subdiviser la population en
sous populations qui sont traitées de manière parallèle et indépendante.
Pour maintenir une diversité dans la sous population et assurer une convergence
globale, on introduit des échanges d’individus dans les différentes sous populations
comme cela se produisait pour l’observation de Darwin sur des espèces de pinsons sur
différentes îles des Galapagos [LAMICHHANEY et collab., 2015].
Quelques individus échangés peuvent suffire à maintenir la diversité nécessaire et à
assurer la convergence de l’algorithme vers un optimum global. Cette approche simple
en terme de parallélisme a été testée sur des fonctions objectives aux caractéristiques très
complexes et a permis d’obtenir de très bons résultats en particulier en terme de temps
de calcul [GONG et FUKUNAGA, 2011].
Elle peut être mise en œuvre assez facilement puisqu’il s’agit simplement de subdi-
viser la population et d’organiser des échanges entre les sous populations sur des ma-
chines multi-cœurs ou dans un contexte distribué.
2.4.6 Justification mathématique des algorithmes évolutionnaires
Comme pour la méta-heuristique de simulated annealing, il existe des travaux de jus-
tification mathématique des AE. Ces tentatives peuvent être plus ou moins abouties.
L’efficacité pratique de ces algorithmes a paradoxalement nuit à leur théorisation, cepen-
dant il existe aujourd’hui de nombreux travaux.
Tout réside dans les hypothèses de travail permettant d’illustrer telle ou telle propriété
de ces algorithmes. Ces preuves restent d’un intérêt limité puisque la durée de conver-
gence peut-être infinie.
Algorithmes mono-objectifs
Avec les données suivantes on a pour les algorithmes mono-objectifs:
• x une variable de décision pour un problème d’optimisation mono-objectif
• I l’espace des valeurs réalisables de x
• F une fonction de fitness (problème mono-objectif appliquée à x)
• t le numéro de la génération et P(t ) la population de la génération t
[BACK, 1996] prouve qu’avec ces hypothèses, un AE mono-objectif converge avec une
probabilité 1 sous les conditions suivantes:
∀x, x ′ ∈ I, x ′ est atteignable depuis x par le moyen des opérateurs de croisement et
de mutation. De plus, la séquence de population P(0),P(1) . . .P(n) est monotone, c’est-à-
dire que l’on a un ordre total sur les valeurs min de la fonction objectif dans la population
d’une génération à l’autre:
∀t : minF(x(t +1)|x(t +1) ∈ P(t +1)) ≤ minF(x(t )|x(t ) ∈ P(t )) (2.4)
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Cette définition de la monotonie définit un ordre total sur les valeurs de la fonction
objective et n’est donc pas adaptée aux problèmes multi-objectifs dans lesquels la rela-
tion d’ordre sur les valeurs des fitness est partielle (définition du front de Pareto). Des
développements théoriques complémentaires permettent cependant de démontrer un
théorème similaire dans le contexte multi-objectifs.
Algorithmes multi-objectifs
Dans le contexte multi-objectifs des arguments similaires ont été développés par [COELLO
et collab., 2006].
Si l’on considère un algorithme évolutionnaire multi-objectifs à population, la con-
dition 2.4.6 permet de définir une notion de convergence vers le front de Pareto qui est
solution du problème. On pose:
• PFcurrent: le front de Pareto courant établi au fil des itérations de l’algorithme,
• PFknown: le front de Pareto calculé sur la population courante,
• PFtrue: le front de Pareto, solution du problème,
• M(x) minimum de l’ensemble x au sens de la relation d’ordre partiel permettant de
définir un front de Pareto,
• ¹ la relation d’ordre partiel qui permet de définir le front de Pareto
Si l’on a la même condition que dans le cas mono-objectif, c’est à dire : ∀x, x ′ ∈ I, x ′
est atteignable depuis x par le moyen des opérateurs de croisement et de mutation.
et si l’on a la condition 2.5:
PFknown(t +1) = M(PFcurrent(t )∪PFknown,¹) (2.5)
Alors un algorithme multi-objectif converge avec une probabilité p = 1 vers le front de
Pareto optimal noté Ptrue et on a:
Pr ob[ lim
t→∞(Ptrue = Pknown(t ))] = 1 (2.6)
Dans le même ordre d’idée [RUDOLPH, 1998] définit un algorithme multi-objectif à
population dont il démontre la convergence vers l’ensemble des éléments minimaux (au
sens d’un ordre partiel nécessaire à la définition d’un front de Pareto), c’est à dire le front
de Pareto avec une probabilité de 1 dans un espace de recherche fini.
Deux propriétés sont nécessaires à l’algorithme pour garantir cette convergence:
• Un noyau de variation positif (A positive variation kernel) (c’est-à-dire que les
opérations de mutations et de croisement assurent avec une certaine probabilité
la production de meilleurs individus et le parcours de l’espace des solutions.
• Une stratégie de préservation fortement élitiste c’est à dire qu’on remplace systé-
matiquement les individus moins bons par de meilleurs dans la population.
En fait les conditions de convergence se résument de la manière suivante dans la
structure de l’algorithme: L’ AEMO est fondé sur une comparaison systématique des in-
dividus des populations de parents et de descendants.
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Les solutions non dominantes de la population des descendants sont comparées avec
celles des parents pour construire l’ensemble global des solutions non dominées qui de-
vient la population de parents de la prochaine itération. Si la taille de cet ensemble n’est
pas supérieure à la taille de la population fixée, d’autres individus de la population sont
inclus dans la population courante pour atteindre la taille fixée.
Conclusion sur les AE
Dans cet état de l’art, nous avons étudié les potentialités des AE comme outil de résolu-
tion de problèmes. Ces algorithmes miment l’évolution du vivant pour rechercher les so-
lutions les meilleures dans l’espace des états du problème. Ils permettent une très grande
diversité d’approches, et leur flexibilité permet de les adapter à une très large catégorie
de problèmes tout en recherchant des méthodes génériques. Ils permettent d’innover en
fonction des problèmes à traiter malgré la production foisonnante dont ils ont fait l’objet.
C’est pourquoi nous les avons retenus pour aborder le problème du placement de services
réseaux.
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3.1 Introduction
Au cours des dernières années, la communauté de recherche autour des réseaux a connu
une période d’intense activité qui a donné lieu à l’émergence de différentes architectures
ou paradigmes comme le SDN. La centralisation (logique ou physique) du plan de con-
trôle, devait permettre d’apporter aux applications réseaux la flexibilité attendue et per-
mettre de répondre à de nombreux cas d’utilisations concrets.
Pour maîtriser la complexité dans ces architectures, l’idée était le développe-
ment de vues proposant une abstraction du réseau qui permettent le développement
d’applications agissant au travers de contrôleurs SDN. L’ajout de nouveaux services ou
le remplacement de services existants ou encore plus généralement la gestion de la vie du
service doit aussi être une caractéristique inhérente aux architectures s’appuyant sur le
concept de SDN.
De fait, l’introduction d’un service nouveau doit à priori pouvoir être réalisé simple-
ment en ajoutant une nouvelle application qui interagirait directement avec le contrôleur
réseau. Dans ces conditions il n’est plus nécessaire de modifier des éléments en charge
du plan de données dont on attend avant tout de bonnes performances de transfert.
Les architectures centralisées présentent cependant des inconvénients. L’un d’eux ré-
side dans le déploiement statique d’un contrôleur ou de contrôleurs dans le réseau, alors
que leur placement et leur nombre sont déterminants pour les performances attendues.
Comme les performances sont essentiellement des caractéristiques inhérentes aux
applications mises en œuvre, cela limite la capacité d’adaptation de ces architectures
pour réaliser des services à la demande avec des SLAs variés.
D’autre part, la conception des contrôleurs s’apparente généralement à un disposi-
tif de type driver (par analogie avec un OS informatique) qui est connecté au réseau.
On parle d’ailleurs de Network OS. Dans ces conditions, c’est l’application (c’est-à-dire
l’élément intelligent de l’architecture qui contrôle le service) qui agit effectivement sur le
réseau au travers du filtre que constitue le contrôleur-driver.
Mais cela nécessite que le contrôleur dispose d’une connaissance fine et permanente
de ce qui se passe dans le réseau avec des fonctions de monitoring élaborées car sinon il
y a le risque d’introduire des incohérences, en particulier dans les environnements virtu-
alisés partagés entre plusieurs opérateurs.
Enfin, les différentes applications peuvent agir au travers des contrôleurs sur les
mêmes ressources et sur les mêmes dispositifs, et introduire dans le réseau des ensem-
bles de règles qui ne sont pas nécessairement cohérentes entre elles ce qui peut aussi
induire des effets non prévus.
Il n’est pas surprenant dans ces conditions que les réseaux aient adopté dès le départ
dans leur conception une approche distribuée car c’était l’approche la plus flexible, la
plus simple et la plus pertinente; l’objectif principal étant de disposer de réseaux résilients
et fiables.
En résumé, le risque est que l’architecture centralisée bien qu’offrant des avantages
potentiels réduise à néant les différentes plus values des architectures réseaux distribuées.
Dans la partie état de l’art, nous avons présenté différentes propositions et contri-
butions dont l’objectif vise à surmonter un certain nombre de limitations propres aux
architectures SDN qui sont essentiellement basées sur OF.
Ces inconvénients sont liés en premier lieu à la centralisation des fonctions de con-
trôle, en second lieu à l’absence de programmabilité des SOF, (la programmabilité étant
déportée pratiquement totalement sur le contrôleur central), en troisième lieu à une con-
ception statique du déploiement des dits services et finalement à un manque de flexibilité
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du protocole OF lui même qui est organisé autour de la notion de table de flots.
Si l’on prend un peu de hauteur, le cœur de la problématique est sous-jacent au pas-
sage d’une architecture distribuée qui prévalait jusqu’à présent dans les réseaux et a fait
ses preuves, à une architecture centralisée dite SDN dans laquelle les traitements intelli-
gents sont exécutés par un organe central.
Parmi les inconvénients de l’approche distribuée qui définissent les promesses de
l’architecture centralisée, on trouve par exemple le fait que des services réseaux élaborés
de type (pare-feu ou DPI “Deep Packet Inspection” ou autres) doivent être réalisés à partir
de dispositifs intermédiaires ( middle-boxes) statiques qui sont disposés dans le réseau
et vers lesquels transitent les flux. On trouve aussi, le temps de réaction nécessaire pour
réaliser certaines actions, par exemple pour faire converger un service de routage après
un changement de topologie. Un troisième inconvénient flagrant est la stratification du
réseau, qui est très difficile à faire évoluer.
Nous avons essayé de résumer ces réflexions dans le tableau référencé 3.1 où nous
comparons les avantages et inconvénients d’une approche centralisée par rapport à une
approche distribuée.
Comme cela est illustré dans la partie état de l’art, de nombreuses propositions ont
été faites pour réduire où lever les limitations des architectures SDN centralisées basées
sur OF. On peut citer comme thématiques parmi les propositions déclinées de multiples
manières dans les publications:
• La distribution physique des contrôleurs dans le réseau via une interface est-ouest.
• L’introduction de logiques de traitement locaux au niveau des SOFs, permettant de
réduire l’impact de la centralisation.
• La notion de contrôleur physiquement distribué et logiquement centralisé, plutôt
dans un contexte de datacenters.
• L’introduction de contrôleurs distribués mais avec une organisation hiérarchique.
• La séparation des applications réseaux en deux niveaux ou davantage traités par des
contrôleurs organisés hiérarchiquement, en fonction de la localité du traitement.
• Des mécanismes de redéploiement de l’attachement des SOFs aux contrôleurs en
fonction du trafic,
• L’association de contrôleurs en clusters avec des mécanismes de redondance, per-
mettant d’augmenter la fiabilité.
• Des mécanismes de déploiement et redéploiement dynamiques de contrôleurs.
Ces différentes propositions ne traitent en général qu’une partie des problématiques
posées et ne permettent pas de résoudre le problème dans son ensemble. Les limitations
de l’approche OF sont trop contraignantes et il nous a semblé, pour que le paradigme
SDN reste valide, qu’il fallait envisager une approche différente. En réalité il est proba-
ble que OF ne convient surtout qu’au contexte du datacenter qui a pour caractéristiques
des bandes passantes très élevées et une certaine localité des fonctions avec par exem-
ple son intégration dans le module OpenStack (URMILA et POL [2014]). Mais ce proto-
cole n’est pas adapté au contexte des réseaux des opérateurs Telco qui sont distribués sur
de grandes aires géographiques avec des nœuds connectés par des liens avec des débits
hétérogènes.
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Centralisation Distribution
Pros Une vue globale permet une optimi-
sation globale
Des mécanismes sont disponibles
pour les traitements locaux
Reconfiguration rapide et facile Résilience du réseau
Mise jour facile des applications Des algorithmes distribués peuvent
permettre une optimisation
Forte potentialité pour implémenter
des services réseaux
Cons Single Point Of Failure (SPOF) Délais de convergence en cas de
panne
Délais pour descendre de nouvelles
règles dans le réseau
Pas de vision globale rend plus diffi-
cile une optimisation globale
La centralisation introduit des
goulots d’étranglements de trafic
Besoin d’un protocole de contrôle
distribué
Besoin d’un protocole de contrôle
SDN centralisé
Des dispositifs intermédiaires (mid-
dle boxes) sont nécessaires pour im-
plémenter des services spécifiques
Le protocole OF est peu flexible et dif-
ficile à faire évoluer.
Le déploiement statique des con-
trôleurs limite le SLA des services
Cohabitation de multiples applica-
tions sans assurance de cohérence
entre elles
Table 3.1 – Avantages et inconvénients des architectures centralisées et distribuées
C’est un des motifs de la proposition SDN 2.0 initiée par Scott Shenker, un des initia-
teurs de l’approche SDN 1. Dans cette proposition, quelques principes sont proposés: (1)
une distinction claire entre périphérie du réseau SDNisable par rapport au réseau cœur
qui reste basé sur les technologies classiques, (2) la notion de middle-boxes virtuelles ou
physiques, (3) l’ouverture des services réseaux à des utilisateurs tiers.
Ce constat a aussi amené la conversion relativement récente chez les industriels du
concept de SDN en SD-WAN (Software Defined WAN).
L’idée générale du SD-WAN est de réduire les ambitions du SDN appliqué au WAN à
des approches visant à améliorer l’automatisation des services et surtout à réaliser une
correspondance fine entre les applications qui s’exécutent dans les datacenters et les
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goulots d’étranglements en optimisant le trafic [ALI et collab., 2017].
Les réseaux B2 et B4 de Cisco correspondent déjà à une approche de ce type plus
réaliste et plus crédible.
3.2 DICES, Une architecture SDN orientée services
En prenant en compte les observations qui précèdent, notre suggestion a été de proposer
une architecture SDN appelée DICES 2 dans laquelle les applications réseaux sont vues
comme des services auxquels est associé un certain SLA. Il y a une multiplicité de services
réseaux. On peut citer comme exemple un service basique de routage, une application de
pare-feu, une application de re-routage rapide, ou enfin une application de surveillance
(”monitoring”).
Dans les architectures patrimoniales, ces services sont généralement localisés (pare-
feux par exemple) dans des ”middlebox”, et parfois partiellement ou complètement dis-
tribués comme des sondes pour la surveillance quand cela est possible, ou pour le
routage.
Une architecture orientée services réseaux, doit pouvoir permettre de déployer ces
services en prenant en compte des critères de performances rassemblés sous le terme de
SLA. La distribution du service dans la topologie, sa localité, le placement des fonctions
qui le réalisent dans la topologie vont permettre d’atteindre tel ou tel niveau de SLA en
prenant aussi en compte les contraintes propres au service.
Il faut donc une architecture qui permette de déployer des services de manière au-
tomatique avec différents niveaux de localité correspondant aux différents SLA.
Nous voulons ensuite que notre architecture permette de définir des services réseaux
de manière aussi flexible que possible et qu’ils puissent être déployés et mis à jour rapi-
dement et facilement.
Nous souhaitons en résumé que l’on puisse gérer de manière automatisée le cycle de
vie du service, c’est-à-dire modéliser et déployer le service réseau, puis faire des mises à
jour éventuellement à chaud et sans coupure, ou après interruption et redémarrage du
service.
Pour réaliser cela, nous avons défini quatre briques essentielles:
• un orchestrateur réseau qui est un élément fondamental responsable de la valida-
tion et du déploiement du service et plus généralement de la gestion du cycle de vie
des services,
• un processus de composition de modèles de services pour construire des services
réseaux complexes à partir de composants élémentaires et d’un langage de descrip-
tion des services réseau,
• Des éléments réseaux génériques dans lesquels peuvent être déployés et exécutés
les modèles de services réseaux élaborés par l’orchestrateur.
• Une fonction contrôleur supportée par les nœuds réseau. Cette fonction peut être
centralisée, distribuée ou à plat avec une gradation possible du contrôleur élémen-
taire qui ne gère que le plan de contrôle local du nœud lui même à un contrôleur
centralisé qui gère le plan de contrôle d’un ensemble de nœuds.
2Dynamic adaptIve serviCe-drivEn SDN architecture
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Ces briques permettent de réaliser différents points clés de notre proposition.
Le remplacement des SOF par le concept de nœuds réseaux banalisés génériques pro-
grammables qui leur permet de supporter aussi bien la programmation de fonctions de
contrôle que de fonctions de traitement des paquets de données.
L’utilisation de micro-services réseaux banalisés élémentaires que l’on peut com-
poser, via un langage de composition de manière à réaliser un modèle du service. Ce
modèle peut-être déployé et exécuté au niveau des nœuds réseau aussi bien pour la par-
tie contrôle que la partie traitement des données. L’orchestrateur dispose d’un outil de
vérification du modèle avant déploiement.
Un protocole de déploiement et de mise à jour du service, permet de déployer les
services via un canal de communication comparable au protocole OF. Il est aussi doté de
fonctionnalités plus riches intégrant à la fois gestion et contrôle, depuis l’orchestrateur
vers les éléments réseau.
Dans la suite, chaque brique de la proposition est détaillée. Puis nous nous concen-
trons sur la modélisation et le déploiement des services en décrivant le processus dy-
namique de fourniture de services.
Le concept est ensuite illustré via un cas d’usage de re-routage rapide.
3.2.1 Description de l’architecture proposée
L’architecture proposée est un concept de réseau SDN, et est illustrée sur la figure 3.1.
Cette architecture réseau est constituée des entités et fonctions suivantes:
1. Un orchestrateur dont le but est d’assembler, de déployer et d’exécuter, en d’autres
termes de gérer le cycle de vie de services réseaux qui sont déployés.
2. Des services réseaux qui sont modélisés et composés à partir de µ-modèles élémen-
taires décrivant des services réseaux aussi élémentaires que possible. Les modèles
de services de base sont stockés dans une base de données.
3. Un langage de modélisation des services qui permet de composer les µ-services
réseaux élémentaires.
4. Des éléments réseau simplifiés, génériques et performants en charge du plan de
transmission et du plan de contrôle. Ces éléments réseau sont programmables aussi
bien du point de vue du plan de contrôle que du plan de données. Les modèles de
services (plan de contrôle ou plan de données) sont déployés pour être exécutés sur
ces éléments réseaux.
Dans le modèle, la distribution et la localisation des contrôleurs SDN dans le réseau
est déterminée dynamiquement par les contraintes et les caractéristiques des services
réseau qu’ils doivent exécuter.
Les contrôleurs peuvent donc être déployés sur un ou des éléments réseaux. Ces élé-
ments réseaux pourront jouer le rôle d’un contrôleur centralisé pour l’exécution du ser-
vice sur l’ensemble du réseau ou d’un contrôleur plus local dans une architecture de con-
trôleurs distribués.
Ce principe permet des contrôleurs organisés hiérarchiquement de manière à séparer
l’exécution de la partie locale de la partie globale du plan de contrôle.
Les modèles qui décrivent les services élémentaires réseaux sont stockés dans une
bibliothèque qui peut être sollicitée par l’orchestrateur de services. En fonction des de-
mandes des clients, l’orchestrateur de services assemble les différents modèles élémen-
taires en modèles de services globaux. Le processus de composition prend en compte le
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Figure 3.1 – Vue globale de l’architecture réseau
SLA demandé et les contraintes des topologies réseaux afin de construire des modèles de
services réseau de bout en bout.
Une fois le modèle de service réseau assemblé, la cohérence du service réseau est véri-
fiée et validée par l’orchestrateur.
Après l’étape de validation du modèle du service, les contrôleurs sont répartis et dé-
ployés dans le réseau de manière à exécuter de manière optimale les services pris en
charge (c’est-à-dire comme prévu par le SLA).
Pour cela, des algorithmes sont conçus pour déployer le nombre optimal de con-
trôleurs avec leur emplacement. Ensuite, les contrôleurs SDN sont activés dans le réseau
et associés aux éléments du réseau qu’ils doivent contrôler.
La dernière étape consiste à déployer les services réseau par l’orchestrateur dans les
contrôleurs réseau.
Les services réseau sont exécutés localement par les contrôleurs qui pilotent les élé-
ments du réseau.
Pour réaliser cette fonction, chaque contrôleur expose un ensemble d’APIs qui per-
mettent l’exécution des modèles de service via un moteur d’exécution.
La logique que nous proposons est illustrée dans la figure 3.2.
La proposition est organisée autour de trois fonctionnalités principales suivantes :
• Tout d’abord, la nécessité de pouvoir définir de manière flexible et dynamique des
services réseau s’appuyant sur des modèles, qui décrivent les services réseau élé-
mentaires, utilisés et assemblés par l’orchestrateur pour composer le service ciblé.
Une fois assemblé, le service réseau est testé et validé.
• Deuxièmement, une fonction de contrôle SDN générique disponible et prête à être
instanciée et activée dans tous les éléments du réseau. Chaque noeud du réseau
intègre cette fonction de contrôleur, qu’elle soit utilisée ou non. Lorsqu’il est activé,
le contrôleur permet d’exécuter les services réseau dans le réseau en fonction de
son domaine d’action. Ainsi, le contrôleur peut être à l’état de repos puisqu’il ne
contrôle aucun élément de réseau, mais il peut également contrôler un seul élément
de réseau (l’élément de réseau qui intègre le contrôleur), ou il peut contrôler un
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Services' composition
Requested SLA Network constraints






Figure 3.2 – Etapes de déploiement d’un service réseau
ensemble d’éléments de réseaux pour exécuter un service applicable à un ensemble
d’éléments de réseau. comme cela peut être le cas pour un service de fast-rerouting.
• Troisièmement, une topologie adaptative des contrôleurs SDN qui sont organisés
de manière hiérarchique et qui sont activés dans le réseau par rapport au SLA at-
tendu pour les services réseau.
La possibilité d’optimiser et d’adapter la topologie des contrôleurs dans le réseau
permet de réaliser les différents SLA de services réseau. Elle permet aussi de répon-
dre à la contrainte d’évolutivité tout en assurant la flexibilité. A cet effet, des al-
gorithmes basés sur la mesure de la centralité des nœuds à l’aide de différentes
métriques pourront calculer la topologie des contrôleurs du réseau par rapport
aux services réseau et aux performances attendues utilisées comme paramètres
d’entrée pour ces algorithmes.
3.2.2 Une organisation adaptative et distribuée de contrôleurs
Dans le modèle réseau que nous proposons, les contrôleurs sont répartis de manière
optimale dans le réseau afin d’exécuter les modèles de services réseau poussés par
l’orchestrateur dans les contrôleurs et dans la partie plan de données des éléments
réseaux.
L’emplacement des contrôleurs dans le réseau ainsi que le nombre de nœuds du
réseau à contrôler sont optimisés en fonction de différents paramètres. Les paramètres
suivants sont à prendre en compte dans l’optimisation :
• Les catégories de services réseaux ciblées et leurs performances attendues,
• Le SLA requis pour le service,
• Les paramètres liés à la topologie du réseau, par exemple, le nombre de nœuds à
contrôler, les ressources des nœuds, les latences des liens entre les nœuds et leur
bande passante, les performances attendues en terme d’écoulement du trafic, la
connectivité entre les nœuds, . . .
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• Les différents domaines techniques ou administratifs du réseau à gérer.
L’emplacement optimal des contrôleurs réseaux dépend donc des services réseaux
implémentés. Afin d’atteindre les performances visées, il est nécessaire pour certains
services d’être exécutés localement à proximité des ressources matérielles, ce qui peut
nécessiter un nombre important de contrôleurs.
D’autres services réseaux peuvent avoir besoin d’une vue d’ensemble du réseau afin
d’être optimisés. Par exemple, la fonction de fast re-routing nécessite d’être traitée locale-
ment au moins en partie afin de diminuer le délai d’exécution, et d’identifier rapidement
la liaison ou le nœud défectueux et d’activer une liaison de secours.
Cependant, si l’objectif est de ré-acheminer le trafic de manière optimale, en fonction
de certains critères (comme par exemple la latence), il faut avoir accès à une vision plus
globale du réseau et de sa topologie.
Pour cela, l’application doit être exécutée au-dessus d’un contrôleur de niveau
supérieur qui contrôle un plus grand nombre de nœuds et qui dispose d’une vision plus
globale du réseau.
D’autres services réseau, tels que par exemple un service d’ingénierie de trafic, dont
l’objectif est d’écouler le trafic de manière optimale, nécessiteront moins de réactivité
mais auront besoin impérativement d’une vision globale du réseau. L’application devra
disposer d’informations sur tous les nœuds et liens et, grâce à cette vue globale, pourra
calculer les chemins optimaux pour écouler le trafic. Elle pourra s’exécuter sur le con-
trôleur de niveau supérieur.
3.2.3 Organisation des éléments réseau
Figure 3.3 – Architecture fonctionnelle d’un élément réseau
Dans notre proposition, une fonction de contrôle générique (c’est-à-dire un agent
contrôleur) est intégrée dans chaque nœud du réseau. En ce qui concerne les nœuds
de réseau legacy, on peut imaginer la mise en œuvre d’un agent de contrôle externe per-
mettant la compatibilité avec les équipements de réseau existants.
En principe, le contrôleur contrôle les ressources réseau (par exemple, les tables de
routage) qui lui sont directement rattachées sur le nœud qui le supporte. Mais par
ailleurs, il peut contrôler un groupe donné d’éléments réseaux en fonction des services
réseau qu’il doit implémenter.
L’implémentation des services réseau s’effectue une fois que la topologie des con-
trôleurs SDN est composée et déployée sur les nœuds réseau associés.
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Le contrôleur est également capable d’échanger avec un contrôleur de niveau
supérieur, afin, par exemple, de renvoyer des informations de topologies relatives aux
nœuds dont il a la responsabilité ou concernant la supervision des services ou des
ressources, si nécessaire.
Les services réseau sont poussés et activés depuis le contrôleur de niveau supérieur
ou depuis l’orchestrateur. Ils sont exécutés par les contrôleurs de niveau inférieur à l’aide
d’un moteur d’exécution de service tel que illustré dans la figure 3.3.
3.2.4 Une organisation hiérarchique et distribuée des contrôleurs
La capacité de mise à l’échelle (scalability) de ces architectures avec des contrôleurs cen-
tralisés est un autre point clé. Cette propriété entraîne un besoin de distribution des con-
trôleurs dans le réseau avec une disposition hiérarchique à au moins deux niveaux. Ceci
est illustré par la figure 3.4.
En fonction des applications à déployer et de la taille du réseau, il peut y avoir des
configurations dans lesquelles un seul nœud de contrôle peut concentrer une partie im-
portante du trafic, ce qui a un impact sur la capacité de mise à l’échelle de l’architecture
et, par conséquent, du service.
Une disposition hiérarchique avec un contrôleur central et des nœuds contrôlant un
sous-ensemble du réseau offrent de meilleures propriétés de mise à l’échelle. De plus, le
contrôleur central facilitera l’exécution des services qui nécessitent une vue globale du
réseau tandis que les contrôleurs locaux permettront l’exécution des services qui doivent
être proches des nœuds du réseau en raison de contraintes strictes de SLA.
Figure 3.4 – Architecture hiérarchique de contrôleurs
3.2.5 Séparation des domaines
Les différents domaines techniques et administratifs du réseau pourront reposer sur une
organisation hiérarchique des contrôleurs avec au moins deux niveaux : des contrôleurs
feuilles pour un domaine et un contrôleur de niveau supérieur qui a une vue globale inter-
domaines.
A l’intérieur d’un réseau de télécommunication, on peut distinguer notamment le
domaine réseau cœur, le domaine réseau d’agrégation, le domaine réseau d’accès, le
domaine Datacenter, le domaine réseau d’entreprise. On peut également distinguer
les différents systèmes autonomes sur lesquels une vision globale est recherchée afin
d’optimiser le trafic inter-AS.
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Le contrôleur inter-domaines gère une abstraction de niveau supérieur qui permet
d’effectuer des optimisations transversales inter-domaines.
3.2.6 Provisionnement dynamique des services
Modélisation des services avec les réseaux de Petri
A titre d’illustration, on peut citer quelques exemples de services réseau. Il peut s’agir, par
exemple, d’un service de connectivité de bout en bout, d’un service VPN de niveau 2 ou
3, d’un service de routage de trafic, de la supervision ou de la surveillance de segments et
d’équipements de réseau.
Ils sont construits à l’aide de services réseau élémentaires qui peuvent être composés
en un macro-service réseau.
Les approches SDN visent, en particulier, à rendre des services réseau flexibles et pro-
grammables. Pour ce faire, nous nous appuyons sur un modèle de service réseau élé-
mentaire suffisamment abstrait, c’est-à-dire indépendant des types de ressources et des
technologies sous-jacentes.
Les différents éléments peuvent ensuite être assemblés afin de construire des services
réseau de bout en bout. Le résultat de cette composition est un service réseau qui peut
être implémenté, déployé et exécuté sur le réseau. La méthode de modélisation des ser-
vices réseau doit posséder les propriétés suivantes :
• Elle doit offrir un niveau d’abstraction suffisant c’est-à-dire être indépendante des
technologies sous jacentes.
• Elle doit avoir des propriétés de modularité et de localité, ce qui signifie qu’elle
doit offrir la possibilité de composer facilement ensemble des modules élémen-
taires effectuant des traitements pour créer des composants plus complexes tout
en masquant leur complexité résultante.
• Elle doit offrir de bonnes propriétés d’encapsulation. Cela nécessite que les mod-
ules élémentaires des services réseau soient indépendants (couplage lâche) et
génériques (indépendants des infrastructures). De plus, ces modules doivent être
dotés d’interfaces standard et de propriétés d’encapsulation permettant d’obtenir
un modèle de type boîte noire.
• Il faut pouvoir proposer des outils et des propriétés qui permettent de tester et de
valider le modèle de service afin d’accélérer l’optimisation et les évolutions possi-
bles.
• Il devrait être possible de convertir le modèle en une forme exécutable dans les con-
trôleurs réseau via un moteur d’exécution dédié.
Dans ce contexte, nous avons identifié les réseaux de Petri comme pertinents en tant
qu’approche de modélisation par comparaison avec d’autres outils comme les machines
à états et les chaînes de Markov. Un des intérêts des réseaux de Petri est en partic-
ulier qu’ils permettent de modéliser des composants élémentaires et de les assembler
en composants plus large en permettant différents niveaux d’imbrication. Ils constituent
également une alternative intéressante et puissante aux machines à états finis en termes
d’expressivité des processus modélisés [MURATA, 1989].
Les réseaux de Petri permettent de modéliser des services complexes avec des con-
traintes de temps réel, avec de la concurrence et des interactions synchronisées entre les
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processus. Ceci est particulièrement intéressant pour les services réseau dans lesquels le
partage des ressources et le parallélisme entre processus sont des éléments clés.
D’autre part, les réseaux de Petri permettent de modéliser des services déterministes
et non déterministes distribués alors que les machines d’états sont souvent plus limitées
pour faire face à ce type de situations.
Il existe un certain nombre d’extensions (réseaux de Pétri stochastiques, colorés ou
à files d’attente, réseaux avec des arcs inhibiteurs, . . . ) ainsi que différentes variantes
telles que des réseaux de Pétri synchrones ou temporels qui introduisent des durées
d’événements. Ces différentes extensions enrichissent énormément les possibilités de
modélisation. Parmi ces extensions en particulier la notion d’arc inhibiteur [ANNIE, 2006]
donnent aux réseaux de Pétri et à leurs extensions le pouvoir d’expression d’une machine
de Turing [A JAVAN, 2013].
Finalement, les réseaux de Pétri hiérarchiques et imbriqués offrent une syntaxe
qui permet d’obtenir la modularité nécessaire à la modélisation de services complexes
[BRUNO et collab., 1994].
Propriétés On peut déduire d’un modèle à base de réseaux de Petri des propriétés in-
téressantes et utiles des systèmes étudiés et du modèle. Les propriétés sont généralement
valides pour un marquage initial donné.
On peut aussi parfois déduire ces propriétés pour une famille de marquages en par-
ticulier à partir de techniques d’algèbre linéaire en s’appuyant sur certains invariants du
réseau indépendants du marquage initial.
Les propriétés les plus connues sont:
• L’absence de blocage: il y a toujours des transitions franchissables,
• Quasi vivacité: Toute transition est franchissable au moins une fois,
• Vivacité: Toute transition est toujours accessible et franchissable dans la vie du sys-
tème,
• Marquage d’accueil: on peut toujours revenir à l’état initial (initialisation du sys-
tème)
• Réseau borné: Le nombre de marquages accessibles est fini.
Cycle de vie du service
Lors du déploiement, l’orchestrateur active les contrôleurs du réseau en fonction des con-
traintes des services et de la topologie du réseau. Ensuite, le modèle à base de réseaux de
Petri des services est encodé dans un format de fichier de type XML et est déployé par
l’orchestrateur dans les contrôleurs.
Au sein des contrôleurs, l’exécution des services est réalisée à l’aide d’un moteur
d’exécution du modèle.
[MORENO et SALCEDO, 2008] proposent sur ce principe, par exemple Petri-net, qui
permet une interaction avec des fonctions de bas niveau en utilisant un ensemble d’APIs
adhoc.
La gestion du cycle de vie des services est abordée dans notre architecture. Le cycle
de vie du service comprend la création, la modification ou la mise à jour du service, la
surveillance et la mise hors service du service comme présenté par [AFLATOONIAN et col-
lab., 2014].
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La modélisation du service réseau sous forme d’un réseau de Petri et l’utilisation du
modèle de réseau de Petri pour l’implémentation du service sur le contrôleur nous don-
nent l’opportunité de fournir une véritable implémentation dynamique de la gestion de
la vie du service.
Par exemple, la mise à jour du service peut se faire facilement par une simple mise
à jour du modèle de service, puis en exécutant les différentes étapes déjà définies de la
validation jusqu’au déploiement.
Le principal problème qui pourrait survenir serait lorsque la mise à jour de la politique
de service nécessite le déploiement d’un autre contrôleur (ou plusieurs) pour répondre à
une nouvelle politique de service ou à de nouvelles contraintes réseau.
Dans ce cas, nous proposons de gérer la mise à jour du service en plusieurs étapes.
Lors de la première étape, l’exécution du service est déléguée au contrôleur supérieur
et l’instanciation de service peut être supprimée des contrôleurs inférieurs. Le SLA du
service peut-être alors temporairement dégradé.
Lors de la deuxième étape, un nouvel ensemble de contrôleurs peut être déployé cor-
respondant au nouveau SLA mais l’ancien service fonctionne toujours sur le contrôleur
supérieur, éventuellement avec un SLA réduit temporaire. Le nouveau service avec son
nouvel SLA est alors déployé sur le nouvel ensemble de contrôleurs et le service peut être
commuté du contrôleur supérieur vers les contrôleurs inférieurs.
Concernant le monitoring du service, la fonction de monitoring du service doit être
incluse dès le début de la définition du service et incluse dans l’étape de modélisation du
service. A la fin, le service déployé intégrera ses fonctions de monitoring associées qui
seront déclinées aux différents niveaux de contrôleurs.
3.2.7 Description d’un cas d’usage
Nous avons choisi comme exemple un service de re-routage rapide réactif implémenté
dans un réseau Internet Protocol (IP) ou MPLS.
Le but de ce service est de mettre en place le plus rapidement possible un nouveau
chemin de secours avec des caractéristiques acceptables pour dériver le trafic en cas de
défaillance d’un nœud ou d’une liaison. Le chemin de secours n’est pas pré-établi.
La politique de service définira ici le délai maximal d’établissement d’un nouveau
chemin pour dériver le trafic, la bande passante demandée et d’autres paramètres à re-
specter.
Le délai maximal de récupération est un problème critique dans le cas d’une implé-
mentation SDN, où le contrôle peut être fortement centralisé.
La latence globale pour les échanges entre les SOFs et le contrôleur, les goulots
d’étranglements liés aux variations de trafic peuvent retarder à la fois la détection du ser-
vice, la décision de déploiement ainsi que le déploiement des nouvelles routes.
Si le contrôleur est très éloigné des éléments du réseau, ou s’il y a un goulot
d’étranglement sur le trafic de contrôle ou encore si le contrôleur centralisé doit réaliser
trop de traitements parce qu’il reçoit du fait de la panne trop de demandes de traitements,
la détection et le traitement d’une panne peut prendre trop de temps et le retard qui en
résulte pour établir la nouvelle liaison ne sera pas acceptable.
Pour résoudre ce problème, le service réseau doit plutôt être déployé à proximité des
éléments du réseau ou bien l’élément réseau doit inclure des mécanismes spécifiques
pour accélérer le traitement qui le rendent non générique. Si ce n’est pas le cas, le ser-
vice doit être déployé sur un contrôleur implémenté assez près des nœuds affectés par la
panne afin d’exécuter le service de re-routage. De cette manière on peut espérer que le
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service soit conforme aux contraintes de délais.
3.2.8 Modélisation du cas d’usage par un réseau de Petri
Le diagramme de la figure 3.5 montre un exemple de modélisation de service réseau par
un réseau de Petri. Le service de re-routage rapide est considéré dans un réseau MPLS ou
IP comme décrit dans le paragraphe précédent. Les jetons sont utilisés ici pour modéliser
des routes alternatives (c’est-à-dire des flots IP) en tant que ressources disponibles dans
le réseau et pour définir l’état initial.
Le service pourrait être modélisé à l’aide des concepts de réseaux de Petri hiérar-
chiques [FEHLING, 1993] où les places peuvent être fusionnées en places de fusion et les
transitions peuvent être remplacées par des transitions de “substitution” pour représen-
ter un ensemble de transitions. On peut ainsi réaliser une description fine et à plusieurs
niveaux emboités du service.
Le diagramme ne montre ici qu’une première étape de la modélisation, où chaque
place et chaque transition peuvent être elles-mêmes décomposées en un ensemble de
places et de transitions grâce à un modèle de réseau de Petri plus élémentaire pour rentrer
dans le détail de la description du service.
Les cinq principaux états impliqués dans le premier niveau de modèle que nous pro-
posons sont : l’état de repos, l’état d’erreur, le nouvel état de calcul du chemin, l’état de
création et l’état d’activation.
• L’état de repos correspond à l’état de fonctionnement courant de l’application,
• L’état d’erreur correspond à l’état de détection d’erreur,
• Le nouvel état de calcul du chemin, génère des ressources alternatives,
• L’état de création crée les routes alternatives sélectionnées,
• L’état d’activation active l’itinéraire créé.
Cet exemple a été validé à l’aide du logiciel de modélisation Tina pour les réseaux de
Petri [BERTHOMIEU et VERNADAT, 2006].
Un graphe de marquage de l’analyse d’accessibilité a été réalisé pour valider et prou-
ver que le modèle est borné (c’est-à-dire que le nombre de jetons dans les places est borné
tout au long de l’évolution du marquage), vivant (c’est-à-dire que toutes les actions sont
accessibles depuis tout marquage courant, le réseau de Petri est donc exempt de blocages)
et réversible (un retour à l’état initial est toujours possible).
Une analyse structurelle, qui fournit des propriétés indépendantes du marquage ini-
tial, a également été effectuée avec l’outil Tina, montrant que le modèle n’est pas invariant
(c’est-à-dire que des propriétés comme la vivacité, par exemple, peuvent changer avec le
marquage initial) et montrant aussi la propriété de consistance (c’est-à-dire qu’il existe
un marquage initial tel que chaque transition peut se produire).
Ces vérifications effectuées avec Tina sur des modèles à base de réseaux de Petri sont
une première approche de ce que pourrait être un outil de vérification de la consistance
et de la cohérence des services réseaux modélisés par ce moyen.
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Figure 3.5 – Modélisation d’un Fast rerouting service par réseaux de Petri
3.2.9 Algorithme de déploiement des contrôleurs
Afin de consolider ce travail nous avons proposé un algorithme de déploiement de con-
trôleurs correspondant au cas d’usage étudié.
La question du déploiement optimal des contrôleurs est cependant étudiée de
manière plus approfondie au chapitre suivant.
Comme expliqué ci-dessus, un algorithme est nécessaire pour le placement des con-
trôleurs dans le réseau afin de gérer et de s’adapter dynamiquement aux contraintes des
services.
Dans le cas du service de fast-rerouting, l’un des principaux critères de localisation du
contrôleur sera la latence entre les nœuds et leur contrôleur. Ce délai aura une incidence
directe sur le délai de rétablissement du service, en effet, l’information indiquant une dé-
faillance doit être envoyée au contrôleur pour déclencher un nouveau calcul d’itinéraire
et pour le déploiement d’une route de secours. Ce délai doit être inférieur à un seuil
donné pour garantir qu’une nouvelle liaison sera mise en place dans le respect du SLA
du service. Ainsi, l’algorithme fourni doit au moins garantir ce critère principal lors de la
mise en place des contrôleurs.
Pour ce cas d’utilisation particulier, nous avons imaginé un algorithme récursif qui
exploite les métriques de plus court chemin entre les nœuds du graphe afin de choisir le
nombre minimum de nœuds dans lesquels les contrôleurs seront activés.
En entrée, l’algorithme dispose du délai maximum toléré entre un nœud et son con-
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trôleur, et fournit en sortie la distribution des contrôleurs associée à la liste des nœuds
contrôlés pour respecter cette contrainte.
Les figures 3.6 et 3.7 illustrent une comparaison des performances calculées sur six
topologies de réseaux réels extraites de la base zoo-topology [KNIGHT et collab., 2011].
Le critère considéré ici est le délai maximal de 50 ms normalisé de récupération d’une
nouvelle route dans un réseau MPLS et qui est nécessaire pour établir une nouvelle liaison
en cas de défaillance d’une liaison ou d’un nœud.
Deux cas sont simulés : le premier, basé sur une approche standard c’est-à-dire cen-
tralisée, qui ne considère qu’un seul contrôleur pour tous les nœuds. Le nœud supportant
le contrôleur est sélectionné à l’aide du critère de centralité de proximité. Dans cette sit-
uation, il n’y a aucune garantie que le délai maximal de recouvrement sera atteint. (cf.
figure 3.6)
Le deuxième cas utilise l’algorithme que nous proposons pour déterminer une distri-
bution des contrôleurs permettant de respecter une contrainte de latence assurant une
récupération en 50 ms. Le délai maximal entre un nœud et un contrôleur, qui est fourni
en entrée de l’algorithme, est de 12.5 ms (figure 3.7).
Ce délai correspond à environ 50 ms pour la latence de récupération si l’on considère
que : la durée de traitement globale est d’environ 10 ms, et le délai de détection de la
panne est de 15 ms. Les diagrammes fournissent pour chaque nœud contrôleur : les
latences minimale, médiane et maximale pour le délai de mise en œuvre d’une nouvelle
route, et l’écart-type autour de la valeur moyenne.
La figure 3.7 montre que, dans tous les cas considérés, le délai maximum de récupéra-
tion respecte la contrainte de service cible de 50 ms. Cette comparaison illustre le gain
obtenu en utilisant la stratégie proposée pour le placement des contrôleurs.
Elle nécessite bien sûr plusieurs contrôleurs distribués et placés de manière optimisée
pour réaliser le service avec son SLA et avec un nombre minimum de contrôleurs.
Figure 3.6 – Approche classique Figure 3.7 – Approche proposée
3.2.10 Conclusion
Dans ce travail, nous proposons la définition d’ une architecture de réseau programmable
de manière dynamique, flexible, évolutive et orientée services.
L’objectif de cette architecture est d’offrir aux réseaux de télécommunications plus
de programmabilité et plus de flexibilité en utilisant le plan de contrôle centralisé et le
paradigme SDN de softwarisation des réseaux. Nous proposons pour cela:
• La définition d’éléments de réseau génériques en charge du plan de données et
du plan de contrôle. L’ avantage de ces éléments est qu’ils sont génériques et
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programmables pour supporter un plan de données et un plan de contrôle avec
différents niveaux de localité. Ils intègrent, une fonction de contrôle générique
disponible à l’intérieur de chaque élément réseau, qui peut être activée pour piloter
des éléments de réseau sélectionnés afin d’exécuter les services réseau. Cela per-
met de déployer, de manière flexible, des contrôleurs en fonction des contraintes
du réseau et de la performance des services attendus.
• Un processus de déploiement de contrôleurs piloté par les SLA des services, la
topologie du réseau et les contraintes des dits services. La topologie des contrôleurs
dans le réseau doit par conséquent être en ligne avec la performance des services et
les contraintes du réseau.
• Un processus de modélisation des services réseau basé sur les réseaux de Petri, qui
vise à couvrir un large éventail de services tout en offrant des mécanismes efficaces
pour la composition et la validation des services. La structure et la composition des
services est donc capable d’évoluer et de s’adapter en fonction des besoins des util-
isateurs. Les réseaux de Petri sont aussi une première approche de ce que pourrait
être un outil de vérification de la consistance et de la cohérence des services réseaux
modélisés.
Un moteur Petri-net inclus dans chaque contrôleur réseau permet d’exécuter les
services réseau déployés. C’est l’élément de base nécessaire à l’exécution des ser-
vices, au niveau du contrôleur, selon leur modèle.
Chacun de ces éléments est un élément clé d’un scénario de définition d’une archi-
tecture globale, et chacun d’entre eux nécessite un examen plus approfondi afin d’évaluer
qualitativement les gains en termes de déploiement et de vitesse d’exécution des services,
de performances en termes d’évolutivité, de réactivité et de QoS/QoE.
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3.3 Un plan de contrôle SDN étendu et flexible
3.3.1 Introduction
Comme nous avons eu déjà l’occasion de l’écrire dans l’état de l’art, les architectures SDN
basées sur OF sont fortement limitées dans leurs fonctionnalités dans différentes dimen-
sions. Essentiellement, l’approche OF est centralisée avec un contrôleur qui contrôle un
grand nombre de SOFs très simples dans le réseau.
Il est par conséquent difficile d’implémenter efficacement et de manière distribuée
certaines fonctions usuelles et classiques actuellement utilisées dans les réseaux.
C’est par exemple le cas, des fonctions qui gèrent de grandes quantités de trafic
comme les pare-feu, la sécurité ou le Deep Packet Inspection (DPI), ou enfin encore des
fonctions qui nécessitent une certaine localité comme le re-routage rapide qui nécessite
de réagir presque en temps réel avec des contraintes de temps fortes, ou enfin celles qui
nécessitent une analyse intelligente sur les nœuds du réseau comme le monitoring.
Pour rappel l’approche DICES que nous avons présentée dans la section 3.2 vise à
répondre à cette problématique en proposant une architecture basée sur différentes fonc-
tions décrites en 3.2.1.
Compte tenu du fait que la définition d’une telle architecture constitue un vaste pro-
gramme, nous nous sommes intéressés dans le travail à la réalisation d’une preuve de
concepts illustrant principalement la faisabilité des items 2 et 3 et aussi l’item 4 de 3.2.1
sous certains aspects.
Ce que nous avons cherché à explorer est la faisabilité d’un plan de contrôle SDN
étendu et programmable qui permette de dépasser les limites du protocole OF, comme
illustration de principes de l’architecture DICES que nous avons proposée.
L’idée est de pouvoir réaliser des services réseaux intelligents, distribués, et pro-
grammables comme ce qu’offre théoriquement OF, mais en dépassant les limites et les
inconvénients de cette approche. Nous avons déjà souligné que ces limites sont essen-
tiellement liées à:
• la faible programmabilité du SOF,
• aux contraintes de l’approche centralisée sous-jacente à OF qui impacte le SLA des
services et dont découlent différents problèmes (scalabilité, fiabilité...),
• la rigidité du protocole OF imposée par l’approche à base de tables de flots.
Pour cela nous nous sommes fixés le cadre de référence suivant pour notre preuve de
concepts:
1. le concept de nœuds de réseau génériques et programmables généralement connus
sous le nom de “white box”. Ils doivent intégrer un moteur générique d’exécution
du service réseau et une bibliothèque de composants élémentaires qui sont les élé-
ments de base de tout service réseau,
2. une logique de décomposition fine des services réseau en composants élémen-
taires, qui permettent de concevoir des services à la volée correspondant aux de-
mandes clients à l’aide de blocs de construction disponibles sur chaque nœud du
réseau,
3. un mécanisme de reconfiguration ou de redéfinition à la volée des services réseaux
sur les nœuds génériques sans interruption de service,
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4. des agents élémentaires intelligents appelés éléments contrôleurs SDN chargés
d’interagir avec le plan de données à différents niveaux de localité.
Ce plan de contrôle SDN est illustré par un Proof of Concept (PoC) implémentant un
service de surveillance (monitoring) distribué.
Le service de surveillance peut agir et évoluer de manière différenciée dans le réseau
en fonction des besoins liés au trafic et de l’état du réseau.
Le PoC utilise la plate-forme Click décrite dans l’état de l’art [KOHLER et collab., 2000],
dans laquelle nous avons développé différents modules [YASSIN et collab., 2017].
Ce PoC aurait pu être aussi développé sur la base d’autres outils comme eBPF ou
même VPP qui sont eux aussi adaptés aux environnements virtualisés et qui sont présen-
tés dans l’état de l’art.
3.3.2 Lignes directrices de conception
Deux principes guident la conception de ce PoC que l’environnement Click permet
d’illustrer.
1. Tout d’abord, la mise en place de modèles exécutables permettant la définition dy-
namique de services réseau. Ces modèles sont construits avec des briques de bases
du modèle qui décrivent les services réseau élémentaires. Ils sont utilisés et assem-
blés par l’orchestrateur pour composer, valider et déployer le service visé.
2. Deuxièmement, une fonction générique de contrôleur SDN est disponible et prête
à être instanciée et activée dans tous les composants réseaux. Ces fonctions con-
trôleurs peuvent être organisées de manière hiérarchique à différents niveaux pour
gérer la logique du plan de contrôle et les différents niveaux de localité.
La figure 3.8 présente un ensemble de nœuds réseaux génériques virtuels ou
physiques communément appelés “white box” qui supportent des services réseaux dis-
tribués et différenciés modélisés avec des composants.
Ces composants de services réseau sont assemblés à partir d’un ensemble de fonc-
tions réseaux élémentaires.
Cet assemblage se fait en élaborant un graphe orienté à l’aide d’une approche de type
réseaux de Petri comme décrit dans la section précédente.
Ici nous utilisons la modélisation en graphe adoptée par Click qui en est en fait très
proche. Il suffit par exemple de considérer un jeton comme un paquet IP.
Un canal de communication achemine les messages de management et de contrôle
entre l’orchestrateur et les nœuds du réseau.
Plan de gestion SDN
Le déploiement des composants est assuré à la demande par la fonction d’orchestration
via le canal de contrôle et de gestion. Le canal de gestion, représenté par une flèche jaune
sur la figure 3.8, permet de configurer de nouveaux composants sur des nœuds corre-
spondants à différentes fonctions du plan de données ou de mettre à jour les composants
en cours d’utilisation.
La fonction orchestrateur est en charge des décisions de déploiement des fonctions
réseau en fonction des besoins ou du fait de certains processus automatiques. Elle est
également en charge du déploiement effectif et de la mise à jour des composants du
réseau, en résumé de la gestion de leur cycle de vie.
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Figure 3.8 – Principes du plan de contrôle & de gestion étendu
Un composant de service réseau peut être entièrement ou partiellement mis à jour,
c’est-à-dire que sont mis à jour, supprimés ou remplacés, certains éléments réseau dans
le graphe qui modélise le composant.
Plan de contrôle SDN
Le canal du plan de contrôle SDN est encapsulé dans le canal de communication comme
le canal de de management. Il est représenté par les flèches vertes qui relient le contrôleur
de niveau supérieur et les contrôleurs locaux intégrés dans différents noeuds.
Le plan de contrôle SDN est également réparti entre les contrôleurs de niveau
supérieur et les contrôleurs locaux connectés aux éléments qui constituent les com-
posants qui composent le plan de données.
Les contrôleurs supérieurs et les contrôleurs locaux supportent les fonctions intelli-
gentes du plan de données soit localement soit de manière plus globale.
Ces fonctions intelligentes sont réparties entre les contrôleurs locaux et ceux de
niveau supérieur pour gérer hiérarchiquement les différents niveaux de localité comme
décrits par exemple par [SCHMID et SUOMELA, 2013].
3.3.3 La fonction contrôleur distribuée
Pour implémenter notre fonction de contrôleur SDN distribuée, nous utilisons le concept
de contrôleur programmable pour la gestion unifiée des infrastructures réseau virtual-
isées proposé par [YASSIN et collab., 2017]. Le rôle de ce contrôleur est principalement
d’exposer de manière unifiée des ressources hétérogènes aux entités de contrôle et de
gestion. Il est également capable de fournir des ressources de calcul pour gérer les déci-
sions de configuration locales ou globales.
Dans le papier de référence, le concept est illustré dans le contexte d’un cas
d’utilisation en réseau basé sur l’environnement du routeur logiciel Click de [KOHLER
et collab., 2000].
Nous avons décidé de réutiliser cet élément Click contrôleur comme contrôleur SDN
dans notre propre conception. Ce contrôleur peut être inséré dans le plan de données et
déclenché par l’arrivée de paquets comme d’autres éléments Click. Il peut aussi fonction-
ner de manière autonome et indépendante de la séquence d’arrivée des paquets. Il est ca-
pable de manipuler des gestionnaires d’éléments en lisant et en écrivant des paramètres
sur des éléments Click individuels ou sur des ensembles d’éléments comme les com-
posants Click.
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Il intègre également un langage syntaxique simple pour décrire les opérations de cal-
cul exécutées à l’aide des paramètres de lecture. Par conséquent, cette fonction de con-
trôle flexible peut être utilisée pour notre plan de contrôle SDN de manière distribuée ou
hiérarchique.
Nous avons étendu cependant ses fonctionnalités en programmation en le dotant de
mémoire et l’avons rendu capable de se connecter et d’échanger avec d’autres contrôleurs
similaires pour distribuer des fonctions d’analyse et de décision.
3.3.4 Un cas d’usage: supervision distribuée
Motivation du cas d’usage
Les concepts du plan de contrôle SDN étendu proposé sont illustrés par une fonction de
supervision distribuée. Les caractéristiques sont décrites ci-dessous en justifient leurs
intérêt.
• Une fonction de supervision est un sous-ensemble élémentaire nécessaire à toute
fonction de service réseau. Elle doit potentiellement être disponible sur n’importe
quel nœud réseau.
• Une fonction de supervision doit pouvoir disposer d’informations structurées
disponibles au niveau le plus local. Une telle fonction n’est pas réalisable de
manière satisfaisante avec des SOF standards.
• Les fonctions de supervision peuvent être plus ou moins complexes en fonction
des besoins de l’opérateur, des scénarios et des contextes . Elles peuvent être struc-
turées en fonction du contexte et mises à niveau dynamiquement, à la demande.
• Une fonction de surveillance peut générer beaucoup de trafic de contrôle, en parti-
culier dans le cas des réseaux SDN OF, où la surveillance est centralisée, sans intel-
ligence de traitement au niveau des nœuds et se fait par pooling.
• Une fonction de supervision doit pouvoir prendre en compte certaines contraintes
locales, par exemple si une grande réactivité est requise.
• Une fonction de supervision peut nécessiter beaucoup de ressources lorsqu’une
analyse sophistiquée est nécessaire. Elle montre l’intérêt de pouvoir ajuster dy-
namiquement l’utilisation des ressources informatiques.
Description du cas d’usage
Le scénario du cas d’usage est le suivant. L’objectif est de détecter un flux éléphant, qui
consomme trop de bande passante, au détriment des autres flux, puis de prendre des
mesures correctives si nécessaire au niveau du nœud qui détecte ce flux, généralement
un point d’entrée du réseau. Il s’agit donc d’une action de correction différenciée à un
moment donné au niveau d’un nœud du réseau.
Afin d’optimiser les ressources CPU, nous n’intégrons d’abord qu’une fonction de su-
pervision très basique dans les nœuds du réseau. Cette fonction est générique, a peu
d’impact sur les ressources et est distribuée de la même manière sur tous les nœuds
(étape 1 dans la figure 3.9). Cette fonction de supervision de base ne sait détecter, en
fonction du débit sur l’interface, qu’une variation importante et croissante du trafic sur
103
CHAPITRE 3. PROPOSITIONS POUR UNE ARCHITECTURE SDN FLEXIBLE
ET DISTRIBUÉE
l’un des nœuds via un micro-contrôleur local et un micro-contrôleur global jouant le rôle
de compteur et représenté sur la figure 3.11.
Si une augmentation anormale du trafic est détectée par une fonction contrôleur lo-
cal, celle-ci envoie une signalisation au contrôleur de niveau supérieur, qui décide alors
d’installer, à la volée sur le nœud, une fonction de monitoring plus élaborée, prenant en
compte d’autres critères plus fins tels que l’emplacement du nœud dans le graphe du
réseau.
Par exemple, s’il s’agit d’un nœud d’entrée, la configuration de supervision plus com-
plexe peut alors effectuer une analyse fine et identifier le débit anormal à l’origine de
l’anomalie (étape 2 dans la figure 3.9).
L’identification est réalisée grâce à un service de supervision plus évolué, qui peut
identifier les sessions IP et calculer leur débit moyen.
Ce calcul peut être effectué en particulier par des micro-contrôleurs supplémentaires
insérés dans la configuration, c’est-à-dire des contrôleurs affectés à la mesure des débits
locaux qui interagissent avec le premier contrôleur chargé de la mesure du débit global
de la figure 3.12.
Lors de la détection d’une anomalie, une action corrective est mise en place par le
contrôleur local (étape 3 dans la figure 3.9). Ici il s’agit d’activer et de configurer un shaper
de trafic qui inclut dans la configuration enrichie limitera le débit du flux éléphant.
Un mécanisme d’hystérésis basé sur le volume global du trafic permet de revenir à la
configuration de supervision initiale sans risque d’oscillations.
Ce cas d’usage nous permet d’illustrer les propriétés suivantes qui ne peuvent être
réalisées dans un contexte OF pour les raisons déjà mentionnées:
• la mise à niveau, sans interruption de service, d’une configuration générique,
• l’optimisation des ressources d’un nœud en réduisant la fonction de supervision au
strict nécessaire,
• un traitement intelligent et différencié au niveau du nœud avec une analyse locale
des flux,
• la distribution de l’analyse du trafic sur plusieurs contrôleurs élémentaires qui in-
teragissent entre eux et organisent de manière distribuée ou hiérarchique le plan de
contrôle,
• la complexification ou la simplification du traitement au niveau d’un nœud, selon
les besoins.
3.3.5 Implémentation du cas d’usage
Click
Le routeur virtuel Click développé par [KOHLER et collab., 2000] consiste à exécuter un
moteur Click en remplacement partiel ou total des fonctions du réseau noyau Linux stan-
dard d’une machine physique ou virtuelle.
Le moteur fournit une bibliothèque d’éléments simples ou complexes qui peuvent
être assemblés à l’aide d’un script de configuration pour composer un chemin de données
sous la forme d’un graphe orienté, représentant un service particulier.
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Step 1 to step 2 Step 2 to step 3
Figure 3.9 – Etapes du cas d’usage de monitoring
Les paquets IP se déplacent le long des arcs orientés entre les sommets qui sont
les éléments Clicks et dans lesquels un traitement spécifique est appliqué (classifica-
tion, réécriture . . . ). La classe d’un élément spécifie un nombre fixe ou indéfini de ports
d’entrée/sortie et son comportement.
La syntaxe générique est la suivante:
(el ementa)[out putx]−packet s → [i nputy ](el ementb).
Les paquets sont traités suivant les fonctions codées dans chaque élément qui sont
éventuellement paramétrés par une chaîne de configuration.
A la frontière des composants Click, les éléments FromDevice & ToDevice réalisent des
entrées-sorties de ou vers des interfaces réseau. En outre, les éléments exposent les han-
dlers (interfaces) pour échanger entre eux ou avec des handlers distants, au moment de
l’exécution.
Le moteur de click lui-même expose des handlers globaux pour contrôler l’ensemble
des opérations. En particulier, l’un d’eux permet de réaliser une reconfiguration à chaud,
c’est-à-dire un rechargement rapide à la volée d’un nouveau graphe.
Lors de la conception, le routeur Click est réalisé à partir de sources standards et per-
sonnalisées (classes C++), permettant d’étendre la bibliothèque d’éléments.
Click peut être construit pour fonctionner soit en tant qu’application dans l’espace
utilisateur, ce qui est plus pratique pour tester/déboguer des développements expéri-
mentaux, soit en tant que module noyau lorsque de meilleures performances sont at-
tendues. Ici nous nous sommes restreints à l’espace utilisateur car notre objectif premier
n’était pas les performances.
Un script de configuration est donné en argument lors du lancement du routeur Click.
Il comprend la description du graphe et le paramétrage initial de ses éléments.
Fondamentalement, les éléments standard accomplissent des opérations aussi sim-
ples que possible et le plus efficacement possible. Un traitement intelligent peut être
spécifié par exemple par le biais de règles de classification, pour répartir différents flux
sur différents arcs.
La figure 3.10 illustre à titre d’exemple une chaîne de traitement très simple composée
de trois éléments et qui compte (élément counter) et supprime (élément discard) systé-
matiquement les paquets qui arrivent.
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FromDevice Counter Discard
Figure 3.10 – Example de chaîne Click simple
Un nouvel élément Click contrôleur
Pour les besoins de notre démonstrateur et pour illustrer les concepts proposés, nous
avons étendu les fonctionnalités de l’agent contrôleur Click introduit par [YASSIN et col-
lab., 2017].
Cet élément offre un mécanisme d’automatisation programmable où certaines ac-
tions peuvent être définies, grâce à une combinaison logique ou arithmétique de ges-
tionnaires d’éléments globaux ou locaux, suivant une expression de contrôle écrite dans
un langage adhoc. Cette expression est évaluée périodiquement, sur événement corre-
spondant à l’arrivée d’un paquet ou sur demande externe.
Si nécessaire, les actions sont lancées en écrivant à des gestionnaires externes arbi-
traires (par ex. ExternalCall.active).
Un élément d’appel externe expose un gestionnaire de commandes informant d’une
tâche à effectuer lorsqu’elle est active. Il peut être interrogé par le contrôleur supérieur
qui peut à son tour provoquer une rétroaction à distance. Cette logique est utilisée, dans
notre expérience pour reconfigurer à la volée le moteur Click.
Pour les besoins de notre démonstrateur et pour illustrer les concepts proposés, nous
avons étendu les fonctionnalités de l’agent contrôleur Click introduit par [YASSIN et col-
lab., 2017]. En plus des fonctions logiques de base de composition des prestataires (han-
dlers), qui permettent de produire des vues unifiées des composants et des éléments
clicks, les points principaux de nos extensions sont :
• La capacité à maintenir des valeurs variables en mémoire. Ces variables permet-
tent, par exemple, de calculer le filtre Infinite Impulse Response (IIR) qui permet de
lisser la mesure du trafic et d’effectuer une mesure du débit de trafic.
• La possibilité de lire et d’écrire sur des prestataires d’autres contrôleurs afin de pou-
voir composer logiquement ou de manière arithmétique les résultats provenant de
plusieurs contrôleurs attachés à différents composants Click.
• La possibilité d’échanger à différents niveaux avec des composants et éléments
Click et avec d’autres contrôleurs de manière hiérarchique ou à plat.
Finalement, notre contrôleur peut être programmé pour effectuer les opérations req-
uises par simple configuration comme n’importe quel élément Click.
Configurer un contrôleur consiste à le configurer avec une expression de contrôle
qui décrit les opérations à effectuer telles que la lecture ou l’écriture sur des prestataires
d’éléments Click, la composition des valeurs de ces prestataires pour produire de nou-
veaux résultats pour déclencher des actions soit directement au niveau local, soit à un
niveau plus global via l’élément external element (voir figure 3.11 pour plus de détails).
Description de l’implémentation
La figure 3.11 montre comment la fonction de monitoring de base est implémentée dans
Click. Il s’agit de la première étape du processus illustré dans la figure 3.9.
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Le flux entrant est récupéré par l’élément Click From Device et passe par un élément
Click classifier qui permet de collecter les flux de données sur lesquels la surveillance
s’applique, par exemple les flux TCP ou UDP.
Le flux intéressant passe ensuite par un élément compteur, puis par les éléments
d’interface de files d’attente et de sorties.
Un contrôleur local permet de lire le compteur global et de lisser les valeurs extraites.
Si la valeur moyenne dépasse un seuil fixe, le contrôleur active l’external element qui per-
met de lever un drapeau. Une fois cet indicateur détecté, le contrôleur central télécharge
via le canal de communication une configuration plus sophistiquée de monitoring per-





















Figure 3.11 – Composant de monitoring Click basique
La figure 3.12 montre comment la fonction de surveillance plus sophistiquée est
conçue dans Click, pour permettre une analyse détaillée des flux.
Les éléments jaunes sont ceux qui sont téléchargés et ajoutés dynamiquement à la
configuration précédente.
Nous avons développé l’élément Contrack qui permet d’identifier et de séparer les
différentes sessions TCP ou UDP, sur les différentes sorties.
Il inclut des variables permettant de construire une machine à états finis et
l’identification et le suivi des sessions TCP ou UDP. Sur chaque sortie de l’élément Con-
track, on trouve une chaîne d’éléments composée d’un élément de comptage, d’un élé-
ment de file d’attente et d’un shaper. Cette chaîne de base est utilisée pour mesurer le
débit binaire de session sur chaque sortie.
Le contrôleur de débit local de chaque chaîne visible dans le diagramme est utilisé
pour mesurer le débit binaire du débit de la session et pour le comparer au débit global
mesuré par le contrôleur de débit global.
Les deux contrôleurs travaillent en coordination pour activer le shaper si nécessaire
par une simple configuration de l’élément shaper à l’étape 3 de la figure 3.9. La configu-
ration du shaper se fait donc localement.
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Figure 3.12 – Composant Click de monitoring complexe
3.3.6 Résultats et retour d’expérience
La figure 3.13 illustre la preuve de concept composée de trois machines virtuelles fonc-
tionnant sur une machine physique. Le nœud VM2 supporte la fonction de supervision
simple ou complexe qui s’applique à un flux routé entre deux interfaces d’entrée-sortie
de la machine virtuelle.
Une source de trafic et un récepteur sur les machines virtuelles VM1 et VM3 permet-
tent de réaliser des scénarios de trafic.
Le contrôleur global est installé sur la machine physique et a pour fonction de télé-
charger la configuration de surpervision complexe. C’est un simple démon sous la forme
d’un script Python.
Le générateur de trafic génère successivement dans le temps une séquence de ses-
sions UDP de durées et de débits variables. Quand un flux éléphant est généré, il y a une
forte croissance du trafic à un moment donné qui déclenche les étapes 2 et 3 de la figure
3.9.
Une séquence de test est représentée sur la figure 3.14.
Le diagramme montre la progression de la séquence de test que nous avons effectuée
avec les flux entrants et sortants. La somme des flux entrants est représentée en bleu, les
flux sortants en rouge. Le flux entrant éléphant est en vert, le flux sortant est en orange.
On peut voir que le flux éléphant est limité dès son apparition afin de maintenir le trafic
global dans un gabarit spécifié.
La transition se fait aux alentours de t = 50s. Nous pouvons voir juste à cet instant une
brève perte de paquets pendant environ 40ms liée à la mise à jour à la volée du composant
de monitoring.
Cette perte montre que la mise à niveau n’est pas totalement transparente et qu’elle
a un impact sur le trafic. En effet, dans Click, la mise à niveau à chaud des composants
Click se fait par un remplacement complet du composant par le nouveau composant.
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Figure 3.13 – Preuve de concept










In flows Out flows
Flow elephant out Flow elephant in
Figure 3.14 – Résultats expérimentaux
Il serait nécessaire de mettre en œuvre des mécanismes de mise à niveau beaucoup
plus raffinés agissant séparément sur une partie du graphe des composants Click pour
espérer une mise à jour ayant un impact limité. Cela passerait sans doute par une refonte
complète de l’architecture de Click. Néanmoins, la perte de paquets reste modérée et
relativement brève.
3.4 Conclusion
Dans ce travail, nous avons démontré la faisabilité d’un plan de contrôle SDN étendu et
flexible qui surmonte les limites de l’approche OF.
Ces limitations sont les suivantes : Tout d’abord, la faible programmabilité des switchs
OF qui empêche de réaliser des traitements locaux sophistiqués.
Deuxièmement, la forte centralisation inhérente à l’architecture OF qui limite les pos-
sibilités de distribution des fonctions réseaux dans les éléments réseau.
Nous avons basé ce concept sur plusieurs principes de conception:
• Une approche de type white box de switches programmables génériques.
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• Une désagrégation des services réseau en composants élémentaires assemblés à
l’aide de modèles qui modélisent le service à l’aide d’un modèle de type graphe.
• Un moteur d’exécution des services hébergé sur tous les nœuds
• L’introduction d’une fonction de contrôleur qui prend la forme d’un agent intel-
ligent et programmable qui peut être distribué de manière flexible dans les com-
posants de service réseau.
Nous avons illustré ensuite ce concept sur un cas d’utilisation de supervision adapta-
tive dans le but de détecter et de limiter des flux éléphants.
Nous nous sommes appuyés sur le routeur virtuel Click pour lequel nous avons
développé la fonction contrôleur sur la base d’un élément Click.
Cette mise en œuvre nous a permis de démontrer la faisabilité du concept pro-
posé. Elle nous a permis également de mettre en évidence les limitations inhérentes à
l’environnement Click.
Tout d’abord, en ce qui concerne l’implémentation actuelle de Click, les chemins de
données sont définis de manière statique. Par conséquent, seul un nombre raisonnable
de flux peut être pris en compte. Cela peut s’avérer problématique lorsqu’il est nécessaire
de gérer des problèmes de routage.
En revanche, la logique à l’intérieur d’un élément donné n’a aucune limite en termes
de complexité puisqu’il s’agit de pur logiciel. Par exemple, on peut implémenter une
liste ouverte de contextes session-flux, chacune avec une machine d’état. Nous avons
développé un tel élément : Contrack implémentant la base logicielle d’un pare-feu state-
ful.
Par conséquent, deux axes apparaissent pour implémenter une logique complexe
avec la technologie Click :
• Rassembler toute la logique en éléments multi-fonctions riches et spécifiques, qui
peuvent être incompatibles avec l’objectif initial de l’approche Click.
• Distribuer l’algorithme sur plusieurs éléments plus génériques ce qui nécessite de
trouver un moyen de garder la connaissance contextuelle entre eux, en utilisant des
méta-données par exemple.
En second lieu, il faut souligner les limitations du mécanisme de mise à niveau à
chaud des composants Click qui provoque la perte de paquets. Cette mise à jour néces-
siterait probablement un mécanisme différencié et affiné de mise à jour des composants
afin de réduire les pertes.
Cependant, l’architecture proposée permet d’implémenter, de distribuer ou de cen-
traliser des services réseau flexibles et reconfigurables en fonction des besoins. Elle peut
aussi également être implémentée de manière à recréer le scénario primitif OF comme
référence. Un composant Click pourrait très bien porter toute la logique d’un contrôleur
OF basique.
Dans la continuité de ce travail, il faudrait aussi compléter et spécifier la notion de
contrôleur que nous avons présentée en précisant en détail l’étendue des fonctionnal-
ités nécessaires pour assurer une programmabilité et une modularité satisfaisante afin de
pouvoir centraliser ou distribuer le plan de contrôle SDN selon les exigences des services
réseau, tel que nous l’avons imaginé.
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Placement de services réseaux dans une
infrastructure SDN & NFV
“ One, two! One, two! And through
and through The vorpal blade
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4.1 Introduction
Notre travail sur la définition d’une architecture SDN distribuée orientée services réseaux
nous a amenés à considérer la problématique du placement de contrôleurs de manière à
optimiser le SLA des services déployés.
Nous avons montré sur un exemple simple dans le premier chapitre que le placement
optimisé de contrôleurs permettait de respecter une contrainte de latence pour réaliser
un service réseau de re-routage rapide.
D’autre part, un contrôleur SDN n’est rien d’autre qu’un logiciel qui s’exécute sur des
nœuds physiques ou virtuels et qui consomme des ressources pour réaliser les perfor-
mances recherchées. Le contrôleur déployé va consommer des ressources au niveau du
nœud d’exécution ainsi que de la bande passante dans le réseau. Un des enjeux est qu’il
dispose d’un réseau de contrôle satisfaisant.
Le problème que nous avons voulu aborder en premier lieu est le placement optimal
de contrôleurs dans une infrastructure pour réaliser les SLA recherchés pour les services
réseaux.
Les problèmes d’optimisation qui se posent pour définir des configurations de con-
trôleurs distribués sont en général NP difficiles. Comme l’état de l’art l’a montré, les ap-
proches possibles sont multiples et diverses.
Pour notre part, nous nous sommes intéressés en premier lieu à la faisabilité de la déf-
inition d’une heuristique permettant de calculer un placement de contrôleurs de manière
très rapide même dans des réseaux comportant plusieurs milliers de nœuds, sur une
métrique de latence et une métrique de charge et pour un nombre de contrôleurs non
fixés à l’avance.
Nous avons utilisé pour cela un algorithme de classification hiérarchique.
Nous avons ensuite recherché une approche plus générale pouvant éventuellement
être étendue à des objectifs d’optimisations multiples et rendue aussi générique que pos-
sible. En effet le problème du placement des contrôleurs est généralement multi-objectifs
et multi-contraintes.
Nous avons utilisé pour cela les algorithmes évolutionnaires car nous étions intéressés
par leur flexibilité et leur généricité.
Avec ce type d’algorithme nous avons défini une métaheuristique d’optimisation de
la connectivité des groupements autour des contrôleurs, avec un objectif de charge et
un nombre de contrôleurs non connus à l’avance. Nous avons utilisé la métrique de k-
connectivité moyenne comme critère à optimiser pour améliorer la fiabilité du réseau
SDN et donc des services réseaux associés.
Nous avons cherché ensuite dans le cadre d’une collaboration fructueuse avec M.
Quang Pham tran anh qui effectuait un postdoc à B-COM, à étendre la technique des
algorithmes évolutionnaires à d’autres problèmes de placement.
Nous nous sommes intéressés aux problèmes de placement de chemins qui sont en
fait des problèmes de routage et aux problèmes de placement de chaînes de VNF.
L’objectif était d’essayer de définir un outil générique pour résoudre des problèmes de
placement avec la plus grande généricité possible.
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4.2 Algorithmes de référence pour le placement
4.2.1 Le problème de couverture par ensembles
Placer des contrôleurs dans un réseau en respectant certaines contraintes ou en opti-
misant certains objectifs, implique de rattacher des nœuds du réseau à ces contrôleurs.
Cela revient à définir une partition du réseau en clusters de nœuds rattachés à chaque
contrôleur.
Il y a ici une analogie évidente avec le problème de couverture par ensembles dont
nous donnons une description succincte.
Le problème de couverture par ensemble est défini de la manière suivante: On con-
sidère une paire (U,S) où U est un ensemble fini d’éléments ei et S une famille de sous-
ensembles de U avec ∪s∈S s = U. On définit une application w qui à chaque sous ensemble
contenus dans S associe un poids positif: w : S →R+.
Le problème de couverture par ensembles consiste à trouver un ensemble d’éléments
(des sous-ensembles) de S dont la somme des poids est minimale et qui couvre tous les
éléments de U comme par exemple la réunion des ensembles bleu et noir de la figure 4.1.
Formellement il s’agit de trouver un sous-ensemble couvrant, R ⊆ S, vérifiant ∪r∈Rr =
U tel que
∑
r∈R w(r ) soit minimal.
Dans le cas du rattachement de nœuds d’un réseau à des contrôleurs, il s’agit d’obtenir
une couverture exacte, R est une partition de U. C’est donc une contrainte supplémen-
taire.
Un problème NP- difficile
Ce problème est connu comme NP- difficile. Une manière de prouver qu’il est NP- dif-
ficile consiste à montrer qu’il est réductible à une instance du problème de couverture
par sommets dont la version décisionnelle est NP-complète. En se ramenant à un prob-
lème déjà connu et caractérisé on démontre le résultat. Le problème de couverture par
sommets appartient aux 21 problèmes NP complets identifiés par [KARP, 1972].
Pour rappel, le problème de couverture par sommets consiste à trouver un ensemble
minimum de sommets pour couvrir toutes les arêtes d’un graphe.
Par ailleurs, Chvatal [JAIN et collab., 2013] ont montré qu’un algorithme glouton per-




Figure 4.1 – Exemple de couverture par sommets
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4.2.2 Le problème de l’emplacement d’installations
Lorsque il s’agit de placer des serveurs de capacités diverses dans un réseau, dans lequel
les liens présentent des caractéristiques variées comme la latence, liées par exemple à la
topologie géographique dans laquelle est déployé le réseau, apparaît l’analogie avec les
problèmes d’emplacement d’installations.
On peut résumer ce type de problèmes en les décrivant comme une situation dans
laquelle un certain nombre d’établissements (magasins, hôpitaux,...stations de bases
d’un réseau mobile. . . ) désignés sous le terme d’établissements doivent satisfaire un cer-
tain nombre de demandes provenant d’utilisateurs (clients, téléphones mobiles. . . ). Dans
le cas des serveurs dans un réseau, le problème peut être vu comme discret dans la mesure
où les possibilités de localisation des serveurs sont les nœuds du réseau.
Le problème de base est dit sans capacité. Il consiste en considérant d’une part un
ensemble de clients et d’autre part un ensemble d’établissements auxquels est associé
un coût d’ouverture, à minimiser une fonction objective qui évalue le coût du service
rendu. Ce coût dépend généralement de la distance des clients à l’entrepôt auxquels ils
sont rattachés d’une part et du coût d’ouverture de chaque entrepôt d’autre part.
Une variante est le problème à capacité "douce". On a alors des entrepôts de capac-
ités limitées en nombre de clients et si le nombre de clients affectés à un entrepôt donné
dépasse la capacité de l’entrepôt , il faut ouvrir un nouvel entrepôt autant qu’il sera néces-
saire. Le nombre d’entrepôts n’est pas borné.
On peut imaginer de la même manière d’activer de nouveaux contrôleurs dans un
réseau ou de nouvelles VNF.
Dans le cas du problème d’emplacement d’établissements avec capacités, le nombre
d’entrepôts potentiels est fixé. De plus, à chaque client est associé une demande, et les
entrepôts sont dotés d’une capacité limitée pour répondre à cette demande. On cherche
dans ce cas à répondre à la demande de chaque client en minimisant le coût de service.
Dans la définition la plus générale du problème, il suffit que la “distance” qui reflète
en fait généralement le coût de service soit effectivement une distance au sens d’un es-
pace métrique et vérifie l’inégalité triangulaire pour que l’on puisse parler de problème
d’emplacement d’installations.
On voit bien que l’on peut étendre le concept à des problématiques variées comme les
problématiques réseau, dans lesquelles la distance considérée n’est plus nécessairement
une distance géographique mais par exemple une latence.
A l’inverse un certain nombre de problématiques réseaux font appels à des fonctions
de coûts qui ne sont pas nécessairement des distances Dans ce cas une approche de type
“emplacement d’établissements” n’est pas nécessairement adaptée.
Un problème NP-difficile
Le problème d’emplacement d’établissements sans capacité est NP-difficile. Une manière
de le prouver est de montrer qu’il constitue une cas particulier du problème de couver-
ture par sommets minimum déjà décrit qui est lui même NP-difficile comme décrit dans
l’ouvrage de KARP.
4.2.3 K-moyennes, K-médianes , K-centres, K-médoïdes
Si l’on considère que le coût d’ouverture d’un entrepôt est nul, le problème de
l’emplacement d’établissements se rapproche des problèmes désignés par K-moyennes,
K-médianes et K-centres.
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Les différents K correspondent ici à différentes variantes autour de la même idée. Il
s’agit d’associer les clients à K entrepôts ou “centres” dont la localisation peut être con-
fondue avec celles de certains clients, de manière optimale en minimisant le coût qui
cette fois ne dépend plus que de la distance entre clients et entrepôts et ne dépend pas du
nombre d’entrepôts qui est fixé.
Dans la variante K-moyennes on cherche à minimiser la distance moyenne L2 des
nœuds au centroïde du groupe qui correspond à un établissement.
Dans K-médianes on minimise la distance moyenne L1.
Dans K-centres on cherche à minimiser la distance maximale L∞ des nœuds à leurs
centroïdes.
On désigne la solution du problème par l’ensemble des K groupes trouvés C1..Ck dotés
chacun d’un centroïde c1..ck , c’est à dire:
CK = {C1, . . . ,Ck } (4.1)
Chacun des groupes est constitué à partir des N points qui peuvent être groupés:
DN = {x1, . . . , xn} (4.2)
Les fonctions objectives à minimiser sont, pour le problème K-moyennes qui se réfère
à la distance L2:





||xi − ck ||2 (4.3)
Pour le problème K-médianes qui se réfère à la distance L1:





|xi − ck | (4.4)
et pour le problème K-centres on préfère prendre le pire cas et minimiser la distance
maximale aux différents centroïdes:






d(xi ,ck ) (4.5)
La notion de médoïde signifie simplement qu’on considère un point existant d’un en-
semble de points pour le centroïde plutôt qu’un point artificiel de type barycentre d’un
ensemble de points. C’est une notion qui convient bien à la problématique du placement
des contrôleurs.
4.2.4 Techniques de regroupement (clustering) pour le placement
Placer des contrôleurs dans un réseau peut être vu comme équivalent à regrouper des
nœuds du réseau autour de contrôleurs logiques ou physiques. L’idée vient naturelle-
ment d’aborder le problème en s’appuyant sur des techniques de regroupement qui sont
couramment utilisées dans le traitement des grandes quantités de données.
Regrouper signifie regrouper des données en classes, d’une manière similaire à ce qui
est recherché dans l’apprentissage ou la classification non supervisée.
La définition du terme groupe (cluster) reste cependant floue et désigne le fait de
rassembler des objets dans des classes sur des critères de similarités entre objets et de
différences entre classes. On utilise aussi parfois le terme de partitionnement en partic-
ulier pour désigner l’application de techniques de regroupement aux graphes.
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Deux approches principales permettent de regrouper, la notion de similarité ou la no-
tion de densité.
Groupes basés sur la similarité On utilise une métrique caractérisant une similarité et
la similarité entre les éléments du groupe est plus grande qu’entre des éléments quelcon-
ques de groupes différents. Ce peut-être par exemple la distance euclidienne ou encore
le nombre de sauts, ou une distance Ln qui sont des exemples de mesures de similarités
évidentes.
Regroupement basés sur une notion de densité Une manière de définir des groupes
peut être de distinguer des zones à forte densité et d’autres à faible densité dans un en-
semble de données. Ce peut être une approche efficace par exemple quand les frontières
entre groupes sont floues ou bruitées. Dans le cas d’un graphe, on peut utiliser la notion
de densité d’un graphe qui est définie comme le rapport du nombre d’arcs du graphe (ou
d’un sous-graphe) au nombre total possible d’arcs du graphe (sous-graphe) complet qui
vaut N·(N−1)2 . D’autres typologies existent mais qui n’ont pas d’intérêt dans le cadre de ce
rapport.
Regroupement dans des graphes Cet aspect nous concerne directement puisque les
réseaux sont modélisés par des graphes.
On peut en premier lieu remarquer qu’un problème de regroupement de points d’un
graphique peut être modélisé sous forme de graphe. Il suffit de construire un graphe
complet où chaque nœud correspond à un point géométrique et les arcs entre les points
sont pondérés avec les distances entre les différents points.
On considère ici plus généralement des données qui peuvent être représentées par un
graphe avec les arcs du graphe représentant des connexions entre les nœuds du graphe.
Par exemple des objets graphiques peuvent être considérés comme connectés s’ils sont
suffisamment proches et on retrouve la notion de similitude. La structure de graphe est
compatible avec de nombreux algorithmes de regroupement basés sur une notion de sim-
ilarité s’appuyant sur une notion de distance.
Un des points clés du regroupement dans les graphes est la notion de matrice de sim-
ilarité. Une matrice de similarité très souvent utilisée dans les graphes est la matrice des
plus courts chemins mais d’autres sont possibles qui cherchent à représenter différentes
propriétés du graphe comme la connectivité, la betwenness centrality 1 [BRANDES, 2001]
. . .
Une autre manière de définir un groupe peut être d’identifier des composantes forte-
ment connectées du graphe. A l’extrême, on peut chercher à identifier les sous-graphes
complètement connectés ou les cliques.
L’intérêt principal de la modélisation sous forme de graphes est qu’elle permet de
représenter une grande variété de problèmes. On peut alors s’appuyer sur la structure
du graphe et ses propriétés pour construire les groupes et appliquer des algorithmes.
Dans le cas d’un graphe modélisant un réseau de télécommunication, on est amené à
pondérer les arcs du graphe et les nœuds du graphe avec des propriétés telles que bande
passante, taux de pertes, latence, capacité mémoire, CPU, capacité de stockage.
Une distance qui est alors naturellement utilisée est la distance au sens du plus court
chemin entre deux nœuds. Bien que ce ne soit pas la distance euclidienne, elle vérifie les
1nombre de plus courts chemins passant par un nœud ou un arc du graphe
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axiomes de base d’une distance dans un graphe G(V,E):
∀(a,b) ∈ V2, d(a,b) = d(b, a)
∀(a,b) ∈ V2, d(a,b) = 0 ⇔ a = b
Et surtout l’inégalité triangulaire:
∀(a,b,c) ∈ V3, d(a,c) ≤ d(a,b)+d(b,c)
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4.3 Regroupement hiérarchique basé sur la latence et la
charge
Parmi les techniques de base de regroupement, deux types d’algorithmes sont couram-
ment utilisés, les algorithmes de type k-moyennes et les algorithmes de regroupement
hiérarchique.
Nous nous sommes intéressés à la technique de regroupement hiérarchique pour con-
struire une heuristique de placement des contrôleurs pour les raisons suivantes:
1. La démarche du regroupement hiérarchique est intuitive et simple et son implé-
mentation est relativement directe,
2. Nous cherchions une approche dans laquelle le nombre de contrôleurs n’aurait pas
à être fixé préalablement, au contraire de K-moyennes,
3. Nous cherchions une approche dans laquelle le temps de calcul ne soit pas pro-
hibitif même pour des réseaux de plusieurs milliers de nœuds,
4. Nous cherchions une approche dans laquelle il soit possible d’introduire des objec-
tifs complémentaires comme l’amélioration de l’équilibre de charge entre les con-
trôleurs,
5. Nous cherchions une alternative à K-moyennes qui a fait l’objet de différentes pub-
lications, et dont la qualité des résultats du point de vue de l’optimisation ne peut
être garantie bien qu’en pratique ils soient généralement excellents.
4.3.1 Objectif et problème traité
Notre objectif a été dans cette contribution, de rechercher une heuristique alternative à
un algorithme dérivé de l’heuristique K-moyennes qui est présenté dans certains articles
sur le placement de contrôleurs.
Nous voulions que notre algorithme permette de minimiser autant que possible le
nombre de contrôleurs en respectant un critère de latence à ne pas dépasser pour des
services réseaux dont le plan de contrôle est centralisé.
L’heuristique devait aussi respecter un critère d’équilibre de charge entre les groupes
attachés à chaque contrôleur.
Le respect d’une contrainte de latence et d’une contrainte de charge sont des élé-
ments permettant de garantir la qualité des services réseaux déployés dans le réseau. Un
contrôleur trop chargé ne pourra pas répondre à temps à des sollicitations, du fait de
ses capacités de traitement limitées, de la saturation de ses files d’attentes ou du goulot
d’étranglement provoqué par le trafic de contrôle.
Un contrôleur trop éloigné des SOFs contrôlés ne pourra pas réagir en temps voulu
à des sollicitations locales pour déployer des services réseaux qui impliquent des con-
traintes temps réels.
Un autre point que nous voulions prendre en compte était la possibilité d’étendre de
manière flexible l’heuristique à d’autres objectifs à optimiser. La structure de l’algorithme
le permet.
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Figure 4.2 – Modèle du système
4.3.2 Modèle ILP de référence
Nous détaillons ici le modèle de référence adopté qui nous a permis d’effectuer des com-
paraisons avec les résultats obtenus avec un solveur MILP.
La description s’appuie sur le schéma en figure 4.2.
Le modèle que nous avons défini représente l’attachement des SOFs aux contrôleurs.
Il doit aussi prendre en compte des facteurs comme la latence des liens et la charge in-
duite par les SOFs dans les contrôleurs.
Nous avons utilisé un graphe bipartite avec G(S,C,E), où S représente l’ensemble des
SOFs d’un coté et C l’ensemble des contrôleurs potentiels de l’autre côté. Enfin E est
l’ensemble des liens logiques qui connectent les SOFs aux contrôleurs.
Dans notre modèle nous considérons seulement comme connexions possibles les
plus courts chemins qui connectent les SOFs aux contrôleurs. Par conséquent, leur la-
tence est simplement la somme des latences induite par les liens et les nœuds qui com-
posent le chemin.
Des contributions supplémentaires à la latence peuvent intervenir au niveau des SOFs
et des contrôleurs du fait des traitements applicatifs et du remplissage des files d’attentes.
Celles-ci complexifieraient beaucoup le modèle du fait de leur aspect dynamique.
Nous listons ci-dessous les différents paramètres et variables du modèle:
• si représente un SOF d’indice i , avec i un entier dans l’intervalle [1,N].
• c j : représente un contrôleur d’indice j , avec j un entier dans l’intervalle [1,K].
• ai j : représente l’attachement d’un SOF i à un contrôleur j . La valeur de ai j vaut 1,
si le SOF i est attaché au contrôleur j . Sinon ai j vaut 0.
• li j : représente la latence du plus court chemin entre le SOF i et le contrôleur j .
Dans la suite nous considérerons qu’un SOF particulier ne peut être attaché qu’à un
contrôleur dans un intervalle de temps donné. Par conséquent nous avons la contrainte
suivante:
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K∑
j =1




1 si si est attaché à c j
0 autrement.
, pour tout i , j .
Il faut noter que le nombre de contrôleurs K est plus petit ou égal au nombre de SOFs
(i.e. K ≤ N).
4.3.3 Modélisation du problème d’optimisation
L’objectif de l’approche proposée, qui vise à minimiser le nombre de contrôleurs SDNs
tout en optimisant leur placement, est double :
• minimiser la latence entre les SOFs et leur contrôleur afin d’améliorer la réactivité
du système. La réactivité du réseau est une caractéristique clé qui doit être prise en
compte, comme par exemple dans le cas d’un service qui vise à rétablir des liens
défectueux,
• équilibrer la charge des contrôleurs.
Pour un nombre de contrôleurs K fixé, nous construisons la fonction objective suivante J:





ai j li j (4.7)
Le problème d’optimisation s’écrit alors:
minimize
a11,...,aNK




Le problème de regroupement exprimé en (4.8) ne minimise pas le nombre de contrôleurs
(puisque K est fixé) mais seulement la latence entre les switches et les contrôleurs corre-
spondants. Dans la suite nous exprimons le problème dual qui vise à minimiser le nom-
bre de contrôleurs tout en intégrant l’objectif exprimé en (4.7) comme une contrainte. Par
conséquent la fonction objective duale J′ est donnée par:
J′(a11, . . . , aNK,K) = K (4.9)
Et le nouveau problème d’optimisation s’écrit:
minimize
a11,...,aNK ,K
J′(a11, . . . , aNK,K)
subject to (4.6), (4.11) and (4.12).
(4.10)
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Où lmax est la latence maximum autorisée entre le contrôleur et les SOFs qui lui sont
rattachés de manière à tenir les contraintes propres au service réseau.
Le paramètre ε représente la différence maximum autorisée entre la charge des dif-
férents contrôleurs, c’est à dire la différence en nombre de SOFs dans la mesure où nous
considérons chacun des SOFs avec la même charge. Le paramètre εpermet ainsi d’obtenir
une charge équilibrée entre contrôleurs. Si la valeur de ε est trop petite, il y a cependant
le risque que le problème ne soit pas résolvable.
4.3.4 Complexité du problème
Problème de référence
Le problème de couverture par ensembles minimum est défini comme suit.
Soit (U,P) où U et un ensemble fini et P une famille de sous-ensembles (une partition
de U avec ∪P = U).
Soit une fonction f de P à valeurs dans R+. Nous voulons trouver un sous-ensemble
R de P avec ∪p∈Rp = U et minimiser ∑p∈R f (p). Le problème de reconnaissance associé à
ce problème est connu pour être NP complet (KARP [2010]).
En définissant U = S, et en définissant la fonction f comme une fonction de la dis-
tance entre les nœuds de chaque groupe et le centroïde du groupe correspondant (c’est-
à-dire les contrôleurs), nous pouvons attacher un poids w aux groupes. Cela prouve que
notre problème de référence est un cas particulier du problème de couverture par ensem-
bles décrit en 4.2.1. Par conséquent, la version de reconnaissance de notre problème de
référence s’avère être NP-complet.
Le facteur d’approximation α d’un algorithme polynomial donne une borne de la
qualité de la solution qui peut être produite par l’algorithme par rapport à la solution
optimale fournie en force brute.
Un facteur d’approximation de α ' 2 est donné par [BAR-ILAN et PELEG, 1991b] pour
le problème K-centres non géométrique (la distance considérée n’est pas euclidienne), ce
qui correspond à notre problème de référence.
Problème dual
Le problème de l’ensemble dominant est défini comme suit. Un ensemble dominant pour
le graphe G = (V,E) est un sous-ensemble D de V tel que chaque sommet sur D est adjacent
à au moins un membre de V. La version de reconnaissance du problème de minimiser |D|
est connu pour être NP-complet d’après [GAREY et JOHNSON, 1990].
En posant D = C où C est l’ensemble des contrôleurs, et en définissant la relation de
proximité comme li j ≤ lmax , nous prouvons que le problème dual est un cas particulier
du problème de l’ensemble dominant. Par conséquent, notre problème dual ou plutôt sa
version de reconnaissance s’avère lui aussi être NP-complet.
Un facteur d’approximation de log(|S|)+1 est donné par [BAR-ILAN et PELEG, 1991b]
pour le problème dual.
4.3.5 Deux techniques de regroupement pour le placement de con-
trôleurs
Nous présentons, dans ce qui suit, deux algorithmes de regroupement avec l’objectif de
minimiser le nombre de groupes tout en vérifiant le critère de latence, tel qu’il est exprimé
en 4.3.2.
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Adapted K-mean clustering
Le premier algorithme, appelé Adapted K-mean est une variation de la technique clas-
sique de regroupement K-moyennes, dans laquelle le nombre de groupes est déterminé
dynamiquement.
Algorithm 1: Adapted K-mean clustering
input : S, C, lmax , (li j ) for all i , j
output: ClustersList
1 main()
2 ClustersList ← {};
3 curCtrl ← getRandom(C);
4 while (S 6= {}) do
5 curCluster ← getCluster(curCtrl) ;
6 bestCtrl ← getBestCtrl(curCluster);
7 if (curCtrl 6= bestCtrl) then
8 curCluster ← getCluster(bestCtrl);
9 ClustersList ← ClustersList ∪ curCluster;
10 S ← S − curCluster;
11 curCtrl ← getFurthest(curCtrl);
12 return ClustersList;
13 getCluster(Ctrl)
14 j ← index(Ctrl) ;
15 for i = 1toN do
16 if (li j ≤ lmax) then
17 curCluster ← curCluster∪Si ;
18 return curCluster ;
L’idée principale est de commencer par sélectionner aléatoirement un contrôleur (à
l’aide de la fonction getRandom()) et d’y attacher temporairement tous les SOFs re-
spectant le critère de latence lmax . Le centroïde de ce groupe est ensuite déterminé (à
l’aide de la fonction getBestCtrl()), et le contrôleur le plus proche est sélectionné pour
l’attachement final des SOFs, ce qui peut nécessiter l’attachement ou le détachement de
certains d’entre eux. Après cela, un nouveau contrôleur, le plus éloigné est sélectionné
(en utilisant la fonction getFurthest()) pour construire le grouper suivant (plutôt que
de manière aléatoire). Ce processus est répété jusqu’à ce que tous les SOFs soient dans
un groupe.
L’algorithme adapted K-mean proposé ne permet pas d’homogénéiser la charge des
groupes car le nombre de contrôleurs K ne peut pas être connu à l’avance. Par con-
séquent, il est difficile de limiter la taille des groupes lorsque les différents SOFs sont
intégrés dans les groupes.
Une solution pourrait être cependant d’estimer K en calculant le ratio dlmax , où d est le
diamètre du graphe calculé sur la métrique de latence. Mais cette estimation ne garanti-
rait pas une efficacité quelconque du fait que les topologies des réseaux sont fortement
hétérogènes.
Nous pourrions par exemple avoir des nœuds très isolés ce qui empêcherait défini-
tivement l’algorithme d’homogénéiser la charge des groupes. Il faut remarquer que la
125
CHAPITRE 4. PLACEMENT DE SERVICES RÉSEAUX DANS UNE
INFRASTRUCTURE SDN & NFV
complexité de l’algorithme est bornée en O(N2) car l’algorithme est appliqué pour chaque
contrôleur, et la construction des groupes est limitée par le nombre de SOFs borné en
O(N).
Cependant, l’algorithme peut être répété plusieurs fois en initialisant chaque fois sur
un nœud différent, par exemple m fois, de manière à essayer de trouver la meilleure so-
lution possible en terme de compromis entre le nombre de groupes et le déséquilibre de
charge entre les groupes). Cela augmente sa complexité en O(m ×N2), ou en O(N3) si on
réalise une itération de l’algorithme initiée sur tous les nœuds du réseau.
C’est l’approche que nous avons adoptée compte tenu de la taille des topologies
réseaux que nous avons manipulées.
Regroupement hiérarchique
Le deuxième algorithme utilise une technique de regroupement hiérarchique pour
l’attachement des SOF aux contrôleurs. L’un de ses objectifs est d’équilibrer la charge
des différents groupes.
L’idée principale est de considérer chaque nœud du réseau comme un groupe com-
posé d’un seul SOF et de les fusionner (à l’aide de la fonction merge) en utilisant progres-
sivement un critère de proximité.
Deux groupes ne sont fusionnés que lorsque la distance entre le centroïde résultant de
la fusion et tous les SOFs du groupe résultant (en utilisant la procédure maxLatency(.))
est inférieure à lmax .
Pour homogénéiser la charge des groupes résultants, deux groupes ne sont fusionnés
que lorsque la taille du groupe résultant (en utilisant la fonction Size(.)) est inférieure
ou égale à un paramètre qui évolue dynamiquement avec le processus de fusion.
Ce paramètre est déterminé par la différence relative entre les groupes les plus chargés
(en utilisant maxSize(.) et les moins chargés (en utilisant minSize(.)), et en fonction de
la valeur de deux coefficients empiriques α et β. Les valeurs de α doivent être supérieures
ou égales à 0.5 afin de permettre la fusion des groupes au début de l’algorithme.
Comme α représente une borne inférieure, elle doit être inférieure ou égale à β. Par
conséquent, lorsque les groupes sont suffisamment proches et suffisamment petits, ils
peuvent être fusionnés. Ceci permet de limiter le nombre de groupes sans violer les con-
traintes de latence et de charge.
Il faut remarquer que la stratégie principale de l’algorithme est d’éviter de fusionner
de grands groupes. Cependant, lorsque le déséquilibre de charge des groupes est modéré,
l’agrégation des groupes est autorisée afin de réduire le nombre de contrôleurs résultants.
L’un des principaux avantages de l’algorithme est sa complexité réduite et ses pos-
sibilités d’extension. En effet, l’agrégation des groupes peut facilement intégrer plus de
contraintes que celles considérées dans l’algorithme 2. On pourrait par exemple intégrer
un critère de fiabilité des groupes.
La complexité de l’algorithme est bornée en O(N3) et est plus élevée que l’algorithme
K-mean adapté. Cependant, dans les deux cas, cette complexité reste acceptable pour les
topologies de réseau considérées en termes de nombre de nœuds.
D’autre part, une approche en force brute ne peut pas fournir une solution acceptable
en un temps raisonnable étant donné la taille des réseaux considérés.
Remarques sur la complexité des deux algorithmes
La complexité des deux algorithmes reste compatible avec une contrainte de temps de
calcul inférieure à quelques secondes pour réaliser le placement des contrôleurs dans
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Algorithm 2: Hierarchical clustering
input : S, C, lmax , α, β, (li j ) for all i , j
output: ClustersList
1 main()
2 canMerge ← true ;
3 ClustersList ← S ;
4 while canMerge do
5 maxLoad ← getMaxLoad(ClustersList) ;
6 canMerge ← mergeClusters(ClustersList,maxLoad) ;
7 return ClustersList;
8 getMaxLoad(Clusters)
9 diff ← maxSize(Clusters)−minSize(Clusters)maxSize(Clusters) ;
10 if (diff ≤ α) then
11 maxLoad ← 2∗maxSize(Clusters);
12 else if diff ≥ β then
13 maxLoad ← 2∗minSize(Clusters);
14 else
15 maxLoad ← 2∗averageSize(Clusters);
16 return maxLoad;
17 mergeClusters(ClustersList,maxLoad)
18 modified ← false ;
19 forall (ci ,c j ) in ClustersList do
20 c ← ci ∪ c j ;






23 merge(ci ,c j );
24 modified ← true ;
25 return modified ;
des réseaux de taille moyenne (quelques centaines de nœuds).
Il faut noter que notre implémentation a été réalisée en Python et qu’un codage op-
timisé permettrait un gain d’un facteur 10 à 100. Remarquons aussi que les deux algo-
rithmes utilisent en entrée la matrice de plus court chemin du réseau. Cette matrice est
calculée à l’aide d’un algorithme Floyd-Warshall dont la complexité est en O(N3). Cepen-
dant, ce calcul peut être effectué en différé, et la matrice est dans ce cas une des données
en entrée de l’algorithme.
Dans la partie évaluation, nous montrons que l’exécution répétée de l’algorithme per-
met d’améliorer considérablement les résultats obtenus si de l’aléatoire est introduit en
mélangeant aléatoirement m fois l’ordre de la liste initiale des clusters. Dans ce cas,
la complexité de l’algorithme peut augmenter jusqu’à O(m × N3), où m est le nombre
d’essais aléatoires.
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Nodes #
Figure 4.3 – Décalage entre la solution optimale et l’heuristique hiérarchique après 3h de calcul du
solveur
4.3.6 Qualification par comparaison avec un solveur
Afin d’avoir une solution de référence, nous avons comparé l’approche hiérarchique pro-
posée avec les résultats optimaux obtenus en utilisant le solveur Gecod [TACK, 2009] et le
langage de modélisation minizinc proposé par [STUCKEY et collab., 2014] pour exprimer
notre modèle présenté en 4.3.2.
La figure 4.3 représente le décalage sur la charge obtenue sur les clusters en utilisant
la solution proposée et la solution optimale basée sur le modèle.
Le temps d’exécution prohibitif nécessaire pour produire des solutions avec le solveur
nous a limité aux réseaux avec un nombre de nœuds inférieur à 30. Les résultats obtenus
sont cependant la plupart du temps identiques ou très proches de ceux fournis par
l’algorithme. On remarque que certains des résultats obtenus en utilisant l’approche du
solveur optimal sont plus mauvais (valeurs négatives) que les résultats obtenus avec notre
algorithme. Cela s’explique par le temps limité planifié pour résoudre le problème avec le
solveur pour un réseau (3 heures).
4.3.7 Qualification sur des topologies typiques
Le comportement de l’algorithme a été qualifié sur des topologies typiques, en posant
des hypothèses de latence. La topologie 4.4 représente deux étoiles connectées par un
lien. La contribution à la charge du plan de contrôle est normalisée à 1 pour tous les SOF.
La charge correspond donc simplement au nombre de SOFs attachés au contrôleur. La
latence entre les SOF 4 et 5 vaut 20 ms tandis que la latence entre les autres liens est deux
fois moins importante: 10 ms.
La contrainte de latence est fixée dans ce scénario à 15 ms. Dans ce cas l’algorithme
retourne les nœuds 4 et 5 comme contrôleurs, chacun étant rattaché respectivement aux
clusters {1,2,3,4} et {5,6,7,8}.
Si on réduit la contrainte latence au dessous de 10 ms, chaque nœud devient con-
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trôleur. Si on l’augmente au delà du seuil de 40 ms, un des nœuds les plus central 4 ou 5,
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10 ms 20 ms
Figure 4.5 – Exemple de réseau en étoile: 1 contrôleur
La topologie de la figure 4.6 est une simple ligne de 8 nœuds réseau séparés par une
latence de 20 ms. Dans ce cas, si l’on fixe la contrainte de latence à 20 ms, on obtient,
les nœuds 1, 4 et 7 comme contrôleurs, ce qui vérifie effectivement les contraintes. Si la
contrainte de latence devient inférieure à 20 ms tous les nœuds deviennent contrôleurs.
Si on fixe la contrainte de latence à 60 ms, les nœuds 2 et 6 deviennent contrôleurs
avec deux clusters parfaitement équilibrés {1,2,3,4} et {5,6,7,8}, ce qui est permis par le
facteur d’équilibre de charge que prend en compte l’algorithme. Si on fixe la contrainte
de latence à 80 ms, l’algorithme sélectionne un seul contrôleur sur le nœud 3.
1 2 3 4 5 6 7 8
20 ms
Figure 4.6 – Exemple de réseau en ligne
Nous examinons aussi le comportement de l’algorithme sur une topologie en bus
comme dans la figure 4.7. Dans ce cas, si nous fixons la contrainte de latence à 20 ms,











Figure 4.7 – Exemple de réseau en bus
Enfin nous avons essayé d’évaluer le comportement de l’algorithme sur une topolo-
gie simple inspirée de celle d’un réseau de télécommunication avec un réseau cœur, un
réseau d’agrégation et un réseau d’accès, tous trois fortement maillés. Nous avons fixé ar-
bitrairement la latence des liens dans le réseau cœur à 50 ms, celle du réseau d’agrégation
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à 30 ms et celle du réseau d’accès à 10 ms. Comme le réseau est très maillé, la latence
la plus grande entre deux nœuds est de 90 ms. En fixant la contrainte de latence à 45 ms,
nous obtenons dans ce cas trois groupes organisés autour des SOF du réseau d’agrégation





















Figure 4.8 – Exemple de réseau Telco simplifié
4.3.8 Qualification sur une topologie WAN réaliste
Nous avons essayé de qualifier différentes versions de notre algorithme sur une topologie
réelle. Nous avons choisi le WAN européen Geant tiré de la base de données zoo-topology.
Nous avons testé le comportement de quatre versions de l’algorithme.
1. Une version basique sans mélange de la liste des nœuds, qui agrège au groupe
courant le premier groupe rencontré qui vérifie la contrainte de latence et avec les
coefficients α et β valant 0.5 et 0.9,
2. La même version dans laquelle est introduite un mélange aléatoire des nœuds
répétés sur 100 itérations en choisissant ensuite le meilleur résultat,
3. Une version sans mélange aléatoire qui cherche à constituer les plus petits groupes
possibles à chaque itération en choisissant les groupes les plus proches.
4. La même version avec mélange aléatoire sur 100 itérations et choix du meilleur ré-
sultat.
Le tableau 4.1 résume les résultats obtenus. Les coefficientsα et βpermettent de mod-
uler le nombre de contrôleurs et d’améliorer ou de dégrader l’équilibre de charge. Ils sont
fixés ici à 0.8 et 0.9. Les valeurs choisies ici tendent à réduire le nombre de groupes au
détriment de la charge.
La conclusion importante de cette analyse est que le fait de privilégier les groupes
les plus proches dans le déroulement de l’algorithme améliore les résultats, du point de
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vue de l’équilibre de charge tout en augmentant le temps de calcul car il faut faire une
comparaison entre tous les groupes. Bien sûr, le coût de l’amélioration de l’équilibre de
charge est l’augmentation du nombre de groupes.
Variante Résultats
Variante 1 Nb groupes: 2, Ecart max de charge: 32, variance de la charge: 512
Variante 2 Nb groupes: 2 Ecart max de charge: 30, variance de la charge: 450
Variante 3 Nb groupes: 6, Ecart max de charge: 10, variance de la charge: 11
Variante 4 Nb groupes: 7, Ecart max de charge: 4, variance de la charge: 4.5
Table 4.1 – Comparatif de différentes variantes sur le réseau Geant
Il est intéressant de visualiser le comportement de la variante 2 sur la topologie
physique du réseau européen Geant en figure 4.9. Cette topologie est relativement
hétérogène avec des nœuds isolés et éloignés. Dans ce scénario nous avons fixé la con-
trainte de latence à la moitié du diamètre du graphe calculé en utilisant la matrice des
plus courts chemins. Intuitivement cela correspond à au moins deux groupes.
Compte tenu de la topologie hétérogène du réseau, il n’est pas surprenant qu’on
trouve un fort déséquilibre de charge entre les deux groupes avec beaucoup plus de
nœuds bleus que de nœuds rouges. Il faut remarquer aussi que si on réduit encore la la-
tence d’un facteur 2.5 par exemple le nombre de contrôleurs augmente rapidement avec
l’apparition de contrôleurs isolés.
Figure 4.9 – Réseau Geant 2012
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4.3.9 Caractéristiques des topologies WAN utilisées pour l’évaluation
Les données de topologies réseaux utilisées
Pour évaluer nos propositions d’algorithmes de placement, nous avons utilisé systéma-
tiquement la base de données zoo-topology2.
Il s’agit d’une base de données de topologies réseaux de taille nationale ou pan-
nationale, à l’échelle d’un continent voire mondiale. La base est constituée d’un ensemble
de fichiers au format .gml, qui peuvent être manipulés à partir de logiciels de manipula-
tions de graphes. Le format de fichier .gml permet d’attacher aux nœuds et aux liens du
réseau des caractéristiques diverses comme la latence ou la charge de contrôle induite par
le nœud contrôlé. Les fichiers de base fournissent pour une bonne partie d’entre eux les
coordonnées géographiques des nœuds, mais pas de manière systématique. Nous avons
complété la base de données de la manière suivante:
• Quand il manquait des coordonnées géographiques sur certains nœuds, nous
leur avons attribué une coordonnée géographique moyenne complétée par la
valeur d’une variable aléatoire uniforme afin d’éviter autant que possible des co-
localisations.
• Nous avons attaché à chaque lien une latence estimée à partir des coordonnées
géographiques des nœuds extrémités et en prenant en compte la vitesse de propa-
gation de l’onde le long du lien.
• Quand le réseau est constitué de plusieurs composantes isolées, nous avons
établi des liens artificiels entre des nœuds tirés aléatoirement des différentes com-
posantes de manière à obtenir un réseau à une seule composante connexe. Cette
légère modification simplifie l’évaluation des algorithmes.
• Bien que les topologies proposées soient orientées, nous les avons considérées
systématiquement comme non orientées, c’est à dire que tous les liens sont bi-
directionnels.
La base de données est constituée de 262 réseaux dont la taille varie de quelques nœuds
à plusieurs centaines de nœuds et liens, comme pour le réseau Kdl.
Analyse des métriques des différentes topologies
Nous présentons ci-dessous quelques diagrammes sur les caractéristiques de la base de
données des topologies. Elles sont calculées par rapport à 9 métriques différentes utilisées
usuellement pour caractériser les graphes.
Le tableau 4.2 ci-dessous présente quelques caractéristiques statistiques de ces
métriques calculées sur l’ensemble des réseaux.
Les critères calculés sont la moyenne, la variance, la médiane, la déviation par rapport
à la médiane et les valeurs maximale et minimale de chaque métrique.
La densité d est le rapport du nombre de connexions possibles sur le nombre réel de
connections dans le graphe. Elle s’exprime par la relation suivante dans laquelle n est le
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Le diamètre est le plus long chemin que l’on peut trouver entre deux nœuds du graphe,
tandis que le rayon en est le plus court.
Le degré moyen est simplement le degré moyen de l’ensemble des nœuds du graphe,
le degré d’un nœud étant le nombre d’arcs attachés au nœud, dans le cas d’un graphe non
orienté.
La connectivité moyenne est établie en calculant la k-connectivité entre toutes les




(i , j ), i< j
kG(i , j )(n
2
) (4.14)
Le nombre de cliques est simplement le nombre de cliques contenus dans le graphe
calculé grâce à un algorithme comme celui proposé par BRON et KERBOSCH [1973] que
nous avons utilisé.
Le coefficient de groupage (”clustering”) d’un nœud cv est la proportion de formes en
triangles qui existent dans le voisinage du nœud.
Le coefficient de groupage moyen est calculé avec l’expression suivante qui est le rap-







Table 4.2 – Métriques des réseaux de la base zoo-topology
métrique Moyenne Dev Médiane Mad Min Max
Nb nœuds 36.33 28.96 27.50 17.05 4 197
Nb arcs 44.13 35.44 33 23.72 3 242
Densité 0.12 0.11 0.09 0.06 0.01 0.97
Diamètre 0.03 0.05 0.01 0.01 0.00 0.50
Radius 0.02 0.03 0.01 0.01 0.00 0.26
Degré moyen 2.01 0.61 2.00 0.00 1.00 7.00
Connectivité moyenne 1.36 0.53 1.22 0.31 1.0 7.58
Nombre de cliques 38.37 33.02 28.00 19.27 2.0 237
Coeff de groupage moyen 0.1 0.15 0.05 0.08 0.00 0.97
La figure 4.10, illustre le nombre de nœuds et de liens pour l’ensemble des réseaux
de la base. On remarque qu’il y a une corrélation linéaire très forte entre le nombre de
nœuds et de liens. Le calcul du coefficient de Pearson avec le logiciel R donne 0.976, ce
qui confirme cette forte corrélation. Le réseau Kdl qui se compose de 794 nœuds et de
854 arcs a été extrait de la base car son nombre particulièrement élevé de nœuds justifie
un traitement particulier, mais il confirme cette corrélation.
Dans cette logique, nous avons cherché plus systématiquement s’il existait des
métriques prépondérantes dans une analyse visant à déterminer des classifications cor-
respondants à des catégories de réseaux. Pour cela, nous avons effectué une analyse en
composantes principales, illustrée dans le diagramme 4.11. On remarque de nouveau la
forte corrélation entre le nombre de nœuds et le nombre d’arcs des réseaux (coefficient
133
CHAPITRE 4. PLACEMENT DE SERVICES RÉSEAUX DANS UNE
INFRASTRUCTURE SDN & NFV















Figure 4.10 – Nombre de nœuds vs nombre d’arcs en %
de Pearson de 0.9), et une corrélation évidente entre le diamètre et le rayon du graphe
(coefficient de Pearson de 0.99).
On remarque aussi une certaine corrélation entre des métriques qui peuvent refléter
la connectivité, comme la connectivité moyenne, le degré moyen, le taux de clustering
moyen, tandis que le nombre de cliques est très fortement corrélé au nombre de nœuds
(coefficient de Pearson de 0.99).
Deux autres métriques sont relativement corrélées, il s’agit du degré des nœuds et de
la connectivité moyenne, avec un coefficient de Pearson qui vaut 0.75.
Le taux moyen de groupage et la connectivité moyenne sont assez corrélés avec un
coefficient de Pearson qui vaut 0.60.
Le taux moyen de groupage est corrélé avec le degré moyen avec un coefficient de
Pearson de l’ordre de 0.69.
Du fait de nos travaux, nous avons regardé aussi la métrique de k-connectivité
moyenne en fonction de la densité. Le coefficient de Pearson pour ces deux métriques est
de l’ordre de 0.5, ce qui ne permet pas de distinguer une quelconque corrélation. Ce résul-
tat est à prendre en compte car il semblerait indiquer que l’on ne peut pas utiliser la den-
sité pour évaluer la connectivité et donc n’est pas en faveur de l’utilisation de l’algorithme
de groupage Density-Based Spatial Clustering of Applications with noise (DBSCAN) [ES-
TER et collab., 1996] basé sur la densité.
4.3.10 Evaluation sur les différentes topologies de la base zoo-
topologie
L’analyse des performances des deux algorithmes est effectuée sur toutes les topologies
des réseaux inclus dans la base de données zoo-topologie détaillée en 4.3.9. Rappelons
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Figure 4.11 – Décomposition en composantes principales
la très grande variété de topologies représentées dans la figure 4.12 où chaque marque





























Figure 4.12 – Diversité des topologies réseaux sélectionnées
Nous nous concentrons maintenant dans cette section sur l’évaluation des perfor-
mances à l’aide de simulations informatiques utilisant le langage Python. L’algorithme
K-hiérarchique est comparé à l’algorithme K-mean-adapté et à la solution optimale dans
le cas de petits réseaux.
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Résultats obtenus avec K-mean adapté
Dans l’évaluation proposée sur cet ensemble de topologies, le critère de latence lmax est
fixé à 12.5 ms. L’idée est de se placer dans les conditions nécessaires pour la mise en
œuvre d’un service de re-routage rapide en garantissant que les contrôleurs seront placés
de telle manière qu’une contrainte de latence de 50 ms pourra être globalement tenue.
C’est le cas d’usage que nous avons décrit en 3.2.9, et c’est la norme dans les réseaux
MPLS pour établir une route de secours.
Pour cela une valeur de 25 ms est fixée et attribuée aux traitements applicatifs répartis
entre les SOFs (pour détecter une perte de lien) et le contrôleur pour effectuer les traite-
ments applicatifs c’est à dire consulter la topologie et calculer une route de secours puis
élaborer les commandes OF permettant d’établir la route de secours.
L’hypothèse de travail est celle d’un service de re-routage rapide pro-actif c’est-à-dire
que les routes de secours ne sont pas pré-provisionnées ou établies préalablement mais
sont calculées et établies à la demande. Enfin, les SOFs ne bénéficient pas de mécanismes
particuliers de détection élaborés et doivent s’appuyer sur le contrôleur pour identifier
un incident. C’est un scénario que pourrait potentiellement permettre un réseau SDN
bénéficiant d’une vue centralisée du réseau.
Les 25ms sont le délai toléré aller et retour sur les plus courts chemins entre les SOFs
et leur contrôleur. Ce qui correspond à une latence sur le chemin de 12.5ms. Il s’agit de la
valeur seuil à partir de laquelle nous avons effectué notre analyse.
La figure 4.13 représente le nombre de contrôleurs (axe de gauche), et la variance sur
la charge du groupe (axe de droite) calculée pour chaque réseau, en fonction du diamètre
des réseaux, en appliquant l’algorithme K-mean adapté. L’algorithme est exécuté N fois
en l’initialisant avec chaque nœud (m = N) du réseau et le résultat obtenu avec le plus
petit nombre de groupes est sélectionné.
On peut remarquer que le nombre de contrôleurs tend à augmenter lorsque le di-
amètre du réseau augmente. La plage de valeurs de la variance sur la charge des groupes
est cependant très large et peut être très différente selon les réseaux considérés. Enfin la
variance diminue lorsque le diamètre du réseau est beaucoup plus grand que le critère de
latence.
Ces résultats sont conformes à l’intuition. En effet, avec un diamètre de réseau large
on peut s’attendre à avoir plus de contrôleurs et donc une diminution de l’écart type qui
est réparti sur davantage de contrôleurs.
La figure 4.14 représente les résultats lorsque l’algorithme K-mean adapté est exécuté
comme dans le diagramme précédent, mais cette fois la solution sélectionnée parmi les
N itérations est celle qui présente la plus faible variation de charge entre les groupes.
Nous constatons que l’amélioration n’est pas significative, car le nombre de groupes reste
généralement le même avec une très faible amélioration de la variance sur la charge pour
seulement quelques réseaux.
Résultats avec l’algorithme de groupage hiérarchique: K-hiérarchique
La figure 4.15 présente les résultats obtenus pour la version de base de l’algorithme K-
hiérarchique, qui ne tient pas compte des contraintes de charge.
Pour cela, les ratios α et β sont désactivés lors de l’exécution de l’algorithme. On con-
state que les résultats obtenus sont très proches de ceux obtenus pour l’algorithme K-
mean adapté en termes de nombre de contrôleurs. Une légère amélioration peut être
notée pour la variance de la charge des groupes.
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Figure 4.13 – Adapted K-mean: Nombre de contrôleurs et variance de la charge des groupes































Figure 4.14 – Adapted K-Mean+: Nombre de contrôleurs et variance de la charge des groupes
Comme on peut le voir dans la Figure 4.16, les résultats peuvent être améliorés de
manière significative en exécutant l’algorithme K-hiérarchique 100 fois avec une initiali-
sation aléatoire de la liste des nœuds (c’est-à-dire en mélangeant chaque fois la liste des
nœuds de manière aléatoire). Il suffit ensuite de choisir le meilleur résultat. L’exécution
d’une initialisation aléatoire peut généralement permettre de trouver un meilleur opti-
mum.
La figure 4.17 représente les résultats avec une version améliorée de l’algorithme (K-
hiérarchique+) utilisant les paramètres de ratio α et β où α = 0.5 et β = 1. Comme pour
l’algorithme K moyen adapté, le nombre de contrôleurs de chaque réseau augmente avec
le diamètre du réseau. De plus, le nombre de contrôleurs est supérieur à celui obtenu
avec l’algorithme hiérarchique de base. A l’inverse, la variance de la charge des groupes
est beaucoup plus faible et fortement aplatie car elle reste inférieure à 40 contrairement
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Figure 4.15 – K-Hierarchique (version basique): Nombre de contrôleurs et variance de la charge
des groupes































Figure 4.16 – K-hiérarchique (Initialisation aléatoire): Nombre de contrôleurs et variance de la
charge des groupes
aux autres algorithmes.
Dans la suite, nous ne considérons que les versions de l’algorithme hiérarchique qui
intègrent la répétition 100 fois de l’algorithme avec le mécanisme de mélange aléatoire à
l’initialisation. Ce mécanisme améliore notablement les performances.
Afin d’améliorer notre compréhension de l’impact du réglage des paramètres de
l’algorithme sur les résultats obtenus, nous analysons ci-après l’effet de plusieurs couples
de α et β sur la performance.
Les figures 4.18 et 4.19 représentent le nombre moyen de contrôleurs et la variance
moyenne de la charge des groupes pour tous les réseaux de la base de données zoo-
topology pour des couples de α et β, avec des valeurs allant de 0.5 à 1.0 et un pas de
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Figure 4.17 – Algorithme K-Hiérarchique+ avec α = 0.5 et β = 1
0.05.
On peut constater que les deux paramètres agissent de manière contradictoire sur les































Figure 4.18 – Nombre moyen de contrôleurs en fonction α et β
Dans la figure 4.20, les points en rouge sont calculés sur tous les réseaux de la base de
données zoo-topologie et correspondent aux valeurs de la variance moyenne de la charge
moyenne des groupes et du nombre moyen de contrôleurs pour les différentes valeurs de
α et β.
Ils sont principalement situés sur une courbe qui peut être facilement interpolée. Le
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Figure 4.19 – Moyenne de la variance en fonction de α et β
compromis entre le nombre moyen de contrôleurs et la variance moyenne de la charge
des groupes peut être décrit comme une fonction objective linéaire : J = wc ∗ c +wv ∗ v ,
où c est le nombre moyen de contrôleurs et v la variance de charge moyenne.
Dans ce modèle, wc et wv sont respectivement les poids donnés à c et v . Cette fonc-
tion correspond à une ligne droite de pente −wv /wc , qui croise en certains points la
courbe d’interpolation.
Une méthode pour trouver le point optimal moyen correspondant à des poids choisis
c et v est illustrée dans le diagramme.
En faisant glisser la ligne droite vers la gauche et en conservant sa pente jusqu’au
dernier point rencontré, les paramètres α et β minimisant la fonction linéaire J pour les
poids sélectionnés peuvent être dérivés en utilisant ensuite les deux graphiques 3D.
Enfin, la figure 4.21 présente les résultats obtenus en sélectionnant des valeurs de
α = 0.8 et β = 0.9 qui correspondent au minimum de la fonction linéaire avec un poids
équilibré pour le nombre moyen de contrôleurs et pour la variance moyenne (i.e. wv = 1
et wc = 1). Cela donne un nombre moyen de contrôleurs d’environ 18 et une variance
moyenne de charge des groupes d’environ 2.0.
4.3.11 Conclusion
Nous avons montré qu’une heuristique basique de groupage pouvait aussi être spécial-
isée pour obtenir un outil de placement de contrôleurs dans une topologie réseau à la
fois efficace et rapide.
Nous avons montré qu’elle pouvait être plus performante qu’une heuristique de type
K-moyennes, couramment utilisée.
Nous avons vérifié la rapidité et l’efficacité de l’heuristique sur le réseau Kdl composé
de 700 nœuds.
La structure et la logique d’un algorithme de groupage hiérarchique sont suffisam-
ment simples pour pouvoir intégrer relativement simplement des boucles de contrôle
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polynomial fitting of degree 5
J = wc ∗ c +wv ∗ v
Optimum point
Figure 4.20 – Recherche du minimum de la fonction objectif linéaire J = wc ∗ c +wv ∗ v
































Figure 4.21 – Algorithme K-Hierarchique+ avec α = 0.8 et β = 0.9
pour intégrer des objectifs ou contraintes supplémentaires comme la charge des con-
trôleurs.
La comparaison avec un modèle ILP a montré que les résultats obtenus étaient
proches de l’optimal pour de petites instances de réseaux.
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4.4 Placement de contrôleurs avec un algorithme évolu-
tionnaire
4.4.1 Choix de la structure de données
Nous présentons ici une réflexion préalable sur le choix de la structure de données adap-
tée pour le problème de placement des contrôleurs avec les AE.
Dans le cas d’un problème de placement de contrôleurs qui est un problème de
groupage, le modèle doit décrire l’emplacement des contrôleurs et l’emplacement des
SOFs qui lui sont attachés. Pour simplifier l’approche, on considère que les nœuds du
réseau sont numérotés dans un ordre quelconque, comme dans le schéma 4.22 illustrant





Figure 4.22 – Exemple de graphe avec nœuds numérotés
Si on adopte une représentation sous forme d’un mot binaire, une manière de
procéder consiste à représenter une solution par un mot de longueur N, où N est le nom-
bre de nœuds du graphe, et d’attacher à chaque nœud contrôleur la valeur 1. Mais cette
représentation nécessite une structure de données supplémentaire ou imbriquée pour
indiquer quels nœuds sont attachés à chaque contrôleur.
De plus, celle ci ne pourra pas être binaire sauf à définir une structure de données
supplémentaire par contrôleur sous forme d’un mot binaire de longueur N de nouveau.
On adopte donc plutôt une structure sous la forme d’une liste de longueur N d’entiers,
chaque entier désignant le contrôleur d’attachement comme dans la figure 4.23 avec deux
contrôleurs numérotés 1 et 2.
En fait, si l’on remarque qu’un nœud contrôleur contrôle aussi sa fonction de routage
local, un nœud contrôleur est simplement celui pour lequel le numéro du contrôleur cor-
respond à son emplacement dans le réseau et dans ce cas une seule liste d’entiers est
nécessaire.
Cependant, pour certains types de problèmes, il n’est pas forcément nécessaire de
connaître à priori les routeurs attachés aux contrôleurs qui peuvent être retrouvés par un
algorithme simple comme celui qui recherche les nœuds les plus proches de chaque con-
trôleur. Dans ce cas, une simple liste des nœuds contrôleurs peut suffire comme illustré
dans la figure 4.24.
Une autre manière de procéder consiste à ne pas prendre en compte directement
l’emplacement des contrôleurs et à considérer seulement les SOFs qui leur sont attachés,
c’est-à-dire des groupes. On peut dans ce cas manipuler une liste d’ensembles d’entiers.
Le contrôleur correspondant à chaque groupe peut ensuite être calculé comme le cen-
troïde de chaque groupe.
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0 0 0 0 1 0 0 1
1 1 1 2 1 1 2 2
Placement des contrôleurs
Nœuds réseaux attachés




Figure 4.24 – Codage de l’emplacement des contrôleurs
3,8,4,9 10,6,7,11 1,2,5,12,13
Figure 4.25 – Codage par groupes
4.4.2 Expérimentation d’un AE pour l’optimisation de la latence dans
un réseau SDN
Dans cette contribution, nous avons cherché à aborder un problème de placement de
contrôleurs relativement simple pour évaluer les performances que l’on peut attendre
en mettant en œuvre un AE. Ce problème est suffisamment simple pour pouvoir être ré-
solu aussi bien par une heuristique performante que par une méthode de programmation
linéaire en nombres entiers.
L’intérêt de ce scénario est qu’il nous a permis de comparer les performances d’un AE
avec un algorithme de programmation linéaire en nombres entiers qui produit une solu-
tion exacte. Nous avons évalué les résultats à partir de la base de données zoo-topology.
Le problème peut se formuler de la manière suivante: on dispose d’un nombre K de
contrôleurs. On souhaite les placer dans le réseau de manière à minimiser la latence max-
imale entre les contrôleurs et les nœuds réseaux qui lui sont rattachés afin de garantir la
meilleure réactivité possible des applications qui s’exécutent au niveau des contrôleurs.
G(V,E) est le graphe non orienté du réseau avec un ensemble de sommets V et un
ensemble d’arcs E et leurs latences associées. Le nombre de contrôleurs est fixé à K.
Le but est de minimiser le diamètre maximum des groupes de nœuds autour des con-
trôleurs. On appelle diamètre la distance maximale entre le contrôleur et les nœuds qu’il
contrôle au sens du plus court chemin. On appelle ici distance entre deux nœuds, le
plus court chemin entre ces deux nœuds par rapport à la métrique de latence associée
à chaque arc. Une donnée du problème est la matrice des plus courts chemins entre tous
les nœuds du réseau qui est pré-calculée.
Définissons C comme l’ensemble des nœuds contrôleurs potentiels, où C est un sous-
ensemble de V, on a C ⊆ V. Définissons également c ∈ C comme un contrôleur potentiel et
on note ic un nœud de V attaché au contrôleur c. La distance (latence) entre un contrôleur
c et un SOF ic est désignée par d(c, ic ).
Modèle linéaire en nombres entiers et Minizinc
Le problème d’optimisation se formalise simplement en écrivant:
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minimize max
c∈C,ic∈V
d(c, ic ) (4.16)
Ce modèle se prête bien à un modélisation dans l’environnement Minizinc. Dans
le modèle Minizinc, la représentation des solutions du problème et donc de la variable
qu’on cherche à optimiser est un tableau des nœuds du réseau dans lequel à chaque
nœud on fait correspondre son nœud contrôleur.
On introduit comme une contrainte le fait qu’un nœud contrôleur est piloté par lui
même. Le nombre de contrôleurs fixé est lui même introduit comme une contrainte.
L’intérêt de cette approche est que la contrainte peut-être relâchée dans des prob-
lèmes d’optimisation où le nombre de contrôleurs n’est pas fixé et peut varier. Par exem-
ple dans un scénario où on veut garantir un certain équilibre de charge entre les différents
groupes.
Structure de l’algorithme évolutionnaire
Nous avons décidé de concevoir l’algorithme évolutionnaire dans une démarche page
blanche afin de bien comprendre et d’explorer les possibilités de ce genre d’algorithme
dans un scénario mono-objectif simple.
Modèle de données adopté
Plutôt que de se contraindre à un modèle construit avec un mot binaire et à une struc-
ture d’algorithme génétique standard, nous avons recherché un modèle de données pour
les individus facilement utilisable dans l’environnement informatique Python que nous
avons utilisé.
Nous avons choisi d’écrire un algorithme groupe-centrique, qui s’exécute sur des
listes de groupes.
La structure d’un individu est une liste d’ensembles de nœuds, de type [{n1,n3,n5}, . . .]
chaque ensemble constituant un groupe de nœuds dont l’un parmi eux est le contrôleur
du groupe. Le contrôleur du groupe n’est pas connu à priori mais peut-être facilement
calculé à posteriori par une routine adhoc de type K-moyennes, K-centres ou K-médianes
qui détermine le nœud le plus central en fonction de la manière dont on veut sélectionner
le centroïde.
Présentation générale de l’algorithme
Paramètres d’entrée et de sortie: Les paramètres d’entrée de l’algorithme sont le graphe
G(V,E) non orienté du réseau, le nombre de groupes égal au nombre de contrôleurs K, la
taille de la population popSi ze, le nombre de générations nbGen, la pression de sélection
p, les taux de mutations MUTPB et de cross-overs CXPB.
Les paramètres de sortie sont le meilleur individu (solution) trouvé, la latence maxi-
male de la solution, qui correspond au diamètre du plus grand groupe.
On définit ici le diamètre du groupe comme la latence entre le nœud contrôleur et le
SOF le plus éloigné du contrôleur au sens du plus court chemin.
Comme dans l’algorithme, on manipule des ensembles de nœuds, on doit à chaque
fois connaître ou retrouver quel est le SOF qui est le contrôleur du groupe.
Pour cela on fait appel dans l’algorithme à deux routines optionnelles k-centres ou
k-moyennes.
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Algorithm 3: MAIN: Simple evolutionary algorithm
1: INPUT: nbGen,popSize,netGraph,MUTPB,CXPB,k
2: OUTPUT: BestIndividual,maxLatency
3: MatriceSPF ⇐ SPF(netGr aph)
4: for index = 1 to popSize do
5: population ⇐ randomClustering(k,netGraph)
6: end for
7: BestIndividual = ;
8: for index = 1 to nbGen do
9: for individual ∈ population do
10: Evaluate(individual)
11: end for
12: for index = 1 to popSize do
13: parents ⇐ KTournamentSelection(population)
14: child = cross-over(CXPB,parents)
15: offSpring ⇐ child
16: end for
17: for individual ∈ offSpring do
18: Mutate(MUTPB, individual)
19: end for
20: population ⇐ offSpring)
21: BestIndividual ⇐ Update(BestIndividual,population)
22: end for
23: return BestIndividual,maxLatency
Initialisation: A l’initialisation de l’algorithme, on calcule en préalable la matrice de
plus court chemin du graphe en entrée avec un algorithme de type Bellman-Ford.
Entre les étapes 3 et 5, une population initiale d’individus est constituée au hasard
de taille popSi ze, via un mécanisme de tirage aléatoire avec remise dans l’ensemble des
nœuds du réseau.
Chaque individu est alors constitué de k groupes qui couvrent le graphe du réseau.
La définition d’un individu est la suivante:
On note Ci un groupe d’indice i avec i ∈ {1..k}.
Un individu d de la population est décrit par un ensemble de k groupes qui couvrent




Evaluation: Entre les étapes 7 et 10, les individus sont évalués et on leur attache leur
latence maximale. Il s’agit là de la latence maximale entre le contrôleur et les nœuds qui
lui sont attachés parmi tous les groupes.
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Elle est calculée avec l’une des deux méthodes possibles que nous avons intitulées :
K-moyennes et K-centres. K-moyennes calcule le nœud contrôleur d’un groupe en cher-
chant la distance moyenne des nœuds du groupe au nœud contrôleur.
K-centres calcule le nœud contrôleur d’un groupe sur la base de la distance du nœud
du groupe le plus éloigné du contrôleur, en la minimisant.
L’évaluation consiste à chercher le nœud contrôleur de chaque groupe et à attacher
à l’individu la distance au sens du plus court chemin du nœud le plus éloigné de son
contrôleur sur l’ensemble de tous les groupes.
Algorithm 4: K-MEAN: custom
1: Select all nodes as initial centroids
2: repeat
3: Compute the average distance (spf) to all others nodes
4: Keep the centroid which give the lowest average distance as controller
5: until End
Algorithm 5: K-CENTER: custom
1: Select all nodes as initial centroids
2: repeat
3: Compute the max distance (spf) to all others nodes
4: Keep the centroid which give the lowest max distance as controller
5: until End
Recombinaison: Le principe de l’opérateur de recombinaison que nous avons imaginé
dans cette approche est de croiser K parents pour produire un enfant.
L’idée est d’adapter le mécanisme de croisement à notre cas particulier, où K est le
nombre de groupes.
Avant cela, les K parents sont sélectionnés grâce à un opérateur de sélection par
tournoi paramétré par la pression de sélection p. Le principe est de tirer aléatoirement
avec remise p individus dans la population et de retenir le meilleur, puis de le faire autant
de fois que l’on a besoin de parents pour renouveler la population.
Ensuite le croisement est effectué en tirant aléatoirement un groupe de chaque parent
pour former un enfant composé des K groupes.
Comme les groupes de l’enfant peuvent avoir des nœuds communs ou qu’il peut man-
quer des nœuds à l’enfant qui a été produit, nous avons introduit dans l’opérateur de
croisement une phase d’optimisation locale pour fabriquer un individu viable.
Cette phase d’optimisation permet de garantir que les groupes couvrent la totalité du
graphe, et que les groupes constituent bien une partition des nœuds du graphe.
L’optimisation locale fonctionne de la manière suivante. On construit la liste des
nœuds à ré-allouer, qui sont soit commun à plusieurs groupes, soit manquants pour cou-
vrir la totalité du graphe.
On calcule le centroïde de chaque groupe et on attribue chaque nœud au groupe dont
le centroïde est le plus proche.
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Mutation: Un opérateur de mutation introduit ensuite de la variabilité en permutant
de manière aléatoire certains nœuds des groupes, sur la base du taux de mutation en
paramètre d’entrée de l’algorithme. Le taux de mutation détermine le nombre de nœuds
tirés au hasard parmi tous les nœuds du graphe. Ces nœuds sont ensuite tirés au hasard
avec une loi uniforme et un tirage sans remise et ils sont ensuite ré-alloués successive-
ment, au hasard toujours, avec une loi uniforme parmi les groupes dans un nouveau
groupe.
Renouvellement de la population: Dans l’algorithme, on effectue un remplacement
générationnel, c’est-à-dire que l’ancienne population est entièrement remplacée par la
nouvelle.
A chaque génération, on repère le meilleur individu et on le compare aux individus
précédents. On conserve ainsi le meilleur au fil des générations.
Résultats obtenus et conclusion
Nous donnons ici quelques éléments sur la qualité des solutions obtenues que nous
avons comparées aux solutions exactes obtenues grâce au modèle ILP sur l’ensemble des
réseaux de la base de données zoo-topology décrite en 4.3.9. La taille de la population
est de 50, le nombre d’itérations est de 100, le taux de mutation vaut 1% et la pression de
sélection: 2.
• Pour 85% des réseaux, l’erreur relative par rapport à la solution exacte est inférieure
à 10%.
• Pour 75% des réseaux, l’erreur relative est inférieure à 5%.
• Pour 65% des réseaux, l’algorithme évolutionnaire trouve la solution exacte. Pour 9
réseaux, l’écart relatif par rapport à la solution exacte est supérieur à 25%.
La qualité des solutions n’est pas corrélée au nombre de nœuds du réseau.
D’autre part, nous n’avons pas trouvé de métriques propres aux topologies de la base
de données zoo-topology qui indiquent une corrélation avec la répartition de l’écart.
Dans le diagramme 4.26, les réseaux sont rangés sur l’axe des abscisses par taille en
nombre de nœuds croissants, tandis qu’en ordonnée on mesure l’écart relatif de latence
par rapport à la solution exacte obtenue avec le modèle ILP implémenté en Minizinc.
En terme de temps de calcul, l’approche ILP est capable de trouver la solution exacte
en quelques secondes pour le réseau Kdl qui est composé de 700 nœuds. L’algorithme
évolutionnaire a besoin de quelques dizaines de secondes.
Cependant notre implémentation est réalisée en Python et une implémentation en
langage C permettrait probablement de gagner au moins un facteur 10. Dans ces condi-
tions on a globalement un temps de calcul du même ordre de grandeur qu’avec la réso-
lution du modèle ILP. Cependant, si l’on rajoute des contraintes au modèle ILP, comme
par exemple, la recherche d’un équilibre de charge, dans ces conditions le temps de cal-
cul explose. Alors qu’au contraire ajouter des contraintes à l’algorithme évolutionnaire
n’augmente pas le temps de calcul.
Si l’on rajoute une simple contrainte d’équilibre de charge nous constatons que
l’algorithme évolutionnaire est bien plus performant en terme de temps de calcul.
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Figure 4.26 – Taille de la population: 50, nombre d’itérations: 100, Taux de mutation: 1%, Pression
de sélection: 2
4.4.3 Placement fiable de contrôleurs avec un algorithme évolution-
naire
Introduction
Nos expérimentations sur un problème simple de placement de contrôleurs ont donné
de bons résultats avec un algorithme évolutionnaire. Nous avons donc décidé d’explorer
cette piste pour traiter des problèmes plus complexes notamment multi-objectifs. C’est
ici aussi qu’a surgi l’idée d’utiliser une méta-heuristique pour traiter d’une manière plus
générale les problèmes de placement de services réseaux. Nous nous sommes intéressés
à la fiabilité des réseaux SDN et nous avons décidé de l’aborder du point de vue de la
métrique de connectivité. Nous présentons de manière détaillée certains aspects de cette
métrique dans le paragraphe suivant.
Fiabilité et métriques de connectivité dans les graphes
Rappelons tout d’abord quelques notions sur la mesure de la fiabilité des réseaux.
• On parle de fiabilité du terminal quand il s’agit de mesurer la fiabilité d’un nœud
source qui communique avec un nœud terminal.
• On parle de k-fiabilité du réseau quand on s’intéresse à une communication de k >
1 nœuds sources avec un nœud destination.
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• On parle de fiabilité source à multiple quand il s’agit de considérer des communi-
cations d’un nœud source vers k nœuds destinations.
• On parle de fiabilité du réseau ou de fiabilité tous terminaux quand on considère
des communications de tous les nœuds vers tous les nœuds du réseau.
D’autre part, il y a globalement deux manières de modéliser la fiabilité des réseaux.
Ce sont d’une part les approches probabilistes basées sur l’attribution de probabilités de
pertes sur les nœuds et les liens et d’autre part, les approches déterministes basées sur la
connectivité qui cherchent à mesurer jusqu’à quel point un réseau est connecté.
L’idée est de compter le nombre de chemins disjoints composés de nœuds et de liens
qui raccordent les nœuds du graphe.
Plus le graphe est connecté plus il est susceptible de résister aux pannes dans la
mesure où des chemins alternatifs peuvent prendre le relais de chemins défectueux.
Nous avons choisi de nous intéresser dans notre problématique de placement de con-
trôleurs à une approche déterministe et à la mesure de la connectivité dans les graphes.
Des éléments théoriques et des pré-requis sur cette notion sont présentés en annexe.
Nous soulignons dans la suite du texte quelques points importants.
Passage à un graphe non-orienté Nos modèles de réseaux sont généralement des
graphes non orientés.
Pour implémenter le modèle linéaire en nombres entiers permettant de calculer la
connectivité pour un graphe non-orienté, la solution habituellement adoptée consiste à
transformer le graphe non-orienté en un graphe orienté.
Il faut pour cela transformer le graphe en un graphe orienté en représentant un arc
non-orienté par deux arcs orientés.
Nous avons préféré adopter une stratégie différente pour simplifier la mise en œuvre
de solveurs en nombres entiers sur les topologies que nous avons manipulées.
L’idée consiste à attribuer une capacité qui peut autoriser un flot valant: −1 ou 0 ou 1
à tous les arcs non-orientés, le signe permettant de caractériser le sens du flot.
Le modèle linéaire permet alors de trouver la coupe de capacité minimum et donc la
k-arc-connectivité pour un graphe non orienté.
Il suffit pour le vérifier de remarquer qu’avec ces valeurs de flots, un arc non-orienté
est représenté par deux arcs orientés.
Les couples de valeurs de flots sur chaque paire d’arcs orientés représentant un arc
non orienté peuvent être (1,0), (0,1) ou (1,1), (0,0). Cela correspond à une valeur de flot
sur l’arc non orienté qui pourra valoir c = 1, c = 0, c = −1.
En effet, comme les deux arcs orientés sont de sens contraire, une valeur de c = 1 sur
l’arc non incident au nœud et de c = 0 sur l’autre correspond à une valeur de flot de c = −1
sur l’arc non orienté, et une valeur de c = 1 sur l’arc incident et de c = 0 correspond à une
valeur globale de flot de c = 1 sur l’arc non orienté.
Le schéma 4.27 permet d’illustrer le raisonnement.
Différence entre k-arcs-connectivité et k-nœuds-connectivité Nous avons eu dans
notre travail quelques difficultés à faire la distinction entre arcs-connectivité et nœuds-
connectivité dans un graphe.
En pratique, on peut simplement remarquer que si deux nœuds sont adjacents, la
arcs-connectivité doit prendre en compte l’arc reliant les deux nœuds tandis que la
nœuds-connectivité ne peut pas être calculée, puisqu’on ne peut pas enlever de nœuds
pour les déconnecter.
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2 2
c = 1, c = −1,c = 0
c = 1, c = 0,c = 0
c = 0,c = 1,c = 0
1 arc non orienté 2 arcs orientés
Figure 4.27 – Illustration graphique
Le schéma 4.28 permet de voir sur un exemple simple qu’il n’est pas si évident de faire
un lien entre arcs-connectivité et nœuds-connectivité entre deux nœuds u et v .
On remarque dans ce schéma qu’il faut enlever deux arcs pour déconnecter les nœuds
u et v et que cela correspond à deux chemins indépendants qui ne partagent pas d’arcs
communs) entre u et v . Tandis qu’en enlevant le nœud 3 on déconnecte u et v , mais il n’y
a qu’un seul chemin indépendant entre u et v (qui ne partagent pas de nœuds communs).
u 2 3 4 v
6 7
Figure 4.28 – Exemple simple
En résumé, il ne semble pas y avoir de relation évidente ou triviale entre arcs-
connectivité et nœuds-connectivité.
Le calcul de la nœuds-connectivité entre deux nœuds non adjacents d’un graphe est
cependant basé lui aussi sur le théorème du flot maximum. Pour le réaliser, on trans-
forme le graphe orienté en remplaçant chaque nœud par deux nœuds joints par un arc
orienté et on applique un algorithme similaire à celui utilisé pour traiter le cas de la arc-
connectivité.
Insuffisances de la k-connectivité d’un graphe La k-connectivité d’une paire de nœuds
(u, v) d’un graphe G se note kG(u, v) et celle d’un graphe G se note k(G) et peut s’exprimer




Il est assez facile de voir les limites de la k-connectivité d’un graphe comme outil pour
évaluer la fiabilité d’un réseau, en effet cette métrique reflète d’abord la pire des situa-
tions. On voit par exemple sur le schéma 4.29 que la k-arcs connectivité vaut 1, puisque le
nœud isolé est raccordé par un seul lien au reste du réseau et donc qu’en enlevant ce lien
on déconnecte le graphe. Dans ce cas la k-arcs-connectivité du graphe vaut simplement
1 et ne reflète pas bien la connectivité globale du réseau et en particulier ne met pas en
évidence la clique constituée par les nœuds 2,3,4,5.
Intérêt de la connectivité moyenne d’un graphe pour estimer la fiabilité Il existe un
certain nombre de métriques plus pertinentes que la k-connectivité. L’une d’elle est la
connectivité moyenne décrite par [BEINEKE et collab., 2002b].
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1 2 3
45
Figure 4.29 – Insuffisance de la k-connectivité
En utilisant une énumération de toutes les paires de nœuds du graphe, on peut ex-
primer la k-connectivité moyenne k̄(G) du graphe G d’ordre m comme la connectivité
moyenne calculée sur toutes les paires de nœuds du graphe:
k̄(G) =
∑
(i , j )∈V2
kG(i , j )(n
2
) (4.18)
L’expression au numérateur de l’équation 4.18 est appelée connectivité totale du
graphe. Comparativement à la k-connectivité, la k-connectivité moyenne exprime
l’espérance d’une variable aléatoire qui est le nombre d’arcs enlevés au hasard néces-
saires pour déconnecter le graphe.
Les deux graphes de la figure 4.30 permettent d’illustrer l’intérêt de la métrique de
connectivité moyenne.
Le graphe de gauche G1 avec les nœuds en vert est un arbre et sa k-connectivité ainsi
que sa connectivité moyenne valent 1. Les deux métriques permettent ici d’illustrer la
connectivité du graphe.
Le graphe de droite G2 avec les nœuds en bleu a une k-connectivité qui vaut 1 du fait
d’une branche isolée, tandis que sa k-connectivité moyenne vaut 2.2.
En conclusion, la connectivité moyenne reflète bien mieux la connectivité du graphe.
G1:k̄(G1) = 1.0 G2:k̄(G2) = 1.6
Figure 4.30 – Supériorité de la connectivité moyenne par rapport à la k-connectivité (exemple 1)
On peut cependant supposer que la connectivité moyenne est meilleure du fait du
nombre d’arcs plus importants dans le graphe G2.
Ce n’est pas le cas comme le montre le schéma 4.31 ou k̄(G1) = 1.3 tandis que k̄(G2) =
1.6 avec le même nombre d’arcs dans les deux graphes.
Quelques règles triviales sont rappelées ci-dessous pour le calcul de la connectivité
moyenne.
• k̄(G) = 0 si et seulement si G n’a pas d’arcs,
• Si G est un arbre avec au moins deux nœuds, k̄(G) = 1,
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G1:k̄(G1) = 1.3 G2:k̄(G2) = 1.6
Figure 4.31 – Supériorité de la connectivité moyenne par rapport à la k-connectivité (Exemple 2)
• Si G est d’ordre p, k̄(G) ≤ p −1,
• Si G est d’ordre p et complet, k̄(G) = p −1
Les deux exemples de la figure 4.32 permettent de montrer l’intérêt de la métrique de
connectivité moyenne pour diviser un graphe en sous-graphes.
Dans les deux graphes, la moyenne de la connectivité moyenne des sous graphes G1

















G1:k̄(G1) = 2 G2:k̄(G2) = 2
G:k̄(G) = 107
Figure 4.32 – Supériorité de la connectivité moyenne par rapport à la k-connectivité (Exemple 3)
Justification de la connectivité moyenne par passage à une approche probabiliste
Le passage à une approche probabiliste n’a rien d’évident, cependant on peut vérifier
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l’intérêt d’utiliser la connectivité moyenne dans un réseau SDN en montrant le gain
obtenu via une approche probabiliste en utilisant un modèle simple et des exemples. Le
raisonnement s’inspire d’un modèle proposé par [BAR-ILAN et PELEG, 1991a].
On considère que les probabilités de pertes sur les nœuds ou les liens sont homogènes
et indépendantes. On pose Pe la probabilité de perte sur un lien et Pn la probabilité de
perte sur un nœud.
On suppose qu’un nœud SOF est connecté à son contrôleur via le chemin le plus court
"shortest path first" qui le relie au contrôleur.
On fait l’hypothèse qu’un nœud n’est plus opérationnel lorsqu’il n’est plus connecté à
son contrôleur. On note ei les arcs sur le chemin qui relie le SOF au contrôleur et n j les
nœuds sur ce même chemin et pei , pn j , les probabilités de pannes associées à l’arc ei et
au nœud ni .
La probabilité de perte de communication du SOF par rapport à son contrôleur
s’exprime de la manière suivante dans l’équation 4.19, où l’on parcourt le plus court
chemin entre le contrôleur et le SOF.
Pso f = 1−
∏
i , j
(1−pei ) · (1−pn j ) (4.19)
On peut évaluer le risque de dysfonctionnement du réseau SDN en prenant comme
vraisemblance la moyenne de la probabilité de perte de communication entre les SOFs
et leur contrôleur, calculée sur tous les SOFs raccordés au contrôleur par un plus court
chemin, et chercher le contrôleur dans un réseau ou dans un sous-graphe qui minimise
cette vraisemblance. C’est un problème d’optimisation.
On modélise le réseau comme un graphe G(V,E) avec |V| = N, G est non orienté et
connexe. On pose nc le nœud contrôleur, ni :1..N−1 les SOFs contrôlés par le contrôleur nc .
Les ni sont connectés à nc par des plus courts chemins Pi .
On pose comme vraisemblance de déconnexion, E(nc ), la probabilité moyenne de dé-
connexion des SOFs ni connectés à nc .
Les probabilités de pannes des nœuds et liens du réseau sont indépendantes et on
pose pour simplifier:
Pour tous les nœuds ni :
pni = pn , ∀i ,
et pour tous les arcs ei :
pei = pe , ∀ j .
La probabilité de déconnexion d’un chemin Pi est donnée dans l’équation 4.19,






Le problème d’optimisation consiste à trouver le nœud contrôleur nc qui minimise E,
ce qui s’exprime par l’expression suivante:
nc = ar gni minE(ni ) (4.20)
qui consiste à trouver le nœud ni contrôleur pour lequel E(ni ) est minimum.
On peut par exemple effectuer cette recherche de manière systématique grâce à un
petit programme écrit en python sur le réseau illustré en 4.33 qui est composé de deux
cliques de 4 nœuds reliées entre elles par un seul lien.
L’hypothèse est que deux contrôleurs (un par clique) permettront d’obtenir une
meilleure fiabilité qu’un seul pour l’ensemble du réseau.
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Le programme recherche dans ce réseau le nœud contrôleur qui minimise une
vraisemblance exprimée comme la probabilité moyenne de pertes de communication
pour tous les autres nœuds vus comme des SOFs auxquels il est connecté.
Il utilise pour cela une sous-routine qui calcule le plus court chemin entre les paires
de nœuds et donc entre tous les nœuds contrôleurs potentiels et tous les SOF potentiels.
Dans le cas de ce réseau simple, si on prend par exemple pe = 0.02 et pn = 0.01, on
trouve un nœud contrôleur pour lequel la probabilité moyenne de perte de communica-
tion moyenne est minimale et vaut: 0.0517.
Si on effectue le même calcul et la même recherche sur l’une des cliques de connec-
tivité moyenne plus élevée en l’isolant comme un domaine piloté par un contrôleur on
trouve 0.0395. Comme les deux cliques sont identiques, on obtient en moyenne la même
valeur sur l’ensemble du réseau.
On voit donc qu’on a intérêt à subdiviser le réseau en deux composantes connexes
pilotées chacune par un contrôleur et qu’en faisant cela on améliorera ainsi la fiabilité









Figure 4.33 – Approche probabiliste
Nous avons effectué une vérification du même type sur un réseau réel, le réseau
Geant2012 de la base de données zoo-topology illustré en 4.34.
L’ algorithme évolutionnaire que nous présentons dans la suite trouve la solution en
rouge et bleu et propose une solution avec deux clusters équilibrés dans le front de Pareto.
Les meilleurs nœuds contrôleurs au sens du problème d’optimisation que nous
venons de décrire, sont indiqués par un gros carré bleu pour le cluster bleu, un gros carré
rouge pour le cluster rouge. Le gros carré noir indique le contrôleur pour le réseau global.
Le même calcul que dans le cas d’école précédent donne, dans le cas du contrôleur
global une probabilité moyenne de perte de communication de 0.0769, tandis qu’on ob-
tient 0.0663 pour le contrôleur du cluster rouge et 0.0723 pour le contrôleur du cluster
bleu.
On a donc une légère amélioration de la fiabilité du réseau SDN en partitionnant le
réseau suivant les deux clusters.
Il faut noter ici que les clusters sont géographiquement imbriqués du fait que l’on ne
cherche pas dans l’algorithme à regrouper autour d’un contrôleur suivant un critère de la-
tence. Cet objectif supplémentaire pourrait être intégré dans l’algorithme. C’est d’ailleurs
un des arguments qui en justifie l’intérêt.
Arc-connectivité moyenne & nœud-connectivité moyenne Pour implémenter
notre AEMO sur des réseaux réels il serait pertinent de prendre en compte aussi bien la
arc-connectivité moyenne que la nœud-connectivité moyenne, puisque autant la défec-
tion d’un lien que d’un nœud peut provoquer des pertes.
Comme il n’y a pas de lien direct entre les deux métriques, une des solutions pourrait
être de rajouter une fonction objective à notre AEMO pour prendre en compte la nœud-
connectivité moyenne.
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Figure 4.34 – Réseau Geant2012
Nous suggérons une approche différente qui consiste à réaliser une transformation
du graphe du réseau de la manière suivante. Tous les arcs orientés avec des attributs
(pertes, bande passante) sont transformés en un nœud avec les mêmes ressources. Les
connexions entre les nœuds sont sans pertes, sans latence et avec une bande passante
infinie.
Dans ces conditions il n’est plus nécessaire sur ce nouveau graphe de raisonner sur la
arc-connectivité mais uniquement sur la nœud-connectivité, qui regroupe une métrique
qui inclue l’ arc-connectivité et la nœud-connectivité du graphe initial.
Description du système
Le système que nous considérons ici est l’architecture d’un réseau Telco dans lequel les
éléments de réseau sont pilotés par quelques contrôleurs SDN distribués. Ces derniers
sont responsables du plan de contrôle, qui pilote l’exécution des services réseau, tandis
que les nœuds du réseau sont responsables des fonctions du plan de transfert.
De la manière la plus générale possible, nous considérons dans ce qui suit, une archi-
tecture réseau où chaque contrôleur peut être situé sur n’importe quel nœud du réseau.
Par ailleurs, notre objectif lors du déploiement des services réseau est de choisir com-
modément le nombre de contrôleurs tout en les localisant de manière optimale dans le
réseau de manière à respecter les contraintes des services réseau.
Comme nous l’avons indiqué, beaucoup de métriques peuvent être considérées, ici
nous nous intéressons à:
• Une arc-connectivité moyenne élevée: La arc-connectivité moyenne donne une
meilleure image de la fiabilité du réseau, puisqu’elle fournit une mesure de la
“quantité” globale de connectivité d’un graphe selon BEINEKE et collab. [2002b].
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Ainsi, en maximisant la connectivité moyenne des groupes, nous espérons max-
imiser le nombre de chemins disjoints entre les nœuds d’un groupe et leur con-
trôleur [BAR-ILAN et PELEG, 1991a] et donc améliorer la fiabilité globale du réseau
SDN.
• Un bon équilibre de charge entre les contrôleurs: En minimisant le déséquilibre
du trafic de contrôle entre les groupes, nous espérons réduire la latence entre les
contrôleurs et les switches à l’intérieur d’un groupe. Cela permet également de ré-
duire les risques de surcharge des contrôleurs.
• Réduire le nombre de contrôleurs: En minimisant le nombre de contrôleurs donc
le nombre de groupes, nous cherchons à réduire les coûts d’exploitation.
Description du modèle
Notre modèle vise à fournir le cadre théorique de résolution d’une configuration de
groupes de nœuds du réseau qui maximise la somme de la arc-connectivité moyenne
des groupes tout en minimisant le déséquilibre entre la charge des groupes. Le modèle
est basé sur la programmation linéaire, et utilise le théorème du flot maximum ou encore
de la coupe minimum comme décrit par [SAKAROVITCH, 1984].
Soit G(V,E) un graphe non orienté, où V est l’ensemble des nœuds du réseau avec
|V| = m et E l’ensemble des arcs avec |E| = n.
Soit c(ui ) ∈ {−1,0,1} une fonction de capacité des arcs (à l’exception de l’arc de retour
ur pour lequel c(ur ) = ∞).
Le programme linéaire 4.21 exprime le flot maximum entre un nœud source s et un




subject to A. f = 0
(4.21)
Où A est la matrice d’incidence de G, ur est un arc de retour fictif entre s et d qui est
utilisé pour calculer le flot maximum.
De plus, f est un vecteur Rn qui représente le flot avec f (ui ) ≤ c(ui ) pour tous les ui .
La matrice d’incidence aux arcs A est une matrice n ×m avec n = |V| et m = |E|. On a
Ai , j = 1 si il y a un arc j connecté au nœud i et 0 sinon. Dans le cas non orienté suivant
l’incidence de l’arc, la valeur prise peut-être 1 ou −1 pour indiquer le sens sortant ou
entrant de l’arc.
Le flot maximum est égal à la coupe minimale entre s et d , et, par conséquent, il
représente également la K edge-connectivity entre s et d dans G :
kG(s,d) = max
f
f (ur ) (4.22)
En utilisant une énumération de toutes les paires de nœuds du graphe, nous pouvons
exprimer la arc-connectivité moyenne du graphe k(G) comme la connectivité moyenne
calculée sur chaque paire de nœuds du graphe:
k̄(G) =
∑
(i , j ), i< j
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Posons fi j ∈ Rn le flot relatif à xi et x j , incluant l’arc virtuel de retour entre les deux








∀(i , j ), i < j , A. fi j = 0
(4.24)
Le problème linéaire intermédiaire suivant produit le sous-graphe (i.e. le groupe)










∀k, |Vk | = p
∀k, (i , j ), i < j , Ak . f ki j = 0
(4.25)
Où Ak est la matrice d’incidence du sous-graphe Gk , est f
k
i j est son flot maximum, et(p
2
)
est le nombre de paires de nœuds du sous-graphe.
Nous en déduisons notre modèle final qui s’applique à un nombre variable de
groupes, un nombre variable de nœuds dans chaque groupe en incluant la charge induite
par ces nœuds dans les contrôleurs.
Notre objectif est de sélectionner les groupes optimaux pour maximiser la connectiv-
ité moyenne des groupes et d’ équilibrer la charge entre eux, en réduisant l’écart entre le
groupe le plus chargé et le moins chargé. Nous exprimons donc l’objectif supplémentaire
d’équilibrer la charge entre les groupes.
Nous avons les paramètres supplémentaires suivants:
• un nombre de groupes km ∈ [kmin,kmax] pour gérer la charge induite par l’ensemble
des SOFs du réseau et trouver une configuration avec le meilleur équilibre de charge
entre les groupes,
• chaque Gkm indique un groupe avec un nombre arbitraire de nœuds, avec km com-
pris entre kmi n et kmax ,
• pkm est le nombre de nœuds de Gkm ,
• l (Gkm ) est la charge du sous graphe Gkm associé au groupe avec l (Gkm ) =
∑
i∈Vkm li ,
où li est la charge du nœud i .
Le problème de programmation linéaire bi-objectifs que nous voulons résoudre est le
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minkp∈[1,km ] l (Gkp )












|Gki | = m
∀km , (i , j ), i < j , Akm . f kmi j = 0
(4.26)
De manière optionnelle, nous pouvons rajouter un objectif supplémentaire visant à




Analyse de la complexité
Soit S un ensemble de K groupes, c’est-à-dire une famille de sous ensembles de V avec





. Ce nombre est connu comme le nombre de stirling de deuxième espèce et croit
exponentiellement en N pour K fixé.
Il convient de noter que ce nombre est beaucoup plus élevé que le nombre de combi-
naisons de k contrôleurs possibles habituellement indiqué dans les articles sur le place-
ment des contrôleurs qui se contentent de calculer la combinatoire de k contrôleurs










D’autre part, notre problème est un problème dual d’un cas particulier de couverture
minimale d’un ensemble minimum set coverage d’après KARP [1972] où le poids d’une
partition de l’ensemble de référence est la connectivité moyenne du sous-graphe corre-
spondant. Par conséquent, notre problème de référence est nécessairement NP-difficile.
Un facteur d’approximation de log(m+1) est donné dans [BAR-ILAN et PELEG, 1991a] pour
le problème de couverture minimale.
Description de l’algorithme
La structure de base de l’algorithme utilise les mécanismes de classification, de sélec-
tion et d’élitisme de NSGA-II présenté en 2.4.4. DEB et collab. [2002] démontrent les très
bonnes performances de NSGA II en particulier quand les objectifs sont peu nombreux et
antagonistes.
De plus, selon AGRAMA [2011], c’est un outil efficace pour résoudre les problèmes
d’emplacements d’établissements à deux objectifs qui présentent des similitudes avec
notre propre problème. Comme la connectivité moyenne et l’équilibre de charge en-
tre groupes sont deux objectifs non corrélés, nous avons décidé d’utiliser cet algorithme
comme structure de base.
Le premier objectif que nous poursuivons est de maximiser la moyenne de la connec-
tivité moyenne de tous les groupes.
Le second objectif est de minimiser le déséquilibre de charge entre les groupes.
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Comme le cadre NSGA-II a une structure très générique, il est utile de noter qu’il peut
aussi être facilement étendu à un troisième objectif ou plus en utilisant NSGA-III [BH-
ESDADIYA et collab., 2016] pour chercher à minimiser aussi par exemple le nombre de
groupes.




3: for index = 1 to popSize do
4: k ⇐ random(kMin..kMax)
5: population ⇐ randomClustering(k,netGraph)
6: end for
7: pf = ;
8: for index = 1 to nbGen do
9: for individual ∈ population do
10: Evaluate(individual)
11: end for
12: for index = 1 to popSize do
13: parents ⇐ binarySelection(population)
14: child = cross-over(CXPB,parents)
15: offSpring ⇐ child
16: end for
17: for individual ∈ offSpring do
18: Mutate(MUTPB, individual)
19: end for
20: population ⇐ SelectNSGA2(population∪offSpring)
21: pf ⇐ UpdateParetofront(pf,population)
22: end for
23: return pf
La structure de l’algorithme est illustrée avec du pseudo-code dans l’algorithme 6. Les
paramètres d’entrée et de sortie sont:
• nbGen: le nombre de générations,
• popSize: la taille de la population,
• netGraph: la structure de données qui représente le graphe du réseau,
• MUTPB: le taux de mutation, CXPB: le taux de recombinaisons,
• kMin, kMax: nombre minimal et maximal de groupes acceptables pour une solu-
tion.
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• pf : est la sortie, c’est-à-dire l’ensemble de solutions qui constituent le front de
Pareto trouvé à la fin de l’algorithme.
La première étape de l’algorithme, en lignes de 3 à 6, consiste à créer au hasard une
population d’individus. Dans notre cas, les individus sont une liste de groupes (clusters)
composés d’un sous-ensemble de nœuds du graphe. En d’autres termes, c’est une liste
de sous-graphes distincts qui couvrent l’ensemble du graphe du réseau. Le nombre de
groupes de chaque individu k, peut varier entre kMi n et kMax.
Ces deux seuils sont estimés à partir de la charge cumulée du plan de contrôle induite
par l’ensemble des SOFs du réseau. kMi n doit être assez grand pour disposer d’un nom-
bre suffisant de contrôleurs pour accepter la charge du plan de commande induite par
tous les SOFs. D’autre part, kMax doit être assez grand pour éviter que les contrôleurs ne
soient trop surchargés.
L’opérateur d’évaluation L’opérateur d’évaluation, aux lignes 8 à 11, est illustré dans
l’algorithme 7. Il calcule une valeur correspondant à chaque objectif, pour chaque indi-
vidu. Dans notre cas, le premier objectif est la moyenne de la connectivité moyenne de
chaque sous-graphe correspondant à chaque groupe de l’individu. La arc-connectivité
moyenne d’un sous-graphe est calculée à l’aide d’une routine classique basée sur
l’évaluation du flot maximum entre chaque paire de nœuds et calculée en moyenne sur
toutes les paires de nœuds du sous-graphe.
La arc-connectivité moyenne d’un sous-graphe est évaluée à 0 si le sous-graphe
a plusieurs composantes connexes, c’est-à-dire qu’il est déconnecté. Cela permet
d’accélérer notablement les calculs en supprimant des calculs inutiles.
Le deuxième objectif évalué est le déséquilibre de charge entre le groupe le plus chargé
et le groupe le moins chargé d’un individu.
La charge d’un groupe (c’est-à-dire d’un sous graphe) est exprimée comme la somme
de la charge du plan de contrôle induite par chaque nœud du groupe. Si la valeur calculée
vaut 1, la charge est parfaitement équilibrée entre les différents groupes d’un individu.
L’opérateur de mutation Le mécanisme de l’opérateur de mutation est illustré dans
l’algorithme 8 entre les lignes 12 à 14. Il consiste à échanger quelques nœuds entre les
groupes des individus. Sur la base du taux de mutation, un certain nombre de nœuds sont
extraits aléatoirement du réseau et ré-attribués de la même manière dans les groupes de
l’individu courant en utilisant une loi de probabilité uniforme. La proportion de nœuds
extraits aléatoirement et réalloués est définie par le paramètre MUTPB.
L’opérateur de recombinaison L’opérateur de recombinaison, en lignes de 15 à 19, est
optionnel et est illustré dans l’algorithme 9.
Le mécanisme de l’opérateur de recombinaison a été défini par nous-même et in-
clut un processus d’optimisation locale dont l’objectif est d’accélérer la convergence de
l’algorithme en réduisant le nombre de générations. Nous pouvons le décrire comme un
mécanisme Lamarckiste où les individus sont en quelque sorte améliorés tout au long de
leur vie [HOLZINGER et collab., 2014].
Pour produire un enfant, deux parents sont choisis au hasard en utilisant le processus
habituel de sélection par tournois binaires. Le taux de croisement CXPB fixe la probabilité
que le croisement entre deux parents soit réalisé.
Ensuite, l’ensemble des groupes provenant des deux parents sont regroupés dans
l’ensemble de groupes noté clusters à la ligne 3. Puis, un nombre aléatoire k de groupes
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Algorithm 7: OPERATOR: Evaluation
1: INPUT: i ndi vi dual ,netGr aph
2: for eachCluster ∈ i ndi vi dual do
3: for eachPai r O f Node ∈ eachCluster do
4: clust AvConnecti vi t y ⇐ ed g eConnecti vi t y(eachPai r O f Node)
5: end for
6: clust AvConnecti vi t y ⇐ clust AvConnecti vi t y(|clust AvConnecti vi t y |
2
)
7: i ndConnecti vi t y = i ndConnecti vi t y + clust AvConnecti vi t y
8: end for
9: i ndConnecti vi t y ⇐ i ndConnecti vi t y
number O f Clust Ind
10: for eachCluster ∈ i ndi vi dual do
11: for eachNode ∈ cluster do
12: clustLoad = clustLoad + load(eachNode)
13: end for
14: i ndLoad = i ndLoad + clustLoad
15: end for
16: i ndUnbal ance = maxCluster Load(i ndLoad)/mi nCluster Load(i ndLoad)
17: i ndi vi dual ·unbal ance ⇐ i ndUnbal ance
18: i ndi vi dual · connecti vi t y ⇐ i ndConnecti vi t y
19: return i ndi vi dual
Algorithm 8: OPERATOR: Mutation
INPUT: i ndi vi dual ,MUTPB
nodes ⇐ r andom(i ndi vi dual ,MUTPB)
for eachNode ∈ nodes do
r eal l ocateRandoml y(node, i ndi vi dual )
end for
return i ndi vi dual
entre kMi n et kMax pour l’enfant est sélectionné dans cet ensemble, à la ligne 4. Cette
sélection est réalisée au hasard ou à l’aide d’une stratégie déterministe. Nous avons imag-
iné et testé différentes stratégies:
• Les k groupes sont extraits aléatoirement de l’ensemble clusters,
• Les groupes sont sélectionnés en utilisant une procédure de sélection qui choisie les
k groupes qui ont la meilleure connectivité moyenne, améliorant par conséquent la
fitness de connectivité de l’individu,
• Les groupes sont sélectionnés en utilisant une procédure de sélection qui choisit
parmi les groupes les k meilleurs du point de vue de l’équilibre de charge l oadnbNodes .
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Algorithm 9: OPERATOR: Cross-over
1: INPUT: par ent s,CXPB, al lNodes, str atSel
2: kMi n,kMax, str atReal loc
3: cluster s ⇐ cluster s(par ent s)
4: chi l d ⇐ sel ectCl uster s(cluster s,kMi n,kMax, str atSel )
5: r edund antNodes ⇐∩(cluster s ∈ chi l d)
6: chi l dNodes ⇐∪(cluster s ∈ chi l d)
7: nodesBag = r edund antNodes ∪ (al lNodes − chi l dNodes)
8: for eachNode ∈ nodesBag do
9: r eal l ocateNodes(eachNode,chi l d , str atReal loc)
10: end for
11: return chi l d
Ce processus offre une première occasion d’améliorer localement les individus à
chaque génération par rapport à l’un des objectifs. Mais nous mettons aussi en œuvre
un second processus d’optimisation locale.
Dans l’ensemble de groupes sélectionnés, il y a naturellement des nœuds redondants
et des nœuds manquants. Ils sont stockés en mémoire en ligne 7. Il y a ensuite réaffecta-
tion dans les groupes de l’enfant dans la boucle de 8 à 10 en utilisant différentes stratégies
visant à améliorer un ou plusieurs objectif. Un exemple est illustré dans l’algorithme 10
où la fonction de réaffectation vise à sélectionner comme destination pour le nœuds, le
cluster dont la connectivité sera maximisée. D’autres stratégies ont été expérimentées:
• Une stratégie qui vise à maximiser la connectivité moyenne de chaque individu,
• Une stratégie visant à maximiser la variation entre la connectivité moyenne avant
allocation et après allocation des nœuds,
• Une stratégie visant à maximiser l’adaptation d’équilibre de charge de l’individu,
• Une stratégie visant à maximiser la variation entre l’équilibre de charge avant et
après allocation.
Complexité
La complexité de l’algorithme NSGA II est conditionnée par le mécanisme de classifica-
tion basé sur la dominance de l’algorithme NSGA II. Celle-ci est conditionnée d’abord
par:
O(M ·popSize2)
où M représente le nombre d’objectifs.
Pour exprimer la complexité globale de l’algorithme il faut aussi prendre en compte,
le nombre de générations nbGen, et la complexité de calcul des opérations additionnelles
qui interviennent à chaque génération:
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Algorithm 10: OPERATOR: Reallocation
1: INPUT: node,chi l d , str atReal loc
2: max = 0,cluster Max = {}
3: for eachCluster ∈ chi l d do
4: del t a =
aver ag eConnect (eachCluster ∪node)−aver ag eConnect (eachCl uster )
5: if del t a ≥ max then
6: del t aMax ⇐ del t a
7: cluster Max ⇐ eachCluster
8: end if
9: cluster Max ⇐ cluster Max ∪node
10: end for
11: return chi l d
• Le processus d’évaluation de chaque individu,
• l’opérateur de mutation,
• l’opérateur de recombinaison,
• le processus de sélection.
Complexité du processus d’évaluation des individus La complexité du processus
d’évaluation est bornée par la complexité du calcul de la connectivité entre deux nœuds
qui est en O(|E|2 · |V|) pour l’algorithme de EDMONDS et KARP [1972] que nous utilisons. Il
faut y ajouter le calcul de la charge globale du graphe du réseau en O(|V|). Par conséquent
nous avons une complexité de calcul en O(|E|2 · |V|3 + |V|) pour un individu dans le pire
cas.
Complexité de l’opérateur de mutation La complexité de l’opérateur de mutation est
bornée par le nombre de nœuds du graphe en O(|V|). L’opération consiste en effet seule-
ment à échanger aléatoirement quelques nœuds entre les groupes.
Complexité de l’opérateur de recombinaison La complexité de l’opérateur de recom-
binaison dépend de la stratégie de croisement choisie puisqu’il inclut un mécanisme
d’optimisation local. Si le mécanisme est basé sur le calcul de la connectivité moyenne
de chaque groupe et en considérant le groupe de taille maximale qui peut être dans le
pire cas, le graphe lui même, la complexité est bornée en O(|E|2 · |V|3) fois le nombre de
groupes , pour l’étape de sélection des groupes et en O(|E|2 ·|V|3) fois le nombre de nœuds
pour l’étape de ré-allocation des nœuds.
Complexité globale Pour résumer notre analyse de complexité, sans opérateur de re-
combinaison la complexité de calcul est bornée en:
O(nbGen · (M ·popSize2 +popSize · |E|2 · |V|3)).
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Elle est acceptable même si le réseau contient quelques centaines de nœuds en con-
sidérant qu’il s’agit du pire cas.
Toutefois, si la stratégie adoptée pour l’opérateur de recombinaison est basée sur
l’optimisation de la connectivité moyenne, la complexité de calcul est guidée par cet ob-
jectif et est bornée en:
O(nbGen · (M ·popSize2 +popSize · (|E|2 · |V|3 +|E|2 · |V|4))
et le temps de calcul peut devenir prohibitif même pour des réseaux de taille
moyenne. Dans ce cas, il peut être utile et même indispensable de chercher une méthode
d’estimation de la connectivité moyenne, plutôt que d’effectuer un calcul exact. Pour cela
nous avons envisagé deux approches.
Estimation de la connectivité moyenne
Estimation analytique Pour que l’opérateur de recombinaison reste utilisable tout en
maintenant un temps de calcul acceptable, nous avons introduit une estimation analy-
tique de la connectivité moyenne proposée par [BEINEKE et collab., 2002a] et utilisable à
l’intérieur de l’opérateur de recombinaison.
Cette stratégie est acceptable dans le contexte d’un algorithme évolutionnaire où des
mécanismes aléatoires peuvent être introduits à différents stades de l’algorithme pour
maintenir une certaine variabilité dans la population des solutions.
Ainsi, l’estimation de la connectivité de chaque groupe fournit un moyen d’améliorer
la solution courante, en même temps que l’imprécision de l’approximation introduit un
certain caractère aléatoire dans les boucles de l’algorithme. Ce qui peut également être
utile afin d’éviter une convergence trop précoce.
Nous utilisons l’approximation analytique grossière suivante pour la arc-connectivité
moyenne où n est le nombre de sommets et d̄ le degré moyen du graphe G :
d̄ · d̄
n −1 ≤ k̄G(n, d̄) ≤ d̄
(4.28)
Et nous sélectionnons comme valeur, la valeur moyenne entre les deux bornes. Cette
estimation analytique de la connectivité moyenne peut être calculée très rapidement, ce
qui permet à l’algorithme de maintenir un temps de calcul proche de celui obtenu avec
l’opérateur de mutation seul.
Estimation par une méthode de Monte Carlo Nous avons expérimenté une autre
manière d’estimer la connectivité moyenne d’un sous-graphe, en utilisant une estima-
tion de Monte Carlo. L’idée est de choisir aléatoirement un certain nombre de nœuds
par exemple 10% ou 20% et de calculer la connectivité moyenne de ce sous-ensemble
de nœuds en considérant qu’elle constitue une bonne approximation de la connectivité
moyenne. Nous avons pu vérifier que cette méthode ne donne pas de meilleurs résultats
que la méthode analytique décrite précédemment tout en étant plus coûteuse en temps
de calcul.
Evaluation de la performance de l’algorithme
Après avoir décrit en détail notre solution, nous présentons maintenant son évaluation.
Cette dernière repose principalement sur des comparaisons de la version mutation pure
de l’algorithme, sans étape de recombinaison, fonctionnant sur un nombre pertinent
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de générations avec notre modèle de référence exécuté sur un solveur ILP d’une part et
d’autre part avec la version de l’algorithme qui inclut une étape de recombinaison priv-
ilégiant soit la connectivité soit la charge des groupes.
Nous utilisons pour notre évaluation des instances de réseau extraites de la base de
données zoo-topologie décrite en 4.3.9 complétées de manière à n’avoir que des graphes
connectés. Une charge de plan de contrôle a été générée aléatoirement et attachée aux
nœuds des instances de réseau.
Analyse qualitative de l’algorithme Nous avons également évalué l’algorithme sur cer-
taines configurations de petits réseaux pertinents en utilisant la version mutation pure
sans opérateur de recombinaison. La figure 4.35 illustre une configuration réseau avec
trois groupes simples. Chaque groupe a une connectivité moyenne élevée par rapport
à celle du réseau et ils sont reliés entre eux par un seul arc. Chaque nœud induit la
même charge pour un contrôleur, c’est-à-dire que la charge est homogène à l’intérieur du
réseau. Dans ce scénario, l’algorithme produit dans un très faible nombre de générations
(autour de 10), l’individu qui est la meilleure configuration de trois groupes pour obtenir
la connectivité moyenne la plus élevée: {1,2,3,4},{5,6,7,8},{9,10,11,12} avec
∑
i Gki = 6.
Le résultat est cohérent avec le résultat obtenu à l’aide de l’implémentation du modèle
en Minizinc [NETHERCOTE et collab., 2007a] sur le solveur Geocod. Cela nous permet








Figure 4.35 – Exemple du petit réseau
Dans la figure 4.36, le réseau est organisé en trois centres. Dans ce cas, l’arborescence
du réseau rend l’analyse de connectivité moyenne inefficace car la connectivité moyenne
d’un groupe qui est un arbre vaut toujours 1.
Dans ce scénario, l’analyse de charge devient le seul critère pour distinguer les
groupes. Comme dans l’évaluation précédente, la charge est homogène. Dans ce cas,
si on fixe le nombre de groupes à 3 dans l’algorithme, celui-ci divise le réseau en trois
groupes, chaque groupe correspondant à un centre : {1,2,3,4},{5,6,7,8},{9,10,11,12} et∑








Figure 4.36 – Exemple du réseau en rayon
Dans la figure 4.37 nous avons plusieurs groupes avec des valeurs de connectivité
moyenne différentes. La version mutation seule de l’algorithme est utilisée avec un faible
nombre de générations égal à 20 en raison de la petite taille de l’instance réseau.
Lors de la sélection d’un nombre raisonnable de groupes, variant de 2 à 6, la meilleure
solution est obtenue pour trois groupes:
{1,2,3,4, }{5,6,7,8}{9,10,11,12}, où la connectivité moyenne vaut: 3 pour le premier
groupe, 2.16 pour le second et 2 pour le troisième groupe. La connectivité moyenne des
trois groupes réunis vaut 2.38.
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Ces résultats sont cohérents avec ceux fournis par une implémentation de notre mod-
èle linéaire en nombres entiers à l’aide du solveur Minizinc et permettent aussi de vérifier










Figure 4.37 – Un autre exemple de petit réseau
Performances par rapport à la solution de référence Afin d’avoir une solution de
référence, nous avons comparé l’approche mutation pure avec les résultats optimaux
obtenus avec le solveur Geocode [TACK, 2009] et le langage de modélisation minizinc
[NETHERCOTE et collab., 2007b] pour exprimer notre modèle de programmation linéaire
en nombres entiers décrit en 4.4.3.
Pour comparer les résultats obtenus avec la version de l’algorithme à mutation seule,
nous avons exprimé le déséquilibre de charge et le nombre de groupes d’une solution
sélectionnée dans le front de Pareto fourni par l’AE comme deux contraintes dans le
solveur. Nous avons ensuite comparé la solution fournie par le solveur et la valeur
moyenne de connectivité de certaines solutions proposées sur le front de Pareto pour un
nombre de contrôleurs donné.
Le temps d’exécution prohibitif nécessaire pour résoudre ce problème d’optimisation
pour le solveur nous a limité aux réseaux avec un petit nombre de nœuds et d’arcs, envi-
ron 20 à 30 nœuds ou arcs. La figure 4.3 représente le décalage d’équilibre de charge sur
les groupes obtenus en utilisant la solution proposée, avec la solution optimale fournie




















































































GA algorithm Geocode solver
Figure 4.38 – Comparaison avec Minizinc
Les résultats obtenus avec le solveur sont la plupart du temps identiques ou très
proches de ceux fournis par l’AE. Parfois, il y a un décalage (cas du réseau ”Fatman” de
la base de données Zoo-topology) en raison du temps limité prévu pour résoudre le prob-
lème et trouver la solution optimale c’est-à-dire plusieurs heures. Le fait que le nombre
de groupes à résoudre est supérieur à 3 dans ce cas, élargit considérablement l’espace de
recherche.
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Nous présentons les caractéristiques pertinentes de ces réseaux (nombre de nœuds et
d’arcs et nombre de groupes pour le calcul) dans le tableau 4.3. Pour ces petits réseaux,
nous vérifions que la version à mutation seule est capable de fournir la meilleure solution
en quelques secondes avec un faible nombre de générations (environ 20).
Networks features
Network Nb of nodes nb of Edges nb of clusters
Abilene 11 13 3
Peer 17 19 3
Sprint 12 18 2
Goodnet 18 18 2
Garr 16 23 3
Airtel 16 26 3
Cesnet 12 12 3
Fatman 17 21 4
Navigata 13 17 2
Singaren 11 10 3
Table 4.3 – Caractéristiques des réseaux
Comparaison avec l’algorithme Kmean++ Pour compléter l’évaluation de l’algorithme
et sa capacité à fournir de bonnes solutions nous avons comparé ses performances sur
certains réseaux de taille moyenne (i.e. en utilisant l’implémentation d’un algorithme
de groupage K-moyennes++ [ARTHUR et VASSILVITSKII, 2007] et un scénario restreint, où
nous fixons le nombre de groupes avec une valeur arbitraire, (k = 3) comme il est néces-
saire de le faire avec K-moyennes.
D’autre part, l’algorithme utilise comme entrée la matrice de connectivité du graphe
du réseau pour mesurer la similarité entre les nœuds. De plus, la charge de contrôle
induite par chaque nœud est fixée à la même valeur. Ensuite, nous exécutons l’AE sur
100 générations, ce qui est un nombre raisonnable pour obtenir de bons résultats avec
les instances réseau de cette taille. La différence entre les résultats pour la connectiv-
ité moyenne et la charge est affichée dans la Figure 4.39. La figure montre que l’AE
donne de meilleurs résultats même dans ce scénario simpliste. Les points de connec-
tivité moyens et leurs valeurs de déséquilibre de charge obtenus avec l’AE sont toujours
meilleurs que les points obtenus avec l’algorithme K-moyennes. Même si parfois la con-
nectivité moyenne trouvée est la même, le déséquilibre de charge est toujours plus mau-
vais avec K-moyennes.
Le nombre de nœuds et d’arcs de chaque réseau varie entre 20 et 70 dans cette expéri-
ence et sont présentés dans le tableau 4.4.
Convergence
Version mutation seule La figure 4.40 illustre un exemple de front de Pareto obtenu
sur un réseau typique de taille moyenne avec 40 nœuds et 60 arcs extraits de la base de
données zoo-topology. La courbe en vert montre un front de Pareto obtenu après 50
générations avec la version mutation pure de l’algorithme et un nombre de groupes vari-
ant de 2 à 6. Le taux de mutation MUTPB est fixé à 0.05 et le taux de mutation CXPB est
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Figure 4.39 – Comparaison avec Kmean++
Networks features: nodes and edges












Table 4.4 – Nombre de nœuds et d’arcs des réseaux testés
fixé à 0.9, la taille de la population est de 200 individus. La valeur optimale pour l’équilibre
de charge est de 1, la connectivité moyenne dépend des topologies des réseaux. Pour des
valeurs de connectivité moyenne faibles, les groupes sont parfaitement équilibrés tandis
que pour des valeurs de connectivité élevée, le déséquilibre augmente.
La figure 4.41 présente sous forme de courbe, la convergence au fil des générations
de l’algorithme à mutation seule s’exécutant sur le réseau de taille moyenne objet du test
précédent.
Nous itérons 50 fois l’algorithme pour fournir une valeur moyenne pertinente de
chaque valeur calculée au fil des générations.
La métrique illustrée dans cette courbe est l’indicateur d’hyper-volume décrit par
[AUGER et collab., 2012] du front de Pareto. La courbe intègre une visualisation de
l’intervalle de confiance pour chaque point au fil des générations.
L’indicateur d’hyper-volume est calculé par rapport à un point de référence.
Nous avons choisi celui qui correspond à la meilleure valeur d’équilibre de charge
c’est-à-dire 1.0 et à la valeur de connectivité moyenne la plus élevée, arrondie à une valeur
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Pareto front 50 generations
Pareto front 100 generations
Figure 4.40 – Réseau de taille moyenne: 40 nodes, 60 edges
entière parmi tous les points des différents fronts de Pareto de chaque génération.
L’hyper-volume correspond à la surface entre le front de Pareto et le rectangle défini
par le point de référence et le point d’origine du diagramme.
Plus l’indicateur d’hyper-volume est bas, meilleures sont les solutions apportées par
le front de Pareto. On constate qu’il n’y a pas d’amélioration significative des trois critères
au-delà de 150 générations.
Nous présentons ensuite deux courbes du même algorithme correspondant à deux
métriques: La connectivité moyenne maximale obtenue parmi tous les points du front de
Pareto à chaque génération: 4.42 ainsi que la valeur du déséquilibre de charge pour ce
même point 4.43.
Option avec recombinaison Nous avons expérimenté plusieurs stratégies de recom-
binaison basées sur l’optimisation locale de l’équilibre de charge entre les groupes ou/et
l’optimisation de la connectivité moyenne pour la sélection des groupes (fonction select-
Clusters) et pour la réaffectation des nœuds (fonction reallocate) dans la routine de re-
combinaison 9.
Pour la sélection des clusters:
A) Une stratégie obtenue en choisissant au hasard les groupes des deux parents pour
élaborer un enfant,
B) Une stratégie de sélection des meilleurs groupes des parents basée sur la connec-
tivité moyenne,
C) Une stratégie de sélection des meilleurs groupes des parents basée sur l’équilibre
de charge.
Pour la réallocation des nœuds dans les groupes:
1. Une stratégie basée sur l’optimisation de la connectivité moyenne des groupes,
2. Une stratégie basée sur l’optimisation de l’équilibre de charge entre groupes,
3. Une stratégie basée sur la variation de connectivité moyenne avant et après alloca-
tion des nœuds,
4. Une stratégie basée sur la variation d’équilibre de charge avant et après allocation
des nœuds.
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Figure 4.41 – Moyenne de l’hypervolume et intervalle de confiance 95%
La stratégie qui donne les meilleurs résultats sélectionne les groupes au hasard et ré-
alloue les nœuds de manière à maximiser la variation de la connectivité moyenne avant
et après allocation.
Un résultat moyenné sur 50 itérations de l’algorithme est illustré dans la figure 4.44
pour un exemple d’instance de réseau. Il montre une amélioration significative de
l’indicateur d’hyper-volume par rapport à la version mutation seule présentée en 4.41.
Ceci correspond graphiquement à un déplacement du front de Pareto vers la direc-
tion du point de référence qui se trouve dans le coin supérieur droit. On voit aussi
une accélération de la convergence (en terme de nombre de générations) par rapport à
l’approche mutation seule. On peut aussi remarquer que la courbe de connectivité maxi-
mum est très similaire à celle du scénario mutation seule, ainsi que la courbe d’équilibre
de charge.
L’amélioration due au croisement se situe donc plutôt dans la qualité de répartition
des points le long du Front de Pareto, ou la découverte de points supplémentaires.
Ensuite nous avons comparé les résultats obtenus sur un ensemble de 10 réseaux de
taille moyenne (entre 30 et 70 nœuds) avec les deux versions de l’algorithme, c’est à dire la
version mutation seule, puis celle qui utilise notre stratégie A3 de réattribution des nœuds
basée sur la connectivité dans le mécanisme de recombinaison.
Cette version de l’algorithme calcule la valeur exacte de la connectivité moyenne pour
les routines de sélection et de réaffectation utilisées dans l’opérateur de recombinaison.
Ce qui implique un temps de calcul assez lourd. La figure 4.47 présente le gain moyen de
l’hypervolume obtenu pour le cas A3 comparé à la version mutation pure pour les réseaux
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Figure 4.42 – Moyenne de la connectivité maximale et intervalle de confiance 95%
testés.
On constate que l’amélioration de l’hyper-volume peut atteindre plus de 20 % en
moyenne sur certains réseaux. Ce gain doit être mis en regard de l’allongement du
temps de calcul dû au calcul de la connectivité moyenne pour ré-attribuer les nœuds
aux groupes (clusters). Il faut noter cependant que sur un des réseaux, l’hypervolume
est légèrement plus dégradé.
Nous avons ensuite modifié dans la stratégie de réallocation de la routine de recom-
binaison, le calcul de la connectivité moyenne en utilisant une estimation analytique très
rapide, pour réduire le problème de temps de calcul.
Nous avons ensuite comparé les résultats obtenus sur un ensemble de 63 réseaux de
tailles différentes de 11 à 193 nœuds entre les deux versions de l’algorithme, la version
mutation pure, avec celle qui utilise l’algorithme de recombinaison. La stratégie de ré-
attribution basée sur la connectivité A3 est la même que précédemment. Le calcul est
effectué sur 140 générations et moyenné sur 50 itérations. Le diagramme de comparaison
4.48 montre une nette amélioration de l’hypervolume sur la majorité des réseaux.
La figure 4.49 présente le gain moyen par rapport à la métrique de connectivité max-
imale sur les points du front de Pareto obtenue pour le cas A3 par rapport à la version
mutation pure. Nous ne présentons pas la figure illustrant la métrique d’équilibre de
charge pour laquelle nous avons constaté que la différence est pratiquement nulle pour
l’ensemble des réseaux.
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Figure 4.43 – Moyenne de l’équilibre de charge et intervalle de confiance 95%
Placement dynamique
Le but de cette section est de démontrer que moyennant certaines adaptations, cet al-
gorithme peut être utilisé dans un scénario dynamique où la topologie varie dans le
temps en raison de défaillances des liens ou des nœuds ou encore en raison de goulots
d’étranglement du trafic qui nécessitent des évolutions de la topologie. Des travaux
comme celui réalisé par [OTOKURA et collab., 2016] démontrent clairement le gain que
l’on peut attendre d’une telle approche. Le principe de base est basé sur l’observation que
dans le contexte du vivant des environnements qui varient peuvent accélérer l’évolution
[KASHTAN et collab., 2007]. Ceci peut être interprété comme le fait qu’introduire une cer-
taine variation dans l’environnement équivaut à introduire un opérateur stochastique un
peu comme le fait dans la structure habituelle de l’algorithme l’ opérateur de mutation.
Pour réaliser cette idée, le principe est de garder en mémoire la dernière population
calculée qui fournit la solution courante du problème qui a été retenue dans la pop-
ulation. Lorsque de nouvelles conditions réseau apparaissent, par exemple en cas de
défaillance de nœuds ou de liens, il est alors nécessaire de recalculer la configuration
des contrôleurs. Au lieu de redémarrer l’algorithme à partir d’une population choisie
au hasard avec le nombre habituel de générations nécessaires pour obtenir une conver-
gence, l’algorithme démarre de la population courante et la fait évoluer en un nombre
réduit de générations en exécutant les tâches de calcul sur la nouvelle topologie. In-
troduire une variation dans la topologie équivaut à introduire à nouveau un processus
stochastique dans la population et permet de rendre l’algorithme à même de converger à
nouveau en un plus petit nombre de générations vers une nouvelle solution optimale. Le
processus est illustré dans la figure 4.50.
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Figure 4.44 – Moyenne de l’hypervolume et intervalle de confiance 95%
Pour expérimenter cette approche, nous sommes partis de la topologie du réseau Cer-
net composée de 41 nœuds et 57 liens. Nous avons ensuite exécuté l’algorithme stan-
dard initié avec une population aléatoire sur cette topologie et nous avons gardé en mé-
moire la population résultante. Ensuite, nous avons enlevé successivement au hasard, à
5 reprises de 1 à 3 liens pour obtenir 15 topologies dérivées qui diffèrent de 1 à 3 liens de
la topologie de référence. Ces modifications correspondraient à des scénarios de change-
ment de topologies induits par des pannes. Nous avons ensuite comparé la convergence
de l’algorithme standard sur ces topologies avec la convergence obtenue en exécutant
l’algorithme démarré à partir de la population conservée en mémoire. On note qu’un
faible nombre de générations entre 20 et 40 selon l’ampleur de la variation provoquée
c’est-à-dire le nombre d’ arcs enlevés, permet d’obtenir une valeur proche de l’optimal de
l’hypervolume. Les résultats sont résumés dans le diagramme 4.51. Le pourcentage né-
gatif indique une dégradation par rapport à l’hypervolume de référence, les résultats posi-
tifs indiquent une amélioration par rapport à l’hypervolume de référence. En moyenne,
le meilleur résultat est obtenu lorsque deux arcs sont supprimés, avec une amélioration
moyenne sur les cinq topologies d’environ 5% sur l’hypervolume.
Le tableau 4.5 montre les valeurs moyennes du gain pour chaque plage de topologies,
et la variance obtenue sur les 5 expériences.
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Figure 4.45 – Moyenne de la connectivité maximale et intervalle de confiance 95%




Table 4.5 – Gain moyen et variance en % pour chaque cas
4.4.4 Conclusion
Nous avons proposé dans ce travail une approche basée sur les AEMO pour le placement
de contrôleurs, qui permet d’obtenir des solutions proches de l’optimal et même opti-
males pour de petites instances de réseaux. Nous avons validé cela en effectuant des
comparaisons avec les solutions fournies par un solveur ILP.
Par ailleurs, pour des instances réseau moyennes ou même grandes de plusieurs cen-
taines de nœuds, l’algorithme est capable de fournir de bonnes solutions en un petit nom-
bre de générations, environ 150. De plus, un opérateur de recombinaison peut également
être introduit pour améliorer l’algorithme de manière à réduire le nombre de générations
ou à améliorer les résultats. Nous avons proposé une stratégie de croisement qui inclut
un processus d’optimisation local basé sur une estimation analytique de la connectiv-
ité moyenne. Grâce à cette estimation, le délai de calcul pour fournir des solutions reste
pratiquement le même qu’avec la version mutation seule alors que l’algorithme est capa-
ble de fournir de meilleures solutions dans le même nombre de générations. Nous avons
montré également que l’algorithme est capable de gérer des scénarios dynamiques impli-
quant des changements de topologies et de réagir rapidement pour fournir de nouvelles
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Figure 4.47 – Réseaux de tailles moyennes: 40 nœuds, 60 arcs
solutions de placement de contrôleurs.
La structure de cet algorithme, permet de l’étendre à d’autres problèmes de place-
ment de contrôleurs en prenant en compte d’autres métriques. Le nombre d’objectifs
peut facilement être étendu éventuellement en mettant en œuvre la version NSGA III. De
plus, la stratégie dynamique que nous avons proposée peut être utilisée pour résoudre
des scénarios de placement en ligne.
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Figure 4.48 – gain en hypervolume comparé à la version mutation seule






















Maximum connectivity gain (%)
Figure 4.49 – Gain de connectivité maximal comparé à la version mutation seule
Enfin, les versions parallélisables des algorithmes évolutionnaires [SHARMA et COL-
LET, 2010] promettent également des gains de temps de calcul très élevés.
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Figure 4.50 – Accélérer l’évolution




























1st 2d 3rd 4th 5th topology
Figure 4.51 – Gain en hypervolume pour 5 topologies avec de 1 à 3 arcs enlevé
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4.5 Placement de chaînes de VNFs avec un algorithme évo-
lutionnaire
Les travaux qui sont présentés ici de manière synthétique ont été réalisés dans le cadre
d’une collaboration autour des thématiques de la thèse dans le contexte d’un postdoc
porté par M. Quang Pham tran anh. M. Quang Pham Tran Anh a apporté ses idées et ses
compétences pour développer la thématique du placement initialement orientée sur le
placement des contrôleurs aux sujets du routage et du placement de chaînes de VNF en
s’appuyant sur les AEMO.
L’idée était dans la continuité des travaux de thèse autour du placement des con-
trôleurs d’évaluer si les AEMO pouvaient fournir une métaheuristique capable de ré-
soudre une variété de problèmes de placements et d’allocation de ressources plus larges.
Le premier sujet que nous avons décidé d’aborder est le problème du routage multi-
contraint et multi-objectifs.
Ce problème peut-être formulé comme un problème de placement de chemins qui
consomment la ressource de bande passante dans le réseau.
Puis, en second lieu, nous avons envisagé le problème du placement de chaînes de
VNF ou de VNF-FG qui peut être vu comme une agrégation de plusieurs problèmes
d’allocation de ressources.
On peut en particulier le voir comme la combinaison d’un problème de type bin-
packing pour le choix des nœuds de l’infrastructure qui supportent les VNFs et comme
un problème de placement de chemins pour le choix des chemins entre les VNFs.
La manière dont nous avons abordé le problème du placement de VNF-FGs est en fait
très proche de la manière dont nous avons abordé le problème du routage multi-contraint
et multi-objectifs.
Le problème du routage avec contraintes multiples peut donc être vu ici comme un
préalable.
4.5.1 Placement de chemins avec contraintes multiples et multi-
objectifs
Le problème du routage multi-contraint est un problème très connu et exploré. Il est
décrit notamment par [VAN MIEGHEM et KUIPERS, 2004] qui proposent SAMCRA, une
heuristique de résolution très performante.
Certains des concepts de SAMCRA sont décrits succinctement dans l’état de l’art en
2.3.2, car ils peuvent être utiles à la compréhension de la démarche.
Nous avons voulu regarder si un AEMO pouvait traiter de manière efficace le problème
avec des temps de calculs compétitifs.
Description du problème et modèle
Le problème posé est en résumé un problème de routage avec qualité de service pour les
flux routés. Il s’agit de trouver un chemin optimal dans un réseau modélisé sous forme de
graphe, entre un point origine et un point destination.
Différentes métriques sont prises en compte qui ont généralement une propriété
d’additivité. C’est-à-dire que pour une métrique donnée, la métrique du chemin vaut
la somme des métriques sur les différents arcs.
On cherche ensuite généralement à minimiser chacune des métriques et à être con-
forme à certaines contraintes. Différentes variantes du problème existent suivant que
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l’on cherche à respecter les contraintes, optimiser les métriques ou réaliser les deux si-
multanément.
Le problème posé peut être vu comme une extension du problème de plus court
chemin étendu à différentes métriques additives, qui correspondent à différents objec-
tifs que l’on veut optimiser.
On peut citer comme exemples de métriques, la latence, le taux de perte (dans ce cas
il s’agit d’une métrique multiplicative, mais elle peut être rendue additive via une trans-
formation logarithmique), une métrique de coût attachée aux liens, la gigue . . .
Certaines métriques ne peuvent pas être rendues additives comme la bande passante
qui est comprise entre des valeurs min et max qui correspondent aux capacités des liens.
Mais une telle contrainte peut être traitée en élaguant le graphe des arcs qui ne respectent
pas la bande passante minimum demandée. Si on veut optimiser un objectif global de
bande passante, il faut cependant s’y prendre autrement.
On ne s’intéresse donc ici en résumé qu’à des métriques additives.
CROWCROFT [1996] indique que le problème que nous évoquons est NP- difficile.
Cependant, dans la pratique, il l’est rarement et les exemples de problèmes pour lesquels
la résolution se heurte à la NP-complexité sont généralement créés artificiellement (VAN
MIEGHEM et KUIPERS [2004]). Cette caractéristique justifie la construction d’une heuris-
tique de résolution pratiquement exacte.
Modèle Nous présentons succinctement la modélisation du problème. Le réseau est
modélisé comme un graphe orienté G = (V,E), où V représente l’ensemble des nœuds et
E est l’ensemble des liens orientés. Une variable binaire Φe est introduite pour indiquer
l’utilisation d’un lien e pour le chemin. Les mesures de QoS sont représentées par un
vecteur
{
Wi ,e , i = 1, ...,M
}
, où M est le nombre de mesures de QoS. La mesure de QoS de
bout-en-bout i d’un chemin est bornée par une borne supérieure Wi . Comme nous ne
considérons que les métriques additives nous avons:∑
e
Φe Wi ,e ≤ Wi ,∀i . (4.29)




Φe Wi ,e ,∀i = 1. . .M (4.30)
Le coût d’un chemin l (P) est un vecteur de dimension M défini comme suit:
l (P) = [l1(P), l2(P), . . . , lM(P)] (4.31)
Où l’on a du fait des métriques additives: li (P) =
∑
e
Φe wi ,e . L’objectif est de trouver
l’ensemble des solutions non dominées c’est-à-dire Pareto optimales.
Le problème à résoudre
Nous cherchons à résoudre ni plus ni moins que le problème traité avec l’algorithme
SAMCRA en utilisant un algorithme évolutionnaire. C’est-à-dire qu’on recherche un
chemin optimal dans un graphe G(V,E), par rapport à des métriques additives attachées
aux liens. À chaque arc du graphe est attaché un vecteur w de M mesures de QoS.
Les mesures de QoS peuvent être classées en trois catégories différentes : additive,
multiplicative et min-max QoS. Les mesures multiplicatives peuvent être converties en
mesures additives en prenant le logarithme. Pour les mesures de QoS min-max, la
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longueur d’un chemin est le minimum ou le maximum des mesures de QoS des liens
formant ce chemin. Un filtre peut être introduit pour élaguer le réseau en supprimant
les liens non adaptés. Rappelons, que comme pour SAMCRA nous examinons les cas où
la longueur d’un chemin est composée de mesures additives de QoS. En raison de cette
additivité, nous avons: ∑
e
Φe Wi ,e ≤ Wi ,∀i . (4.32)
Les objectifs à minimiser sont toutes les mesures de QoS min
∑
e
Φe Wi ,e , for i = 1. . .k.
Comme nous l’avons déjà indiqué, le coût d’un chemin l (P) est un vecteur de dimen-
sion M défini comme suit:
l (P) = [l1(P), l2(P), . . . , lM(P)] , (4.33)
où li (P) =
∑
e
Φe Wi ,e . L’objectif est de déterminer l’ensemble des solutions non dominées
c’est-à-dire le front de Pareto.
Implémentation
Modèle pour un individu Comme nous l’avons indiqué nous avons adopté ici un mod-
èle où un individu est un mot binaire qui représente la liste de tous les arcs du graphe.
Un arc est sélectionné si le bit correspondant est passé à 1 . Il s’agit d’une modélisation
classique qui correspond à ce qui est fait généralement avec les algorithmes génétiques.
Le génome est donc un mot binaire.
Lors de l’initialisation de la population de manière aléatoire on voit que les solutions
tirées peuvent être viables ou non viables. En fait un tirage aléatoire ne permet pas de
garantir que l’individu sélectionné constituera un chemin viable, il peut être discontinu
c’est-à-dire tout simplement ne pas être un chemin.
La stratégie adoptée ici pour résoudre cette difficulté a été d’introduire le concept
d’opérateur de réparation.
Le concept d’opérateur de réparation L’idée est d’introduire dans la logique de
l’algorithme évolutionnaire un module de réparation (réparateur) qui va transformer les
individus non viables en individus viables. L’idée du réparateur est aussi ici de favoriser
les solutions non dominées au sens où elles sont décrites dans le paragraphe de l’état de
l’art sur SAMCRA en 2.3.2 et dans le paragraphe sur les AEMO.
Le réparateur par conséquent ici n’est pas seulement un réparateur mais aussi un
module d’optimisation local dont on peut espérer qu’il va accélérer la vitesse de conver-
gence de l’algorithme en réduisant l’espace de recherche.
Le réparateur s’appuie sur deux principes assez intuitifs qui permettent d’éliminer des
arcs pour des chemins dont on sait qu’ils sont dominés. Ils sont démontrés dans [ANH
QUANG et collab., 2018]. Il s’agit d’une généralisation de l’idée qu’un plus court chemin
est nécessairement composé de segments qui sont des plus courts chemins.
Théorème 1 Un chemin non dominé est un chemin simple et ne contient pas de boucles.
Théorème 2 On considère l’ensemble des plus courts chemins pour les différentes
métriques entre une source et une destination. Pour chacune des métriques il existe une
borne supérieure parmi ces différents chemins. Si un arc donné sur un chemin donné entre
la source et un nœud intermédiaire vers la destination majore cette borne supérieure pour
une des métriques , un chemin qui contiendrait cet arc ne peut pas être non dominé.
180
CHAPITRE 4. PLACEMENT DE SERVICES RÉSEAUX DANS UNE
INFRASTRUCTURE SDN & NFV
Description de la logique du réparateur La logique du réparateur est présentée dans le
diagramme 11. En entrée du réparateur on a un chemin non valide entre la source n et
la destination d , du fait du processus d’initialisation aléatoire de la population ou du fait
du mécanisme de mutation qui peuvent fabriquer des individus non valides. En sortie on
dispose d’un chemin valide entre n et d .
Entre les lignes 3 à 4, tous les arcs du chemin sont stockées dans l’ensemble Ẽ . Ensuite,
le réparateur trouve le chemin le plus court entre n et d pour chaque mesure de QoS en
utilisant l’algorithme de Dijkstra entre les lignes 5 et 6. Le résultat de cette étape sera
exploité pour éliminer les chemins dominés dans les étapes ultérieures. Entre les lignes
8 et 26 on trouve la boucle principale du processus dans laquelle tous les nœuds sur le
chemin entre la source et la destination sont déterminés.
Pour chaque arc sortant du nœud source n, le réparateur vérifie si la bande passante
de l’arc, be , est suffisante (i.e. be ≥ Br eq ). Sinon, cet arc ne sera pas pris en compte (lignes
12 et 13).
Le processus vérifie ensuite si la destination intermédiaire n′ a déjà été visitée (lignes
15 et 16) puisque le chemin Pareto-optimal ne peut pas contenir de boucles comme in-
diqué dans le théorème 1.
Le processus de la ligne 17 à la ligne 21 est en charge de vérifier si l’arc courant pourrait
appartenir à un chemin non dominé suivant le théorème 2. S’il peut exister un chemin
non dominé vers la destination à partir de n′, l’arc e sera ajouté dans l’ensemble des arcs
candidats E . Enfin sinon, le réparateur sélectionne arbitrairement un lien parmi les en-
trées courantes de Ẽ et E ∗ ce qui permet de conserver un caractère aléatoire au processus.
La complexité du réparateur n’est pas négligeable et vaut:
O(|V|3 · (M+ l og |V|)).
Opérateur de recombinaison L’opérateur de recombinaison mis en œuvre dans cette
approche fonctionne en recherchant dans deux parents potentiels des nœuds communs.
Un nœud commun est appelé nœud de recombinaison. L’idée est que s’il existe un nœud
de recombinaison on peut créer deux enfants en assemblant les segments qui se trouvent
avant et après le nœud de recombinaison sur chaque parent. Une condition cependant
est que le nœud de recombinaison soit isolé c’est-à-dire que l’intersection des segments
définis par ce point isolé dans les deux parents soit vide c’est-à-dire qu’elle ne comprenne
pas d’autres nœuds communs. Ceci est démontré en [ANH QUANG et collab., 2018] et est
illustré dans le diagramme 4.52. Dans ce diagramme, il y a deux parents qui correspon-
dent aux chemins SBCAD et SACD, C est un point de recombinaison non isolé du fait de
l’existence de A qui lui est un point de recombinaison isolé. La progéniture définie par




Figure 4.52 – Exemple de recombinaison de chemins
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Algorithm 11: Repairer
1 Input: A unfeasible path from source S to destination D
2 Output: A feasible path from source S to destination D
3 foreach active bit of the input do
4 Ẽ ← e;
5 foreach QoS measure i do
6 Run Dijkstra algorithm to find shortest path in terms of i from d to all other
nodes → c̃n,di ;
7 n ← s;
8 while n 6= d do
9 V∗ ← n;
10 E ∗ ←;;
11 foreach e originated from n do
12 if be < Br eq then
13 continue;
14 n′ ← Dest (e);
15 if n′ ∈ V∗ then
16 continue;
17 foreach QoS measure i do





i ,i + cn,n
′
i ≤ un,di then
20 E ∗ ← e;
21 break;
22 if E ∗∩ Ẽ 6= ; then
23 Select an edge e among entries in E ∗∩ Ẽ randomly;
24 else
25 Select an edge e among entries in E ∗ randomly;
26 n ← Dest (e);
Description de la logique de l’opérateur de recombinaison L’opérateur de recombi-
naison commence par rechercher les nœuds de recombinaison dans les deux parents. Il
regarde ensuite s’il est possible de créer une progéniture non dominée à partir des deux
parents. Les différents enfants sont générés et choisis ensuite aléatoirement. Si il n’existe
pas de progéniture possible, un des deux parents est choisi au hasard comme progéniture.
La complexité de l’opérateur de recombinaison vaut:
O(|V| · (|V| · (|V| · log |V|)+M).
Structure de l’algorithme La principale particularité est le module réparateur qui in-
tervient après l’initialisation et après l’étape de mutation. Le diagramme 4.53 illustre
la structure de l’algorithme qui est la structure classique d’un algorithme évolutionnaire
dans laquelle on introduit le réparateur pour rendre viable les individus non viables.
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Figure 4.53 – Algorithme génétique proposé
Résultats obtenus
L’analyse des performances de l’algorithme a été effectuée à partir de 5 réseaux de carac-
téristiques de tailles variables, provenant de la base de données zoo-topology. Les carac-
téristiques de ces réseaux sont résumées dans la table 4.6.
Nom Nb
nœuds
Nb arcs Shortest path dis-
tance
Kdl (Kentucky Data Link) 754 1788 39
Colt (Colt telecom) 153 354 18
GtsCe (GTS Central Eu-
rope)
149 386 27
UsCarrier (US Carrier) 158 378 26
Deltacom (ITC Deltacom) 113 322 18
Table 4.6 – Paramètres des réseaux évalués





QoS metrics Loss rate and Latency
Loss rate 0.01% – 0.1% [RODRIGUEZ-COLINA
et collab., 2014]
Nombre d’itérations par scénario 30
Intervalle de confiance 95%
Environnement de simulation Intel Core i5-6300U, 8GB RAM
Framework algorithmique jMetal [NEBRO et collab., 2015]
Table 4.7 – Paramètres de simulation
Différentes options de mise en œuvre de l’AE ont été testées.
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• Une option intégrant l’opérateur de mutation et l’opérateur de recombinaison qui
prend en compte la dominance, en privilégiant les progénitures non-dominées:
NDC-M (Non Dominated Cross over and mutation),
• une option avec l’opérateur de recombinaison qui prend en compte la dominance
sans mutations (NDC),
• Une option avec l’opérateur de mutation seul (M),
• Une option avec l’opérateur de mutation et un opérateur de recombinaison qui
utilise des points arbitraires de recombinaison (SP-M) et le réparateur .
L’avantage de l’option NDC est qu’elle ne nécessite pas la mise en oeuvre du répara-
teur à chaque étape (hormis à l’initialisation) puisque les solutions proposées restent
valides, ce qui permet de réduire la complexité.
Dans l’analyse des résultats, les performances du AEMO on été comparées avec
l’algorithme SAMCRA adapté pour fournir un front de Pareto dénommé (SAMCRA-O-
MO) en intégrant l’option ”anticipation” (look ahead) qui permet d’accélérer les traite-
ments. Les différentes versions de l’algorithme sont donc évaluées par rapport au front
de Pareto fourni par SAMCRA. On définit pour cela un hypervolume normalisé (NHV) qui
est le rapport de l’hypervolume de l’AEMO à l’hypervolume fourni par SAMCRA. Meilleur
est ce rapport, meilleures sont les performances de l’AE pour la résolution du front de
Pareto.
Hypervolume normalisé Les deux figures en 4.54 présentent les résultats obtenus pour
les 5 réseaux dans deux configurations: une population de 20 individus et 120 généra-
tions, et une population de 10 individus et 60 générations. Il y a trois métriques additives
qui sont testées.
On remarque tout d’abord que l’on est pour toutes les configurations à mieux que
80% du front de Pareto obtenus avec SAMCRA-LO-MO bien que l’on utilise une très petite
population et un nombre relativement raisonnable de générations.
On remarque ensuite que la version NDC-M donne les meilleurs résultats mais ces
résultats sont globalement très proches des variantes SP-M et M.
On remarque enfin une différence pour le réseau Kdl qui est le plus gros réseau et où
la variante NDC donne de moins bons résultats avec ce qui semble être une convergence
vers un minimum local.
Temps de calcul Le diagramme 4.55 compare les performances obtenues en terme de
temps de calcul. Le résultat essentiel à retenir est que la variante NDC est plus perfor-
mante parce qu’elle ne fait pas appel au réparateur qui est pénalisant dans la mesure où
il peut intervenir en cas de mutations à chaque génération.
Le temps de calcul est aussi comparé à SAMCRA pour les variantes NDC et SP-M dans
le diagramme 4.56 où l’on voit que l’algorithme évolutionnaire peut même être plus per-
formant que SAMCRA en terme de temps de calcul pour un gros réseau où pour SAMCRA
il commence à devenir significatif.
Front de Pareto Les front de Pareto obtenus avec NDC-M et SAMCRA pour les deux
métriques que sont la latence et le taux de perte sont comparés dans le diagramme 4.57
pour les réseaux Kdl, Colt et GTS. On peut remarquer que l’algorithme évolutionnaire ne
retrouve pas tous les points du front de Pareto dans le cas du réseau Kdl ce qui explique
la valeur moins élevée de l’hypervolume normalisé obtenu pour ce réseau.
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NDC-M SP-M NDC M
(a) Hypervolume normalisé avec 10 individus et 60 générations












NDC-M SP-M NDC M
(b) Hypervolume normalisé avec 20 individus et 120 générations
Figure 4.54 – Hypervolume normalisé, 3 métriques de QoS
















NDC-M SP-M NDC M
(a) Temps de calcul avec 10 individus et 60 générations
















NDC-M SP-M NDC M
(b) Temps de calcul avec 20 individus et 120 générations
Figure 4.55 – Temps de calcul, 3 métriques de QoS
Comparaison de différents algorithmes évolutionnaires Les principes de cette ap-
proche ont été insérés dans la structure de différents AEMO à des fins de comparaisons.
L’intérêt des AE est en effet leur structure flexible.
Les algorithmes comparés sont NSGA-II , NSGA-III qui est une amélioration de NSGA-
II visant en particulier à de meilleures performances quand les objectifs sont nombeux
[CIRO et collab., 2016] et aussi SPEA-II [ZITZLER et collab., 2001] qui est historiquement
l’algorithme concurrent de NSGA-II. Le réseau testé est Kdl, c’est-à-dire le plus gros
réseau. Nous présentons les résultats dans les diagrammes 4.59 pour l’hypervolume nor-
malisé et 4.58 pour le temps de calcul.
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Figure 4.57 – Taux de perte et latence
Les résultats montrent que NSGA-II est moins bon du point de vue de l’approche du
front de Pareto par rapport à NSGA-III et SPEA-II, tandis que le temps de calcul est en
faveur de NSGA-II. SPEA-II est étonnamment bon du point de vue de l’approche du front













NDC-M SP-M NDC M
Figure 4.58 – HV normalisé (10 individus et 60 generations), 2 métriques de QoS pour différentes
MOEA
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NDC-M SP-M NDC M
Figure 4.59 – Temps de calcul (10 individus et 60 générations), 2 métriques de QoS sur différents
AE
Parralélisme La librairie JMetal [NEBRO et collab., 2015] que nous avons utilisée permet
de paralléliser l’étape d’évaluation des individus dans la population sur différents cœurs.
Dans l’ approche proposée, l’étape la plus pénalisante en terme de temps de calcul est
l’application du réparateur sur chaque individu. Nous avons donc parallélisé le processus
du réparateur.
Des simulations ont été effectuées pour vérifier les avantages du NSGA-II avec le ré-
parateur parallélisé, noté p*NSGA-II, et de la parallélisation par défaut de NSGA-II dans
jMetal, noté pNSGA-II. Le réseau testé est de nouveau le réseau Kdl, qui est celui de plus
grande taille.
Le nombre de générations et la taille de la population sont respectivement de 60 et 10.
Les résultats sont illustrés dans la Figure 4.60. Lorsque seul le mécanisme NDC est utilisé,
la différence de temps de calcul n’est pas significative, toujours parce que le processus
du réparateur est exécuté une seule fois, lorsque la population initiale est générée. Entre-
temps, il y a des différences notables dans les configurations où le processus de réparation
doit être exécuté à chaque génération.
En général, p*NSGA-II est capable de réduire la durée d’exécution d’environ 30%,
grâce à la parallélisation du réparateur.

















Figure 4.60 – Temps de calcul de p*NSGA-II and pNSGA-II
Conclusion sur le routage multi-contraint & multi-objectifs
Ce travail a montré qu’un algorithme évolutionnaire pouvait être aussi performant qu’une
heuristique spécialisée qui est ce qui se fait de mieux sur le sujet. Il faut cependant nu-
ancer le propos, cette performance a été obtenue en cassant, c’est-à-dire en spécialisant
l’AEMO en ajoutant un opérateur de réparation qui intègre un mécanisme d’optimisation
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locale inspiré de SAMCRA. Cette spécialisation est contradictoire par rapport à l’objectif
de généricité que nous nous sommes fixés.
On remarque aussi que l’algorithme n’est pas réellement meilleur du point de vue du
front de Pareto lorsqu’ est introduit l’opérateur de recombinaison par rapport à la version
mutation seule. Cela montre que celui-ci n’est pas réellement efficace pour relayer les
bonnes propriétés du génome des parents.
4.5.2 Placement de chaînes de VNF
Nous avons abordé dans la continuité du travail précédent le problème du placement de
chaînes de VNF de manière similaire au problème du routage multi-contraint et multi-
objectif dans le sens où nous cherchons à optimiser les métriques de QoS attachées au
service réseau représenté par le VNF-FG.
Le problème posé ici consiste donc à rechercher le placement optimal de la chaîne de
fonctions du service réseau qui va optimiser les différentes métriques du service. D’autre
part, nous intégrons dans le modèle une fonction de coûts, somme des coûts relatifs at-
tachés aux nœuds et aux liens, que nous appelons coût du déploiement.
Cette fonction de coûts si elle est calibrée permet de disposer d’une métrique pour op-
timiser des paramètres globaux comme la consommation énergétique ou la bande pas-
sante résiduelle.
Elle peut permettre aussi de mieux répartir les nœuds et liens virtuels du VNF-FG dans
le graphe de l’infrastructure en fonction des capacités disponibles.
Les métriques sont des métriques qui caractérisent des consommations de ressources
soit au niveau des nœuds de l’infrastructure (consommation CPU, mémoire et stockage
de la VNF), soit au niveau des liens (bande passante) et des métriques qui caractérisent
aussi le chemin réseau que vont emprunter les flux pour bénéficier du service réseau.
L’approche adoptée est une mise à l’échelle verticale, c’est-à-dire que pour une de-
mande de flux de trafic fixée, on va dimensionner de manière adhoc la capacité des
VNFs du VNF-FG et rechercher les nœuds et les liens dans l’infrastructure qui permet-
tent d’accueillir ces VNFs et de réaliser cette demande.
Un VNF-FG est donc caractérisé par la topologie du graphe de transfert (FG), les
ressources consommées par chaque VNF et chaque lien du VNF-FG pour répondre à la
demande de trafic, et enfin par l’ordre de parcours des VNFs dans le graphe par le flot
réseau.
La démarche est illustrée par le diagramme 4.61. Nous verrons que l’algorithme
utilise comme sous-routine notre algorithme évolutionnaire de calcul de chemins multi-
contraints désigné par GAR dans la suite du texte.
Modèle
L’infrastructure réseau est modélisée comme un graphe orienté Gs = (Vs ,Es), où Vs
désigne l’ensemble des nœuds et Es est l’ensemble des arcs.
Un VNF-FG est représenté sous la forme d’un graphe orienté Gv = (Vv ,Ev ), ou Vv
représente l’ensemble des VNFs et Ev est l’ensemble des liens virtuels orientés reliant





diquer si un lien orienté e est utilisé par le lien virtuel e ′ et la VNF n′ est supportée par le
nœud n de l’infrastructure.
Les ressources de l’infrastructure peuvent être classées en deux types : les ressources
réseau et les ressources de calcul et de stockage. Les ressources réseau comprennent les
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Figure 4.61 – Placement d’une chaîne de VNFs dans une infrastructure
Notation Description
w ei i
th measure of link e
Γe
′
i Requirement of i
th measure of virtual link e ′
Ψn
′
i Requirement of i
th resource of VNF n′
vni Cost of resource i
th of substrate node n
zei Cost of resource i
th of substrate link e
r nk Resource of k
th measure of substrate node n
Table 4.8 – Notations pour les métriques de QoS, les ressources, et le coût de déploiement
caractéristiques des liens reliant les nœuds de l’infrastructure, tandis que les ressources
de calcul et de stockage sont la puissance de calcul (CPU), la mémoire vive (RAM) et la
quantité de stockage disponible. Toutes les notations utilisées dans cette formulation du
problème sont présentées dans le tableau 4.8.
Nous considérons en premier lieu les contraintes liées aux ressources du réseau. Les
métriques du lien e sont présentées par un vecteur we =
{
w ei , i = 1, ....,M
}
, où M est le nom-
bre de métriques. Les indices e et (n,m) (où n et m sont respectivement la source et la
destination du lien e) sont utilisés dans la suite du texte.
Comme dans le paragraphe précédent sur le routage avec contraintes, nous nous con-
centrons ici sur des métriques additives. Ces mesures peuvent être des mesures de la
qualité de service (par exemple la latence) ou les coûts de l’utilisation des liens. Ici, nous












i ,∀i ,e ′. (4.34)
Ensuite, les ressources de calcul et de stockage sont prises en compte. Chaque nœud
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n de l’infrastructure a des types de ressources k désignés par 1, ...,k. La quantité de
ressource k du nœud n est indiquée par r nk . Nous considérons trois types de ressources , la
ressource CPU, la RAM et la mémoire de stockage. La quantité de ressource k demandée
par la VNF n′ est notée par Ψn
′
k .








k ≤ r nk ,∀n,k (4.35)






n ≤ 1,∀n′ (4.36)
On désigne l’ensemble des liens entrants sur un nœud n comme In et l’ensemble des
liens sortants du nœud n commeOn . Une connexion entre deux VNF adjacentes imposée
par le modèle VNF-FG peut être modélisée en s’inspirant du problème multi-flots (multi-

























i , i = 1. . .k (4.38)
D’autre part nous cherchons à minimiser un coût de déploiement qui est la somme
des coûts attachés aux nœuds et aux liens. Ce coût de déploiement peut être utilisé par
exemple pour répartir davantage les VNFs dans les nœuds du réseau en définissant un
coût plus élevé si deux VNFs ou plus sont installées sur un nœud par rapport à un scénario
ou elles sont réparties sur deux nœuds.
Pour la bande passante résiduelle, on peut de la même manière pénaliser davantage
quand deux liens virtuels sont sur un même lien physique plutôt que sur deux liens dis-
tincts.

























En résumé, le problème de placement d’une VNF-FG peut être exprimé comme suit;
Objectives (4.38), (4.39)
s.t. (4.34), (4.35), (4.36), (4.37)
(4.40)
Le problème de flots multiples (multicommodity flow problem) avec un seul objec-
tif et des contraintes linéaires est un problème NP-difficile, pour lequel on ne peut pas
trouver de solution optimale en temps polynomial [QUANG et collab., 2017], et de plus la
complexité augmente avec l’aspect multi-objectifs.
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Approche adoptée pour l’algorithme évolutionnaire
Comme pour le routage l’approche adoptée consiste à utiliser un AE.




n qui indiquent si un
lien de l’infrastructure physique est utilisé pour supporter chaque lien virtuel du VNF-FG




L’initialisation A l’initialisation, des VNF-FG sont crées par l’assignation aléatoire des
VNFs à des hôtes disposant des ressources adéquates en satisfaisant les contraintes de
ressources.
En premier lieu, l’ensemble des nœuds de l’infrastructure qui peuvent satisfaire les
demandes de ressources de VNF n′, Sn′ , sont identifiés.
Chaque VNF est allouée au maximum à un nœud, tandis qu’un nœud peut héberger
plusieurs VNFs de manière à optimiser la QoS de bout en bout.
L’hôte de n′ est sélectionné parmi un ensembleSn′ de manière à minimiser le nombre
d’hôtes.
Algorithme de recherche de solutions non dominées L’étape d’initialisation produit un
ensemble de nœuds de l’infrastructure capables d’accueillir des VNFs du VNF-FG. Pour
chaque individu, il faut ensuite identifier des chemins reliant les hôtes des VNFs. En exé-
cutant l’algorithme GAR on trouve un sous-chemin, reliant les hôtes de l’infrastructure
pour chaque lien virtuel. Le but de l’algorithme 12 est de créer un ensemble de chemins
de bout en bout pour un VNF-FG. Il utilise pour cela les théorèmes 3 et 2.
Théorème 3 Avec des métriques additives, un chemin non dominé traversant des nœuds
fixés est constitué de sous-chemins non dominé reliant ces nœuds.
Ce principe permet d’affirmer que le chemin passant par différentes VNF sera néces-
sairement non dominé dans la mesure où les sous-chemins correspondants aux liens
virtuels du VNF-FG sont non dominés.




L’algorithme commence par calculer l’ensemble des sous-chemins non dominés de




, l’algorithme connaît la source S et
la destination D dans Ωn
′
n (ligne 6). Il recherche ensuite dans la base de données des
sous-chemins explorés Q
′
. S’il existe des chemins non dominés de S à D dans la base,
l’algorithme les récupère (ligne 7 à 8) et supprime les chemins violant les exigences de
QoS (ligne 9). Sinon, il appelle l’algorithme GAR pour déterminer l’ensemble des chemins
non dominés entre S et D et les ajouter à la base Q
′
(ligne 10 à ligne 12).
Disposer de la mémoire de l’ensemble des sous-chemins explorés aide à réduire le
temps de calcul en évitant les appels trop fréquents à l’algorithme GAR. Les nouveaux
sous-chemins seront ajoutés à l’ensemble des chemins non dominés courants, P∗, qui
sont la combinaison des sous-chemins des liens virtuels précédents (ligne 14 à 18). Le
nouveau chemin formé est ajouté dans un ensemble C s’il satisfait aux contraintes de
bande passante (c’est-à-dire que tous les liens du chemin ont une bande passante plus
grande que celle demandée).
En s’appuyant sur le théorème 3, l’algorithme sélectionne uniquement les chemins
non dominés de C (ligne 20 à ligne 24) pour mettre à jour l’ensemble des chemins non
dominés déjà déterminés. L’algorithme s’exécute jusqu’à ce que tous les liens virtuels
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Algorithm 12: Non-dominated Routing Algorithm






, QoS requests for each virtual link
qn′m′ and end-to-end qe2e
2 Output: non-dominated path traversing through all hosts of VNFs
3 End-to-end non-dominated path P∗ ←;;
4 Explored sub-pathsQ
′ ←;;
5 foreach Virtual link n′m′ do
6 S ← hn′ and D ← hm′ ;
7 if Q
′
.find (S,D) 6= ; then
8 Q∗ ←Q′ .find (S,D);
9 Remove paths which violate qn′m′ in Q∗;
10 else
11 Q∗ ← GAR(S,D,qn′m′);
12 Q
′ ←Q′ ∪Q∗;
13 Set of combinations C←;;
14 foreach P ∈P∗ do
15 foreach Q ∈Q∗ do
16 P ′ ← concatenate (P ,Q);
17 cP ′ ← Compute the cost of P ′ ;






20 foreach P ∈C do
21 nP = 0;
22 foreach Q ∈C do
23 if Q ≺P then nP = nP +1; ;
24 if nP = 0 then P∗ ←P ; ;
soient traités. Il délivre en sortie l’ensemble des chemins non dominés qui satisfont toutes
les requêtes de QoS des liens virtuels ainsi que celles relatives aux chemins de bout en
bout.
Individus valides et non valides Comme dans le problème du routage, les individus ini-
tialisés de manière aléatoire peuvent être non valide du fait des discontinuités. Cepen-
dant l’algorithme utilise le mécanisme présenté précédemment pour le réparateur qui
permet de transformer les chemins non valides entre les VNFs en chemins valides.
Opérateur de recombinaison et de mutation L’opérateur de recombinaison introduit
dans la boucle principale de l’algorithme est non standard. Il s’applique à l’emplacement
des VNFs des parents en les permutant avec une probabilité θc .
L’opérateur de mutation change le nœud support de chaque VNF avec une proba-
bilité θm . Quand l’opérateur de mutation est appliqué, l’algorithme AE de recherche de
chemins non dominés est appliqué pour trouver un chemin non dominé entre chaque
VNFs.
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(b) Mutation operator
Figure 4.62 – Exemples d’opérateurs de recombinaison et de mutation
AE de placement de VNF-FG L’algorithme proposé pour le problème d’allocation des
VNF-FG est présenté en 13. Il doit disposer d’informations sur les VNF-FGs, et doit donc




L’algorithme privilégie l’assignement de plusieurs VNFs aux mêmes nœuds de
l’infrastructure lorsque cela permet de réduire la mesure de la QoS de bout en bout, même
si cela peut nuire à l’optimisation du coût de déploiement de la VNF.
Ensuite 12 est exécuté pour déterminer un ensemble de chemins traversant tous les
hôtes de l’infrastructure. Pour chaque génération, les opérateurs de variations (recom-
binaison et mutation) sont appliqués pour étendre l’espace de recherche. En raison des
opérateurs de variation, Φe
′
e doit être revue pour être cohérente avec le nouveauΩ
n′
n .
Ceci est fait avec la routine 12. L’algorithme se poursuit jusqu’à ce que le nombre
maximum de générations soit atteint.
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Algorithm 13: Genetic algorithm for VNF-FG allocation
1 Input: The size of population N and the number of generations G, SFC












for SFC Initialize n ← 0, g ← 0;
3 Set of population P→;;
4 while n < N do





resource constraints and minimize number of substrate hosts;
6 Run Algorithm 12 to identify a set of paths P traversing all host defined byΩn
′
n ;
7 Select a path from P randomly →Φe ′e ;
8 Increase n;













→Ωn′n if Mutation 6= null or
Crossover 6= null then
11 foreach individual do












Borne supérieure de l’hypervolume L’évaluation de la qualité des solutions en utilisant
l’hypervolume nécessite une référence. Les solutions produites peuvent être subdivisées
entre le choix des nœuds qui supportent les VNFs et le choix des chemins qui relient ces
VNFs.
Pour cela nous introduisons une notion de borne supérieure de l’hypervolume qui
permettra d’évaluer les solutions par rapport à cette borne.
Notons S∗, Ŝ, et S̃∗ l’ensemble des solutions d’allocations de VNF-FGs, solutions du
problème de routage, et en solution de choix de nœuds supports des VNFs respective-




Théorème 4 Il n’existe pas de solution d’allocation de VNF-FG qui a des sous-solutions
dominant toutes les solutions du problème de routage et toutes les solutions du problème
de sélection des nœuds dans l’infrastructure.
Notons Sc comme la combinaison des solutions du problème de routage et de choix
des nœuds supportant les VNFs dans l’infrastructure. L’hypervolume d’une solution S est
notée HV (S).
Théorème 5 HV (Sc ) ≥ HV (S∗)
Ces théorèmes sont démontrés dans la publication de [PHAM TRAN ANH QUANG JEAN-
MICHEL SANNER, 2018].
Du fait du théorème 5, une borne supérieure de l’hypervolume est: HV (Sc ).
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Figure 4.63 – Temps de calcul de p*NSGA-II and pNSGA-II
Le paramétrage des algorithmes et les réseaux testés sont pratiquement identiques à
ceux utilisés pour le problème du routage. Ils sont présentés dans les tableaux 4.6 et 4.7
Nous considérons un VNF-FG avec 4 VNF connectées en série. Chaque VNF néces-
site quatre types de ressources : CPU, mémoire, stockage et ressources radios. Nous sup-
posons que la première VNF nécessite des ressources radios spécifiques alors que d’autres
n’en ont pas besoin. De plus, le nombre de nœuds de l’infrastructure pouvant accueillir
la première VNF est limité en raison de la situation géographique des utilisateurs. Pour
simplifier, nous supposons que les hôtes de la première VNF et de la dernière VNF sont
prédéfinis.
Pour le problème d’allocation VNF-FGs, la taille par défaut de la population (désignée
par PS) est de 20 et le nombre de générations, désigné par (GS) est de 120. Les tailles de
population pour le problème de routage (PR) sont 10 et 20 avec un nombre de générations
respectif (GR) de 60 et 120. Comme nous l’avons déjà vu précédement, NDC-M coûte
plus cher en temps de calcul tout en offrant des performances similaires mesurées avec
l’hypervolume. Par conséquent, nous excluons NDC-M.
Les résultats de l’hypervolume sont normalisés par rapport à la borne supérieure
présentée.
Comme nous l’avons vu aussi, l’efficacité de NSGA-II est inférieure d’environ 10% à
NSGA-III et à SPEA2. Cependant, le temps de calcul très court de NSGA-II justifie sa mise
en œuvre privilégiée. Les performances de p*NSGA-II dans le problème de placement des
VNF-FGs sont illustrées dans la figure 4.63.
Dans la section sur le routage nous avons montré que la version parallèle p*NSGA-II
surpasse pNSGA-II pour le problème de routage. L’écart de performance est même accru
dans le problème de placement des VNF-FGs en raison de sa grande complexité de calcul.
Par exemple, le temps de calcul de pNSGA-II dans le scénario Kdl est deux fois plus
long que celui de p*NSGA-II. Dans d’autres scénarios, les valeurs de temps de calcul de
pNSGA-II sont supérieures de 50% à celles de p*NSGA-II.
Comme nous l’avons déjà indiqué, l’algorithme GAR est utilisé pour déterminer
l’ensemble des chemins non dominés entre deux hôtes d’une liaison virtuelle. Par con-
séquent, il est nécessaire d’examiner l’impact du problème de routage sur le problème
d’allocation des VNF-FG.
L’ hypervolume normalisé est calculé comme le rapport de l’hypervolume obtenu et
de la borne supérieure introduite dans la section 15.
La Figure 4.64 présente l’HV normalisé pour différents types d’algorithmes de routage
et les valeurs GR et PR. Pour l’HV normalisé, il existe des différences significatives entre
NDC et les deux autres mécanismes lorsque GR et PR sont faibles. Cependant, cet écart
est négligeable lorsque GR et PR sont réglés respectivement à 120 et 20. Les HV des trois
scénarios : Colt, UsCarrier et Deltacom sont proches de la limite supérieure. Cependant,
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(a) Normalized Hypervolume of VNF-FGs allocation problem with PR=10 and GR=60














(b) Normalized Hypervolume of VNF-FGs allocation problem with PR=20 and GR=120
Figure 4.64 – Hypervolume normalisé pour l’allocation de VNF-FGs
les hypervolumes de GtsCe et Kdl sont loin de la limite supérieure. C’est parce que la
complexité de Kdl et GtsCe est plus élevée que les autres du fait du nombre de liens et
de la longueur relativement courte des VNF-FGs. Les temps de calcul des scénarios sont
présentés dans la Figure 4.65.
L’augmentation de la taille de la population et du nombre de générations augmente
le temps de calcul. Même dans un scénario très complexe (par exemple Kdl), le temps de
calcul est toujours inférieur à 100s dans les deux configurations.
Pour traiter les topologies très complexes, une approche évidente consiste à aug-
menter la taille de la population et le nombre de générations de l’AEMO, c’est-à-dire les
paramètres PS et GS.
La Figure 4.66 montre les améliorations obtenues pour l’hypervolume pour des
valeurs PS = 80 et GS = 480 dans les scénarios Kdl et GtsCe. Les hypervolumes des deux
scénarios augmentent lorsque PS et GS augmentent. Bien qu’il y ait une légère augmenta-
tion dans le scénario GtsCe (autour de 10%), une augmentation remarquable est surtout
observée dans le scénario Kdl.
Le temps de calcul dans le scénario Kdl avec PS = 80 et GS = 480 est de l’ordre 200s à
300s.
Il faut remarquer que nous pouvons le réduire de manière significative en utilisant
des plates-formes supportant le calcul parallèle qui sont disponibles dans les centres de
données. Il est remarquable que l’approche proposée surpasse cependant les travaux ex-
istants en termes de temps d’exécution. Par exemple, il faut 40 secondes pour déterminer
l’emplacement d’une chaîne 3-VNF avec une petite topologie d’infrastructure, comme
celle de BT Europe (24 nœuds, 74 arcs), et 500 générations selon les travaux présentés par
[KHEBBACHE et collab., 2018].
D’autre part, notre approche peut trouver un bon HV pour un réseau d’infrastructure
beaucoup plus grand tel que GtsCe (149 nœuds, 386 liens), en moins de 20 secondes (avec
120 générations).
[LANGE et collab., 2017], ont étudié le placement d’une chaîne de 4 VNF sur un petit
réseau de d’infrastructure, Internet2 (12 nœuds, 15 liens).
Il leur faut environ 2 secondes pour atteindre 90% de l’hypervolume. Cependant,
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(a) Temps de calcul avec 10 individus et 60 générations
















(b) Temps de calcul avec 20 individus et 120 generations
Figure 4.65 – Temps de calcul
nous obtenons de meilleures performances avec NHV = 90% dans un réseau beaucoup
plus grand tel que Deltacom (113 nœuds, 322 liens) en 2 secondes.
Le taux de perte, le coût de déploiement et la latence obtenue pour (SP-M) sous dif-
férentes configurations de PS et GS dans le scénario Kdl sont illustrés dans la Fig. 4.67. En
augmentant PS et GS, l’algorithme est capable d’améliorer à la fois la qualité et le nombre
de solutions, et le NHV augmente comme indiqué sur la Fig. 4.66.
Différentes longueurs de VNF-FG Nous avons enfin effectué des simulations pour
différentes longueurs de VNF-FG. Le but était de montrer comment les performances
changent lorsque la complexité des VNF-FG augmente.
La figure 4.68 présente les performances obtenues dans le scénario Colt pour dif-
férents nombres de VNF (4, 6, et 8).
En ce qui concerne l’ hypervolume normalisé, l’augmentation du nombre de VNFs
entraîne sa dégradation. En raison de la contrainte de localisation des VNFs, la différence
entre la solution trouvée et la solution optimale du problème de routage Ŝ augmente.
En outre, le nombre plus élevé de VNFs exige d’explorer un plus grand nombre de
possibilités d’installation des VNFs.
En ce qui concerne le temps de calcul, la figure 4.68b montre que le temps de calcul est
linéaire en fonction de la taille des VNFs. Elle confirme donc la scalabilité de l’approche
proposée.
4.5.3 Conclusion sur le placement de VNF-FG
L’approche proposée peut être étendue au placement de plusieurs VNF-FG qui peut être
vu comme le placement d’une seule VNF-FG en autorisant des discontinuités.
L’explosion combinatoire liée à l’augmentation du nombre de VNFs (la taille de
l’espace du problème croît de manière exponentielle par rapport au nombre de VNFs )
est atténuée par la mise en œuvre d’une méta-heuristique.
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(a) Normalized HV 80-480
















(b) Calculation time 20-120 vs. 80-480



























Figure 4.67 – Performances de GAVA dans le scénario Kdl
L’approche de placement dynamique que nous avons présentée pour le placement
des contrôleurs peut être aussi étendue au placement de VNF-FGs de manière similaire
pour traiter de scénario de placement dynamique comme dans l’approche de [OTOKURA
et collab., 2016].
L’une des limitations de ce travail réside dans le fait que l’optimisation proposée est
locale au service réseau et ne concerne que des métriques additives pour la partie réseau
des VNFs. Cependant, les fonctions de coûts attachées aux liens et aux nœuds permettent
d’obtenir des objectifs globaux.
La structure des AEMO permet aussi d’étendre à des objectifs supplémentaires
globaux à l’infrastructure en s’appuyant sur les capacités multi-objectifs de NSGA-II et
NSGA-III qui sont suffisamment flexibles pour permettre d’introduire de nouveaux ob-
jectifs.
198
CHAPITRE 4. PLACEMENT DE SERVICES RÉSEAUX DANS UNE
INFRASTRUCTURE SDN & NFV















(a) HV normalisé pour Colt 20-120 avec différents nombre de VNFs

















(b) Calculation time Colt 20-120 under different numbers of VNFs
Figure 4.68 – Performance de Colt 20-120 avec différents nombres de VNFs
4.6 Conclusion sur le placement de services réseaux
Dans ce chapitre nous avons abordé différents problèmes de placement, le placement de
contrôleurs, le placement de chemins et le placement de chaînes de VNFs. Pour le place-
ment de contrôleurs nous avons proposé un algorithme très rapide basé sur une heuris-
tique qui permet de réaliser un placement sur des instances de réseaux de taille relative-
ment importante. Cette heuristique pourrait être améliorée et être étendue à d’autres
métriques.
De manière à disposer d’un outil plus générique et multi-objectifs, nous avons utilisé
les AEMO pour placer des contrôleurs de manière optimale en particulier par rapport à
une métrique de connectivité.
Nous avons essayé d’étendre le concept afin de disposer d’un outil générique pour le
placement de services réseaux, nous avons essayé d’utiliser les AEMO pour résoudre le
problème du placement de VNF-FGs.
Les résultats obtenus montrent que les AEMO peuvent être très compétitifs en terme
de temps de calculs contrairement à leur réputation. Il a fallu cependant pour cela in-
troduire une certaine spécialisation en particulier avec l’introduction d’un opérateur de
réparation, et de mécanismes d’optimisation locale ce qui nuit à la généricité. L’effet de
cette spécialisation est aussi la réduction de la taille de la population.
On peut remarquer aussi que les opérateurs de recombinaison mis en œuvre
n’apportent pas réellement d’améliorations aux performances des algorithmes.
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“ ’Twas brillig, and the slithy toves
Did gyre and gimble in the wabe:
All mimsy were the borogoves, And
the mome raths outgrabe. ”
Lewis Caroll
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5.1 Conclusion
5.1.1 Architecture SDN
Le modèle “DICES” qui a fait l’objet de notre première contribution dans le volet architec-
ture de cette thèse est assez éloigné des orientations prises depuis quelques années pour
les architectures des réseaux de télécommunication dans le cadre des paradigmes SDN et
ETSI-NFV.
Pour le définir nous nous sommes appuyés sur les discussions des chercheurs du do-
maine autour de la pertinence des architectures SDN centralisées.
L’orientation prise par les opérateurs Telco pour faire évoluer leur réseau consiste
depuis 3 à 4 ans à virtualiser les fonctions réseaux sur des serveurs COTS et si possible
dans des datacenters.
C’est la dynamique apportée par la virtualisation, et elle est fortement calquée sur
le développement des technologies de déport de services informatiques dans les data-
centers. Elle reprend les mêmes modèles en faisant l’hypothèse que les services réseaux
pourront être portés sur ces serveurs exactement comme n’importe quelle applications
informatiques sous formes de fonctions réseaux virtualisées.
Si cette tendance semble bien engagée elle n’est pas encore réellement déployée au-
jourd’hui car elle implique des changements très importants d’un point de vue tech-
nologique et humain, et en terme d’organisation. Elle rencontre aussi pour l’instant des
difficultés techniques concrètes et des verrous qui tournent autour de la fiabilité, de la
consommation énergétique et des performances qui sont des points clés pour des ser-
vices réseaux destinés à répondre aux besoins des applications.
La compatibilité entre l’approche purement logicielle et les contraintes des services
réseaux ne va pas de soi. Nous ne doutons cependant pas qu’elle aboutira compte tenu
des moyens mis en œuvre. Il est possible aussi, cependant, que cette mise en œuvre reste
longtemps restreinte à quelques cas d’usages privilégiés.
Un peu à contre courant, nous avons proposé dans notre travail de définir des nœuds
intelligents (fortement programmables) dont les performances pourraient dépendre du
choix des architectures sous-jacentes (hardware programmable, nœuds virtualisés sur
des machines virtuelles..).
La programmation serait réalisée via un protocole plus flexible et plus riche que le
protocole OF. Ce protocole intégrerait des fonctions de contrôle et de gestion et aussi de
programmation du plan de données.
Les nœuds réseaux disposeraient d’une architecture générique incluant une partie
contrôle et une partie plan de données programmables.
Cette approche prend le parti que les performances demandées aux services réseaux
auront toujours un temps d’avance par rapport aux performances obtenues pour la vir-
tualisation.
Cette approche a aussi bien sûr été identifiée depuis longtemps par des industriels
des télécommunications comme Cisco qui ont enrichi leurs équipements pour permettre
une certaine programmabilité.
Elle existe aussi en normalisation par exemple avec le standard I2RS définit à l’IETF
qui a pour objectif de standardiser une interface de programmation vers les équipements
routeurs. Ce standard a d’ailleurs été imaginé pour proposer une alternative à OF.
Nous avons privilégié l’idée de nœuds réseaux intelligents et programmables qu’ils
soient physiques ou virtuels, plutôt que la manipulation de machines virtuelles qui sup-
portent de très volumineux fichiers binaires embarquant les services et les fonctions du
206
CHAPITRE 5. CONCLUSION ET PERSPECTIVES
réseau.
La preuve de concept que nous avons implémenté illustre la faisabilité d’un plan de
contrôle SDN aux fonctionnalités étendues par rapport à OF.
En nous appuyant sur l’architecture Click nous avons montré qu’on pouvait obtenir
des fonctions réseaux facilement évolutives, adaptatives et reconfigurables dynamique-
ment avec une approche beaucoup plus flexible et riche que celle d’OF.
D’autres travaux s’appuyant sur l’architecture Click ont montré l’intérêt de cette ap-
proche avec la modélisation de fonctions réseaux plus complexes comme les Broadband
Network Gateway (BNG).
5.1.2 Placement des services réseaux
Dans cet autre volet de ce travail de thèse, notre démarche a été de partir de la problé-
matique du placement de contrôleurs dans une infrastructure physique ou virtuelle puis
d’étendre la problématique au placement de services réseaux dans un contexte de virtu-
alisation. Nous avons ainsi abordé le placement de chemins et le placement de graphe
d’acheminement des fonctions réseaux virtualisées (VNFFG – VNF Forwarding Graph).
Nous sommes cependant restés dans une approche assez académique dans la mesure
où nous n’avons pas réalisé d’implémentation effective dans des outils adaptés comme
PCE dans les réseaux MPLS pour l’optimisation du routage, ou Watcher pour le place-
ment de fonctions réseaux hébergées dans des machines virtuelles ou encore Openstack
et ONAP-OF pour des infrastructures de déploiement de services réseaux virtualisés.
Les travaux réalisés autour du placement de chemins en collaboration avec M. Quang
Phan tran han sont cependant portables dans le contexte d’un PCE développé à BCOM
par notre collègue M. Cédric Morin.
Nous avons utilisé pour nos évaluations des graphes de réseaux WAN tirés de la base
de données zoo-topology. Ces topologies présentent l’intérêt d’être très diverses mais
elles ne correspondent pas nécessairement aux topologies des infrastructures virtualisées
du paradigme NFV. Il aurait été intéressant de travailler à partir d’une topologie d’une
infrastructure d’opérateur comme celle d’Orange.
Nous avons essayé d’initier ce travail sur la topologie du réseau Orange national, le
Réseau Backbone de Collecte Internet (RBCI). Cette topologie est composée de plusieurs
milliers de routeurs, organisés en trois sous-structures: le réseau d’accès, le réseau de
collecte et le réseau cœur.
Cette infrastructure réseau est encore cependant très loin d’être SDNisée et encore
moins virtualisée. En effet il s’agit avant tout d’une infrastructure de routage. Définir des
règles d’ingénierie permettant de déployer des contrôleurs dans un tel contexte aurait pu
être le sujet d’un travail d’une thèse.
Mais, d’un autre coté, il s’avère que la recherche sur le déploiement de contrôleurs
SDNs dans les infrastructures ne s’est pas orienté dans le sens de la prise en charge de
fonctions de base comme le routage mais plutôt comme un moyen d’établir des chemins
afin de déployer des services réseaux organisés sous forme de VNF-FGs dans le contexte
de la virtualisation.
Dans le contexte NFV, les topologies d’infrastructure de virtualisation visées par les
opérateurs ne sont pas encore réellement déployées sinon à titre expérimental. Elles
seront à priori structurées avec quelques centaines de nœuds de petites capacités de
stockage et de calcul en périphérie, puis de quelques dizaines de noeuds régionaux de ca-
pacité moyenne pour le plan de données avec une couverture d’environ 200 km de rayon,
et enfin quelques nœuds de capacités plus importantes sous la forme de datacenters na-
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tionaux avec des fonctions de contrôle et de gestion. Tout cela est complété par quelques
datacenters internationaux.
Ces topologies cibles ne sont pas finalement si éloignées de certaines topologies WAN
tirées de la base de données zoo-topologie. Nous avons vérifié que les algorithmes que
nous avons développés sont compatibles avec le dimensionnement de telles infrastruc-
tures. L’heuristique hiérarchique est rapide même avec plusieurs milliers de nœuds et les
algorithmes évolutionnaires peuvent être optimisés et accélérés en introduisant du par-
allélisme et du code optimisé.
Nous avons aussi vérifié le comportement de nos algorithmes sur des topologies ana-
logues de petites tailles et la cohérence des placements obtenus.
Par ailleurs nos expérimentations et travaux autour des AEs utilisés pour résoudre des
problèmes de placement et d’allocation de ressources, ont permis de dégager un certain
nombre de constats et de principes pour déterminer les principes à prendre en compte
dans la définition d’un solveur générique multi-objectifs pour les problèmes de place-
ment de ressources. Nous les énumérons ci-dessous.
• Un AE avec un simple opérateur de mutation est parfaitement viable,
• La définition d’un opérateur de recombinaison est dépendante du problème et peut
être délicate. Si il est efficace il peut cependant accélérer fortement la convergence
de l’algorithme,
• La définition d’un opérateur d’optimisation local est dépendante du problème et
peut induire des temps de calcul supplémentaires mais accélérer fortement la con-
vergence,
• Limiter la population à des individus viables est plus efficace mais moins générique
car pour obtenir des individus viables à chaque étape il peut être nécessaire de spé-
cialiser l’algorithme en fonction du problème posé et de définir par exemple des
opérateurs de variation adaptés,
• La notion d’opérateur de réparation permet d’utiliser des modèles très génériques
sous forme de mots binaires mais le réparateur doit être spécialisé en fonction du
problème à résoudre. Il est en fait dépendant du problème. De plus, le répara-
teur doit être activé à chaque itération ce qui peut être coûteux en temps de calcul.
Cependant le réparateur peut-être aussi parallélisé,
• Une structure de données qui garantirait des individus viables à chaque étape est
idéale, l’utilisation de mots binaires et d’algorithmes génétiques standards n’est
donc pas adaptée,
• La structure de données la plus adaptée pour le problème du placement des con-
trôleurs est une liste de groupes,
• La structure de données la plus adaptée pour le problème du routage est une liste
d’arcs du graphe ou de paires de noeuds sources-destinations,
• La structure de données pour le problème du placement de VNF-FGs est le chemin
adopté pour chaque VNF-FG (voir item précédent) et la liste des nœuds hébergeurs
pour chaque VNF,
• Le problème du routage nécessite des opérateurs de variations adaptés pour main-
tenir la viabilité des individus,
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• Les algorithmes NSGA II et III sont performants mais ne peuvent pas être complète-
ment parallélisés,
• La possibilité de paralléliser les algorithmes évolutionnaires doit être exploitée au
maximum. L’implémentation sur des cartes GPGPU par exemple aurait un poten-
tiel très important,
• Le parallélisme peut être aussi une manière de se passer d’opérateur de recombi-
naison en manipulant des populations de taille importante et en échantillonnant
ainsi mieux l’espace de recherche,
• Les algorithmes évolutionnaires peuvent être adaptés pour gérer des scénarios de
placement en ligne dynamiques.
5.2 Perspectives
5.2.1 Architecture SDN
La preuve de concepts que nous avons implémentée ne traite pas cependant d’autres as-
pects de notre proposition DICES qu’il faudrait étudier. En particulier, on peut citer:
1. La spécification détaillée du protocole qui se substituerait à OF,
2. La spécification détaillée d’un composant Click générique intégrant une fonction
de contrôle,
3. La spécification de l’approche de modélisation des applications réseaux sous forme
de réseaux de Petri,
4. La problématique de la complétude du modèle de décomposition d’un service
réseau (intégrant le plan de contrôle et le plan de données),
5. La spécification d’une couche d’abstraction permettant de composer des services
réseaux de manière semi-automatisée à partir de composants réseaux élémen-
taires, en utilisant un langage de plus haut niveau,
6. L’architecture détaillée d’un élément réseau type adapté à ce type d’approches qui
met à disposition des fonctions du plan de contrôle et du plan de données sous
forme d’API.
Pour l’item 2, nous avons introduit dans le cadre de la preuve de concepts des élé-
ments Click “contrôleurs” qui permettent d’introduire une notion de contrôle dans la
logique Click. Ces éléments permettent de réagir à des évènements, d’apporter une in-
telligence dans le traitement et de faire évoluer les configurations via une hiérarchie de
contrôleurs. Mais il faudrait spécifier un composant type intégrant cet élément de con-
trôle.
Pour l’item 3, les principes de la modélisation de tous services réseaux avec des
réseaux de Petri restent à préciser. Une approche évidente consisterait à mapper simple-
ment les jetons qui représentent de la ressource avec les paquets IP, cependant, d’autres
approches sont possibles. Les jetons peuvent représenter d’autres types de ressources,
des flots par exemple, qui sont plus généraux que de simples paquets IP, ou des chemins
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dans le graphe du réseau pour traiter des services réseaux où la fonction de base est
l’attribution d’un chemin.
Un aspect très intéressant des réseaux de Petri est la possibilité de leur enrichisse-
ment. Les réseaux de Petri colorés pourraient permettre par exemple de modéliser des
VNF-FGs qui intégreraient à la fois le plan de données et le plan de contrôle comme par
exemple un modèle de réseau mobile virtualisé, en distinguant deux types de ressources
IP. L’introduction des réseaux à file d’attente permettrait de modéliser les aspects perfor-
mances attendues de ces modèles.
Pour l’item 4, l’idée est que l’on doit pouvoir décrire n’importe quel service réseau à
partir de l’outil de modélisation. Cela suppose que la librairie de composants élémen-
taires et la syntaxe d’assemblage (modèle à base de graphe standard de Click ou réseau de
Petri) permettent d’assurer cette propriété.
Enfin le choix de Click comme moyen d’implémentation peut être discuté. D’autres
alternatives sont en effet possibles comme eBPF ou VPP et une analyse comparative fine
est nécessaire mais qui n’est pas forcément simple.
5.2.2 Placement de services réseaux
Des constats que nous avons effectué, nous retenons les principes suivants pour un
solveur générique utilisant les AEMOs. L’intérêt des AEMOs réside dans leur flexibilité
et leur capacité à résoudre une grande variété de problèmes.
Structure de données Le tableau 5.2.2, résume les structures de données qui seraient
mise en oeuvre pour un tel outil.
Problème Modèle
Placement de contrôleurs: liste de groupes (ensembles de nœuds du réseau)
Placement de chemins: liste des arcs (paires de sources et destinations)
Placement de VNFs: liste des noeuds supportant les VNFs
Placement de VNF-FGs: les deux modèles précédents
Framework d’AE Pour être aussi générique que possible l’algorithme ne doit pas inclure
d’opérateurs de recombinaison, ni d’optimisation locale ou tout au moins ceux-ci doivent
être optionnels et activables ou désactivables en fonction des problèmes traités car si ils
existent, ils sont dépendants du problème.
L’opérateur de mutation ne doit pas créer des individus non viables pour éviter
d’introduire un opérateur de réparation. Il y a une difficulté dans le cas du calcul de
chemins.
Dans le cas du calcul de chemins qui joue un rôle aussi dans le placement de VNF-FG,
une difficulté réside dans la définition d’opérateurs de mutation et surtout de recombi-
naison efficaces. Une manière de faire pourrait être d’utiliser des techniques mises en
œuvre pour le problème du voyageur de commerce (2.4.3). Même si le problème n’est pas
exactement identique, ces méthodes doivent pouvoir être transposées et elles sont très
efficaces.
Nous proposons enfin de mettre en œuvre l’algorithme MOEA parallèle proposé par
[SHARMA et COLLET, 2010], il promet des gains de temps de calcul très élevés ce qui per-
met des populations de grande taille avec des performances identiques à NSGA-II. Il peut
être implémenté sur des cartes GPGPU.
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En prenant davantage de hauteur, les algorithmes évolutionnaires sont un des mul-
tiples résultats de l’approche bio-mimétique qui consiste à s’inspirer du vivant pour
développer des techniques de résolution de problèmes. Nous avons pu constater dans
nos travaux à quel point il peut être nécessaire de revenir vers les approches de référence
de la biologie pour comprendre les mécanismes qui s’en inspirent. Nous pensons que
ce genre d’approche peut être encore et toujours très fructueuse dans le domaine des
réseaux de télécommunications et aussi plus largement, en explorant différentes idées ou
simplement pour améliorer des techniques déjà existantes comme les AE.
En effet il reste des pistes à explorer sur le paramétrage, ou pour mettre en œuvre des
combinaisons avec les techniques d’apprentissage, ou bien même pour en imaginer de
nouvelles, en partant de modèles récents de l’évolution expérimentés par les biologistes.
À l’heure des résultats phénoménaux obtenus à partir des techniques
d’apprentissages profonds, une approche basée sur les algorithmes évolutionnaires
peut paraître quelque peu périmée. Il nous semble intéressant de souligner au con-
traire les liens qui peuvent exister entre évolution et apprentissage. Ces idées sont
mises en valeur dans l’ouvrage de [VALIANT, 2013] intitulé: “Probably Approximately
Correct”. Dans cet ouvrage l’auteur montre que l’évolution peut être vue comme une
technique d’apprentissage PAC de type requête statistique (statistical query) et s’appuie
en particulier sur les travaux de [FELDMAN, 2008].
Dans ce sens, dans la continuité de la thèse, nous avons initié dans le cadre de B-
COM une collaboration avec le laboratoire ECOBIO de Rennes I avec l’idée d’explorer
différentes pistes pour le problème du placement de ressources, et en particulier les trois
suivantes:
• les modèles de l’évolution du vivant pour les algorithmes évolutionnaires et
l’apprentissage appliqués à l’ingéniérie des réseaux,
• les modèles de fonctionnement des écosystèmes pour les mécanismes d’allocation
de ressources avec la notion de capacité de charge ( Carrying capacity),
• l’inférence de structures ADN ou d’arbres phylogénétiques à partir de données par-
cellaires ou incomplète pour le monitoring des infrastructures virtualisées.
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A.1 Notions théoriques sur la connectivité
Pré-requis sur la arc-connectivité et la nœud-connectivité dans un graphe Soit un
graphe G(V,E) ou V est l’ensemble des nœuds du graphe et E l’ensemble des arcs du
graphe
On définit la arc-connectivité λ(u, v) entre deux nœuds u, v d’un graphe G comme le
nombre minimum d’arcs qu’il faut enlever pour déconnecter u de v , c’est à dire de faire
en sorte qu’il n’existe plus de chemin pour relier u et v .
Dans le cas d’un graphe orienté on peut avoir λ(u, v) 6= λ(v, y), dans le cas d’un graphe
non orienté le sens ne compte pas.
La définition de la nœud-connectivité est presque identique, on définit λ′(u, v) entre
deux nœuds u, v d’un graphe G comme le nombre minimum de nœuds qu’il faut enlever
pour déconnecter u de v .
Ces deux définitions peuvent être généralisées aux graphes et à leur déconnexion en
plusieurs composantes connexes. En effet, déconnecter deux nœuds quelconque d’un
graphe, revient nécessairement à déconnecter le graphe. Et si deux nœuds sont décon-
nectés, il existe nécessairement au moins deux composantes connexes.
On définit par conséquent la k-connectivité λ(G) d’un graphe comme le minimum de
nœuds ou d’arcs qu’il faut enlever pour déconnecter le graphe en plusieurs composantes
connexes. compte tenu des remarques précédentes, on a la relation A.1:
λ(G) = min(λ(v, w)), ∀(v, w) ∈ G avec (v, w) 6= (w, v) (A.1)
Si G est un graphe orienté on considère les deux sens, c’est à dire que l’on distingue
pour une paire de nœuds (v, w) la paire (v, w) de la paire (w, v), tandis que si G est non
orienté on ne les distingue pas.
Enfin, de la même manière que pour les paires de nœuds d’un graphe, on distingue
pour les graphes la k-arc-connectivité et la k-nœud-connectivité.
Ensemble de coupe On appelle ensemble de coupe l’ensemble des arcs qu’il faut retirer
pour déconnecter deux nœuds.
On appelle ensemble de coupe minimum, l’ensemble d’arcs de cardinal minimum
qu’il faut enlever pour déconnecter les deux nœuds.
Cette définition peut aussi être transposée à la nœud-connectivité en considérant




Le théorème de Menger peut être formulé de manière presque identique pour la arc-
connectivité et pour la nœud-connectivité. Il permet de relier la notion d’ensemble de
coupe minimum à la notion de connectivité. Nous rappelons simplement un corollaire
de ce théorème:
Corollaire 1 Soit G un graphe fini orienté ou non orienté et deux sommets distincts x et
y. soit ck le cardinal de l’ensemble de coupe minimum de x et y (c’est à dire le nombre
minimal d’arcs qui enlevés déconnectent x et y). Alors ck est égal au nombre maximal de
chemins indépendants (sans arcs communs aux deux chemins) de x à y.
c’est à dire qu’il existe k chemins distincts si et seulement si il existe un ensemble de
cardinal k.
Pour la nœud-connectivité il faut simplement exclure les cas ou s et t sont adjacents
(dans ce cas la nœud-connectivité vaut 0), et la formulation est la même en remplaçant le
mot “arc” par le mot "nœud".
On a aussi le corollaire suivant qui se déduit directement et qui s’applique à la totalité
du graphe G. Il permet de définir précisément la k-arc-connectivité d’un graphe. la k-
nœud-connectivité se déduit directement en remplacant arcs par nœuds et en excluant
les nœuds extrémités.
Corollaire 2 Soit un graphe non orienté G, avec au moins deux nœuds, le graphe est dit
k-arc-connecté si et seulement si pour chaque paire s et t de V(G) avec s 6= t , il existe k
chemins indépendants de s à t .
Différence entre k-arc-connectivité et k-nœud-connectivité Nous avons eu dans notre
travail quelques difficultés à faire la distinction entre arc-connectivité et nœud-connectivité
dans un graphe.
En pratique, on peut simplement remarquer que si deux nœuds sont adjacents, la arc-
connectivité doit prendre en compte l’arc reliant les deux nœuds tandis que la nœuds ne
peut pas être calculée, puisqu’on ne peut pas enlever de nœuds pour les déconnecter.
Le schéma A.1 permet de voir sur un exemple simple qu’il n’est pas si évident de faire
un lien entre arc-connectivité et nœuds-connectivité entre deux nœuds u et v .
On remarque dans ce schéma qu’il faut enlever deux arcs pour déconnecter les nœuds
u et v et que cela correspond à deux chemins indépendants qui ne partagent pas d’arcs
communs) entre u et v . Tandis qu’en enlevant le nœud 3 on déconnecte u et v , mais il n’y
a qu’un seul chemin indépendant entre u et v (qui ne partagent pas de nœuds communs).
u 2 3 4 v
6 7
Figure A.1 – Exemple simple
En résumé, il ne semble pas y avoir de relation évidente ou triviale entre nœud-connectivité
et arc-connectivité.
Modèle linéaire pour la k-connectivité Le modèle linéaire pour la k-connectivité se
construit à partir du théorème du flot maximum.
IV
APPENDIX A. ANNEXES
Théorème du flot maximum ou de la coupe minimum On considère d’abord le cas
d’un graphe orienté G(V,E) ou V est l’ensemble des nœuds et E l’ensemble des liens. Et
on attribue une capacité aux arcs de valeur c(u, v) = c, ou c est un réel ou un entier.
On appelle flot une fonction f qui à chaque arc (u, v) du graphe associe une valeur
numérique réelle ou entière. Un flot est donc un vecteur de valeurs associé aux arcs or-
donnés du graphe. De plus on a les deux contraintes suivantes, toute valeur du flot asso-
ciée à un arc est inférieure ou égale à la capacité du lien, et d’autre part on a l’application
des lois de Kirchoff. On a donc d’une part: f (u, v) ≤ 1, ∀(u, v) ∈ V et d’autre part, tout flot
vérifie les lois de Kirchoff c’est à dire que pour tous nœuds v de V, on a égalité des flux
entrants et des flux sortants comme l’exprime la relation A.2.
∀v ∈ V ∑
∀(u,v)∈E




Aussi bien les algorithmes de calcul de la k-connectivité que les modèles linaires qui
sont implémentés sur des solveurs utilisent le théorème de la coupe minimum nommé
aussi théorème du flot maximum.
Pour une formulation rigoureuse du théorème on définit un arc ur fictif particulier dit
de retour qui relie les deux sommets source s et destination t doté d’une capacité infinie.
Le flot est étendu à cet arc supplémentaire. Et on appelle valeur du flot la valeur du flot
sur cet arc supplémentaire: f (ur ). Le théorème du flot maximum exprime l’idée qu’on
cherche à maximiser f (ur ). Le théorème peut s’exprimer de la manière suivante:
Théorème 6 La valeur maximale de f (ur ) pour un flot réalisable dans le graphe sur G(u, v)
est égale à la capacité d’une coupe de capacité miminum séparant (déconnectant) s de t .
D’autre part, f (ur ) est infinie si il n’existe pas de coupe.
L’adaptation du théorème à la k-arc-connectivité peut se formuler de la manière suiv-
ante, compte tenu des développements précédents.
Corollaire 3 La k-arc-connectivité entre deux nœuds s et t est égale à la valeur maximale
du flot f (ur ), en attribuant une capacité de 1 aux arcs du graphe.
Modèle linéaire Rechercher la coupe minimale revient donc à maximiser la valeur
du flot f (ur ) ce qui peut s’exprimer comme un programme linéaire.
Pour cela on a cependant besoin de la matrice d’incidence du graphe qui permet
d’exprimer les lois de Kirchoff et la conservation des flots.
La matrice d’incidence du graphe G est définie comme la matrice n ×m de n lignes
correspondants au n nœuds du graphe et de m colonnes correspondant aux m arcs du
graphe. En notant les nœuds du graphe n avec des indices numérotés ni , et les arcs du
graphe e avec des indices numérotés e j , A
j
i = 1 si le nœud i est l’extrémité initiale de l’arc
u j , on a pour la matrice d’incidence A
j
i = −1 si le nœud i est l’extrémité finale de l’arc u j ,
et sinon A ji = 0.
La relation A · f = 0 permet d’exprimer la contrainte visant à respecter les lois de Kir-
choff pour les flots.



















Figure A.2 – Arc retour ur entre les nœuds s et p
Si on veut appliquer ce modèle basé sur le théorème de la coupe minimum pour trou-
ver la k-arc-connectivité entre deux nœuds s et t d’un graphe orienté, il suffit de poser
que la capacité d’un arc vaut 1 et le modèle donnera la k-arc-connectivité entre s et t . Un
tel modèle est facilement codable dans un solveur linéaire en nombre entiers.
Algorithmes de calcul de la k-connectivité d’un graphe
k-arc-connectivité d’un graphe Le calcul de la K-arc-connectivité d’un graphe non-
orienté G(V,E) consiste généralement à faire appel à un algorithme de recherche du flot
maximum pour trouver la coupe minimum du graphe. Comme la coupe minimum du
graphe est le minimum de k-arc-connectivité sur toutes les paires de nœuds du graphe,
une manière de faire est de calculer effectivement cette grandeur pour toutes les paires
de nœuds du graphe, de comparer puis de choisir le minimum. L’algorithme de flot max-
imum le plus connu est l’algorithme de Ford & Fulkerson.
Dans le cas où la capacité des arcs vaut 1, pour calculer la k-arc-connectivité,
l’algorithme a une complexité bornée en O(m · f ) , ou f est la valeur de flot maxi-
male. Comme dans un graphe complet la valeur maximale possible d’un flot est n −1 (n
arcs quittent le nœud source), une borne supérieure est par conséquent O(m ·n). Une
variation de l’algorithme de Ford & Fulkerson est l’algorithme d’Edmond-Karp qui offre
des garanties de convergence que n’offre pas l’algorithme original dans le cas de capacité
différentes de 1 ou non entière. Cet algorithme est borné en complexité en O(n ·m2).
On voit que dans ces conditions sur la base de la complexité de l’algorithme de Ford &
Fulkerson un algorithme qui testerai systématiquement toutes les paires de nœuds pour
trouver la k-arc-connectivité du graphe aurait une complexité bornée en O(m ·n3).
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