In block discrete cosine transform (DCT) based image compression the blocking artifacts are the main cause of degradation, especially at higher compression ratio. In proposed scheme, monotone or edge blocks are identified by examining the DCT coefficients of the block itself. In the first algorithm of the proposed scheme, a signal adaptive filter is applied to sub-image constructed by the DC components of DCT coded image to exploit the residual inter-block correlation between adjacent blocks. To further reduce artificial discontinuities due to blocking artifacts, the blocky image is re-divided into blocks in such a way that the corner of the original blocks comes at the center of new blocks. These discontinuities cause the high frequency components in the new blocks. In this paper, these high frequency components due to blocking artifacts in monotone area are eliminated using singular value decomposition (SVD) based filtering algorithm. It is well known that random noise is hard to compress whereas it is easy to compress the ordered information. Thus, lossy compression of noisy signal provides the required filtering of the signal.
Introduction
Objective of image compression is the reduction of storage and transmission cost. Many efficient coding techniques have been developed for image compression. Amongst them discrete cosine Transform (DCT) based compression scheme is used in many applications. At low and moderate compression ratios these schemes yields excellent reproduction without artifacts but at higher compression ratios it suffers from blocking artifacts. The reconstructed image from highly compressed data using discrete cosine transform (DCT) based algorithm has noticeable degradation due to blocking artifacts. This is the main drawback of the DCT based image compression algorithms and thus wavelet based image compression is used in new standard JPEG 2000. Many image compression standards (e.g., JPEG, MPEG, and H.263) are using DCT based compression schemes. The blocking artifacts in DCT based image compression cause grid noise in monotone area, staircase noise near the edges and corner outliers at the cross point of M  M block. Low pass filtering is inadequate to remove various types of noise present in different area of blocky image. Low pass filtering reduces grid noise in monotone area but it does not reduce the staircase noise near the edges.
Therefore, nonlinear space-variant or adaptive filter is required to reduce noise in the different regions of the image. Blocking artifacts are visible in the reconstructed image because the inter-block correlation is not taken into account during encoding and quantization process of DCT coefficients. At higher compression ratios, the blocking artifacts are more visible as very few coefficients are encoded.
Several post-processing algorithms to reduce blocking artifacts of block coded images have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In nonlinear space-variant filtering [1] , the image is divided into monotone area or edge area using edge information obtained from detecting edge by gradient operator. The approach given in [1] uses a two-dimensional (2D) low pass filter to reduce grid noise in monotone area and a directional onedimensional filter to reduce staircase noise along the edges. In adaptive filtering [2] [3] [4] [5] [6] [7] , the coefficients of 2D filter are chosen by edge information of the image. Weighted or un-weighted filtering is performed at the pixels in the monotone area or near the edge but no filtering is done at edge pixels. In [6] , a 2D multiple notch filter is applied to reduce the blocking artifacts. Both nonlinear space-variant filtering and adaptive filtering require classification of image blocks, which is based on available edge information extracted from the received blocky image. Hence the performance of space-variant or adaptive filtering scheme degrades.
In [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , the blocking artifacts are reduced by processing the image in DCT domain itself. An approach for reducing the blocking artifact in frequency domain is presented in [9] . Mean squared difference of slope (MSDS) is used as a measure the blocking artifacts. It is shown in [9] that the expected value of the MSDS increases after quantizing the DCT coefficients. This approach removes the blocking effect by minimizing the MSDS, while imposing linear constraints corresponding to quantization bounds. Lakhani et al. [10] also used MSDS to reduce blocking effects. They have given a different solution for minimizing the MSDS. Triantafyllidis et al. [11] have proposed another method of minimizing MSDS, which involves diagonal neighboring pixels in addition to horizontal and vertical neighboring pixels. Then, for each block affected by blocking artifacts, DC and AC coefficients are recalculated for artifact reduction.
Jeon and Jeong [12] proposed a method for post-processing that gives minimum discontinuity of pixel values over block boundaries by compensating the loss of a coefficient's accuracy in the transform domain. In [13] , Hsia et al. proposed transform-domain algorithm to effectively classify the characteristics of blocks and estimate the strength of the blocky effect. An adaptive finite impulse response (FIR) filter to effectively remove the blocky effect is also proposed. Chen et al. [14] introduced a DCT-domain postfiltering approach to reduce blocking artifacts, where the post-filter made use of the DCT coefficients of shifted blocks in order to obtain a close correlation between the DCT coefficients at the same frequency. The filtering adapts according to the local activity of each block to achieve simultaneous artifact reduction and detail preservation. However, the computational cost is rather high. In [15] , Chang and Messerschmitt, proposed algorithms to manipulate compressed video in the transform domain. In [16] , a method for efficiently assessing, and subsequently reducing, the severity of blocking artifacts in compressed image bit streams is proposed. The method operates only in the DCT domain. Hence, it is efficient as the signal need not be compressed or decompressed again. In the algorithm, blocking artifacts are modeled as 2-D step function. A fast DCT-domain algorithm extracts all parameters needed to detect and estimate the blocking artifacts, by exploiting several properties of the human vision system. Using the estimate of blockiness, a novel DCT-domain method is then developed which adaptively reduces the detected blocking artifacts. Luo and Ward [17] proposed a technique, which preserve the edge and texture information. This adaptive approach performs the blocking artifact reduction in both the DCT and spatial domains. For smooth regions, the continuity of original pixel levels in the same block and the correlation between the neighboring blocks is used to reduce the discontinuity of the pixels across the boundaries. For texture and edge regions, an edgepreserving smoothing filter is applied. Zhao et al. [18] , proposed a DCT domain deblocking technique by shifting the blocks successively in horizontal and vertical directions, respectively, and simultaneously shrinking the undesired high frequency DCT coefficients.
Linear filtering is used to remove the additive noise but their major drawback is that they tend to blur the edges. Conventional techniques usually apply SVD to the whole image in a single, makes it computationally complex. By applying SVD sequentially into blocks of the image, the computational requirement significantly reduces. Non-linear filtering based on SVD method has been successfully used in past for various noise removal applications [20] [21] [22] [23] . This technique does not require any additional a priori information. It is well known that random noise is hard to compress than the ordered information. Thus, lossy compression of noisy signal, with allowed loss set equal to the noise strength provides the required filtering of the signal.
In this paper, the proposed algorithms are described in Section 2. In first part of this section, the filtering of DC component by signal adaptive filter is discussed whereas in the second part the singular value decomposition (SVD) based block boundary discontinuity reduction algorithm is described. In Section 3 the results are presented. Finally, conclusions are given in Section 4.
Proposed Scheme
Blocking artifacts are mainly due to independent coding of different blocks. In original image a large inter-block correlation exits and some amount of it remains in the blocky decoded image. To exploit this, a signal adaptive filter is applied to a sub-image containing only the DC component of coded image. To further reduce the discontinuities, the blocky image is re-divided into blocks in such a way that the corner of the original blocks comes at the centre of new blocks. These discontinuities are reflected as AC component in the DCT of new blocks. A SVD-based filtering is used to reduce the discontinuities while preserving the edge details. These two algorithms will now be described in this section.
Filtering of DC sub-image by Signal Adaptive Filter
This algorithm is based on the assumption that the correlation among the DC coefficients of neighbouring block is high if all these blocks belong to monotone area. Here, a DC sub-image is constructed by taking only the DC coefficient of each block of the DCT coded image. A signal adaptive filter is applied to smooth the DC sub-image. Filtering mask of this filter is shown in Fig. 1 . Initial value of the mask at centre (C) is taken as 0.75 whereas the value at other place (A, B, D, and E) is 0.0625. Experimentally it is found that this value of filtering mask is giving good results. The image blocks are classified as the monotone block or the edge block simply by comparing the absolute value of sum of the AC coefficient of the block with a threshold. In this adaptive filtering scheme for the DC sub-image, if the centre C of the filtering mask is at DC component corresponding to the edge block then all surrounding coefficients A, B, D and E are made zero and this value remains unchanged. Since the blocking artifacts are more visible in monotone areas, it is assumed here that DC value correspond to monotone block is more correlated with the DC value of neighboring blocks. If the centre of mask is at DC component corresponding to the monotone block, then those values of filtering mask that are at the DC component corresponding to the edge block are decreased to zero whereas the weight of centre of mask is increased by the same amount. These filtered values are fed back in the original image blocks and inverse DCT is taken to reconstruct the image.
SVD Based Algorithm for Block Boundary Discontinuities Reduction
In the proposed algorithm Singular value decomposition (SVD) technique is used to reduce the discontinuities present in the DCT decompressed images. Followings are the steps in this algorithm:
Step 1. Division of blocky image into new blocks -The blocky image is re-divided into blocks in such a way that the corner of the original blocks comes at the centre of new blocks as shown in Fig. 2 . This type of re-division captures maximum artificial discontinuities in the new blocks. These discontinuities are reflected as AC component in the DCT of the new blocks.
Step 2. Classification of blocks -To protect actual edges the classification of the new blocks into edge block and monotone block is required. Classification of block can be performed in DCT domain by examining the values of DCT coefficients. In this DCT based block classification scheme, the sum of absolute values of AC components is used to classify the blocks into the monotone block or the edge block. The average of sum of absolute values of AC components for all blocks is taken as the threshold for the classification. Step 3. Reduction of discontinuity -The approach of discontinuity reduction is based on the block-based, non-linear filtering algorithm. This filtering approach is based on the SVD algorithm. Linear filtering is used to remove the additive noise but their major drawback is that they tend to blur the edges. Conventional techniques usually apply SVD to the whole image, makes it computationally complex. In this paper a blockbased, non-linear filtering technique based on SVD is presented. By applying SVD sequentially to the blocks of the image, the computational requirement significantly reduces. Non-linear filtering based on SVD method has been successfully used in past for various noise removal applications [21] [22] [23] . This technique does not require any additional a priori information. It is well known that the random noise is hard to compress whereas the ordered information can be compressed easily. Thus, lossy compression of noisy signal, with allowed loss set equal to the noise strength provides the required filtering of the signal. Proposed SVD-based filtering can effectively reduce the discontinuities while preserving the edge details. The SVD algorithm can be viewed as a lossy compression scheme. For the monotone blocks, the discontinuities are hard to compress as compared to smooth area therefore SVD algorithm allows to filter out these discontinuities. Derivation of the optimum threshold to distinguish significant and insignificant singular values for reducing discontinuity is still a problem with this approach, which must be investigated. The threshold calculation requires the additional signal strength due to discontinuities. The theory of SVD-based filtering is discussed below.
Any m × n real-valued matrix A can be decomposed uniquely as 
For additive noise model, observation matrix B is equal to A+E, where E is a random noise matrix of full rank. So, the last (n-r) singular values of B are small but not necessarily zero.
Let B be the M × N image divided into k × k image blocks B k . Each block can be expressed as the weighted sum of basis images and weights are the singular values. Setting "non-significant" singular values to zero results in lossy compression. The amount of loss is controlled by a threshold value ε. The effectiveness of algorithm depends upon the value of ε. If ε is very small then most of the noise remains but if ε is very large then image information is lost. In the proposed algorithm, 5 % of the largest singular value is taken as the threshold value ε. Thus, the main steps of SVD-based filtering algorithm are-
2. Apply SVD to each block and set the singular values less than a threshold ε to zero. Let r be the number of non-zero singular values greater than a threshold ε. If '
 is resultant diagonal matrix of singular value after threshold then the reconstructed block will be
3. Replace B k with B k ' where B k ' is resultant block after setting the singular values less than a threshold ε to zero.
4. Apply step (2) and (3) to all the blocks and reconstruct the image.
Note that this algorithm is applied to the new blocks obtained by re-division of the blocky image into blocks as discussed in step 1 of discontinuity reduction algorithm. It is found that the reduction in blocking artifacts cannot be achieved with the original blocks. This approach reduces the blocking artifacts more effectively but its computational complexity is more because SVD algorithm has to be applied to each of the block. 
Corner Outliers Detection and Replacement
As discussed in [4] , corner outliers are visible at the cross point of M×M block when the corner pixel of one block is very large or very small as compared to corner pixels of the neighbouring blocks (See Fig. 3) . The corner outliers detection and replacement algorithm [4] is used here to further improve the processed image obtained from the proposed algorithm. In this algorithm, each corner pixel is compared with its neighbours to detect the corner outliers whereas to reduce this effect the corner A and its neighbours (A 1 and A 2 ) are replaced by its weighted average as given by: 
Results
In this section, results of the algorithms applied on several images are presented. The algorithm is implemented with MATLAB. To get blocky image at different compression ratio, a baseline JPEG like algorithm is implemented and then this blocky image is post-processed by this algorithm. Various results are given in Table 1 . Various quality measures are calculated to see the performances of these algorithms. The results of the algorithms are compared with baseline JPEG like DCT decoded image. Peak signal to noise ratio (PSNR) is defined as: Subjective quality of an image depends on the properties of human visual system (HVS), as the discontinuities are more visible in monotone or slowly varying areas. Therefore, the PSNR is only the rough indicator of image quality and does not reflect the true measure of blocking artifacts. A new discontinuity measure is defined. The block-boundary PSNR (BPSNR) is defined in the same way as PSNR but only one pixel from both side of block boundary are considered for the calculation of MSE.
Comparison of the Performances of Various Algorithms Applied on Various Images
Filtering of the sub-image consisting of DC components by signal adaptive filter reduces blocking artifacts with very low computational cost whereas the SVD based algorithm for block boundary discontinuities reduction shows significant reduction in blocking artifacts. Finally corner outliers detection and replacement algorithm is applied to further improve the performance. The results are presented in figures 4-11 and Table 1 algorithms will now be discussed. The image is first compressed for different compression ratios by using baseline JPEG like Algorithm. Then it is decompressed and named as the DCT decoded image. The first algorithm, i. e., the DC component filtering is applied to the DCT compressed image to smooth the DC components. This scheme shows significant reduction in blocking artifacts without much computation complexity. This can be observed from the figures 4-11. It can also be verified by calculating PSNR and block-boundary PSNR. There is slight improvement in overall PSNR whereas the improvement in the blockboundary PSNR (BPSNR) is more. These results are given in Table 1 .
On this resultant image proposed algorithm, namely, the SVD based block boundary discontinuities reduction is applied to further reduce the blocking artifacts. The performance of this algorithm improves as the compression ratio increases. The reduction of discontinuity signifies (see Table 1 ) blocking artifacts are reduced which can also be observed visually in figures 4-11. It can also be seen from Table 1 that the improvement in PSNR for block boundary pixels is more as compared to over all PSNR. Finally corner outliers detection and replacement algorithm (i. e. corner outliers reduction algorithm) is also applied to post processed image. Thus proposed method for blocking-artifact reduction exhibits satisfactory performance as compared to other post-processing techniques. 
Conclusions
In this paper, two effective algorithms for reducing blocking artifacts from the DCT coded image are proposed. The main feature of these algorithms is that it can preserve the high frequency components while smoothing out the blocking artifacts. In first algorithm the signal adaptive filter is applied only to a subimage consisting of DC components of the DCT coded image. This algorithm reduces the blocking artifacts with very low computational cost. In the second algorithm proposed in this paper, the discontinuity reduction is based on SVD-based filtering scheme. It reduces the blocking artifacts effectively but its computational complexity is slightly more because SVD algorithm has to be applied to each of the block. These results show that the proposed algorithms significantly reduce the blocking artifacts of DCT coded images as judged by both objective and subjective image qualities.
