Introduction
[2] The southeastern United States (SE) timberland ecosystems are among the most productive in North America and act as an important carbon sink within the continental United States [Houghton et al., 1998; Schimel, 1995; Tans and White, 1998 ]. (In this study, the SE includes the states of Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia, and the eastern part of Oklahoma and Texas. This definition is consistent with that of Eltahir [2003a, 2003b] . However, this region is classified as the ''Southern Region'' by U.S. Department of Agriculture (USDA) [Wear and Greis, 2002] .) This high productivity is attributable to the moderate climate (mean annual temperature $15.5°C) and to the ample precipitation during the growing season ($95 mm month À1 from April to September). In a recent land use assessment, the USDA estimated that the timberland cover of the SE ecosystems over the past half century (since 1953) experienced minor fluctuations ($±3.1% with a minimum of 793 thousand km 2 in 1989 and a maximum of 845 thousand km 2 in 1956), and currently represents $48% of the SE land cover area [Wear and Greis, 2002] . However, the composition of the timberland cover is undergoing significant changes. For example, planted pine ecosystems comprised $30% of the combined pine plantation and upland hardwood forest area in 1995, a ratio expected to increase to 50% in 2040 [Wear and Greis, 2002] . The precipitation mechanism likely to be impacted by such land cover change is convective precipitation because of its sensitivity to the local land-atmosphere heat and moisture exchange rates. To date, the implications of such projected land cover change on precipitation patterns in this region remain a vexing problem because of the numerous nonlinear feedback mechanisms between soil moisture content and the atmospheric state, though several model results and field experiments are beginning to offer preliminary clues [Atlas et al., 1993; D'Odorico and Porporato, 2004; Findell and Eltahir, 2003b; Giorgi et al., 1996; Pan et al., 1996; Trenberth and Guillemont, 1996] .
[3] Using model simulations based on coupling the convective triggering potential index (CTP) with the low level humidity index (HI low ), Eltahir [2003a, 2003b] concluded that the feedback between soil moisture and subsequent convective precipitation in the SE region is positive, meaning that subsequent convective precipitation events are highly correlated to wet soil moisture states in the early morning hours and to high evapotranspiration during the morning and early afternoon.
[4] Field experiments at a shallow-rooted SE planted loblolly pine forest suggest that pine ecosystems can be highly sensitive to episodic short-term droughts [Oren et al., 1998 ]; long-term sap flow measurements in a loblolly pine plantation showed that a decrease in volumetric soil moisture content within the root zone (q) from 0.20 to 0.14 reduces their transpiration rate (T r ) by a factor of 3 [Oren et al., 1998] . When this sensitivity of T r to q is placed within the context of the projected increase in pine plantation area, the positive feedback alluded to by Eltahir [2003a, 2003b] may be significantly disrupted by episodic droughts.
[5] A starting point to explore such interactions between soil and atmospheric water states is to investigate the interplay between the triggers of convective precipitation and environmental factors in a region whose T r is known to be sensitive to q. To characterize how this interplay could be altered by the land use change, we conduct this investigation in a SE landscape that is composed of different land cover types yet experiences the same climatic, hydrologic, and edaphic conditions. The minimal environmental factors to be analyzed must involve q, ambient atmospheric relative humidity (RH ), and the physiological controls on land surface energy budget (i.e., sensible/latent heat fluxes). We investigate this interplay by combining a long-term half-hourly precipitation record, measured sensible heat flux from eddy covariance monitoring systems in this mosaic, ambient mean air temperature and relative humidity, and nearby early morning sounding profiles representing the upper atmospheric properties. Even within this restricted scope, numerous simplifications must be invoked to separate convective precipitation from other precipitation patterns and to track its dependence on antecedent q and RH.
[6] To accomplish this objective, we limited our analysis to periods spanning late spring to early fall (May to September, Julian day 121 to day 273), which is defined here as ''summertime''. This is roughly the period when the leaf area index (LAI) is either at or approaching its maximum value thereby providing some basis to investigate the effects of ecophysiological controls on convective precipitation events [McCarthy et al., 2006] .
[7] The analysis was organized as follows: we first developed a simplified model to stratify the long-term measured precipitation record into convective and nonconvective conditions. We then analyzed the statistics of convective precipitation with respect to their nonconvective counterpart to assess their overall contribution to growing season precipitation during the study period. Next, the statistics of convective precipitation for different combination of q and RH regimes are considered. Particular attention was devoted to whether the statistics of convective precipitation triggered by dry water states (low q and low RH ) differ from their moist counterparts. We restricted our research area to a local-scale SE mosaic landscape composed of three different vegetated land cover types, and the analysis was conducted using an effective area-averaged measurements. Hence this analysis did not explicitly consider the heterogeneity or clustering of the vegetation within the landscape, which when it exits at sufficiently large scales (5-50 km), can alter the exchange of water between the surface and atmosphere and influence the onset of the fraction of low cloud cover, area-averaged cloud amount [Wetzel, 1990] and the precipitation patterns.
Experimental Site and Measurements
[8] Much of the site and experimental setup are described elsewhere [Novick et al., 2004; Palmroth et al., 2005; Stoy et al., 2005] ; however, the salient points are repeated for completeness.
[9] The data used here were collected at the Blackwood Division of the Duke Forest near Durham in North Carolina (35°58'N, 79°05'W, 163 m above sea level) as part of FluxNet, an ongoing global long-term CO 2 flux monitoring initiative [Baldocchi et al., 2001] . The local topographic variations are small (slope <0.5%) such that the effect of the complex terrain on the micrometeorological measurements can be ignored [Siqueira et al., 2002] . The soil type is acidic Hapludalf with a clayey loam (Enon silt loam) in the upper 0.3 m above a clay layer, which extends to bedrock at $0.7 m (Soil Survey of Orange County, North Carolina, 1975) . The saturated soil moisture content within the rooting zone is 0.54 m 3 m À3 [Oren et al., 1998 ]. Using data collected from a nearby weather station (Chapel Hill 2 E, location: 35°55 0 N/79°05 0 W, 156.1 m above sea level), the long-term (from 1948 to 2004) mean annual precipitation is 1185 ± 117 mm, and the annual mean air temperature is 14.9 ± 0.9°C.
[10] This site comprises three different major land cover types: an abandoned old field covered with grass and herbaceous species (OF), a 22-year-old (in 2005) maturing loblolly pine (Pinus taeda) forest (PP), and an 80 to 100-year-old mature oak-hickory (Quercus and Carya species) deciduous hardwood forest (HW). These three land cover types represent a typical land use sequence after abandonment of agricultural fields in the piedmont region of North Carolina [Oosting, 1942] . The OF and PP sites were established after a clear-cut and burn in 1979 and 1983, respectively. The OF site is mowed regularly every year to prevent the encroachment of woody species. At the PP site, the pine seedlings were planted at 2 m Â 2.4 m spacing in 1983. The characteristics of the experimental site and each land cover are summarized in Table 1 . vective precipitation. This area is sufficiently larger than a typical convective cell [Stull, 1988] . Applying the parallelepiped algorithm [Detto et al., 2006; Richards, 1999] , the normalized difference vegetation index (NDVI) was computed from surface reflectance averaged over the spectral wavelengths from visible red to near infrared regions, and the surface vegetation cover was then stratified. The color map in Figure 2 shows the spatial distribution of four different land covers in the 10 km Â 10 km area around the study site. From this analysis, the fraction of pine forest, hardwood forest, grass, and other land cover types (e.g., road and residential areas) are 33.3 %, 41.6 %, 16.8 %, and 8.3%, respectively. This composition is used to derive areaweighted quantities of all the model parameters as described in section 4.
[13] The long-term environmental and land surface flux data were sampled above each ecosystem (see Figure 2) . The half-hourly tipping bucket precipitation, mean air temperature, mean air relative humidity, incident shortwave radiation, and eddy covariance measured sensible and latent heat fluxes were all collected above each canopy type. The volumetric soil moisture content within the rooting zone (the top 0.3 m region) was measured around each tower.
[14] In addition to the long-term measurements collected at the Duke Forest, the upper atmospheric characteristics were determined from early morning sounding data sampled at a nearby airport and were used to determine the lapse rate needed to determine the boundary layer dynamics described next.
Data Analysis
[15] To address the study objective, we developed a methodology to conditionally sample summertime convective precipitation from the long-term precipitation record measured by a tipping bucket gauge. The conditional sampling scheme utilized a simple slab model to determine the evolution of both the mixed layer height (z i ) and the lifting condensation level (H LCL ). The dynamics of z i is mainly driven by the measured surface sensible heat flux, and the value of H LCL is determined from the measured near-surface air temperature, air humidity, and atmosphere pressure. The convective precipitation events from the longterm record were identified by checking whether modeled z i intersects modeled H LCL just prior to the observed rainfall event (see section 4) thereby marking this event as convective. Next, we briefly describe how z i , H LCL , and the identification scheme are implemented.
Mixed Layer Height Evolution
[16] To determine the temporal evolution of the mixed layer height (z i ), the entire mixed layer is treated as a single slab that has a mean slab potential temperature T p , where the overbar represents the temporal averaging operator over turbulent fluctuation (30 min in this study). By ignoring the heat source/sink terms within the slab volume and adopting a standard encroachment assumption [Garc et al., 2002; Stull, 1976 Stull, , 1988 , the integrated one-dimensional continuity equation reduces to [17] As earlier stated, the surface sensible heat flux w 0 T 0 p s is directly measured from the eddy covariance system for each land cover and then aggregated using an areaweighted scheme; however, the lapse rate g and the entrainment flux w 0 T 0 p z i are additional unknowns that require further parameterizations. 3.2. Determination of Lapse Rate (g) and Entrainment Flux (w 0 T 0
We used the daily upper air sounding profiles at Piedmont Triad International Airport (GSO, 36°05'N, 79°57'W, 270 m above sea level and 79 km west of the Duke Forest) to estimate the value of g. The sounding data are maintained by the Department of Atmospheric Science at University of Wyoming, and is collected at 0000 UT (local time 0700 LT) and 1200 UT (local time 1900 LT) every day. We estimated the early morning lapse rate g at the top of the mixed layer from the mean value of the potential temperature profile at 0700 LT between the height of 50 m and 400 m from 2001 to 2004. Figure 3 shows the ensemble value of the sounding profiles and the resultant mean g = 11.6 Â 10 À3°C m
À1
. This estimate is about 18% larger than the dry adiabatic lapse rate, given by g/C p = 9.76 Â 10 À3°C m
, where g = 9.81 m s À2 is the gravitational acceleration, and C p $ 1005 J Kg À1°CÀ1 is the specific heat capacity of dry air at constant pressure.
[19] As for the estimate of the entrainment flux from the top of the mixed layer, w 0 T 0 p z i , we adopt the standard parameterization used in encroachment models: [Tennekes, 1973] .
[20] Although the value of b changes with time of day, several numerical studies and measurements suggest that b is constrained between 0.2 and 0.4 [Betts et al., 1992; Kim and Entekhabi, 1998 ]. Here we assumed the value of b to be 0.3 taken from Kim and Entekhabi [1998] . b = 0.3 and g = 11.6 Â 10 À3°C m À1 , the dynamics of z i can now be predicted only from the time series of measured surface sensible heat flux w 0 T 0 p s .
Lifting Condensation Level
[21] The lifting condensation level is determined from
where R = 8.314 J mol À1°CÀ1 is the universal gas constant, M a is the molecular weight of the air($ 29 g mol À1 ), P s (kPa) is the atmospheric pressure at the surface, and P LCL (kPa) is the atmospheric pressure at H LCL . The value of P LCL can be approximately determined from the hydrostatic assumption, given by
where T LCL (K) is the saturation point temperature at H LCL . The quantity of T LCL can be derived from the ClausiusClapeyron equation [Stull, 1988] as
where r is the near-surface atmospheric water vapor mixing ratio calculated from the near-surface mean air relative humidity (RH ), and the parameter 3.5 is given from the inverse of the Poisson constant.
Initial Conditions
[22] Numerical integration of equation (1) commences at sunrise and is terminated at sunset or when the mixed layer height intercepts the lifting condensation level (i.e., H LCL = z i ). The sunrise (when t = t 0 ) and sunset are determined from the solar zenith angle, which vary with time of day and location.
[23] The initial mixed layer height z i (t o ) must also be specified each day. To derive this initial value, nighttimeaveraged friction velocity u * , and the nighttime-averaged surface sensible heat flux ( w 0 T 0 p s D E ) are employed in the equilibrium model by Zilitinkevich [1972] :
where the angle brackets represent the mean quantity averaged throughout the nighttime. The parameter 0.4 is a similarity constant [Garratt, 1992] , f $ 10 À4 s À1 is the Coriolis parameter, and hjLji is the average of the absolute value of the Obukhov length (L) derived from u * and [24] Here z i is not permitted to drop below 40 m (arbitrarily chosen as double of the PP canopy height). We note that the model simulations are not overly sensitive to the choice of z i (t o ) because z i (t o ) is often <100 m while the mixed layer height is expected to grow above 1000 m here.
Results and Discussions
[25] We used the 2001 -2004 summertime (Julian days 121 to 273) record of sensible heat flux, soil moisture content, near surface air temperature, and near surface air relative humidity from each ecosystem to separate convective from nonconvective precipitation. Because the region around the Duke Forest is composed of four major land cover types (pine, hardwood, grassland, and others), yet the slab model is zero-dimensional, a logical starting point is to consider an area-weighted contribution for each of the above variables to soil moisture and sensible heat flux. We ignored the contribution of the class ''others'' because it is a small fraction of the total area ($8.3%), and rescaled the fractional cover of pine, hardwood and grassland to be 36%, 46%, and 18%, respectively.
Identification of the Convective Precipitation Events Using the Slab Model
[26] We conditionally sampled the days that are likely to induce convective precipitation events by considering periods that met the following four criteria: (1) The mean incident shortwave radiation R i from 1100 LT to 1400 LT was greater than 600 W m À2 , a surrogate for eliminating days with large midday cloud cover. (2) The area-averaged mean sensible heat flux H s = rC p w 0 T 0 p s (where r is the air density) from 1100 LT to 1400LTwas greater than 100 W m À2 to ensure sufficient local heat is produced from the landscape. (3) The atmospheric stability parameter (Àz/L) was large, namely, Àz/L ! 5, for z = z i /2 (i.e., set at the center of the slab volume), and is taken as the stability limit at which free convective turbulence dominates the mixed layer volume under these conditions. (4) The slab model predicted the occurrence of convective precipitation events when z i = H LCL during daytime conditions (i.e., between sunrise and sunset).
[27] To assess the skill of the identification scheme at detecting convective precipitation events, we compared the time at which z i = H LCL with the time at which the precipitation event was first detected by the tipping bucket gage. Figures 4 (left) and 4 (right) show an example of the dynamics of z i , H LCL and the corresponding time series of precipitation, RH and q for moist (high RH and q) and dry (low RH and q) conditions, respectively. The effect of soil moisture content on the dynamics of z i are evident: dry soil moisture content states induce a relatively deeper mixed layer depth while moist soil moisture states induce shallow convective boundary layers. The comparison shown in Figure 4 also indicates that the model can predict the onset of convective precipitation reasonably well for a wide range of soil moisture states.
[28] To quantify the overall slab model ''detection'' performance, we compared the predicted and measured convective precipitation timing for all the summertime convective precipitation events from 2001 to 2004 and found that this simple model predicted more than 92 % of the summertime convective precipitation events to occur within 1.5 hour of the observed precipitation timing ( Figure 5 , recall that the precipitation is measured at 30-min intervals). Note that the pdf of the timing error is skewed toward the negative region. This indicates that the model tends to predict the onset of precipitation slightly earlier (the mean of the pdf curve in Figure 5 is -0.18 hours) than the observed timing. A plausible explanation is that after the mixed layer height intersects the lifting condensation level, a few minutes to few hours may be required to form precipitation in some cases. Naturally, this condition z i = H LCL , predisposes, but does not necessarily lead to convective precipitation. When air parcels reach H LCL , condensation forms in regions of negatively buoyant ''overshoots of mixed layer thermals.'' These thermals penetrate the capping inversion at z i . If the overshoot is sufficiently strong to continue lifting the condensing air parcel, latent heat is released and its potential temperature becomes sufficiently warmer than its surroundings and it becomes positively buoyant. This height defines the ''level of free convection'' (LFC). This parcel continues to buoyantly rise until it eventually becomes cooler than its surroundings at which point the ''limit of convective'' rise (LOC) is attained. Any residual inertia in the parcel might propel it to continue rising further eventually stopping at the cloud top [Emanuel et al., 1994; Stull, 1988] . Once clouds develop, condensation nuclei are required to allow rapid growth of water droplet. When these water droplets reach sufficient size to precipitate and repenetrate the unsaturated air below the cloud base without completely evaporating before reaching the ground surface, rainfall at the surface occurs. Roughly, after z i intersects H LCL , the entire process leading to precipitation detection at the ground may vary from minutes up to 2 hours [Stull, 1988] . This lag between the timing at which z i = H LCL and the actual rainfall timing is a plausible explanation of the negative skewness shown in Figure 5 . In fact, we did compare the relationship between H LCL with the LFC under strong convective potential (700 mb < LFC < 850 mb) estimated from the sounding data at GSO airport for the years 2001 to 2004. The relationship suggests that the difference between LFC at GSO airport and the locally computed H LCL is not large (difference of 34 ± 21 mbar). This pressure difference is on the order of 150 m height that is likely to contribute to the skewness reported in Figure 5 assuming that the LFC at GSO airport is identical to the one above the study site.
[29] We also examined the discriminatory skill of the model to distinguish between convective precipitation events (z i intercepted by H LCL ) and nonprecipitation conditions (z i did not intersect H LCL ) when criteria 1 -3 were applied (i.e., likely conditions to induce convective precipitation). The slab model correctly detected 86% of the nonprecipitation conditions thereby lending confidence to our approach.
Statistics of Convective Versus Nonconvective Precipitation
[30] Having identified the convective precipitation events in the precipitation time series, we analyzed their characteristics and contribution to summertime precipitation next. Specifically, we compared the probability density functions (pdf) of the half-hourly intensity for both convective and nonconvective precipitation events (Figure 6 ).
[31] The comparison shown in Figure 6 suggests that the convective precipitation events have heavier tails than the nonconvective conditions. In fact, the precipitation intensity of the convective precipitation (mean of 2.1 mm per 30 min) is significantly larger than its nonconvective counterpart (mean 1.1 mm per 30 min). We also conducted a Kolmogorov-Smirnov significance test and found that these two pdf distributions in Figure 6 are statistically different at the 99% confidence interval.
Soil-Atmosphere Water States and Triggers of Summertime Convective Precipitation
[32] Now that properties for summertime convective precipitation events have been identified from the precipitation time series, we explore whether some preferential combination of water states both in the soil and the atmosphere could enhance the triggers of convective precipitation. Using the entire 4-year record, the area-averaged mean soil moisture content q and the measured mean atmospheric relative humidity RH just prior to each convective precipitation event are shown in Figure 7 . For reference, we also show the mean measured RH and q between 1100 LT and 1500 LT from the entire 4-year record to show that the entire RH-q plane is populated by climatic events. However, the dotted oblique line in Figure 7 represents a clear boundary below which convective precipitation was not observed and likely was not triggered given that the observation record included extremely moist and dry conditions in the region. The reason for the emergence of such ''excluded region'' is that a relatively dry atmosphere results in very high H LCL (up to 4000 m) while the relatively moist soil leads to lower sensible heat flux and lower mixed layer heights. Hence this excluded region simply reflects the fact that the lifting condensation level in a dry atmosphere cannot intersect the top of the mixed layer for moist soil conditions.
[33] Applying a threshold q = 0.20 m 3 m À3 (dashed lines), the RH-q plane shown in Figure 7 is further decomposed into two regions (moist and dry). The threshold q = 0.20 m 3 m À3 was chosen because it represents the ''dry'' mode of the ensemble pdf of q shown in Figure 1 (bottom) . The bottom left part of Figure 7 (right) shows that conditions with dry soil moisture and dry atmosphere can induce convective precipitation events. An immediate consequence of the existence of precipitation events in the dry soil and dry atmosphere region is that negative feedbacks between soil moisture and subsequent precipitation in the SE region may exist.
[34] To further investigate the characteristics for different soil water states, the pdf of the precipitation duration, maximum half-hourly intensity per event, total precipitation per event, and the mean precipitation intensity were compared separately for soil moisture content above and below q > 0.20 m 3 m À3 (Figure 8 ). Using the KolmogorovSmirnov test, we found that the distributions of precipitation Figure 1 , and the dotted line is the boundary below which no precipitation event was observed in the record. duration of these two soil moisture condition are not significantly different from each other at the 95% confidence interval. However, the distributions of maximum intensity, total precipitation, and the mean intensity are statistically different at the 95% confidence interval. In addition, this statistical comparison also shows that the moist soil condition tends to cause higher maximum intensity, total precipitation, and mean intensity than the dry soil condition in this region.
Summary and Conclusions
[35] Using a combination of long-term measurements, a simplified mixed layer slab model, and conditional analysis, we demonstrated the following.
[36] 1. The proposed slab model can distinguish between convective and nonconvective precipitation events and is shown to predict the timing of convective precipitation events reasonably well ($92.9 % within 1.5 hours).
[37] 2. The comparison between the probability density function of the identified convective and nonconvective precipitation events suggests that convective events are significantly more intense (statistically different at the 99 % confidence interval).
[38] 3. From the RH-q quadrant analysis, it was shown that the summertime convective precipitation events could be triggered by wet atmosphere and wet soil and by dry atmosphere and dry soil conditions. This suggests that a negative feedback between soil moisture states and convective precipitation may exist in this region.
[39] 4. The statistical comparisons of the precipitation characteristics for these two different soil moisture conditions shows that the moist soil conditions tend to induce higher maximum intensity and total precipitation than dry soil conditions. However, no statistical difference was detected in the duration.
[40] The proposed approach here takes advantage of the measured sensible heat flux time series to estimate the growth of z i and the intersection with H LCL to ''mark'' convective precipitation events in point rainfall time series measurements. With the proliferation of FluxNet, a worldwide terrestrial network designed to measure energy and CO 2 fluxes along with climatic and environmental drivers [Baldocchi et al., 2001] , it is now possible to extend this methodology to investigate the hydrologic and physiological controls on the pathways to summertime convective precipitation across different climates and biomes. Many sites within FluxNet can now boast in excess of 5 years of measurements, including eddy covariance sensible heat flux, mean air temperature, mean air relative humidity, root zone soil moisture, and point rainfall at half-hourly timescales. The analysis here may also provide some clues about the interplay between triggers of convective rainfall and actual occurrences of convective rainfall events thereby offering at minimum a probabilistic framework for connecting the land surface trigger to rainfall. For example, using the data set here, we found that during the 2001 to 2004 period, of the 612 growing season days (day 121 to day 273) 162 were ''marked'' for a convective rainfall trigger and 70 days did register a convective rainfall event. Hence the probability of ''realizing'' a convective rainfall event knowing that a rainfall trigger did occur is about 45%. What is the relationship between this probability and aerosol loading; how stationary is this probability in light of rapid land use or climatic changes are questions for future investigations that can be addressed with the availability of long-term data sets originating from FluxNet and land cover data sets.
