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Abstract
Background: Given n strings s1, …, sn each of length ℓ and a nonnegative integer d, the CLOSEST STRING
problem asks to find a center string s such that none of the input strings has Hamming distance greater than d
from s. Finding a common pattern in many – but not necessarily all – input strings is an important task that plays
a role in many applications in bioinformatics.
Results: Although the closest string model is robust to the oversampling of strings in the input, it is severely
affected by the existence of outliers. We propose a refined model, the CLOSEST STRING WITH OUTLIERS (CSWO)
problem, to overcome this limitation. This new model asks for a center string s that is within Hamming distance d
to at least n – k of the n input strings, where k is a parameter describing the maximum number of outliers.
A CSWO solution not only provides the center string as a representative for the set of strings but also reveals the
outliers of the set.
We provide fixed parameter algorithms for CSWO when d and k are parameters, for both bounded and
unbounded alphabets. We also show that when the alphabet is unbounded the problem is W[1]-hard with respect
to n – k, ℓ, and d.
Conclusions: Our refined model abstractly models finding common patterns in several but not all input strings.
We initialize the study of the computability of this model and show that it is sensitive to different
parameterizations. Lastly, we conclude by suggesting several open problems which warrant further investigation.
Background
Finding similar regions in multiple DNA, RNA, or pro-
tein sequences plays an important role in many applica-
tions, including universal PCR primer design [1-4],
genetic probe design [2], antisense drug design [2,5],
finding transcription factor binding sites in genomic
data [6], determining an unbiased consensus of a protein
family [7], and motif-recognition [2,8,9]. The CLOSEST
STRING problem formalizes these tasks and can be
defined as follows: given a set of n strings S of length ℓ
over the alphabet Σ and parameter d,t h ea i mi st o
determine if there exists a string s that has Hamming
distance at most d from each string in S. The optimiza-
tion version of this problem tries to minimize the
parameter d.W er e f e rt os as the center string and let d
(x, y) be the Hamming distance between strings x and y.
The CLOSEST STRING was first introduced and stu-
died in the context bioinformatics by Lanctot et al.[ 2].
Frances and Litman [10] showed the problem to be NP-
complete even in the special case when the alphabet is
binary, implying there is unlikely to be a polynomial-
time algorithm for this problem unless P = NP. Since its
introduction the investigation of efficient polynomial
time approximation algorithms and exact exponential
time algorithms for the CLOSEST STRING problem has
been thoroughly considered [2,11-16].
The CLOSEST STRING problem requires that the
Hamming distance constraint be satisfied for each of
the input strings and therefore, is robust to the over-
sampling of the input strings. For this reason it is fre-
quently used to model many of the aforementioned
applications. However, this property also causes a
severe problem: if the input includes a string that is
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which we refer to as an “outlier”, then it will have the
effect of causing there not to exist a center string for
t h ec o m p l e t es e to fi n p u ts t r i n g s ;d will have to be
increased dramatically to account for this string and
obtain a center string. This is a significant limitation
for applications such as the design of universal primers
w h e r eas m a l ld is crucial for the effectiveness of the
primers. In this and many other applications, it would
be preferable to determine a “good” center string (i.e.
one that is reasonably close to each of the strings) for
a large portion of the input strings rather than trying
to find a center string for the complete set and in
doing so finding one that is far distance from many or
all of the strings. Hence, we aim to model the task of
finding a center string that is within distance d to
most – but not necessarily all – of the input strings,
where d is reasonably small. Another compelling con-
sequence of the modification of the model is that in
situations where a more satisfying solution can be
found by regarding a few strings as outliers, the initial
decision of including them requires reexamination.
We formally model this problem as follows:
CLOSEST STRING WITH OUTLIERS (CSWO)
INPUT: A set of n length-ℓ strings S ={ s1,…, sn}o v e r
a finite alphabet Σ and nonnegative integers k and d.
QUESTION: Find a center string s and a subset of S*
⊂ S, such that |S*| = n – k and d(s, t) ≤ d for t ÎS*.
For the rest of the paper we denote n – k as n*, and si
[p] to be the symbol at position p of string si.
There exists a simple reduction from the CLOSEST
STRING problem to CSWO that demonstrates it is NP-
complete even in the special case where the alphabet is
binary and k = 0, implying it is unlikely to be solved
exactly by a polynomial-time algorithm, unless P=NP.
One approach to investigating the computational
intractability of CSWO is to consider its parameterized
complexity, which aims to classify computationally hard
problems according to their inherent difficulty with
respect to multiple parameters of the input. If it is solva-
ble by an algorithm that is polynomial in the input size
and exponential in parameters that are typically small
then it can still be considered tractable in some practical
sense.
For unbounded alphabet size, we show that CSWO is
W[1]-hard for every combination of the parameters ℓ, d,
and n* and thus, is fixed parameter intractable when
parameterized by any subset of these parameters, unless
FPT = W[1]. We also show that when the alphabet is
unbounded, there exists a fixed parameter tractable
algorithm for CSWO with respect to the parameters d
and k. In the case of constant size alphabet, CSWO is
fixed parameter tractable for the parameter n but
intractable for the parameter k. The complexity of the
problem remains open when parameterized by d and
the alphabet is of constant size, and when parameterized
by n* and k.
Previous Results
It is worth noting that analogous parameterized com-
plexity studies have been performed for the CLOSEST
STRING problem and the CLOSEST SUBSTRING pro-
blem. Gramm et al. [13] demonstrated that the CLO-
SEST STRING problem is FPT when the number of
strings remains fixed. This FPT result is based on an
integer linear programming formulation with a constant
number of variables (assuming n is fixed), and the appli-
cation of the result of Lenstra [19] that proves integer
linear programming is polynomial-time solvable when
the number of variables remains fixed. They further
demonstrated that the problem is FPT when d is a para-
meter by giving a O(nℓ + nd(d +1 )
d) time algorithm
[ 1 3 ] .M aa n dS u ng a v ea nO(n|Σ|
O(d)) algorithm, which
is a polynomial-time algorithm when d = O(log n)a n d
Σ has constant size [16]. Chen et al.[ 2 0 ] ,W a n ga n d
Zhu [21], and Zhao and Zhang [22] improved upon the
fixed parameter tractable result of Ma and Sun [16].
The CLOSEST SUBSTRING problem seems to be
inherently more intractable then the CLOSEST STRING
problem. Given n strings s1, s2,…, sn over alphabet Σ
and integers d and ℓ,t h eC L O S E S TS U B S T R I N Gp r o -
blem aims to determine whether there is a string s of
length ℓ such that, for all i =1 , …, n, d(s, ′ si ) ≤ d where
′ si is a length ℓ substring of si.F e l l o w set al.[ 1 1 ]
showed that CLOSEST SUBSTRING is W[1]-hard with
respect to the number of input strings n even for a bin-
ary alphabet. When Σ is unbounded the problem is W
[1]-hard with respect to the parameters ℓ, d and n[11].
Most recently, Marx [23] proved the problem is W[1]-
hard with combined parameters n and d even if the
alphabet is binary, which resolved an open problem sta-
ted in [11,12,24].
Methods
We give insight into the computational tractability of
CSWO through studying the parameterized complexity
of the problem. Parameterized complexity aims to clas-
sify problems according to their inherent difficulty with
respect to multiple parameters of the input.
Parameterized Complexity
A problem j is said to be fixed parameter tractable with
respect to parameter k if there exists an algorithm that
solves j in f(k) ·n
O(1) time, where f is a function of k
that is independent of n [17]. Given a graph G =( V, E)
with vertex set V,e d g es e tE, and positive integer k,t h e
Vertex Cover problem aims to discern where there is a
subset of vertices Vc ⊆ V with k or fewer vertices such
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The vertex cover problem is NP-complete [18] but is
fixed parameter tractable since there exists algorithmic
solutions that have running time O(kn +1 . 3
k) [17]. The
corresponding complexity class is FPT.
Not all NP-complete problems are in FPT. For exam-
ple, consider the NP-complete CLIQUE problem: given
an undirected graph G =( V, E) and a positive integer t,
the aim is determine whether there is a subset of vertices
C ⊆ V of size at least t where each pair of vertices in C
are connected by an edge. The best known algorithms for
solving clique runs in time O(n
o(t)) and hence, there is no
known algorithm for solving t for which t is not in the
exponent of n in the running time [17].
In order to characterize those problems that do not
seem to admit a fixed parameter efficient algorithm,
Downey and Fellows [17] defined a fixed parameter
reduction. We will restrict interest to the W[1] class and
hence, the following definition will only apply to W[1]-
hardness. W[1]-hardness gives convincing evidence that
a parameterized problem with parameter k is unlikely to
have an algorithm that has running time of the form
f(k) ·n
O(1). Let L, L′ ⊆ Σ*×N be two parameterized lan-
guages, then L reduces to L′ if there are functions k ® k′
and k ® k″ from N to N and a function (x, k) ® x′
from Σ* × N to Σ* such that:
1. (x, k) ® x′ is computable in time k″|x|
c,f o rs o m e
constant c and
2. (x, k) ÎL if and only if (x′, k′) ÎL′.
Results and Discussion
In the following subsections, we study the parameterized
tractability of CSWO and show the problem is sensitive
to different parameterizations.
CSWO: Tractability Results
We first consider when Σ is a parameter. In computa-
tional biology applications the biological sequences of
interest are typically DNA or protein sequences, hence
the number of different symbols is a small constant (i.e.
4 or 20 in the case of DNA or protein sequences,
respectively). Restricting Σ only does not make CSWO
tractable since it is NP-hard even when the alphabet is
binary. However, if Σ and ℓ are both parameters then it
is fixed-parameter tractable; we can enumerate and
check all the |Σ|
ℓ possible center strings. As a result the
problem is fixed parameter tractable with the combined
parameters Σ, ℓ, d and n*. We will prove in a later sec-
tion that it is imperative that Σ be a parameter in order
to obtain this tractability.
Next we show that CSWO is fixed parameter tractable
if d and k are parameters. The fixed parameter algo-
rithm that we present is similar to the algorithm pre-
sented by Gramm et al.[ 13], where it is proved that
CLOSEST STRING is fixed parameter tractable with
respect to the parameter d.I nt h ea l g o r i t h mb yG r a m m
et al.[ 13] at each recursive step a string s is selected
that has Hamming distance at least d + 1 away from the
current candidate center string x if one exists; otherwise
x is returned since it is a center string. Then for any
d + 1 positions where x and s disagree, there is at least
one position at which s is equal to the final solution.
The algorithm tries each of the d + 1 positions, changes
x to s at one of the d + 1 the position, reduces Δd by
one, and calls itself recursively. Hence, Δd is the current
degeneracy parameter at a particular recursive iteration
and x is the current candidate center string. Since the
recursion stops after at most d steps the size of the
search tree is bounded by O((d +1 )
d).
CSWO Algorithm
Input: A CSWO instance with a set of Snstrings of
length ℓ, parameters Δd, d and k, and a candidate string x.
Output: A string s* if there exists a set S of at least n*
strings where each string in S has distance at most d
from s*, and “Not found” otherwise.
1. If Δd<0o rk<0 then return “Not found”.
2. Choose i Î{1,…, n} such that d(x, si) >d . If no such
i exists return x.
3. sret = CSWO Algorithm (S\ {si}, Δd, k – 1, x).
4. If sret = “not found ” then:
(a) P ={ p |×[ p] ≠ si[p]};
(b) Choose any P′ from P with |P′|=d +1 .
(c) For each position p ÎP′:
￿ Let x be equal to si at position p.
￿ sret = CSWO Algorithm (S, Δd – 1, k, x).
￿ If sret ≠ “not found”, then return sret.
5. Return “not found”.
Our algorithm begins with s1 as the candidate center
string. If s1 is a center string with respect to S then we
are done; otherwise there exists a string si that has dis-
tance at least d +1f r o ms1.W e“guess” whether si
belongs in the set of outliers. If it is an outlier then we
remove it from S and recurse on the smaller set with
k – 1. If it is not an outlier then we use si to move the
candidate string x closer to toward si, which can be
done by applying the methodology of Gramm et al.[ 13].
We use the term “guess” as an euphemism in this brief
description of the our algorithm but rather we try both
possibilities as can be seen in the CSWO Algorithm.
This will increase the size of the search tree.
Proposition 1 The CSWO Algorithm solves the CSWO
problem in time O(nℓ +n d·d
d ·2
k+d).
Proof. Running time. Each recursion of the algorithm
reduces either k or d by 1. Thus, there are at most k + d
guesses of whether a particular string belongs in the set
of outliers. Thus, the search tree size is increased by a
multiplicative factor of at most 2
k+d and the search tree
Boucher and Ma BMC Bioinformatics 2011, 12(Suppl 1):S55
http://www.biomedcentral.com/1471-2105/12/S1/S55
Page 3 of 7size is bounded above by O(2
k+d · (d +1 )
d). The analysis
of Gramm et al.[ 13] demonstrated that each recursive
step takes time O(nd) and the preprocessing time takes
O(nℓ) and therefore, we obtain an overall running time
of O(nℓ + nd · d
d · 2
k+d).
Correctness We show the correctness of the algo-
rithm by showing the correctness of the first recursive
step and then the correctness of the algorithm follows
by inductively applying the following argument. Clearly,
if S does not contain a subset S*o fn* strings, such that
there exists a center string s*f o rS*t h e n“not found”
will be returned and therefore, we assume otherwise.
If s1 is a center string for S then the algorithm imme-
diately halts so we assume there exists a string si in S
that does not have s1 as a center string. CSWO Algo-
rithm creates two subcases: one where si is in the set of
outliers, and another where si is not. Suppose si is in the
set of outliers then the first case will successfully remove
si from the set and recurse on S\{si}. Otherwise, if si is
not in the set of outliers then eventually the second case
will reached. We refer to the set of positions as correct
if {p | s1[p] ≠ s*[p]=s[p]}. It follows from Gramm et al.
[13]t h a to n eo ft h ed + 1 chosen positions p will be a
correct one. Thus, we have shown that either one of the
subcases will lead to a smaller subcase containing the
solution for S.
The previous result demonstrates the fixed parameter
tractability with respect to d and k. We note that a simi-
lar modification of the O(n|Σ|
O(d)) algorithm of Ma and
Sun [16] also gives a fixed parameter algorithm with
respect to the parameters Σ, d and k. In the modified
algorithm, for any string s with distance greater than d
to the current candidate center string x,w ea g a i nt r y
the subcases where s is an outlier, and is not an outlier.
In the former case, we remove s from the set of input
strings S and recurse on S and k – 1, and in the latter
case, we use the same technique as in the algorithm of
Ma and Sun [16] to reduce the distance between x and
the final solution. This modification that accounts for
the outliers results an extra multiplicative factor of O(2
k
+logd) to the running time of the original algorithm.
Although this algorithm improves upon the running
time of the previous result, it requires that Σ is also a
parameter. Further, we note that some of the recent
improvements [20-22] to the algorithm of Ma and Sun
can be modified in a similar manner to obtain fixed
parameter algorithms for CSWO with respect to para-
meters Σ, d and k.
Proposition 2 CSWO is fixed parameter tractable for
parameters Σ and n.
Proof. Gramm et al.[ 13] gave a linear fixed parameter
tractable algorithm for CLOSEST STRING with respect
to the number of strings and Σ,w h i c hw er e f e rt ot h i s
algorithm as ILP-procedure(S),w h e r eS is the set of
input strings. Our algorithm enumerates all size-n*s u b -
sets of S, and call ILP-procedure on each subset.
CSWO: Intractability Results
We derive the W[1]-hardness result by a series of inter-
mediate steps, aiming at a reduction from Clique to
CSWO, showing that CSWO is W[1]-hard for the com-
bination of ℓ, d,a n dn*, and when the alphabet is
unbounded.
Reduction from CLIQUE
As previously described, we let the CLIQUE instance be
g i v e nb ya nu n d i r e c t e dg r a p hG =( V, E)w i t has e tV =
{v1,v2,…,vn}o fn vertices, a set E of m edges, and a posi-
tive integer t denoting the size of the desired clique. We










that G has a clique of size t if and only if there is a sub-








⎟, denoted as S*, where there exists a
string x such that d(si,x) ≤ d for all si Î S*. We let ℓ = t
and d = t – 2. We assume that t>2s i n c et ≤ 1p r o -
duces trivial cases.
We begin by describing the alphabet. We assume |Σ|
can be infinite and we let Σ be equal to the union of the
following sets of symbols:
1. {vi|f o ra l li =1 , …,| V|}. Hence, there exists one
symbol representing each vertex in G.
2. {ci,j,m|i =1 , …,t; j =1 , …,t; m =1 , …,| E|}. There exists









⎟ ⋅ strings produced
for our reduction.





















⎟ strings S ={ s1,1,1,
…, s1,1,|E|, s1,2,1,…, s1,2,|E|,… ,st–1,t,|E|}. Every string has









⎟ corresponding for each edge, how-
ever, encode the edges in different positions. For string
si,j,m we encode edge em =( vr, vs), where 1 ≤ r<s≤ |V|,
but letting position i equal to vr and position j equal to
vs and the remaining positions equal to ci,j,m.H e n c e ,a





To clarify our reduction, we give an example. Let G =
(V, E) be an undirected graph with V = v1, v2, v3, v4 and
edges E ={ ( v1, v2), (v1, v3), (v1, v4), (v2, v3)} and let our
CLIQUE instance have G and t = 3. Figure 1 illustrates
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⎟ ⋅=strings, which we denote as S.
We claim that there exists a clique of size 3 if and only
if there exists a string s*o fl e n g t hℓ = t =3a n ds u b s e t
S*o fS of size 3 where d(s,si) ≤ d for all si ÎS*. In this
example the center string s is equal to v1v2v3 and
each string in the set {v1v2c121, v1c132v3, c234v2v3}i ss u c h
that each string in S* has Hamming distance at most 1
from s.
Correctness of the Reduction
The following two lemmas establish the correctness of
the reduction.
Lemma 1 For a graph with a t-clique, the construc-
tion in Subsection produces a CSWO instance with a
set S* and a string s of length such that for every si Î S*
d(si,s )≤ d.
Proof Let the input graph have a clique of size t.L e t
va1, va2, …, vat be the vertices in the clique C of size t
and without loss of generality, assume a1< a2<…< at .









vertices that have distance at most t – 2 from the string
s = va1va2 …vat. Consider the first edge of the clique
(va1, va2) of the clique then it follows that the string s11r
= va1va2 [c11r ]
t–2,w h e r ee d g er has endpoints va1va2,i s
contained in the set of strings {s111, s112,…, s11|E|}.
Clearly, H(s11r,s)=t – 2. For each edge in C we have we
have a string in S that has distance at most t – 2f r o ms
and our lemma follows from this construction.
For the reverse direction, we need to prove that the








⎟ and a string s where d(s,
si) ≤ t – 2 for all si ÎS* implies the existence of a clique
in G with t vertices.
Lemma 2 The t symbols of the center string correspond
to the t vertices of clique in the input graph











such that s has distance t – 2f r o me a c hs t r i n gi nS*.
Since ℓ = t, n*=t, d = t – 2 and for each symbol ci,j,m
there exists only a single string i =1 ,…,t, j =1 ,…,t and
m =1 , …,| E| it follows from the Pigeonhole principle
that the center string s only contains symbols from {vi|
for all i =1 , …,|V|}. Without loss of generality assume s
Figure 1 An illustration of the reduction from CLIQUE to CSWO Example of the reduction from a CLIQUE instance G with t =3t oa n








⎟ . In bold we have the set of strings S*={ s121, s132, s234} that
corresponds to the clique containing the vertices {v1,v2,v3}. We note that S* is the only set such that |S*| = 3, which have Hamming distance at
most d from s*.
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Consider any pair ai, aj for 1 ≤ i<j≤ t and consider
the set of strings Si,j ={ si,j,1, si,j,2,…, si,j,|E|}. Recall that Si,j
contains a string corresponding to each edge e =( r, s)
in E which has vr at the ith position and vs at the jth
position and ci,j,m at all remaining positions. Therefore,
we can only find a string in Si,j that has distance at most
t – 2f r o ms if vaí is at the ith position and vaj is at the
jth position; and such a string exists if and only if there
is an edge in G connecting vaí to vaj. Hence, the center
string s implies there exists an edge between any pair of
vertices in G in the set {va1va2 … vat} and by definition
the vertices form a clique.
Our main theorem follows directly from Lemma 1 and
Lemma 2. We note that the hardness for the combina-
tion of all three parameters also implies the hardness for
each subset of the three.
Theorem 1 CSWO with unbounded alphabet is W[1]-
hard with respect to the parameters ℓ, d, and n*.
Since there exists a trivial reduction from the CLO-
SEST STRING problem to CSWO (i.e.s i m p l ys e tk =0
in CSWO), there cannot exist a fixed parameter tract-
able algorithm for CSWO with k as a parameter, unless
P = NP; such an algorithm would contradict the NP-
hardness of CLOSEST STRING.
Fact 1 CSWO is W[1]-hard with respect to the para-
meter k and when |Σ| ≤ 2, unless P = NP.
Conclusions
We introduced the CSWO problem, and proved with
unbounded alphabet size and parameterized by ℓ, d and
n* it is W[1]-hard. We also gave fixed parameter algo-
rithms for the problem when parameterized by d and k,
and with unbounded alphabet size. In the case of a
fixed alphabet size, we showed CSWO is fixed para-
meter tractable when parameterized by n = n*+k.
Table 1 summarizes these tractability and intractability
results.
Currently, the fixed parameter tractability of the
CSWO problem when parameterized by d, n*a n dΣ,a n d
by n*a n dk, remains open (see Table 1). In addition, the
existence of efficient, non-trivial approximation algo-
rithms for this problem warrants further investigation.
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Asterisk denotes the new results found in this paper.
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