In this paper, we propose a multi-channel speech dereverberation method which can reduce reverberation even when acoustic transfer functions (ATFs) are time varying under noisy environments. The microphone input signal is modeled as a convolutive mixture in a time-frequency domain so as to incorporate late reverberation whose tap length is longer than frame size of short term Fourier transform. To reduce reverberation effectively under the time-varying ATF conditions, the proposed method extends the deterministic convolutive transfer function (D-CTF) into a probabilistic convolutive transfer function (P-CTF). A variational Bayesian framework was applied to approximation of a joint posterior probability density functions of a speech source signal and the ATFs. Variational posterior probability density functions and the other parameters are iteratively updated so as to maximize an evidence lower bound (ELBO). Experimental results when the ATFs are time-varying and there is background noise showed that the proposed method can reduce reverberation more accurately than the Weighted Prediction error (WPE) and the Kalman-EM for dereverberation (KEMD).
Introduction
Reverberation which is a reflection of sound on walls, ceilings, and floors is harmful for human listening devices or automatic speech recognition systems. To reduce reverberation contaminated in a microphone input signal, speech dereverberation techniques have been studied for a long time [1] .
Theoretically speaking, complete dereverberation can be assured based on the Multi-INput multi-output Theorem (MINT) [2] when a multi-channel input signal is available and the acoustic transfer functions (ATFs) do not have any common poles. The MINT requires for estimation of the ATFs. Two stage methods which consist of a blind channel identification stage [3] [4] [5] [6] and a multi-channel spatial inverse filtering stage have been commonly utilized. However, the MINT is highly sensitive to the estimation error of the ATFs. In addition to that, it is assumed that that the ATFs are time-invariant in the MINT, and dereverberation performance of the MINT based methods degrades when the ATFs are time-varying. In the actual environments, the ATFs easily fluctuate due to movement of a human head, fluctuation of temperature, and so on. Therefore, how to reduce reverberation stably against the estimation error of the ATFs and how to reduce reverberation even when the ATFs are time-varying are important topics.
Dereverberation techniques based on Auto-Regressive (AR) model of multi-channel microphone input signal which does not require for estimation of ATFs have been actively studied [7] [8] [9] [10] [11] [12] [13] . Weighted Prediction Error (WPE) [8] is a popular approach based on the AR model. The WPE estimates the timevarying variance of the speech source signal and the AR coefficient in an iterative manner. Although the AR model based speech dereverberation is based on multi-channel spatial inverse filtering [9] , the WPE can reduce reverberation more stably than multi-channel spatial inverse filtering of the ATFs. However, in the WPE, it is also assumed that the ATFs are time-invariant. Even though online algorithms [14] [15] [16] [17] are utilized, it is highly difficult to track fast change of the ATFs such as movement of a human head. The AR model of the noisy multi-channel microphone input signal is also problematic when there is background noise signal, because estimation accuracy of the AR coefficients degrades due to existence of background noise signal [18] .
Another category of speech dereverberation is simultaneous estimation of the ATFs and parameters of a probability density function (PDF) of a speech source signal [19] [20] [21] [22] . Based on the expectation-maximization (EM) framework [23] , all of the parameters are updated to increase the likelihood function monotonically. In [20] , the reverberation system is approximated by the deterministic convolutive transfer function (D-CTF) [24] , and the posterior PDF of the speech source signal is estimated via a Kalman Smoother framework [25] . In [22] , a variational Bayesian based approach with the D-CTF has been also proposed. However, the assumption that the ATFs are time-invariant is not adequate in the actual situation, because the ATFs easily fluctuate due to movement of a human head, and so on. Based on the D-CTF, when the ATFs are timevarying, speech dereverberation performance degrades. Another approach which estimates the ATFs and the parameters of the PDF of the speech source signal simultaneously is a variational Bayesian based approach for a time-varying acoustic channel in the time-frequency domain [21, 22, 26] . However, in this framework, it is assumed that the reverberation system is an instantaneous mixture in the time-frequency domain. When the frame size is sufficiently long, the instantaneous mixture model is adequate in the time-frequency domain, but the long frame size is not good for modeling of a speech signal which has nonstationary characteristics. Therefore, it is needed to consider a convolutive mixture in the time-frequency domain.
In this paper, instead of the conventional D-CTF, we propose a probabilistic convolutive transfer function (P-CTF) in which the ATFs are assumed to be time-varying. The proposed method optimizes the probabilistic model of the ATFs and the speech source model in the variational Bayesian framework. The proposed method can be regarded as a natural extension of the D-CTF based speech dereverberation method with the Kalman smoother [20] into a time-varying ATF scenario. We perform speech dereverberation experiments under a timeinvariant ATF scenario and a time-varying ATF scenario w/ background noise and w/o background noise. Experimental results show that the proposed method can reduce reverberation more effectively than the WPE and the Kalman-EM for dere-verberation (KEMD) [20] . In addition to that, it is confirmed that estimation accuracy of the dereverberation parameters is improved under noisy environments in the proposed method.
Problem statement 2.1. Microphone input signal model
Let x l,k ∈ C Nm be an observed multi-channel microphone input signal at the frame l and the frequency k. When l is omitted, x k denotes all signals at all frames. We model x l,k as the following convolutive transfer function (CTF):
where A l,k is a Nm × Lτ (Lτ is the tap-length of a ATF) timevarying multi-channel ATF matrix, w l,k is a Nm dimensional background noise signal, and s l,k is a Lτ dimensional delay line of the original source signal, which is defined as follows:
where T is the transpose operator of a matrix/vector. The goal of speech dereverberation and noise reduction is defined as estimation of s l,k from the noisy and reverberant multi-channel microphone input signal x l,k . However, there is a scale ambiguity between A l,k and s l,k , because A l,k s l,k = (αA l,k )( 1 α s l,k ). Therefore, in this paper, we redefine the objective of speech dereverberation as to estimate A l,τ =0,k s l,k , where A l,τ,k is the τ -th column of the matrix A l,k .
Proposed method

Overview
Instead of the D-CTF, the proposed method utilizes a probabilistic convolutive transfer function (P-CTF) defined in Eq. (1). The probability density function (PDF) of the ATFs is defined as a time-invariant Gaussian distribution as follows:
where vecX = [ X T 1 · · · X T K ] T ( Xi is the i-th column of the matrix X and K is the number of the columns of X). The probabilistic model of the speech source signal is defined as a time-varying Gaussian distribution as follows:
where v l,k is a time-varying variance of the speech source signal. The noise term is modeled as a time-invariant multichannel Gaussian distribution as follows:
The proposed method estimates the latent variables, A k and s k , from the microphone input signal x k . Let θ k be the dereverberation parameter for the frequency k. The objective function for the parameter estimation is a log-likelihood function defined as follows:
Generally speaking, it is highly difficult to optimize the original log-likelihood function directly. Instead, the evidence lower bound (ELBO) is utilized as an alternate objective function, which is defined as the right term of the following equation:
where a conditional PDF p(x|y) is written by p x|y for simplicity. q A k ,s k is a joint variational posterior PDF of A k and s k ,
The right term of Eq. (7) is called as the ELBO. The ELBO can be maximized by updating q A k ,s k and θ k in an iterative manner. Let θ (t) k be the tentative parameter after the t-th iteration. When θ (t) k is obtained, q A k ,s k which maximizes the ELBO can be obtained as follows:
In this case, the ELBO is equals to the Q function in the expectation-maximization (EM) framework [23] , and monotonic increase of the ELBO leads to monotonic increase of the log-likelihood function, but it is also difficult to estimate the joint posterior PDF p A k ,s k |x k ,θ (t) k directly. Alternatively, the proposed method approximates the joint posterior PDF as follows:
where q A k is a variational posterior PDF of A k and qs k is a variational posterior PDF of s k . In the proposed method, q A k and qs k are updated in an iterative manner so as to increase the ELBO monotonically based on the variational Bayesian framework as follows:
(11) The other parameters are also updated so as to increase the ELBO as follows:
The proposed method performs Eq. (10), Eq. (11), and Eq. (12) in an iterative manner.
Update of q A k
Based on Eq. (10), q (t+1) A k can be obtained as follows:
Under the independence assumption of A l,k and w l,k along the frame axis, q
A l,k along the frame axis. Because both p A l,k |θ (t) k and p x l,k |s k ,A l,k θ (t) k are defined as Gaussian distributions, q
A l,k is also a Gaussian distribution, which is defined as follows:
In the next section, We show that q (t) s l,k follows a Gaussian distribution as follows:
can be calculated with q (t) s l,k as follows:
wherex l,k is an extended observation vector,
(⊗ is an operator of Kronecker product of two matrices and I is an identity matrix), R q (t+1),T s l,k ⊗ R −1 w,k = D l,k D H l,k , D l,k can be obtained via a Cholesky decomposition, and W A,l,k is a multi-channel Wiener filter which is calculated as follows:
can be calculated as follows:
In Eq. (17), W A,l,k is a Lτ × (1 + Lτ )Nm matrix. Therefore, instead of the multi-channel Wiener filtering of the multimicrophone input signal, Eq. (17) is the multi-channel Wiener filtering for the extended microphone input signal which reflects uncertainty of estimation of the speech source signal.
Update of qs k
Based on Eq. (11), q (t+1) s k is given as follows:
and p x k |s k ,A k ,θ (t) are factorized as follows:
Therefore, s k can be modeled as the following state-transition equation:
State transition equation:
Observation equation:
where
, (25) 
, (27) 
Similar to the update of q A k , the observation equation is an extended observation equation which reflects uncertainty of the ATFs, and L l,k is obtained via a Cholesky decomposition.
Therefore, q (t+1) s k can be calculated with the Kalman smoother framework [25] for the extended state-space model. By integral out of q (t+1) s k along the frame axis, q (t+1) s l,k can be estimated.
Parameter optimization
In the proposed method, the parameter θ k is defined as Eq. (12) , the parameter θ (t+1) k is updated as follows:
LT is the number of the time-frames, off-diag is an operator which replaces value of each non-diagonal element of a matrix into 0,
x(1) is the 1st element of the vector x, and x(1, 1) is the 1st row and the 1st column element of the matrix x.
Estimation of output signal
After estimating parameters and the variational approximated posterior PDF, the dereverberated and noise reduced signal can be obtained as follows:
wheres l,k = µq s l,k (1) . The dereverberated signal without noise reduction can be also obtained as follows:
4. Experiment
Experimental setup
Speech dereverberation and noise reduction performance were evaluated. The number of the microphones, Nm, was set to 2.
Sampling rate was set to 16000 Hz. Framesize was 1024 pt, and frame shift was 512 pt. The number of the speech sources was set to 1. Multi-channel data was generated by convolving the measured impulse responses with the clean speech sources. The clean speech sources were extracted from TIMIT test corpus [27] . As the measured impulse responses, Multi-Channel Impulse Response Database [28] was utilized. Impulse responses of the 1st impulse response and the 2nd one from a linear microphone array with spacing "3-3-3-8-3-3-3"(cm) were utilized. The reverberation time RT60 was 0.61 (sec). The assumed taplength Lτ was set to 10. The azimuth of the speech source was set to 0 degrees. The distance between microphones and speech source location was set to 1 m and 2 m. The number of the clean speech sources that utilized in the experiment was 10.
In the experiments under noisy environments, we selected "office", "cafeteria", and "meeting" noise from DEMAND dataset [29] . For each noise type, the randomly extracted noise signals were convoluved with the impulse response from each azimuth (0, 15,30,45,60,75,90,270,285,300,315,330,345 degrees) and mixed so as to mimic diffuse noise. SNR was set to 20 dB. Therefore, in the noiseless environments, there were total 20 samples. In the noisy environments, there were total 60 samples. The number of the iterations were set to 100 in the proposed method. In the time-varying impulse responses case, the impulse response a m,d=bL+l,i (L was set to 4800 sample, m is the microphone index, i is the tap index, and d is the frame index. frame was set to 256 samples) was generated as follows:
where a m,θ,i is the impulse response of the azimuth θ degrees,
Evaluation measures
We utilized five evaluation measures which were defined in RE-VERB Challenge [30] , i.e., Cepstrum distance (CD) [dB], Log likelihood ratio (LLR), Frequency-weighted segmental SNR (FWSegSNR) [dB], Speech-to-reverberation modulation energy ratio (SRMR), and Perceptual Evaluation of Speech Quality (PESQ).
Comparative methods
The proposed method was compared with the WPE which is implemented in [31] and the Kalman-EM for dereverberation (KEMD) [20] . The number of the iterations were set to 100 for the KEMD. We changed the number of the iterations in the WPE, and the number of the delay frames. Eventually, three was the best for the number of the iterations in the WPE, and one was the best for the number of the delay frames. Therefore, these parameters were utilized in the WPE. In the KEMD and the proposed method, in addition to dereverberation performance with noise reduction (w/ NR), we also evaluated dereverberation performance with no noise reduction case (w/o NR) so as to evaluate only speech dereverberation performance under noisy environments. The assumed tap-length in the KEMD and the length of the AR coefficient in the WPE are the same as the assumed tap-length in the proposed method.
Experimental results
Experimental results for the four conditions are shown in Fig. 1 . It is shown that the proposed method outperformed the WPE in each condition. Especially, from the comparison between the WPE and the proposed method w/o NR, it is shown that the proposed method can estimate dereverberation parameters under noisy environments more robustly than the WPE. The proposed method also outperformed the KEMD in time-invariant cases and time-varying cases. From the comparison between "proposed method w/ NR" and "proposed method w/o NR", it is shown that "proposed method w/ NR" was better than "proposed method w/o NR" except for the LLR results under noisy environments.
Conclusions
In this paper, we proposed a speech dereverberation and noise reduction method which is based on a probabilistic convolutive transfer function (P-CTF). A variational Bayesian based method is prposed for estimating the P-CTF and the variational probability density function of the speech source signal based on a state space model with an extended observation model which reflects uncertainty of the ATFs. Experimental results show that the proposed method estimated dereverberation parameters under noisy environments more robustly than the conventional methods. The proposed method outperformed the conventional methods in both time-invariant cases and time-varying cases.
