Abstract. The problem of nonlinear filtering of a random field observed in the presence of a noise, modeled by a persistent fractional Brownian sheet of Hurst index (H 1 , H 2 ) with 0.5 < H 1 , H 2 < 1, is studied and a suitable version of the Bayes' formula for the optimal filter is obtained. Two types of spatial "fractional" analogues of the Duncan-Mortensen-Zakai equation are also derived: one tracks evolution of the unnormalized optimal filter along an arbitrary "monotone increasing" (in the sense of partial ordering in R 2 ) one-dimensional curve in the plane, while the other describes dynamics of the filter along paths that are truly two-dimensional. Although the paper deals with the two-dimensional parameter space, the presented approach and results extend to d-parameter random fields with arbitrary d ≥ 3.
Introduction
An important estimation problem, arising in many engineering and physical systems evolving in time and space, is that of recovering a signal (X t , t ∈ T) from an observed noisy nonlinear functional of the signal, represented by a process (Y t , t ∈ T). In the classical mathematical filtering framework, one has T = [0, ∞) or T = [0, T ], with t interpreted as "time", and the problem then is to characterize the conditional distribution of X t given the observation σ-field F Y t = σ{Y s , 0 ≤ s ≤ t}, where the latter represents information supplied by the noisy observation process from time 0 up to time t. However, there is a number of interesting applications, arising, for example, in connection with denoising of images and video-streams, where the parameter space T has to be multidimensional, which renders the classical theory of nonlinear filtering inapplicable. The latter observation stems directly from the fact that, unlike R which permits perfect ordering, there is only partial ordering available in R d with d ≥ 2, thus, on the one hand, use of the multiparameter martingale theory in the underlying analysis is required, while, on the other hand, evolution of the optimal filter for d-parameter random fields can be studied along arbitrary ℓ-dimensional "monotone increasing" paths with 1 ≤ ℓ ≤ d.
To extend the classical one-parameter nonlinear filtering theory to the multiparameter spatial filtering case, it is natural to start with the following observation model for a random field (X t : t ∈ T), with T = [0, where h is a (suitably integrable) nonlinear function of the "signal" of interest X. Consider the observation σ-field
with 0 = (0, . . . , 0) ∈ T and where, for all t = (t 1 , . . . , t d ) and s = (s 1 , . . . , s d ) in T, we put s ≺ t whenever s i ≤ t i for all i = 1, . . . , d. Then the aim of the filtering theory is to describe the conditional distribution of the true "signal" of interest X at "location" t, given the observation sigma-field F Y t ; or, equivalently, one can study the dynamics of E(F (X t ) | F Y t ) for a sufficiently rich class of test functions F . Interestingly, even in the case when observation noise N in (1) is a standard twoparameter Wiener sheet, assumed to be independent of X (d = 2 here), h is squareintegrable function and the signal is known to have a semimartingale structure, the actual derivation of evolution equations satisfied by the optimal filter is somewhat non-trivial, owing to the fact that the multiparameter martingale theory is significantly more complicated than the classical one and many "standard" martingale tools available in the one-parameter case are no longer applicable in the multiparameter setting. This formulation of the nonlinear spatial filtering problem (i.e. with standard Wiener sheet observation noise) has been studied in [1] and [2] , where several types of stochastic partial differential equations governing the unnormalized optimal filter were obtained. However, for the case of other types of continuous multiparameter random fields N driving the observation field Y , no mathematical theory of optimal nonlinear filtering currently exists.
The goal of the present paper is to study the above problem of nonlinear filtering of semimartingale random fields (with d ≥ 2) but in the presence of a long-memory observation noise N , where the latter is modelled by a persistent fractional Brownian sheet.
The paper is organized as follows. The remainder of Section 1 is devoted to two topics of interest: i) preliminaries on multiparameter martingales, which will be useful to us in Section 2; ii) properties of fractional Brownian sheet, plus a number of relevant results from fractional calculus. Section 2 presents the main theorems of the paper. Namely, as a first step, an appropriate spatial version of the "fractional" Bayes' formula is obtained. Next, a stochastic evolution equation for the unnormalized optimal filter along a one-dimensional monotone "increasing" path is derived. Finally, a stochastic evolution equation describing dynamics of the optimal filter along proper two-dimensional paths in the plane is also presented. Unlike what happens in the case of standard Wiener sheet observation noise, the latter two evolution equations cannot, strictly speaking, be interpreted as measure-valued stochastic partial differential equations due to the effects of long memory, but they certainly represent the "fractional" multiparameter analogues of the classical Duncan-Mortensen-Zakai filtering equations. Lastly some concluding remarks are given in Section 3.
For the sake of brevity and notational convenience, from now on we will restrict our attention to the case of two-dimensional parameter space T, since, although analogous techniques and results can certainly be developed for the higher-dimensional cases, the latter lead to a larger number of terms in evolution equations and more cumbersome notation throughout the derivations. 
Two-parameter martingale theory
Given a random field X with a parameter set R 2 + , define its "increment" over an arbitrary rectangle (z,
Next, for a complete probability space (Ω, F, P ), let {F z , z ∈ R 2 + } be a family of sub-σ-fields of F satisfying the following properties:
+ , F 1 z and F 2 z are conditionally independent given F z , where F 1 z and F 2 z are defined by
Note that condition (F 4) is equivalent to the following condition (F 4 ′ ): for all bounded random variables X and all z ∈ R 2 + , Definition 1.2 Let X = {X z : z ∈ R 2 + } be a process such that X z is integrable for all z ∈ R 2 + and let filtration (
Note that a martingale is both a 1-and a 2-martingale. The converse will also hold (i.e. if X is both a 1-and a 2-martingale, then X is a two-parameter martingale), provided that
, z 2 ∈ R + } are both martingales. Also, clearly, any martingale is a weak martingale and any strong martingale is a martingale.
Let us say that a process {X z } is right-continuous if for a.e. ω,
for all z ∈ R 2 + , and that it has left limits if, for a.e. ω, lim z ′ →z For our purposes, it will be sufficient to work with a bounded subset T = [0,
Let us fix an arbitrary T = (T 1 , T 2 ) ∈ R 2 + , and, for p ≥ 1, define M p (T) to be the class of all right-continuous martingales M = {M z , z ≺ T } such that M z = 0 a.s. on the axes and E|M z | p < ∞ for all z ∈ T. Let M The following result highlights some of the fundamental differences between the classical one-parameter martingale theory and its multiparameter analogue. As shown by Cairoli and Walsh in [3] in the two-parameter case, for an arbitrary martingale M ∈ M 2 (T), there exists an increasing process A = {A z , z ∈ T} such that {M 2 z − A z , z ∈ T} is a weak martingale. However, such an increasing process A need not be unique even in the case of a strong martingale M . Nor can one in general guarantee the existence of an increasing process A such that {M 2 z − A z , z ∈ T} is a regular two-parameter martingale. Thus, we will agree to denote by M = { M z , z ∈ T} any increasing process A such that M 2 − A is a weak martingale. Some refinements of the above weaker form of the DoobMeyer decomposition are however possible in the case of strong martingales. Namely, if M ∈ M 2 S (T), then there exists a unique F 1 z -predictable increasing process [M ] (1) and there exists a unique F 2 z -predictable increasing process [M ] (2) such that
z is an i-martingale for i = 1, 2. As noted in [3] , for a strong martingale M , either [M ] (1) or [M ] (2) can serve as the process M above, but the question remains about whether the equality (2) a.s. is true in general for a strong martingale M . In many interesting cases, the answer to the latter is in fact affirmative.
S and (F z ) is a filtration generated by a standard two-parameter Wiener pro-
Although it is possible to develop the theory of stochastic integration in the plane with respect to general two-parameter martingales M ∈ M 2 (T) and define corresponding stochastic integrals φdM and ψdM dM (see [3] , [4] ), as well as the so-called mixed area integrals (as in [4] ) of the form hdµdM and gdM dµ (where µ z , z ∈ T, is a continuous random function of bounded variation adapted to (F z ), and such that |µ|(T) ≤ C a.s. for some constant C < ∞, where |µ| denotes the total variation measure corresponding to the signed measure that µ generates), but for the purposes of the present paper it will be sufficient to study such integrals in the special case when M is a standard two-parameter Wiener process (i.e. a standard two-parameter Wiener sheet).
Recall that if W is a random measure in R 2 + , which assigns to each Borel set A a Gaussian random variable of mean zero and variance λ(A), where λ is the 2-dim Lebesgue measure, and which assigns independent random variables to disjoint sets, then the stochastic process W = (W z , z ∈ R 2 + ) defined by W z := W (R z ), where R z := (0, z] is the rectangle whose lower left-hand corner is the origin and whose upper right-hand corner is z, is called a two-parameter Wiener process or a Wiener sheet. Equivalently, one could define a two-parameter Wiener sheet (W z , z ∈ R 2 + ) as a continuous Gaussian random field on R 2 + with mean 0 and the covariance function given by:
Let {W z , F z , z ∈ T} be a Wiener sheet. Let us introduce the following classes of integrands. Let {φ z , z ∈ T} be a process such that the following conditions hold: (a) φ is a bimeasurable function of (ω, z),
the space of φ satisfying (a),(b) and (c i ).
Then one can show that for φ ∈ H i , i = 0, 1, 2, the stochastic integral T φ z dW z can be constructed (as in [5] ). Moreover, if one defines the process
then the process φ • W is a strong martingale for φ ∈ H 0 , a 1-martingale for φ ∈ H 1 and a 2-martingale for φ ∈ H 2 . Moreover, define a process
Then ξ = (ξ z , z ∈ T) is a martingale with respect to (F z ) z∈T if φ, ψ ∈ H 0 , a 1-martingale if φ, ψ ∈ H 1 and a 2-martingale if φ, ψ ∈ H 2 . In all cases continuous versions of the above defined processes can be chosen.
Definition 1.5 LetĤ denote the space of functions
on Ω × T × T which satisfy the following conditions: (â): ψ is a measurable process and for all z, z ′ ∈ T, ψ z,z ′ is F z∨z ′ -measurable, and (b):
Then for arbitrary ψ ∈Ĥ, the stochastic integrals
are well-defined (as in [5] ) for all z ∈ T and X, Y 1 , Y 2 are respectively a martingale, an (adapted) 1-martingale and an (adapted) 2-martingale, and in all the cases the samplecontinuous versions can be chosen. (See [5] for definitions of adapted 1-and 2-martingales.) Note also that the above double integrals are defined in such a way that only the values of the integrand on z z ′ have an effect on each integral.
Finally, the following proposition will be useful to us later on.
) satisfying either of the following conditions: (i) (F z ) is a filtration generated by a Brownian sheet; or (ii)
where T = (T 1 , T 2 ) ∈ R 2 + as before.
Fractional calculus and properties of fractional Brownian sheet
are called left-sided and right-sided Riemann-Liouville fractional integrals of order α.
Fractional integrals (4) and (5) can, in fact, be defined for functions ϕ(x) ∈ L 1 (a, b), existing almost everywhere. The following formula for fractional integration by parts is valid and will be useful (see [7] ):
, where
Moreover, fractional integration has the following semigroup property:
where the above equation holds for every point in (a,
where 0 < α < 
are the corresponding fractional derivatives of arbitrary order α ≥ 1.
For α < 0, we will also use the notation (I α a+ ϕ)(
. Also define I 0 a+ and I 0 b− to be the identity operators: I 0 a+ ϕ = ϕ and I 0 b− ϕ = ϕ.
be defined as the spaces of functions f (x) and g(x), respectively, of the form:
Then fractional integration and differentiation are reciprocal operations in the following sense: For α > 0 and arbitrary 
for all x, y ∈ X . We denote by H λ (X ), the space of functions satisfying (14) .
for all x, y ∈ X . We denote by H λ 1 ,...,λ d (X ), the space of functions satisfying (15) .
The following theorem will be useful to us later in the paper:
Next let us focus our attention on the properties of a fractional Brownian sheet, which will serve as a model for the multiparameter observation noise in the nonlinear filtering problem discussed in Section 2. The interest in studying this type of random field stems from the fact that it has a number of remarkable properties which make it both mathematically and practically interesting object, which is potentially useful in a large number of real-life applications. In fact, its one-parameter version, called fractional Brownian motion, has recently become an important modelling tool in geophysical and biophysical sciences, internet traffic modelling, financial applications and environmental sciences. The main properties of the fractional Brownian motion (fBm) are self-similarity, ability to model both short and long-memory effects (depending on the value of its Hurst parameter) and its non-semimartingale and non-Markovian structure. While the latter properties often make stochastic analysis of the dynamics driven by fBm very challenging, some established close connections with the standard Wiener process through fractional calculus techniques (some of which were mentioned earlier in this section) provide a number of mathematical tools to make it more tractable.
Recall that a fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1) is a continuous mean zero Gaussian process (B H t , t ∈ R + ), starting at 0 almost surely, whose covariance structure is given by:
When H = 
where
. It is useful to note that K H (t, s) can also be represented by:
where c * H = c H Γ(H + H is given by
. The latter kernel can also be written in the following form:
Note that the above processes B H and W generate the same natural filtrations. The two-parameter fractional Brownian sheet (fBs) with Hurst indices (α, β) ∈ (0, 1) 2 , represents the two-parameter analogue of fBm, and can be defined as a continuous centered Gaussian random field B α,β = (B α,β z , z ∈ R 2 + ), whose covariance structure is given by:
, with γ α ,γ β defined as in (16) and ∀z = (
Naturally the fBs inherits all the remarkable properties of an fBm, while allowing one to introduce some new effects (like having long memory in one parameter, and short memory in the other, for example). In the case when both Hurst indices are greater than 1/2, we will call the fBs persistent, as it displays long memory in both parameters. Note also that the fBs could also be equivalently defined through its integral representation with respect to a standard Wiener sheet. Namely, 
is the kernel defined in (19) (or (20)), then the following representation is valid:
ζ . Clearly, above definition and properties extend to parameter spaces of dimension higher than two, but for brevity we will restrict our attention to the two-parameter fBs case throughout the paper.
Nonlinear filtering of random fields with persistent fractional Brownian sheet observation noise
While in the one-parameter case the topic of optimal nonlinear filtering with fractional Gaussian observation noise has been studied quite extensively in a variety of contexts (see e.g., [8] , [9] , [10] , [11] , [12] , [13] ), there is currently no mathematical literature devoted to similar questions in the context of "spatial" filtering of multiparameter random fields. Thus, we expect that results presented in this paper will be of interest to both theoretical and applied scientists, especially in view of an increasing use of imaging technology in a number of fields (ranging from biomedical applications to surveillance), where the spatial structure of the underlying "signal" of interest is important and denoising and filtering of "noisy" images and videostreams are clearly needed.
2.1 Observation model with persistent fBs noise. "Fractional-spatial" Bayes' formula.
Consider the following observation model:
, the signal of interest X = (X z , z ∈ T) and the observation random field Y = (Y z , z ∈ T) are measurable (F z )-adapted random fields defined on a complete filtered probability space (Ω, F, (F z ), P ), where the filtration (F z ) satisfies conditions (F 1)-(F 4) given in Section 1.1, and B α,β = (B α,β z , z ∈ T) is a fractional Brownian sheet on (Ω, F, (F z ), P ) with Hurst parameters α, β ∈ ( 1 2 , 1) and B α,β is assumed to be independent of the signal process X. Throughout the paper let us assume that the following conditions are satisfied:
(A 1 ) Function g : R → R is Hölder-continuous of order λ on any finite interval in R, where λ > 2 max(α, β) − 1; and (A 2 ) The following integrability condition is satisfied:
0+
are the fractional Riemann-Liouville derivatives defined in Definition 1.7,
and "⊗" denotes the tensor product of operators. Namely, given a function f : T → R and a pair of linear operators L 1 , L 2 , defined on appropriate functions of the form f 1 :
Lemma 2.1 Fix arbitrary α, β ∈ 
Moreover, if we let h * (z 1 , z 2 ) := z
, then δ h can be taken as follows:
Proof: Since linear combinations of tensor products of functions of single variable are dense in the space of functions of two variables, it suffices to consider the case of functions h of the form h(z 1 , z 2 ) = h 1 (z 1 )h 2 (z 2 ), where
where δ h is defined by (26) and where we used the fractional differentiation by parts formula (see corollaries from (6) in [7] ), together with Theorem 1.2. Note also that if
then one can easily check that
Since the integral operator K α associated with the kernel K α , i.e.
, and the required result follows. 
with g * · (X) defined by (24). Then, assuming also that (A 2 ) holds, δ(X) = (δ z (X), z ∈ T) has the following properties:
From now on suppose that the assumptions of Corollary 2.2 are satisfied. Let us introduce processes
Then it is easy to see that W Y z = Rz δ ζ (X)dζ + W B z . Next let us define a process V = (V z , z ∈ T) by:
Note that
thus,
Proof: Since B α,β and X are independent, then W B and X are independent, which implies that one can define a standard Wiener sheet W B on a complete probability space (Ω 2 , F 2 , P 2 ), define X on a complete probability space (Ω 1 , F 1 , P 1 ) and then consider the processes on a product probability space (
. Then, upon taking into account Corollary 2.2, it follows that for almost all (fixed) ω 1 , Z(ω 1 , ·) is a Gaussian random variable with mean 0 and variance
2 dζ, and, thus, for almost all ω 1 ∈ Ω 1 ,
which implies that given by:
ThenP is equivalent to P and, underP , (22) holds a.s., Y is a standard fBs with Hurst indices (α, β), X has the same law as under P , and processes X and Y are independent underP . Moreover, the following "spatial-fractional" version of the Bayes' formula holds:
whereẼ denotes the mathematical expectation underP , F Y z denotes the filtration generated by the observation process in the rectangle
and V = (V z , z ∈ T) is defined by (32) (in terms of (28)).
Proof: The first part of the theorem follows at once from the multiparameter Girsanovtype theorem for the standard Wiener sheet (see e.g. Theorem 1 in [15] , p. 89), Proposition 1.1 and Lemma 2.3. To prove Bayes' formula, arguments similar to those constructed in [2] for the two-parameter Wiener sheet observation noise can be used. The proof, to a large extent, follows the lines of standard arguments used in the one-parameter (fractional noise) case, thus, we will omit the details here.
Evolution equation for the optimal nonlinear filter along an arbitrary increasing 1-dim curve
Here we present a stochastic evolution equation satisfied by the unnormalized optimal filter when its dynamics is tracked along an arbitrary monotone non-decreasing 1-dim continuous curve ∆ connecting the origin to the point T = (T 1 , T 2 ). By a monotone non-decreasing path we mean that ∆ is nondecreasing (in the sense of partial ordering in the plane) in both z 1 and
, let z ∆ be the "smallest" point on ∆ which is larger than or equal to z with respect to the partial ordering ≻. The path ∆ divides domain T into two regions; the region below ∆, which is denoted by D ∆ 1 , and the region above ∆, denoted by D ∆ 2 . Namely,
+ (as in Section 1.1).
Definition 2.1 Let (F z , z ∈ T) be a filtration satisfying conditions (F1)-(F4) of Section 1.1. Suppose ∆ is a monotone nondecreasing continuous 1-dim curve connecting the origin to point
2 Let H ∆ be the space of processes φ = (φ z , z ∈ T) satisfying the following conditions: (a) φ is a bimeasurable function of (ω, z);
and
for almost all z ∈ T and one can construct stochastic integral T φ z dW z = (φ • W ) ∆ T for φ ∈ H ∆ and show the following properties for the resulting integral (see [14] for details): 
where the two stochastic integrals on the right-hand side of (35) were discussed earlier in Section 1.1. Then the integral has the following properties:
∆ is a one-parameter martingale on the path ∆; iii) If ∆ and ∆ ′ are two monotone nondecreasing paths connecting the origin to T and both passing through a point z 0 ∈ T, and φ is both ∆ and
Suppose our signal X z is a two-parameter semimartingale in the plane of the form:
where, as usual,
and φ ∈ H 0 and ψ, f, g ∈Ĥ, where spaces H 0 ,Ĥ are defined as in Definition 1.4 and Definition 1.5. Then, by [14] , for an arbitrary monotone nondecreasing continuous 1-dim curve ∆, connecting the origin to T , there exist η ζ = η(∆, ζ) and ν ζ = ν(∆, ζ) such that η ∈ H ∆ and
If θ is ∆-adapted, then ν can be chosen ∆-adapted. As such, X is clearly a samplecontinuous semimartingale on ∆.
In the rest of Section 2.2 we will therefore assume that the signal process X is of the form (38), where the standard Wiener sheet W is independent of the observation random field Y . Let us consider the nonlinear filtering model (22) along with conditions (A 1 ), (A 2 ) and recall the general framework of Section 2.1. 
and (δ z (X), z ∈ T) is defined in (28).
Proof: Let us reparameterize ∆ by {z(t); 0 ≤ t ≤ 1} so that the process {X z , z ∈ ∆} can be rewritten as {X z(t) , 0 ≤ t ≤ 1}. By Proposition 2.5, X is a continuous one-parameter semimartingale on ∆, thus, by Itô's formula (for one-parameter case), for all F ∈ C 2 b (R),
where X, X z(t) = R z(t) η 2 ζ dζ. Note that one can re-express F along ∆ free of the earlier parametrization as follows:
Similarly, since
where the latter equation can also be rewritten free of parametrization as
Moreover,
Then, upon taking conditional expectations of both sides of the above one-parameter equation with respect to F Y z(t) = F W Y z(t) underP , one arrives at the following equation along the path ∆:
. The latter evolution along the 1-dimensional path ∆ can be expressed free of parametrization as follows:
or, equivalently,
where the equations hold almost surely underP and P . The stochastic evolution equation (40) developed in Section 2.2, governing the dynamics of the unnormalized optimal filter, is two-dimensional in form, but clearly one-dimensional in spirit. Our objective in this section is to develop a "fractional-spatial" analogue of the Duncan-Mortensen-Zakai equation for the unnormalized optimal filter which is inherently two-dimensional. Let a : R → R and b : R → R be measurable functions satisfying the following Lipshitz and growth conditions: there exists a finite constant C > 0 such that for all x, y ∈ R,
Then there exists a unique strong solution to the following multiparameter SDE (see e.g. [15] ):
where W denotes a standard Wiener sheet. Moreover, the solution has Hölder-continuous sample path of order (λ 1 , λ 2 ) for all λ 1 , λ 2 ∈ 0,
, thus δ is well-defined and the conclusions of Corollary 2.2 hold. Next, by a version of the Itô's formula for multiparameter semimartingales (see [5] ), we obtain that for arbitrary F ∈ C 4 b (R),
Similarly, underP , one shows that ) and using Lemma 2.8, which is proved below, one arrives at the following equation:
thus, the required conclusion follows. 
From (48) and (50), it follows that (46) holds for all ψ ∈ S. Since S is dense inĤ, it follows that (46) holds for all ψ ∈Ĥ by taking appropriate limits. Similarly one establishes that ∀φ ∈ H 0 ,Ẽ
thus, the first statement in (ii) is proved. The remaining two statements in (ii) can be established by analogous arguments.
Conclusions
In this paper the problem of spatial nonlinear filtering of a multiparameter semimartingale random field, with estimation based on an observation random field perturbed by a long-memory fractional noise, has been considered. Two types of stochastic evolution equations, governing the dynamics of the unnormalized optimal filter in the 2-dimensional plane, has been derived. One equation follows the dynamics of the optimal filter along an arbitrary non-decreasing (in the sense of partial ordering) one-dimensional curve, while the other describes behavior of the optimal filter in terms of "truly" 2-dimensional dynamics. In view of long-memory in the observation noise, neither equation can be viewed as measure-valued SPDE and their interpretation is not trivial. However natural questions regarding uniqueness and robustness of the solutions to the evolution equations, as well as construction of suboptimal filters, can be addressed and the authors plan to do so in the forthcoming work. Despite numerous important practical applications of spatial nonlinear filtering (in connection with "denoising" and filtering of images and video-streams in physical, biological and atmospheric sciences, for example), there currently appears to be very little mathematical literature on the subject. In particular, the results presented in this paper represent the first mathematical results pertaining to spatial nonlinear filtering of random fields in the presence of long-memory (fractional) spatial observation noise.
