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I. INTRODUCTION
In this brief, we analyze nonlinear discrete-time dynamical systems whose chaotic evolution is governed by deterministic equations [1] . Despite of the absence of stochastic terms in the governing equations it is usually said that the long-term behavior of chaotic systems is unpredictable. Such an unpredictability is due to a unique property of chaotic systems, namely-exponential sensitivity to changes in initial states. Any uncertainty in the knowledge of the initial state gets amplified by the chaotic nature of the dynamical system, and eventually reaches the chaotic attractor's size thus preventing the long-term prediction.
Still, two or more chaotic systems when suitably coupled can successfully synchronize [2] - [4] , that is, their trajectories tend to each other. As early as in one of the pioneering works on chaos synchronization [4] it was pointed out that the reproducibility of chaotic trajectories through synchronized chaotic motion in addition to the unpredictability and random-like appearance of chaotic trajectories might be interesting for secure communications applications. Indeed, numerous papers have been published on the subject since then. Making a complete reference is almost impossible and we only point to several papers with extensive references [5] - [9] .
The issue of influence of the capacity of a communication channel on the synchronization between two chaotic systems connected by the channel has not been addressed yet. Channel capacity is equal to the maximal amount of information that can be conveyed through a channel per unit time where the maximization is done over all possible channel input signals. In simple terms, both analog and digital communication channels have finite capacity, while chaos synchronization methods require that the driving signal is transmitted to the response circuit without any distortions including noise addition or amplitude quantization. Having in mind that chaotic signals take values from a continuous set, this is virtually a requirement for a channel with infinite capacity which is impossible to be satisfied.
When a coarse-graining of the state space is introduced, for example, by a measurement process, then the deterministic behavior of a chaotic system on a microscopic (continuous) scale is turned into a stochastic behavior on a macroscopic (coarse-grained) scale [1] , Manuscript received January 16, 1997; revised June 16, 1997. This paper was recommended by Guest Editor M. P. Kennedy.
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[10], [11] . The macroscopic states are usually denoted with letters, and the coarse-grained trajectory is a sequence of letters. The resulting macroscopic dynamics is called symbolic dynamics. This way the chaotic system is turned into an information source [12] and can be analyzed by means of information theory.
Viewing chaotic systems as information sources, and applying results from symbolic dynamics and information theory, we will be able to prove that chaos synchronization is possible via channels with finite capacity.
II. CHAOS SYNCHRONIZATION
In this brief, we are interested in discrete-time dynamical systems
Unless otherwise stated we shall assume that the dynamical system (1) exhibits chaotic motion, the transient behavior has finished and the motion has settled on the chaotic attractor. Our discussion is valid for invertible as well as noninvertible maps f f f. Assume that another dynamical system is one-directionally driven by (1) y y y n+1 =g g g(y y y n ; d d
where d d d n is the driving signal, and g g g(y y y n ; d d d n ) describes the driving connection and satisfies g g g[y y y n ;(y y y n )] = f f f(y y y n ) [7] . Throughout this brief we assume that g g g andare properly chosen so that the driven system (2) synchronizes with (1) , that is, lim n!1 kx x x n 0 y y y n k = 0 for all (x x x1; y y y 1 ) 2 S 2 S. For the sake of simplicity we assume that the basin of attraction of the synchronized motion is S 2 S, and this does not reduce the generality of the forthcoming discussion. All existing synchronization methods have been proposed and analyzed assuming that the driving signal can be transmitted to the driven system with no distortion of any kind (noisy disturbance, quantization, attenuation, band limitation, or nonlinear distortions). However, in real channels the noise is always added to the transmitted signal. Therefore, we are interested only in a synchronized motion which is resistant to the negative influence of noise. As shown in [13] and [14] the synchronized motion in the real chaotic systems may be interrupted with outbreaks of desynchronized bursty behavior provoked by the noise. A necessary and sufficient condition for the occurrence of the synchronization is the negativity of the transverse Lyapunov exponents (TLE) [4] , that is, asymptotic stability of the coupled systems to perturbations which are transverse to the synchronization manifold x x x = y y y. The TLE's are averaged over the whole attractor and their negativity does not exclude existence of phase points lying on the attractor whose TLE's computed over a finite number of iterations may take one or more positive values. The noise permanently sets the motion of the coupled systems off the synchronization manifold. Whenever the coupled systems state gets close to such a locally unstable phase point, the noise disturbance gets amplified by the instability of the phase point thus provoking a brief high-magnitude (comparable to the size of the attractor) departure from the synchronization manifold. Synchronized motion which is free of brief intermittent peaks in presence of noise is named a high-quality synchronized motion (HQSM) [13] , [14] . A HQSM is attainable in many cases of coupled chaotic systems [13] - [15] . In the same references the reader can also find examples of coupled chaotic systems which synchronize when there is no noise, but do not achieve a HQSM. which assigns a sequence X 1 1 2 9 to every point x x x1 2 S, where X j is the symbol generated at time j.
The motion of the dynamic system (1) in the continuous (microscopic) state space is deterministic and is governed by (1) . Having known the initial state x x x 1 and the map f f f one can compute the future evolution of (1). On the contrary, its motion in the partitioned (macroscopic) space is stochastic and the trajectories are sequences of symbols. On the basis of the knowledge of the past coarse-grained trajectory of (1) we can predict its future macroscopic states only in probabilistic terms. Different states which belong to a same region C X at time j, due to the chaotic nature of the dynamical system, may go to different regions at time j + 1. Partitioning of the state space turns the deterministic chaotic system into an information source which can be analyzed in terms of information theory. For the newly obtained information source one can compute the entropies The Kolmogorov-Sinai (KS) entropy of (1) is the supremum of the source entropy over all possible partitions hKS = sup h :
If h = h KS , then is a generating partition. An interesting property of a generating partition is that the corresponding map is injective, that is, x x x 0 6 = x x x 00 ) (x x x 0 ) 6 = (x x x 00 ). From the viewpoint of the h KS value, chaotic systems are similar to stochastic systems since in both cases hKS > 0. This means that the predictability of chaotic as well as stochastic systems is bounded by an always present uncertainty h KS .
For a given partition we can define its refinement n at stage n as consisting of the following disjoint regions
where f f f 0j+1 CX = fx x x 2 Sjf f f j01 (x x x) 2 CX g for j = 1; 111; n. If is a generating partition, then lim n!1 diam ( n ) = 0, with diam( n ) being the maximum diameter of all the regions that n consists of. For a particular initial state x x x1 the first n symbols X n 1 specify one region of n to which x x x 1 belongs. The next symbol X n+1
brings the positive amount of information h n about x x x 1 , and points to the region of n+1 which contains x x x1. This additional information is expressed through the fact that diam ( n+1 ) < diam ( n ) for n 1 which means that every new symbol Xn+1 from the sequence (x x x1) specifies x x x1 with higher and higher precision.
Probably the most trivial and illustrative example is Bernoulli shift xn+1 = B(xn) = 2xn mod 1 with the generating partition [0, 1
It can be easily shown that: 1) the physical ergodic probability measure [10] is constant in the range [0, 1); 2) the coarsegrained Bernoulli shift is an information source without memory, that is, h n = h 0 for n 1; and 3) h n = 1 [bit=symbol] for n 0. If the initial state x 1 is written in a binary notation x 1 = 0:a 1 a 2 a 3 1 11 where a1; a2; a3; 1 11 2 {0, 1}, then (x1) = a1a2a3 111. The nth refinement n consists of 2 n regions [i=2 n ; (i + 1)=2 n )i = 0; 1; 111; 2 n 0 1. The first n symbols from the sequence (x 1 ) specify one region of n to whom x1 belongs, say [l=2 n ; (l+1)=2 n ).
Then a n+1 determines whether x 1 belongs to either the left or the right half of [l=2 n ; (l + 1)=2 n ). Both halves have probability 1=2, and an+1 brings 1 [bit] information about x1. . The quantization noise can produce brief and high-magnitude departures from the synchronization manifold similarly to the additive noise in analog communication channels. It seems that digital communications channels are also useless if one wants to achieve a HQSM in cases where locally unstable phase points exist. One may hope that the quality of the synchronized motion can be increased by means of lowering the noise level for analog channels, or increasing the number of quantization levels and thus decreasing the quantization noise for digital channels. Unfortunately, both cases require increased channel capacity. However, channel capacity is determined by some inflexible parameters, such as channel bandwidth and noise power, and its increase is difficult.
Here we show that a synchronized motion with an arbitrarily small synchronization error, that is, a HQSM is achievable when the channel capacity is larger than a finite value, namely, h KS of (1). 1 one can determine the initial state x x x 1 of the system which produces the sequence. The more symbols one receives, the more information one gets about x x x 1 . Then the precision of determination of x x x1 is higher. Since the determination of x x x1 is also a goal of the synchronization methods, the sequence X 1 1 can be used to "drive" and synchronize another identical dynamical system.
For a generating partition , a chaotic system transforms into an information source that generates information at rate hKS. According to the noisy channel theorem [12] , if the source entropy hKS is smaller than the channel capacity C, then the data generated by the source can be transmitted over the channel with negligible probability of error.
If hKS < C, then the sequence (x x x1) can be transmitted over the channel with arbitrarily small probability of error, and x x x1 can be determined with arbitrarily high precision at the driven (receiving) side.
The way the sequence X 1 1 can be used for synchronization purposes is almost obvious. If the symbol X n is used to evaluate x x x n , then the precision of evaluation is diam () at worst, that is, after receiving X n one can only determine the region of the partition to whom x x x n belongs. Clearly, better evaluation of x x x n can be done if not only X n is known but also several other symbols following X n . The more one waits, the more symbols one receives and the better the evaluation of x x x n is. If x x x n is evaluated after X n+k01 n are received, then the precision of evaluation of x x x n is diam ( k ) at worst.
The driven system (2) can be synchronized with (1) in the following way. On the basis of X n+k01 n one can compute an evaluationx x x n of x x x n , and then an estimation of the driving signald d d n =(x x x n ). Thend d dn can be used to drive (2) . The driven system (2) will not perfectly synchronize with (1) but the difference between their states can be controlled. If the driven system is "patient" enough to wait for arbitrarily many iterations k, thend d d n can be arbitrarily close to d d d n , the synchronization error kx x x n 0 y y y n k can be made arbitrarily small and a HQSM is possible. This synchronization procedure has certain drawbacks: the computation ofx x x n from X n+k01 n might be a demanding task; the synchronization error does not tend to zero; and there is a synchronization (decoding) delay. Still its good properties are worthwhile: the synchronization error can be kept as small as possible by using longer decoding delays k and thus higher refinements k ; the driving signal can be transmitted with negligible probability of error and a HQSM can be achieved over a channel with finite capacity C > h KS .
Obviously, only generating partitions are useful for synchronization purposes. A nongenerating partition produces sequences with entropies h < h KS , which can be transmitted over channels with capacity C < h KS , but such sequences do not map to unique initial states.
The channel capacity has been defined for channels with continuous-valued inputs and outputs as well. When the driving signal for a driven chaotic system is contaminated by a noise, then the noise presence can be interpreted as a transmission of the driving signal through a channel with a limited capacity that depends on the noise level. For example, the capacity of a band-limited channel with average-power constraint and signal-independent additive white Gaussian noise is C = W log(1 + Ps=Pn) [12] , where W is the channel bandwidth, Ps is the allowed average power of the input signal, and P n is the average power of the noise. The nonquantized driving signal can be interpreted as coming from a partition with diam () ! 0. Thus is a generating partition and every new state x x x n brings h = h KS amount of information about the initial state x x x 1 . If C > h KS , then the transmitted sequence x x x 1 1 can be determined with arbitrarily high precision at the channel output which actually means an ability to produce a HQSM. We can summarize as follows: Using a generating partition, a HQSM is possible over channels (3) and (4) . The curve's parameter is r. e rms is averaged over 2 000 000 iterations.
whose capacity C is bigger than the KS entropy hKS of the driving chaotic system.
Once we know under what conditions a HQSM can be accomplished, the next question is: How can we achieve a HQSM and reduce the influence of the noise on the synchronized motion? In terms of information theory the how question can be rephrased as: How can one achieve error-free transmission at information rates arbitrarily close to the channel capacity? In his masterpiece [12] Shannon showed that there must exist at least one encoding of the sequence generated by an information source which allows error-free transmission of the sequence when the channel capacity is larger than the source entropy. Since then intensive research has been undertaken to achieve the bounds set by Shannon, the most significant result probably being the trellis-coded modulation (TCM) [16] . Information theory suggests that the transmission is most resistant to the noise-provoked detection errors when the sequences of transmitted (channel) symbols are very different from each other. Motivated by this suggestion, TCM introduces redundant bits in the sequence of information bits, and codes the newly obtained sequence of bits with symbols from the channel alphabet while trying to maximize the Euclidean distance between the sequences of channel symbols. TCM offers significant improvements of the robustness of digital transmission against additive noise, compared to uncoded modulation. More on this subject can be found in [16] . In short, the how question has not been answered entirely yet and therefore the universal path to a HQSM is not known at present. Still, the welldeveloped results from information theory could be applied when one wants to improve the quality of synchronization. We believe that the application of the knowledge accumulated in the information theory is the best if not the only way to a HQSM.
Example: In this example, we successfully reduce the noise influence and achieve a HQSM between two coupled systems which otherwise are very susceptible to the noise influence. Consider two Bernoulli shifts 
where the driving signalx n is computed from the received signal zn = xn + wn, c is the coupling strength, and wn is a sequence of independent noise samples uniformly distributed in the range (5) is done over 1 000 000 points from [0, 1). e rms and e max are computed for 50 000 iterations of (3) and (4).
(0r; +r). If there is no noise (r = 0), then the TLE of (3) and (4) is ln j2 0 c= p 2j, and they synchronize for In order to determine the quality of the synchronized motion we measured erms and emax as a function of c 2 [0, 6] and for different r, where e rms is the average value of the synchronization error en = jxn 0 ynj averaged over a certain number of iterations, and emax is the maximal value of en observed during the same number of iterations. The maximal error e max reveals the magnitudes of the possible intermittent bursts, and values of emax small compared to the attractor size are an indication of a HQSM. At first, we examine the quality of the synchronized motion whenx n = z n , that is, there is no attempt to reduce the noise influence (see Fig. 1 ). As expected [17] , the small values for e rms coincide with the region of c where < 0.
Gauthier and Bienfang [14] have suggested a criterion for occurrence of a HQSM: the largest TLE for every invariant set embedded within the synchronization manifold is negative. It can be easily shown that for 4= p 2 < c < 12= there are no transversely unstable periodic orbits of (3) and (4) that lie on the manifold x = y. However, our measurements indicated that e max can be arbitrarily close to 1 for all values of c and r > 0. The criterion from [14] is not applicable to (3) and (4) because of the discontinuity of B(x) at x = 0.5. If x n = 0:5 0 where 0 < 1 and y n 0.5, then x n+1 = 1 0 2 while the noise w n can cause y n+1 to be very small ( 0) and thus en+1 1. That the probability of this event is nonzero follows from the ergodicity of (3) and the randomness of the noise w n . So, a HQSM does not occur whenxn is computed only on basis of the knowledge of zn throughxn = zn. We now improve the quality of the synchronized motion through enlargement of the difference between the possible transmitted sequences, which is along the main idea of TCM. Assume the state x n is known to be either x 0 n or x 00 n , where x 0 n and x 00 n are very close to each other. Ifx n is to be computed, that is, the choice between x 0 n and x 00 n is to be made only on basis of z n , then the probability of error detection is high. However, due to the chaotic nature of (3) and x 00 n ; B(x 00 n ); 111 ; B k01 (x 00 n ) as k increases, and one can distinguish with higher confidence between them. So, if at the driven side one waits longer and collects more noisy symbols z n+k01 n , then one gathers more information about x n and can produce a better estimationxn. As previously said, finding the optimal computation ofx n for given k is not an easy task. Therefore, we choose a very simple computation which emerges straightforwardly from our goal to reduce emax xn = min for i 1 that is, forx n we choose the value u 2 [0, 1) that produces the most "similar" trajectory to the noisy received symbols, where the criterion of "similarity" is the maximal distance between the trajectories. Fig. 2 shows the dependence of e rms and e max on k for different r. As shown in Fig. 2 , increasing the number of symbols k which take part in the computation ofxn decreases emax as well as erms and improves the quality of the synchronized motion. According to our simulations e max did not depend on r for the examined range of r values and therefore in Fig. 2 there is only one curve representing emax.
V. CONCLUSION
For generating partitions: 1) a chaotic system turns into an information source whose source entropy is equal to the KS entropy hKS and 2) there is an injective mapping between initial states of the chaotic system and coarse-grained trajectories. According to the noisy channel theorem [12] , the coarse-grained trajectory can be transmitted with negligible probability of error over a channel with capacity C > h KS . In other words, if C > h KS , then using generating partitions one can produce arbitrarily small synchronization error, i.e., a HQSM. Achieving error-free transmission at information rates arbitrarily close to the channel capacity C has been a hot area of research in the last almost 50 years and significant results have been produced amongst which probably the most significant is the TCM. We believe that the problem of improving the synchronized motion which is very sensitive to the noise influence, and establishing a HQSM can be solved with application of the knowledge from information theory. The example from Section IV contributes to this aim, and illustrates how the principles of the TCM can be employed in achieving a HQSM.
