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Abstract. A bin of capacity 1 and a nite sequence  of items of
sizes a1; a2; : : : are considered, where the items are given one by one
without information about the future. An online algorithm A must
irrevocably decide whether or not to put an item into the bin whenever
it is presented. The goal is to maximize the number of items collected.
A is f-competitive for some function f if n()  f(nA()) holds for all
sequences , where n is the (theoretical) optimum and nA the number
of items collected by A.
A necessary condition on f for the existence of an f-competitive
(possibly randomized) online algorithm is given. On the other hand,
this condition is seen to guarantee the existence of a deterministic online
algorithm that is \almost" f-competitive in a well-dened sense.
1. Introduction and Main Results
We consider a binpacking problem in the following setting. There is one
bin of capacity 1 into which items i are to be packed. The goal is to ll the
bin with as many items as possible. The items are assumed to be presented
in a nite sequential order 1 2 : : : k and have sizes a1; a2; : : : ; ak.
We want to analyze the performance of an online algorithm A for this
problem that must, each time an item i of size ai is presented, irreversibly
decide whether or not i is to be put into the bin. The algorithm A is assumed
to know the past but not the future at any moment a decision must be made,
i:e, A knows all the items seen so far and the current content of the bin {
but is without any prior knowledge about the total number k of items that
will be presented and the sizes of the items not yet seen at stage i. We make
no assumption on the way A reaches a decision. In other words, we also
allow the decisions to be randomized.
If such an online algorithm A is applied to the sequence  = a1; a2; : : : ; ak
of items, we denote by nA() the number of items collected by A from . If
A is randomized, nA() is the expected number of items collected.
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It turns out that our problem here can be analyzed with similar methods
as employed for a certain seemingly quite dierent online interval schedul-
ing problem (see Lipton and Tomkins [1994] and Faigle et al. [1996]). In
contrast to the latter, however, where randomization produces a logarith-
mic improvement, we will see that randomization does not help much in our
current setting.
Let n = n() be the maximal number of items from the sequence  that
t into the bin. One cannot expect a constant bound on the ratio n=nA for
any online algorithm A (see Theorem 1.1 below). We try to relate n and
nA by means of functions f : R! R.
Let f : R+ ! R+ be an arbitray function. We say that the online
algorithm A is f -competitive if
n  f(nA)
holds. (Intuitively, nA() is \f -large" with respect to n() for all possible
input sequences ).
Since n is always an integer, we may assume that f is integer-valued
(otherwise we round down to the nearest integer). Also note that f(nA) 
nA necessarily must hold if the algorithm A is f -competitive.
Our main results can now be stated. We rst present a necessary condi-
tions on f for the existence of a (possibly randomized) f -competitive online
algorithm.
Theorem 1.1. Let f : R+ ! N0 be non-decreasing.
(a) If there exists some randomized f -competitive algorithm A, thenX
n2N
1
1 + f(n)
 1 :
(b) If there exists some deterministic f -competitive algorithm A, thenX
n2N0
1
1 + f(n)
 1 :
Next we show that the conditions on the function f in Theorem 1.1 are suf-
cient for the existence of \almost" f -competitive deterministic algorithms.
Theorem 1.2. Let f : N0 ! N0 satisfy
X
n2N0
1
1 + f(n)
 1 :
Then there exists a deterministic online algorithm Af such that
n  nAf + f(nAf ) :
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As a consequence, Theorem 1.2 guarantees the existence of a deterministic
2f -competitive algorithm Af if f(n)  n holds for all n 2 N. Often, however,
the situtation is much better.
Example: Let g(n) = n(1+). Then the function f(n) = (2 + −1)g(n)
satises the condition of Theorem 1.2. On the other hand, writing
n+ f(n) = (1 + (n))f(n) ;
one sees that (n) approaches 0 exponentially fast as n gets large.
We say that the online algorithm A is almost f -competitive if there exists
a constant N 2 N such that
n  f(nA)
whenever n  N .
Corollary 1.1. Let f : N0 ! N0 be non-decreasing such thatX
n0
1
1 + f(n)
< 1 :
Then there exists an almost f -competitive deterministic online algorithm
Af .
How much can randomization generally help? Assume that there is some
f -competitive randomized algorithm, where f is non-decreasing. By Theo-
rem 1.1, we know that
P
n1[1 + f(n)]
−1  1 must hold. HenceX
n0
1
1 + f(n)
< 1
holds, which implies the existence of a deterministic almost f -competitive
online algorithm by Corollary 1.1.
On the other hand, we also observe thatX
n0
1
2 + 2f(n)
 1
holds, which implies the existence of a deterministic (4f + 2)-competitive
online algorithm by Theorem 1.2 (assuming, w.l.o.g., n  2f(n) + 1 to be
satised).
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2. Proofs
For the proof of Theorem 1.1, let f : R+ ! N0 be nondecreasing and
assume that A is a feasible (possibly randomized) f -competitive online al-
gorithm. To prove (a), we must show thatX
n1
1
1 + f(n)
 1
holds.
We dene an innite collection of nite sequences (i), i 2 N0, relative to
g as follows:
(0) := 1 + f(0) successive items, each of size [1 + f(0)]−1
(1) := (0) followed by 1 + f(1) items, each of size [1 + f(1)]−1
...
(i) := (i−1) followed by 1 + f(i) items, each of size [1 + f(i)]−1
...
We claim that the expected number i of items selected by A from (i) is
at least i for all i  0.
To establish the claim, observe rst that
n((i)) = 1 + f(i)
must hold. So, because A is f -competitive, we have
f(i) + 1  f(i) :
Since f is non-decreasing, the latter inequality yields i > i.
To be more precise, let i denote the expected number of items of size
[1 + f(i)]−1 that A selects when applied to (i). Because A is an online
algorithm, this number remains the same when A is applied to any (j) with
j  i. Hence we have
i = 0 + 1 + : : :+ i > i :
Due to the feasibility of A, we must have
0
1
1 + f(0)
+ 1
1
1 + f(1)
+ : : : + i
1
1 + f(i)
 1
for all i  0. Hence we obtain the inequalityX
i0
i
1
1 + f(i)
 1:
In view of 0 + 1 + : : : + i  i and the monotonicity of f , it is now
straightforward to see that
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X
i1
1
1 + f(i)

X
i0
i
1
1 + f(i)
 1
must hold, which proves (a).
If A is deterministic, nA is integer-valued. So our argument above implies
the stronger inequality i  i+ 1. Hence we can concludeX
i0
1
1 + f(i)

X
i0
i
1
1 + f(i)
 1 ;
which yields (b).
We prove Theorem 1.2 by exhibiting a suitable deterministic algorithm
Af for every f satisfying the hypothesis of Theorem 1.2.
Consider the following (deterministic) online algorithm Af with initializ-
ing step Af (0) and iterations Af (i), where b represents the current content
of the bin and n the number of items in the bin:
Af (0): b 0 ; s 0 ; n 0 ;
Af (i): IF b+ ai  s+ [1 + f(n)]−1 THEN
put i into the bin;
b [b+ ai] ; s [s+ 1=f(n)] ; n [n+ 1] ;
By our assumption on f , the algorithm Af is clearly feasible (i:e:, Af
does not ll the bin to more than its capacity). Moreover, if Af selected
nAf items from the sequence , then all items not selected must have size
strictly larger than [1+f(nAf )]
−1. Since only (strictly) less than f(nAf )+1
of such items t into the bin, we deduce
nAf  n  nAf + f(nAf )
and Theorem 1.2 is seen to hold.
It remains to prove Corollary 1.1. Thus assume that f : N0 ! N0 is
non-decreasing and satisesX
n0
1
1 + f(n)
<1 :
Observe that the inequality 1 + f(n) > 6n can be violated by only a
nite number of integers n 2 N. Otherwise, if there were an innite number
of violating integers ni, we could assume ni+1 > 2ni and thus obtainX
n0
1
1 + f(n)
 n1
6n1
+
n2 − n1
6n2
+
n3 − n2
6n3
+ : : :  1
6
+
1
12
+
1
12
+ : : : ;
a contradiction to the assumed convergence of the series.
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Dene g(n) := bf(n)=2c. ThenX
n0
1
1 + g(n)

X
n0
2
1 + f(n)
< 1 :
By the foregoing, we can nd n0 2 N such thatX
nn0
1
1 + g(n)
 1
2
holds and g(n) > 2(n + 1) is valid for every n  n0.
We now dene g : N0 ! N0 via
g(n) :=

g(n0) for 0  n  n0
g(n) otherwise .
By denition, we have X
n0
1
1 + g(n)
 1 :
Hence Theorem 1.2 implies the existence of a deterministic 2g-competitive
algorithm A. Let N = 2g(n0) + 1 and consider any n  N . Then we
observe
2g(n0) + 1 = 2g(n0) + 1  n  2g(nA) :
So the monotonicity of g yields nA  n0 and, therefore,
2g(nA) = 2g(nA)  f(nA) ;
which proves the Corollary.
References
[1] U. Faigle, R. Garbe, and W. Kern [1996]:Randomized online algorithms for maximizing
busy time interval scheduling. Computing 56, 95-104.
[2] R.J. Lipton and A. Tomkins [1994]: Online interval scheduling. Proceedings of the 5th
Annual ACM-SIAM Symposium on Discrete Algorithms, Arlington, VA, 1994. ACM-
SIAM , New York, 302-311.
Department of Applied Mathematics, University of Twente, P.O.Box 217,
7500 AE Enschede, The Netherlands
E-mail address: ffaigle,kerng@math.utwente.nl
Reports recently issued in this series1
1285. T.S.H. Driessen, Tree enterprises and bankruptcy ventures: a game theoretic similarity due
to a graph theoretic proof (October 1995)
1286. T.S.H. Driessen, An alternative game theoretic analysis of a bankruptcy problem from the
talmud: the case of the greedy bankruptcy game (November 1995)
1287. R.C.W. Strijbos, Calculation of right matrix fraction descriptions; an algorithm (November
1995)
1288. R.C.W. Strijbos, A polynomial toolbox: implementaion aspects (November 1995)
1289. W. Albers and C. Schut, A survey of rank tests for classes of tail alternatives (November
1995)
1290. A.J. van der Schaft and J.M. Schumacher, The complementary-slackness class of hybrid
systems (November 1995)
1291. F. Go¨bel and C. Hoede, Magic labelings of graphs (November 1995)
1292. X. Li, On graphs with equal clique and independence polynomials (November 1995)
1293. S. Brandt and H.J. Veldman, Degree sums for edges and cycle lengths in graphs (November
1995)
1294. E.R. Fledderus and E.W.C. van Groesen, Deformation of coherent structures (November
1995)
1295. W. Albers, W.C.M. Kallenberg and G.D. Otten, Accurate test limits under nonnormal mea-
surement error (November 1995)
1296. P. Wittmann, Vertex-distinguishing edge-colorings of 2-regular graphs (November 1995)
1297. E.P. Hupkens and A. Bagchi, Detection of parametric changes in autoregressive elds (Novem-
ber 1995)
1298. H.J. Broersma and X. Li, Spanning trees with many or few colors in edge-colored graphs
(November 1995)
1299. W.C.M. Kallenberg, T. Ledwina, Data driven smooth tests when the hypothesis is composite
(November 1995)
1300. J.A. Bondy, H.J. Broersma, J.P.M. van den Heuvel and H.J. Veldman, Heavy cycles in
weighted graphs (November 1995)
1301. W.C.A. Maas and M. Dalsmo, Tracking of a rigid body in SE(3) using singular H1 control
(November 1995)
1302. J.W.Polderman and K. Arent, Almost optimal adaptive LQ control: SISO case (November
1995)
1303. F. Go¨bel, On a problem Selfridge (December 1995)
1304. A. Loria and H. Nijmeijer, Output feedback tracking control of Euler-Lagrange systems via
bounded controls (December 1995)
1Requests for Memoranda should be addressed to the author(s)
1305. G. Still, Generic perturbations of one-parametric symmetric eigenvalue problems (December
1995)
1306. C. Hoede, A comparison of some conditions for non-Hamiltonicity of graphs (December
1995)
1307. W.W.E. Wetterling, Philon’s line generalized: An optimization problem from geometry (De-
cember 1995)
1308. P. Jonker, G. Still and F. Twilt, Stratications of classes of matrices: The connected com-
ponents (December 1995)
1309. C. Hoede and X. Li, Word graphs: The rst set (December 1995)
1310. H.J. Broersma and X. Li, Directed path graphs (January 1996)
1311. M. Streng, Load balancing for computational fluid dynamics claculations (February 1996)
1312. U. Faigle and W. Kern, Approximate core allocation for binpacking games (February 1996)
1313. C. Hoede, On the Hamiltonicity of graphs G(n; k; t) (February 1996)
1314. A. Al-Dhahir, The Henon map (March 1996)
1315. W. Albers, G.R.J. Arts and W.C.M. Kallenberg, Test regions using two or more correlated
product characteristics (March 1996)
1316. I.J.B.F. Adan, E.A. van Doorn, J.A.C. Resing and W.R.W. Scheinhardt, A queueing system
with two dierent service speeds (March 1996)
1317. E.P. Hupkens and A. Bagchi, The detection of local changes in (semi-)causal stochastic elds
(March 1996)
1318. E.A. van Doorn and W.R.W. Scheinhardt, Analysis of birth-death fluid queues (April 1996)
1319. F. Go¨bel and E.A. Neutel, Cyclic graphs (April 1996)
1320. I.S. Krasil’shchik, Poisson structures on nonlinear evolution equations (April 1996)
1321. Z-P Jiang and H. Nijmeijer, Tracking control of mobile robots: A case study in backstepping
(April 1996)
1322. T.S.H. Driessen, Pairwise-bargained consistency and cooperative game theory: The case of a
two-sided economic model (April 1996)
1323. T.S.H. Driessen, T. Radzik and R.G. Wanink, Potential and consistency: A uniform ap-
proach to values for TU-games (April 1996)
1324. H. Nijmeijer and I. Mareels, An observer looks at synchronisation (April 1996)
1325. J.A. Bondy, H.J. Broersma, C. Hoede and H.J. Veldman (Eds.), EIDMA Workshop on
Hamiltonicity of 2-tough graphs (June 1996)
1326. W. Albers, G.R.J. Arts and W.C.M. Kallenberg, A variety of criteria for setting test limits
(July 1996)
1327. G.F. Post, The package BRANCH EQUATIONS for REDUCE (August 1996)
1328. G.F. Post, The package LOCAL SOLVABILITY for REDUCE (August 1996)
1329. W.C.M. Kallenberg, T. Ledwina and E. Rafaj lowicz, Testing bivariate independence and
normality (August 1996)
