Abstract-Many stochastic models have been investigated for quantum mechanics because of its stochastic nature. For example, Cohendet et al. introduced a dichotomic variable to quantum phase space and proposed a background Markov process for the time evolution of the Wigner function. However, in their method we need the whole distribution function to determine the next step of a particle under consideration. In this paper, we discuss a stationary quantum Markov process which enables us to treat each particle independently introducing U(1) extension for the phase space. The process has branching and vanishing points and we can keep a finite time interval between the branchings. The procedure to make the simulation of the process is also discussed.
Introduction
There have been various studies about the formulation of quantum mechanics by the use of trajectories. The Feynman's path integral is one of such formulations [1] . The transition amplitude between initial and final points is calculated adding all phase factors determined from trajectories connecting these points. In this case, the trajectories are interfering alternatives and not that of real particles. The method proposed by Bohm is another example [2] . In this method, trajectories are treated as real ones, but they are deterministic.
Stochastic approach is also one of these formulations. For example, the construction of a quantum stochastic process by Nelson is a typical one [3] . In this method, the behavior of constituent particles is determined by a stochastic differential equation and its distribution function coincides with the absolute square of the wave function. In this sense, the trajectories in this method are that of real particles. We can apply this method to estimate tunneling time by making simulations of the trajectories [4] . But the drift term in the stochastic equation is calculated from the wave function. So we have to solve the Schrödinger equation to construct the process.
Cohendet et al. considered a stochastic approach on a lattice. They constructed the Wigner function on an odd lattice, which is composed of odd number of lattice points, and found a background quantum Markov process [5] . The Wigner function is defined by Wigner as
on the phase space in 1932, where ψ(q) is a wave function [6] . The Wigner function gives the density distribution in the configuration space if we integrate it along the momentum direction,
and gives the density distribution in the momentum space if we integrate it along the configuration direction,
This property is the so called marginality of the Wigner function. In this sense, the Wigner function can be regarded as a kind of 'distribution function' on the phase space and played an important role in quantum mechanics especially when one consider a quantum-classical correspondence. But the value of the Wigner function can be negative, so that it is not a distribution function itself. Cohendet et al. regarded a lattice with odd N lattice points as a cyclic group Z N of order N and constructed a Wigner function on the discrete phase space Z N × Z N , i.e. direct product of Z N and its dual ( ∼ = Z N ). The Wigner function can be negative also on the finite lattice but the value is bounded. They extended the phase space Z N × Z N by a dichotomic variable σ whose value is ±1 and considered a new function on the extended space adding some constant to the Wigner function. The function is normalized and positive as the original function is bounded, so that it can be regarded as a distribution function of particles on the new space. They derived the time evolution equation for the distribution function from the quantum Liouville equation which determines the time evolution of the Wigner function and constructed the background stochastic process of the particles by the use of Guerra-Marra's method. The obtained process has a Markov property, but the transition probability depends on the distribution at the moment and not a stationary one.
We discuss in this paper about a stationary Markov process which allows us to treat all particles independently extending the phase space by a phase factor U (1) on an odd lattice. The process has branching and vanishing points and we can keep a finite time interval between the branchings.
2 Stationary quantum Markov process for the Wigner function
Wigner function on a lattice
Let N be an odd number. We define N × N phase and shift matrices Q, P as
where m, n ∈ Z N and are labeled from (N − 1)/2 to −(N − 1)/2 with step -1,δ is the Kronecker's delta function modulo N , ω is a primitive n-th root of unity, e.g. exp(2πi/N ). The matrices Q, P correspond to phase and shift operators
respectively in the continuous space-time, where a is a lattice constant. The Weyl matrices W (m, n) and Fano matrices ∆(m, n) are defined as
where T is a matrix given by
The Weyl matrices W (m, n) also can be written as
The N 2 Weyl matrices and Fano matrices are both complete and orthonormal in the trace norm,
so that arbitrary matrices can be expressed in the linear combination of these matrices. We call the coefficients which appear in the Weyl and Fano expansions Weyl and Fano coefficients, respectively. In the continuous case the Weyl operator is defined as
where
The Wigner function is written as
where the operator T c is given by
The Wigner function on a lattice is defined by an analogous way as in the continuous case:
(16) It is easily seen that this definition satisfies the marginality condition on the lattice.
Quantum Liouville equation for the Wigner function
LetH(m, n) be the Weyl coefficients of the Hamiltonian,
and ρ(m, n) be the Fano coefficients of the density matrix, i.e. the Winger function,
The quantum Liouville equation
can be written by the the use of these coefficients as
We modify the equation as follows for later convenience. We make a polar decomposition of the Weyl coefficients of the Hamiltonian:
where θ(0, 0) is 0 from the Hermiticity of the Hamiltonian. The time evolution equation for the Wigner function (20) can be rewritten by this decomposition as follows,
The term in the right hand side equals to zero when m = m ′ , n = n ′ , so that it can be omitted in the sum.
Generator of the Markov process and time evolution equation for ϕ
We extend the phase space Z N × Z N with phase factor U (1) and consider a non negative function ϕ(α, m, n) on U (1) × Z N × Z N which has the next relation with the Wigner function:
Such ϕ(α, m, n) is not determined uniquely but surely exists. We can take
without loss of generality as ρ(m, n) is real. We consider the next time evolution equation for ϕ(α, m, n) within a short time period ∆t.
We assume the function f ∆t (α) in this equation satisfies
The definition of M ∆t (α, m, n; α ′ , m ′ , n ′ ) shows that particles of ratio D∆t move to other phase points with probabilityh(m − m ′ , n − n ′ )/|h| within ∆t. On the other hand, other particles stay at the same phase points and change its phase from α to f ∆t (α) deterministically. This means that M ∆t represents a time evolution of a Markov process for ϕ(α, m, n).
Time evolution of the Wigner function
We consider the time evolution of the Wigner function ρ(m, n) when ϕ(α, m, n) evolves following Eq. (25), ρ(m, n; t + ∆t) = dα dα
and in the ∆t → 0 limit
This shows that if ϕ(α, m, n) evolves following the time evolution equation (25) 
Generator of the Markov process for ϕ
The generator of a Markov process A(α, m, n; α ′ , m ′ , n ′ ) is generally defined by
The generator corresponding to M ∆t (α, m, n; α
This generator is singular at α = 0, π. These singularity comes from the fact that when we set
in Eq. (28) and Eq. (29) we have
and ∆t becomes zero at these points. This means we cannot make time evolution for any choice of ∆α at these points. To avoid this difficulty, we have to choose the initial ϕ(α, m, n) to be zero at α = 0, π and make branching without changing the contribution to the Wigner function when a particle reaches these points. For example, a particle which reaches α = 0 can be replaced by two particles at α = +π/3 and α = −π/3. In the limit ∆t → 0, the time evolution equation for ϕ(α, m, n) satisfieṡ
The quantum Liouville equation for the Wigner function ρ(m, n) also can be derived directly from this equation. We can observe that Eq. (38) reduces to Eq. (22) if the part
vanishes after the integration with respect to α multiplying e iα . Paying attention to ϕ(α) = ϕ(−α), the integration 
Construction procedure
In the following we summarize the procedure to determine the time evolution of the Wigner function from the Markov process of the particles with distribution function ϕ(α, m, n).
Preparation

1-1)
Prepare an additional space U (1) on each phase space points (m, n).
1-2)
Calculate the Wigner function from the initial wave function.
1-3)
Expand the Wigner function into the distribution function and make an appropriate choice of ϕ(α, m, n).
1-4)
Make the Weyl expansion of the Hamiltonian and calculate the Weyl coefficientsH(m, n).
1-5)
Make the polar decomposition ofH(m, n) and calculate θ(m, n).
Rule of the process
2-1) Particles of ratio D∆t move to other phase points within ∆t. Others stay at the same phase point.
2-2)
The probability P (m, n; m
with Eq. (27).
2-3)
The phase change is deterministic for particles without jump to another phase point. The phase is rotated from α to f ∆t (α).
Simulation
3-1)
Prepare an ensemble of particles with the initial distribution function.
3-2)
Make transitions for each particles independently in the extended phase space following the probability rule shown above within a certain period of time.
3-3)
When they jump to other phase points, add the phase ω
and ω
2(mn
′ )+N/4 with probability 1/2.
3-4) Pull back the particle when it reaches the stopping points α = 0, π with branching.
3-5)
After performing the process for each particle, integrate the phase part multiplying e iα to the density distribution function ϕ(α, m, n). The resultant function is the Wigner function ρ(m, n) under Eq. (33).
We have to remake the ensemble if the number of particles increase.
Summary
If we consider a lattice composed of N odd lattice points as a cyclic group of order N , the corresponding phase space is Z N × Z N . We extend the phase space by a phase factor U (1). Then we can construct a stationary Markov process on the space U (1) × Z N × Z N , which has the property that if we multiply the phase factor to the density distribution function of the process and integrate out the phase part, the resultant function satisfies the quantum Liouville equation for the Wigner function.
There exist branching points at the phase 0, π, but we can keep a finite time interval before the branching if we make an appropriate choice of the initial condition and a branching method. There is no contribution from the distribution at the phase ±π/2. We need not continue the process for particles reaching these points as the stochastic rule is symmetric around these points and they give no contribution in the future. In this sense, these points can be treated as vanishing points. The estimation of branching and vanishing ratio is a future problem.
