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Abstract
For the normalized Gaussian hypergeometric function zF (a, b; c; z) given by
F(a, b; c; z) =
∞∑
n=0
(a, n)(b, n)
(c, n)(1, n)
zn, |z|< 1,
the author aims at ﬁnding conditions on a, b and c such that the convolution operator zF (a, b; c; z) ∗ f (z) satisﬁes some inclusion
results in certain class of analytic functions and in particular when f ∈ P(), where
P() =
{
f ∈A : Re
[
ei
(
(1 − )f (z)
z
+ f ′(z) − 
)]
> 0,  ∈ R, z ∈ 
}
.
A convolution result for the classP() is also given.Analogous results for the conﬂuent hypergeometric functions are also discussed.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
LetA denote the class of analytic functions in the unit disk  with the normalization f (0) = f ′(0) − 1 = 0. Also
let S, S∗() andK() denote the subclasses of A consisting of functions which are univalent, starlike of order 
and convex of order  in , respectively. For details regarding these subclasses and various other classes we refer to
[10]. In particular, the classesS∗(0)=S∗ andK(0)=K are the familiar ones of starlike and convex functions in ,
respectively.
We note that, for 0< 1,
f (z) ∈K() ⇐⇒ zf ′(z) ∈S∗().
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Let a, b and c be complex numbers with c = 0,−1,−2, . . . . Then the Gaussian hypergeometric function 2F1 is
deﬁned by
F(a, b; c; z):=2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n! ,
where ()n is the Pochhammer symbol deﬁned, in terms of the Gamma function, by
()n = (+ n)() , (n ∈ N).
In the case of c=−k, k=0, 1, 2, . . . , F (a, b; c; z) is deﬁned if a=−j or b=−j where jk and hence F(a, b; c; z)
becomes a polynomial of degree j in z.
Asymptotic representations of F(a, b; c; z) for large values of z follow from its contiguous relation (see [29] for
details). These representations are convergent when Re(c − a − b)> 0. However, convergence is not needed for
an asymptotic expansion. When c is large, the series representation gives an asymptotic representation. When the
parameters a, b are large, the asymptotic problem is much more complicated. For interesting results regarding the case
Re(c − a − b)< 0 and some asymptotic properties in connection with F(a, b; c; z), we refer to [24] and references
therein.When the hypergeometric functions reduce to other well-known functions, such as Legendre functions or Jacobi
polynomials, much more information about the asymptotic behavior is available in the literature.
It is important to observe that zF (a, b; c; z) need not inherit the properties of the non-normalized case F(a, b; c; z)
follows from the example that 1+z=F(−1,−1; 1; z) is convex in and its normalized form z(1+z)=zF (−1,−1; 1; z)
is not even univalent in . Also, the starlikeness and close-to-convexity of the normalized hypergeometric functions
zF (a, b; c; z) are discussed in detail by many authors (see, for example, [16,19,25] and references therein), whereas
results on the convexity of zF (a, b; c; z) do not seem to be available in the literature except the non-convexity condition
discussed in [25], the convexity condition for a=1 that solved various values of b and c in [23], and a weaker condition
for convexity given in [27].
Hohlov [11] introduced the convolution operator Ha,b,c by
Ha,b,c(f )(z) := zF (a, b; c; z) ∗ f (z) (1.1)
for f ∈A. By convolution we mean the following: for functions f, g of the form
f (z) =
∞∑
n=0
anz
n, g(z) =
∞∑
n=0
bnz
n
,
let (f ∗ g)(z) denote the Hadamard product or convolution of f (z) and g(z), deﬁned by
(f ∗ g)(z) :=
∞∑
n=0
anbnz
n, z ∈ .
This three-parameter family of operators given by (1.1) contains most of the known linear integral or differential
operators as special cases. In particular, if a = 1 in (1.1), then H1,b,c is the operatorL(b, c) due to Carlson and Shaffer
[5] which was deﬁned by
L(b, c)f (z) := zF (1, b; c; z) ∗ f (z).
Several basic geometric properties of this operator are known in the literature, for example see [20,21]. Note that
zF (1, b; c; z) are known as the incomplete beta function.
In particular, the restriction b = 1 + , c = 2 +  with Re > − 1 on the operatorL(b, c)(f )(z) gives the Bernardi
operator
B(f )(z) :≡L(+ 1, + 2)(f )(z) = (1 + )
∫ 1
0
t−1f (tz) dt , (1.2)
which reduces to the Alexander and Libera transforms, respectively, for  = 1 and  = 2. It is interesting to note that
these operators are all examples of the zero-balanced case Re(c − a − b) = 0 in H1,b;c(f )(z).
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For  ∈ C\{0}, the class P  (), with 0< 1 and < 1 as
P  () :=
{
f ∈A :
∣∣∣∣ (1 − )(f (z)/z) + f ′(z) − 12(1 − ) + (1 − )(f (z)/z) + f ′(z) − 1
∣∣∣∣< 1, z ∈ 
}
,
was introduced by the author in [28]. Let = ei	 cos 	, where −
/2< 	< 
/2. Then we have P  () =: P(), which
can be written as the following simple analytic characterization:
P() =
{
f ∈A : Re
[
ei
(
(1 − )f (z)
z
+ f ′(z) − 
)]
> 0,  ∈ R, z ∈ 
}
.
We write P() := P0(). For 1, a condition on  is given in [18, p. 44], so that P() is univalent. In this paper
we are interested in studying the properties of the operator Ha,b;c(f )(z) for various choice of the function f, and in
particular when f ∈ P  (). We also establish that if f, g are in P() then f ∗ g is in P() for a particular .
For f ∈A, and a nonnegative real valued weight function (t), normalized by ∫ 10 (t) dt = 1, we deﬁne the integral
transform
V(f )(z) =
∫ 1
0
(t)
f (tz)
t
dt . (1.3)
This operator was introduced by Fournier and Ruscheweyh [8] and has been studied by many authors for various
choices of (t). For f ∈ P  (), the operator given by (1.3) has been studied by many authors for particular values of
. For details we refer to [1–3,6,9,13,14,20,21] and references therein.
A particular choice of (t) given by
(t) = (c)t
b−1(1 − t)c−a−b
(a)(b)(c − a − b + 1)F (c − a, 1 − a; c − a − b + 1; 1 − t)
gives the following result.
Lemma 1.4 (Choi et al. [6], Kiryakova et al. [15]). If f ∈A and c − a + 1>b> 0, then
V(f )(z) = Ha,b,c(f )(z),
where
Ha,b,c(f )(z) = (c)
(a)(b)
∫ 1
0
(1 − t)c−a−b
(c − a − b + 1) t
b−2F(c − a, 1 − a; c − a − b + 1; 1 − t)f (tz) dt .
This result exhibits the importance of the relation between the integral transform given by (1.3) and the Hohlov
operator given by (1.1).
Lemma 1.5 (Swaminathan [28]). Let f (z) ∈S. If f is in P  (), then
|an| 2||(1 − )1 + (n − 1) . (1.6)
The estimate is sharp.
An important subclass ofA is described in the following classical result of Fejér [7] which we state as a lemma.
Lemma 1.7 (Fejér [7], Ruscheweyh [26]). Assume a1 = 1 and an0 for n2, such that {an} is a convex decreasing
sequence, i.e., 0an+2 − 2an+1 + an0, for all n ∈ N. Then Re{∑∞n=1 anzn−1}> 12 for all z ∈ .
This lemma is an important tool in proving various results of the form (Re f (z)
z
)> 12 . There are some interesting
class of functions f such that Re( f (z)
z
)> 12 , z ∈ . For example, if f ∈ A and Re( zf
′(z)
f (z)
)> 12 , then it is well known
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that Re( f (z)
z
)> 12 . Similarly, if
U =
{
f :
∣∣∣∣∣
(
z
f (z)
)2
f ′(z) − 1
∣∣∣∣∣< 1, z ∈ 
}
,
then [17]
Re
(
f (z)
z
)
>
2
4 + |f ′′(0)| , z ∈ .
In particular, for U2 = {f ∈ U : f ′′(0) = 0}, Re( f (z)z )> 12 . Moreover, if f is convex, then Re( f (z)z )> 12 in , but the
converse is not true, not even if the coefﬁcients of f are real and positive. On the other hand, the closed convex hull of
the convex functions (coK) is known to be equal to the class of functions inA with Re( f (z)
z
)> 12 . These functions
have very nice property with respect to convolution as described in the following lemma.
Lemma 1.8 (Ponnusamy and RZnning [22]). If p is regular in , p(0)=1, and Rep(z)> 12 in  then for any function
F, regular in , we have (p ∗ F)() ⊂ co(F ()).
The above lemma follows by using the Herglotz’ representation formula and also can be regarded as a special case
of a general convolution result given in [26, Theorem 2.4].
We state a lemma due to [13] which will be an useful tool in proving Theorem 2.4.
Lemma 1.9 (Kim and RZnning [13]). Let < 1 and 0< 1 be given, and deﬁne = (, ) by

1 −  =
−1

∫ 1
0
t1/−1 (1 − ((1 + )/(1 − ))t)
1 + t dt .
If f ∈ P() then for some  ∈ R, we have
Re ei
(
f (z)
z
− 
)
> 0, z ∈ .
The value of  is sharp.
2. Main results
We are mainly concerned with the following problem.
Proposition 2.1. LetF1 andF2 be two subclasses ofA. We are interested in ﬁnding whenF1 isF2-admissible;
i.e., when Ha,b;c(F1) ∈F2?
Problem 2.1 is supported by many known results. For example, in the case of Bernardi transform given by (1.2), it is
observed in [26, p. 67] that whenever f is inS∗() orK() the corresponding Bernardi transform is self-admissible.
Our interest is to see whether Problem 2.1 can be extended for various other classes.
We ﬁnd that Ha,b;c(f )(z), when f ∈ P  (), belongs toH∞, the class of bounded regular functions in . Explicitly
we have the following result.
Theorem 2.2. Let Re a > 0, Re b> 0, Re c > 0 and Re c >Re (a + b − 1). Then for f ∈ P  (), Ha,b;c(f )(z)
is inH∞.
We are also interested in proving the following problem.
Problem 2.3. Find conditions on  such that for f ∈ P(1) and g ∈ P(2) implies that f ∗ g ∈ P() for some
= (1, 2).
A. Swaminathan / Journal of Computational and Applied Mathematics 197 (2006) 15–28 19
Solution to Problem 2.3 will be useful in solving many problems related to the integral transform given by expression
(1.3). We will answer this problem partially in Theorem 2.4 using convolution techniques. Lemma 1.9 that we have
used in the proof of Theorem 2.4 is valid for  = 0 [13, p. 472]. Since  = 0, we are not able to have a result
equivalent to Theorem 2.6 of [13, p. 472]. Hence a result equivalent to Theorem 2.7 of [13] for the case =0 will solve
Problem 2.3 completely. Moreover, if Theorem 2.4 is true for  = 0, then by Corollary 3.12, we have that for 5,
L(3, 3+)(f )(z) ∈ P()whenever f ∈ P() and will support a conjecture due to Kim [12] thatL(3, 3+)(f )(z) ∈
F whenever f ∈F.
It is interesting to observe that for f ∈ P(1) and g ∈ P(2) with =0, then for 1 it is proved in [18] that f ∗g
is starlike under condition involving 1 and 2. But a result for < 1 in this direction does not seem to be available in
the literature. This discussion leads to the fact that Problem 2.3 has a reasonable challenge in itself.
We now give the theorem that answers Problem 2.3 partially.
Theorem 2.4. Let 0< 1 and 0i1 for i = 1, 2. Then for f ∈ P(1) and g ∈ P(2), we have f ∗ g ∈ P(),
where < 1 is given by the relation

1 −  =
−1

∫ 1
0
t1/−1 (1 − ((1 + )/(1 − ))t)
1 + t dt , (2.5)
with = 1 − 2(1 − 1)(1 − 2). The value of  given is sharp.
3. Inclusion property of 2F1(a, b; c; z)
Weare interested in ﬁnding conditions on the triplet (a, b, c) so that the normalizedGaussian hypergeometric function
is inP() for 01 and < 1. This is proved using Lemma 1.7 as a tool.We need to have some preliminary lemmas.
Lemma 3.1. Let
S1 = (−∞, 1) × (1,∞) ∪ (1,∞) × (−∞, 1), and
S2 = (1,∞) × (1,∞) ∪ (−∞, 1) × (−∞, 1).
Deﬁne
T11(a, b) = (3a + 3b + ab) + a + b − 11 + 3
and
T12(a, b) = ab + a + b − (a + 1)(b + 1)2(1 + ) .
If
T1(a, b) =
{
T11(a, b) if (a, b) ∈ S1
T12(a, b) if (a, b) ∈ S2,
then T1(a, b) = max{T11(a, b), T12(a, b)}.
Proof. The proof follows by direct computation. 
Lemma 3.2. Let
Tn3(a, b, c) = (c + 1 − a − b)(c − a − b) + 4(a + b − 1),
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and c max{0, T2(a, b), T3(a, b)}, where
T2(a, b) = a + b − 12 +
√
1
4 − 6(a + b − 1), T3(a, b) = a + b + 2ab.
Then Tn3(a, b, c)0.
Proof. Let a + b1. Then, by the hypothesis cT3(a, b)a + b, the result is true. On the other hand, for a + b< 1,
cT2(a, b) is sufﬁcient to prove the result. 
Lemma 3.3. Deﬁne T4(a, b)= (a + 1)(b + 1), and T5(a, b)= (1 − 12)(a + b − 1). Let T3(a, b) be given by Lemma
3.2. Then,
Tn2(a, b, c) := (c + 1 − a − b)(c + 2 − a − b + 6(c − a − b) − 2ab) + 24(a + b − 1)0,
for 01, where 0 = c is given by c max{0, T3(a, b), T4(a, b), T5(a, b)}.
Proof. Let a + b1. Then the term in Tn2(a, b, c) not containing  is clearly nonnegative. Since cT3(a, b)a + b,
c max{T3(a, b), T4(a, b)} will show that the terms containing  are nonnegative. If a+b< 1, then c max{T3(a, b),
T5(a, b)} leads to the conclusion. 
The proof of the following lemma will once follow by direct computation. Hence we give only its statement.
Lemma 3.4. Deﬁne
Tn(a, b, c) = (c + 2 − a − b)(5c + 3 − 3a − 3b − 2ab) + ((a + b − 1)(48 + a + b + ab)
+ 11(c + 1 − a − b)(c − ab − a − b) + (a − 1)(b − 1) − (a − 1)2(b − 1)2 − 3abc),
and 01. Let Tj (a, b, ) for j = 1, 2 be deﬁned as
T1(a, b, ) = (1 + 12)(4 + 3a + 3b + 3ab) − 7 − ab5 + 11 and
T2(a, b, ) = 2ab + 3a + 3b − 3 − (a − 1)(b − 1)(a + b − ab)5 + (48 + a + b − 2ab) .
Then, for c max{0, Tj (a, b, )}, j = 1, 2, Tn(a, b, c)0.
We will present an important theorem using Lemma 1.7.
Theorem 3.5. Let a, b satisfy either a, b > 0, or a ∈ C\{0}, with b = a and 01. Suppose that
0 = c max{0, Ti(a, b), Tj (a, b, )}, i = 1, . . . , 4, j = 1, 2,
where Ti(a, b) for i = 1, . . . , 4 are given by Lemmas 3.1–3.3. The Tj (a, b, ), j = 1, 2, are given as in Lemma 3.4.
Assume also that the triplet (a, b, c) satisﬁes the condition
6c2 + 6c(2 − a − b − ab) + 2(2 − a − b)(1 − a − b − 2ab) + ab(a − 1)(b − 1)
+ (8(c + 1 − a − b)(7[c − a − b] − 4ab) + 224(a + b − 1) + 2ab(2ab − a − b)
+ 2[c + (a − 1)(b − 1)][1 − c − (a − 1)(b − 1)] + ab(a − 1)(b − 1))0. (3.6)
Let
0 = 1 −
ab
2
[
2(1 + )(c + 1) − (1 + 2)(a + 1)(b + 1)
c(c + 1)
]
< 1. (3.7)
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Further, deﬁne the sequence {Bn} as B1 = 1 and for n2,
Bn = 1 − + n2(1 − )
(a, n − 1)(b, n − 1)
(c, n − 1)(1, n − 1) , 0.
Then, the sequence {Bn} is convex decreasing for n1.
We will present the following result which is a consequence of Theorem 3.5.
Theorem 3.8. Let a, b satisfy either a, b > 0 or a ∈ C\{0}, with b = a. Suppose that a, b, c together with  and 
satisfy the hypothesis of Theorem 3.5, then zF (a, b; c; z) ∈ P().
Remark. Note that = 1 in Theorem 3.8 cannot reduce to the result given in [20]. When = 0, this result reduces to
the case F(a, b; c; z) is in P(). The corresponding result given in [20, Theorem 4.1] is true with less hypotheses than
Theorem 3.8. But the result in [20] is not applicable for the normalized cases.
In theorem3.8, for 01, ifwe takea=1, it is easy to see thatT3(1, b){T1(1, b), T2(1, b)} andT4(1, b)T5(1, b).
Hence, we state this result separately.
Corollary 3.9. Let b> 0 and 01. Suppose that
0 = c max{0, 1 + b(1 + 2), 2(b + 1), T1(a, b, )}.
The Tj (1, b, ), j = 1, 2, are given as in Lemma 3.4. Assume also that b and c satisfy the condition
6c2 + 6c(1 − 2b) − 6b(1 − b) + (8(c − b)(7[c − 1 − b] − 4b) + 224b + 2b(b − 1))0.
Let
0 = 1 −
b
2
[
2(1 + )(c + 1) − (1 + 2)2(b + 1)
c(c + 1)
]
< 1.
Then, the incomplete beta function given by zF (1, b; c; z) is in P().
Even though, we are not solving Problem 2.1, we give the following theorem in support of that claim.
Corollary 3.10. Let a, b satisfy either a, b > 0 or a ∈ C\{0} with b = a and c = 0. Suppose that for 0< 1, a, b, c
satisfy the hypothesis of Theorem 3.5. Then, for f ∈ P(1), 1 < 1, and 20 with
0 = 1 −
ab
2
[
2(1 + )(c + 1) − (1 + 2)(a + 1)(b + 1)
c(c + 1)
]
< 1,
we have Ha,b;c(f )(z) ∈ P() ∩H∞, where < 1 is given by the relation

1 −  =
−1

∫ 1
0
t1/−1 (1 − ((1 + )/(1 − ))t)
1 + t dt , (3.11)
with = 1 − 2(1 − 1)(1 − 2).
Proof. Let g(z) = zF (a, b; c; z) ∗ f (z). Clearly a, b, c, 2 and  satisfy the conditions of Theorem 3.5. Hence
zF (a, b; c; z) ∈ P(2). The result follows if we apply zF (a, b; c; z) to Theorems 2.4 and 2.2. 
Corollary 3.12. Let b, c > 0 and 0< 1. Suppose that b, c satisfy the hypothesis of Corollary 3.9. Deﬁne  = 1 −
2(1 − 1)(1 − 2) where 1 < 1, and 20 with
0 = 1 −
b
2
[
2(1 + )(c + 1) − (1 + 2)2(b + 1)
c(c + 1)
]
< 1.
Then, we have L(b, c)(f )(z) ∈ P() ∩H∞, where f ∈ P(1) and < 1 is given by relation (3.11) given in
Corollary 3.10.
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The following result can be obtained directly from Theorem 3.8.
Corollary 3.13. Let c > 0. Deﬁne 0(a, b, c) := 0 as in Theorem 3.8. For m1, we have the following:
(i) For c > 0, the function
zF (−1,−1; c; z) = z + z
2
c
belongs to P(0(−1,−1, c)) where 0(−1,−1, c) = c−1−c .(ii) For c > 0, the function
zF (−2,−2; c; z) = z + 4z
2
c
+ 2z
3
c(c + 1)
belongs to P(0(−2,−2, c)). Here 0(−2,−2, c)0 if c > 1+2+
√
5+4+2
2 .
Remark. This result can be generalized for the case a = −m and b = −m, to ﬁnd conditions on c and 0 deﬁned in
(3.7), so that the general polynomial of the form zF (−m,−m; c; z) can be obtained. Since, for c → ∞, the polynomial
zF (−m,−m, c; z) reduces to the identity function, we claim that our result is close to the best possible one. But we do
not have the sharpness in Theorem 2.4 and hence we omit this generalization. However, substituting = 1 in Corollary
3.13 gives the conditions on univalency for these polynomials. We also note that such a result similar to Corollary 3.13
cannot be reduced from Theorem 4.2.
4. Conﬂuent hypergeometric transform
If we replace z by z/b in 2F1(a, b; c; z), a power series in z, whose radius of convergence is |b|, is obtained. If we
let b → ∞, taking into account that limb→∞ (b,n)bn = 1, then we obtain
(a; c; z):=1F1(a; c; z) =
∞∑
n=0
(a, n)
(c, n)
zn
n! ,
which has only one parameter in the numerator. This series is known as conﬂuent hypergeometric series and is very
useful, being analytic in the entire complex plane.
Now we are interested in proving a result, similar to Theorem 3.5, for the conﬂuent hypergeometric case.
Theorem 4.1. Let a, c > 0 and < 1. Suppose that
1 = 2a − 19 +
√
4a2 + 84a + 181
10
, 2 = 3(a − 2) +
√
3(a + 2)(a + 4)
6
,
and
0 = 1 −
a
4c(c + 1) (4c(1 + ) − a(1 + 2) + 3 + 2).
Further, let c max{0, a, 1, 2}, 0 and a, b, c satisfy the condition
2c2 + a2 − 4ac + 2c − 5a + 140.
Deﬁne D1 = 1 and for n2,
Dn = 1 − + n2(1 − )
(a, n − 1)
(c, n − 1)(1, n − 1) .
Then {Dn} is a convex decreasing sequence for n1.
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The idea of the proof of Theorem 3.8 can easily be applied to the conﬂuent case and we obtain the following result
which we state without proof.
Theorem 4.2. Let a, c > 0. Suppose that 1, 2, 0 are deﬁned as in Theorem 4.1, 0 and c max{0, a, 1, 2}.
Then z(a; c; z) ∈ P().
The operator Ua;c(f )(z) given by Ua;c(f )(z) = z(a; c; z) ∗ f (z) is deﬁned similar to the Hohlov operator given
in (1.1) and we have the following result equivalent to Corollary 3.10.
Corollary 4.3. Let a, c > 0 and < 1. Suppose that 1, 2, 0 are deﬁned as in Theorem 4.1, 20 and c max{0, a,
1, 2}. Then we have Ua;c(f )(z) ∈ P() ∩H∞, where f ∈ P(1) and < 1 is given by the relation

1 −  =
−1

∫ 1
0
t1/−1 (1 − ((1 + )/(1 − ))t)
1 + t dt ,
with = 1 − 2(1 − 1)(1 − 2).
5. Proofs of Theorems given in Sections 2–4
5.1. Proof of Theorem 2.2. Let Re a > 0, Re b> 0, and Re c > 0. Also let f ∈ P  () be of the form f (z) = z +∑∞
n=2 anzn, s ∈ . Then
Ha,b;c(f )(z) = zF (a, b; c; z) ∗ f (z) = z +
∑
n=2
Ananz
n
,
where
An = (a, n − 1)(b, n − 1)
(c, n − 1)(1, n − 1) . (5.2)
Now using Lemma 1.6 and 1 + n> n for 0 and n ∈ N,
H(z) |z| +
∞∑
n=2
|An||an||z|n
1 +
∞∑
n=2
|An| 2(1 − )||1 + (n − 1)
= 1 +
∞∑
n=1
|An+1|2(1 − )||1 + n
< 1 + 2(1 − )||

∞∑
n=1
|An+1|1
n
.
Since [4, p. 57, Eq. (5)]
An+1 = (a, n)(b, n)
(c, n)(1, n)
= (c)
(a)(b)
na+b−c−1
[
1 + O
(
1
n
)]
,
we have∣∣∣∣An+1n
∣∣∣∣=
∣∣∣∣ (c)(a)(b)na+b−c−1
[
1 + O
(
1
n
)]∣∣∣∣ ,
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and hence we see that
∑∞
n=1|An+1n | converges absolutely if Re c >Re(a + b − 1) which is the hypothesis. This shows
that the power series for Ha,b;c(f )(z) converges absolutely for |z| = 1 when Re c >Re(a + b − 1). Therefore the
function Ha,b;c is continuous on the compact set, and hence inH∞. In particular, if a, b, c > 0, then for c >a+b−1
and f ∈ P  (), the function Ha,b;c(f )(z) is inH∞. 
5.3. Proof of Theorem 2.4. For
f (z) = z +
∞∑
n=2
anz
n ∈ P(1),
we have
1 + 1
2(1 − 1)
∞∑
n=2
(1 − + n)anzn−1 ≺ 11 − z ,
and for
g(z) = z +
∞∑
n=2
bnz
n ∈ P(2),
we have
1 + 1
2(1 − 2)
∞∑
n=2
(1 − + n)bnzn−1 ≺ 11 − z .
By Lemma 1.8,
L1(z) = 1 + 14(1 − 1)(1 − 2)
∞∑
n=2
(1 − + n)2anbnzn−1 ≺ 11 − z ,
so that ReL1(z)> 12 . Let L2(z)= 1 − 4(1 − 1)(1 − 2)+ 4(1 − 1)(1 − 2) 11−z . Then we have ReL2(z)> . Again
using Lemma 1.8, we get Re(L1 ∗ L2)(z)>  which implies
Re{z1−1/[f ∗ zg′]′}> , (5.4)
where G(z) := z1/−1G(z). Note that expression (5.4) is obtained by the fact that
f (z) ∈ P() ⇐⇒ Re z1−1/(f)′ > .
Using convolution techniques we ﬁnd that
f ∗ zg′ = z(f ∗ g)′ = z(z1/−1(f ∗ g))′ =: h(z).
Substituting the above expression in (5.4), we obtain that k(z) := z1−1/h(z) ∈ P(). This means that
(z1/−1(f ∗ g))′ = 1

k(z)
z2−1/
,
which reduces to
(f ∗ g)(z) = 1/
z1/−1
∫ z
0
k(u)
u2−1/
du. (5.5)
The right-hand side of this expression (5.5) is the Bernardi transform B1/(k)(z). Since k(z) ∈ P(), from Lemma
1.9, we ﬁnd that (f ∗ g)(z) is in P() and gives the required result. 
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5.6. Proof of Theorem 3.5. Clearly, Bn0. The deﬁnition of Bn yields that
Bn+1 − Bn+2 = 12(1 − )
(a, n)(b, n)
(c, n + 1)(1, n + 1)H1(n),
where
H1(n) = c − ab − ab + n[c + 1 − a − b + (c − ab − a − b)] + n2(c − a − b).
Since 0 = cT3(a, b)=a+b+2aba+b by hypothesis, the coefﬁcient of n2 is positive. For n1, using n22n−1
we get H1(n)H2(n) with
H2(n) = c(1 − ) − ab + (a + b − ab) + n[c + 1 − a − b + (c − a − b − ab) + 2(c − a − b)].
Now using Lemma 3.1, it is easy to see that the coefﬁcient of n in H2(n) is increasing. This implies that H2(n)H2(1)
and
H2(1) = 2c(1 + ) − 2(1 + )(a + b + ab) + (a + 1)(b + 1)0,
again by Lemma 3.1. These arguments lead to the fact that {Bn} is a decreasing sequence for all n1. Therefore, we
need only to show that the hypotheses imply that
Bn − 2Bn+1 + Bn+20 for all n1. (5.7)
Let 0 be deﬁned as in (3.7). Substituting the value of 0, we see that the condition
B1 − 2B2 + B3 = 1 − 2B2 + B30
is equivalent to the inequality 0 and therefore, by (3.7), inequality (5.7) is true for n = 1. We need to verify (5.7)
for n2. From the deﬁnition of Bn, we ﬁnd that
Bn − 2Bn+1 + Bn+2 = 12(1 − )
(a, n − 1)(b, n − 1)
(c, n + 1)(1, n + 1)H3(n),
where
H3(n) = n3Tn3(a, b, c) + n2(c + 1 − a − b)(c + 2 − a − b − 2ab)
+ n(c + 2 − a − b)(c − a + a + b − 2ab) + (a − 1)(b − 1)[(1 + )ab − 2c]
+ n([c + (a − 1)(b − 1)][1 − c − (a − 1)(b − 1)] + ab(2ab − a − b)),
whereTn3(a, b, c) is deﬁned as inLemma3.2. Since cT3(a, b)a+b, applyingLemma3.2,weget thatTn3(a, b, c)0.
Hence, for n2, using n36n2 − 12n + 8 in H3(n), we have H3(n)H4(n) where
H4(n) = n2Tn2(a, b, c) + n(c + 2 − a − b)(c − 1 + a + b − 2ab)
+ n([c + (a − 1)(b − 1)][1 − c − (a − 1)(b − 1)] + ab(2ab − a − b)
− 12(c + 1 − a − b)(c − a − b) − 48(a + b − 1)) + 32(a + b − 1)
+ (a − 1)(b − 1)[(1 + )ab − 2c] + 8(c + 1 − a − b)(c − a − b).
Note that Tn2(a, b, c) is the same as in Lemma 3.3. We repeat the procedure that is followed for H3(n). From Lemma
3.3, for n2 and 01, we have Tn2(a, b, c)0. Hence applying n24n − 4 for n2, we get H4(n)H5(n)
where
H5(n) = nT n(a, b, c) + (a − 1)(b − 1)(ab − 2c) − 4(c + 2 − a − b)(c + 1 − a − b)
+ (8(c + 1 − a − b)(4[c − a − b] − ab) + ab(a − 1)(b − 1) + 128(a + b − 1)).
To complete the proof, it sufﬁces to show that H5(n)0 for n2. From Lemma 3.4, we have H5(n) is increasing for
n2. This gives H5(n)H5(2) = T0(a, b, c)0, which follows from the hypothesis. This implies {Bn} is satisfying
the conditions of Lemma 1.7 and hence convex decreasing. 
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5.8. Proof of Theorem 3.8. Let Bn be deﬁned as in Theorem 3.5. We know that for f ∈A, zF (a, b; c; z) ∈ P() is
equivalent to saying that
Re
(
1 +
∞∑
n=2
[1 − + n]Anzn−1
)
> , (5.9)
where An is given by (5.2). This expression is equivalent to saying that
Re
(
1 +
∞∑
n=2
Bnz
n−1
)
>
1
2
, z ∈ .
By Theorem 3.5 and the hypotheses, we observe that the sequence {Bn} is convex decreasing for n1 and therefore,
the conclusion follows from Lemma 1.7. 
5.10. Proof of Theorem 4.1. Clearly, Dn0 for all n1. Using the deﬁnition of Dn, we ﬁnd that
Dn+1 − Dn+2 = 12(1 − )
(a, n)
(c, n + 1)(1, n + 1)J1(n),
where
J1(n) = (n − 1)3 + [1 + (c + 1)](n − 1)2 + [c + 2 + (3c − a + 2)](n − 1) + 2c − a + 1 + 2(c − a).
To show that {Dn} is a decreasing sequence, it is enough if we see that the coefﬁcient of n − 1 and the constant term
in J1(n) are nonnegative. Since ca by hypothesis, the constant term is nonnegative follows from the fact that
ca > a(1 + 2) − 1
2(1 + ) for all 01.
Similar argument shows that the coefﬁcient of n − 1 in J1(n) is nonnegative, resulting in that {Dn} is a decreasing
sequence.
Now we are interested in proving that {Dn} satisﬁes the condition
Dn − 2Dn+1 + Dn+20, n1.
Since D1 = 1, the above inequality for n= 1 is equivalent to 0, where 0 is given in the theorem. To complete the
proof, we need to show that
Dn − 2Dn+1 + Dn+20, n2.
A simple computation shows that
Dn − 2Dn+1 + Dn+2 = 12(1 − )
(a, n − 1)
(c, n + 1)(1, n + 1)J2(n),
where
J2(n) = (n − 2)5 + [1 + (2c + 7)](n − 2)4 + B3(n − 2)3 + B2(n − 2)2 + B1(n − 2) + B0,
with
B3 = 2(c + 3) + (c2 + 13c − 2a + 16),
B2 = c2 + 11c − 2a + 12 + (6c2 − 2ac + 28c − 12a + 11),
B1 = 5c2 − 2ac + 19c − 8a + 9 + (11c2 + a2 − 10ac + 23c − 23a − 5) and
B0 = 6c2 − 6ac + 12c − 9a + 2 + (6c2 + 3a2 − 12ac + 6c − 15a + 42).
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To prove that J2(n)0, it sufﬁces to show that Bi0 for i = 0, 1, 2, 3. Since c2 >(a − 1)/2,
B3 = 2(c + 3) + (c2 + 13c − 2a + 16)
= 2(c + 3) + 
[
c2 + 9c + 4
(
c − a − 1
2
)
+ 14
]
0.
Similarly, using c2 > (a−1/2)2 and the hypothesis, we get
B2 = c2 + 11c − 2a + 12 + (6c2 − 2ac + 28c − 12a + 11)
= c2 + 7c + 4
[
c −
(
a − 1/2
2
)]
+ 11 + 5(c − 1)2 + c2 + c + 8
[
c −
(
a − 1/2
2
)]
0.
Using the hypothesis again we get
B1 = 5c2 − 2ac + 19c − 8a + 9 + (11c2 + a2 − 10ac + 23c − 23a − 5)
= 5(c − 1)
(
c − 1 +
√
4a2 + 84a + 181
5
)
+ (c2 + a2 + 5 + (10c + 23)(c − a))0.
It remains to show that B00. Using the hypothesis, 2c2 + a2 − 4ac + 2c − 5a + 140, we write
B0 = 6c2 − 6ac + 12c − 9a + 2 + (6c2 + 3a2 − 12ac + 6c − 15a + 42)
= 6(c − 2)
(
c − 2 +
√
3(a + 2)(a + 4)
2
)
+ 3(2c2 + a2 − 4ac + 2c − 5a + 14)0,
and the proof is complete. 
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