Abstract. The product of two homogeneous harmonic polynomials is homogeneous, but not harmonic, in general. We give formulas for the Gauss decomposition of the product of two homogeneous harmonic polynomials.
Introduction
Let us denote by H m the space of homogeneous harmonic polynomials of degree m in n variables. If the elements of H m are considered as polynomial functions in R n they are called solid harmonics of degree m, while when considered as functions on the unit sphere S they are called spherical harmonics of degree m.
Any homogeneous polynomial of degree m, p ∈ P m , can be written in a unique way as
where W m−2j ∈ H m−2j and where as usual r 2 = |x| 2 = n i=1 x 2 i . This is the Gauss decomposition of p. If Y k ∈ H k and Y m ∈ H m then Y k Y m ∈ P m+k but in general it will not belong to H m+k . The aim of this article is to give the Gauss decomposition of this product. Indeed, we prove that
where the Z m+k−2q ∈ H m+k−2q are given as
the B
(m+k−j) j,q+1
being constants, defined in (48), and where Y k x k−j ∇ j , the notation employed to denote certain differential operators with polynomial coefficients, is explained in Section 2.
Formulas for the Gauss decomposition of the product of spherical harmonics have attracted the attention of researchers since long ago. In the classic book of Hobson [13, we find the expression of the product of Legendre polynomials as a sum of Legendre polynomials, which is exactly the Gauss decomposition of the product of zonal harmonics, explained in Subsection 3.1, in three variables 1 . The case n = 2 is even older, since the Gauss decomposition is nothing but the well known product to sum formulas from elementary trigonometry, cos kθ cos mθ = 1 2 cos (k + m) θ + 1 2
cos kθ sin mθ = 1 2 sin (k + m) θ + 1 2
Interestingly these elementary formulas are the starting point of the method for solving integral equations on a circle as presented in [7] and a similar method for solving equations over a sphere could be constructed from the formulas of the present study.
The plan of the paper is as follows. In Section 2 we explain a rather useful notation employed to manipulate symmetric tensors and particularly the expressions that appear in our analysis. The formulas for k = 1 and k = 2 are given in Section 3; they already find use in the description of zonal harmonics presented in the Subsection 3.1. The general formula is stated in the Theorem 4.1 of Section 4, where several particular cases are considered. An interesting identity, corollary of the general formula, is given in the next section, while the proof of the theorem is presented in Section 6. Finally in Section 7 we apply our analysis to obtain formulas involving the integrals of the product of three spherical harmonics 2 .
Spherical harmonics have been studied in detail for centuries, as one can see in the texts [3, 10, 16 ], but we would like to point out the recent interest in harmonic polynomials in Mathematical Physics as they play a pivotal role in Stora's fine notion of divergent amplitudes [14, 18] , as well as in several aspects of the theory of multipoles [5, 15] . The formulas given in this article are of general interest, but they will be particularly useful in these areas as well as in Fourier analysis, as needed in Mathematical Physics [1, 2] , and in integral geometry [9] .
The symmetric algebra
If E is a vector space, we denote by (E) = ∞ N =0 N (E) the symmetric algebra of E. The space N (E) is the subspace of ⊗ N E = E ⊗ · · · ⊗ E, N times, consisting of all symmetric tensors.
Notice that there is an operator s : ⊗ N E → N (E) , the symmetrization, given as
that is, if
The symmetric product of the symmetric tensors T ∈ N (E) and S ∈ M (E) is given as
Example 2.1. If T = {t i } and S = {s j } are vectors (tensors of first order) then T ∨ S is the symmetric matrix (tensor of second order)
We denote as T N∨ the symmetric product of T with itself N times.
(12) Similarly,
Our next goal is to show how each homogeneous polynomial of degree N in n real variables, p ∈ P N (R n ) gives rise to a function in N (R n ) . Indeed, we can write
for some symmetric 3 tensor A i1···i N . We can then define p :
That is, p ∈ ( N (R n )) .
Example 2.4.
A simple example will clarify the idea. If
and a = {a ijk }
It is important to observe that the polynomial p can be recovered from p by the simple formula
From now on, we shall denote p simply as p since no confusion should arise.
This construction also allow us to construct from a given homogeneous polynomial p ∈ P N (R n ) several polynomials in two variables x, y ∈ R n as follows
Notice that q 0 (x, y) = p (x) for all y.
and
and consequently, if
where ∆ is the Laplacian and where D is Euler's operator
From now on we shall simplify the notation by writing
since no confusion should arise and the formulas can be written in a more compact way. This is the notation employed in [8] when considering the distributional derivatives of power potentials.
The first and second order formulas
Let us start by considering the Gauss decomposition of the product Y k Y m of two harmonic polynomials when k = 1. It is enough to consider the case when Y k = x i for some i. We have the ensuing very simple formula.
where
Proof. Indeed, if we start with the decomposition (24) with W m±1 ∈ H m±1 and apply the Laplacian to both sides we immediately obtain (Y m ) ,1 = ∆ r 2 W m−1 = (n + 2m − 2) W m−1 , so that (25) follows.
Notice, for future reference, that β m can actually be considered as a meromorphic function of m.
We can iterate the result of the Proposition 3.1 to obtain the decomposition of x i x j Y m if m ≥ 2. Indeed, if we use (24) then
Employing (25) we therefore obtain the following decomposition.
Consider now the decomposition of the product Y 2 Y m . The elements of
a ii = 0 and therefore the Proposition 3.2 yields the general formula that follows.
Observe that the formulas of this last proposition do not hold if we try to decompose the product pY m with p ∈ P 2 \ H 2 . An extremely simple example is provided by p = r 2 . A more instructive example is provided by taking p = x whose decomposition is given in the Proposition 3.2, but which we now show how to decompose in another way. Indeed, we can write
Hence
Naturally we obtain (28)-(30) with i = j (not summed).
Zonal Harmonics
Let ζ ∈ S be a fixed unit vector. There exists a unique monic polynomial of degree m, u m , such that
The U ζ m and its multiples are the zonal harmonics of degree m, the spherical harmonics that are constant on circles perpendicular to ζ. The multiples of the polynomials u m are called ultraspherical polynomials, and are actually multiples of the Chebychev polynomials if n = 2, the Legendre polynomials if n = 3, and in general of Gegenbauer polynomials for any m [3, 17, 16] . The corresponding solid harmonics are given as
Since the polynomials u m do not depend on ζ, we may take ζ = (1, 0, . . . , 0) , so that x · ζ =x 1 , and we will do so in the following, employing the simpler notation U m .
We have u 0 (x) = 1, u 1 (x) = x, while we encountered u 2 in (35) since
We may use the Proposition 3.1 to find a recursion relation for the u m since U m+1 must be the part in the Gauss decomposition of x 1 U m that belongs to H m+1 . Therefore,
and consequently,
where L m (u) (x 1 ) is given as
We should also have that ∇ 1 (U m ) must be a multiple of U m−1 ; actually a simple computation gives
so that
These recursion relations give the expression 
The general formula
We shall now give the general formula for the Gauss decomposition of the product Y k Y m , k ≤ m, of two harmonic polynomials. We start by defining several sets and constants that will appear in our formulas.
The sets B j q , 1 ≤ q ≤ j+1, are subsets with j elements of {q ∈ Z : |q| ≤ j−1} defined as
while if 1 < q < j + 1,
For example B 
For instance B 
We shall give the proof of the theorem in Section 6. Presently we give several special cases of the general formula. Indeed, if k = 3 we obtain the Gauss decomposition of
As another interesting particular case, let us employ the general formula (50) with Y k replaced with the zonal harmonic U m of (38). We obtain that if m ≥ k and U k Y m = k q=0 r 2q Z m+k−2q then calling α j the coefficients in the expansion (44),
Similarly,
and employing the Example 2.6,
An identity for the β m
The fact that (32)- (34) is the Gauss decomposition of Y 2 Y m implies that we should have
Similarly, (51)- (54) gives
Both identities are easy to verify directly. Notice also that they will actually hold for all m ∈ C, since they hold for all large enough integers and the left side is a rational function of m.
If we employ the general formula given in the Theorem 4.1 we therefore obtain the ensuing identity.
The case k = 4, that follows, should help to clarify the notation:
Proof of the Theorem
In this section we give a proof of the Theorem 4.1. We shall proceed by induction on k. The case k = 1 has already being given in the Proposition 3.1. On the other hand, it is enough to show that if we assume the formula (50) for all Y k ∈ H k then the same formula holds for just one harmonic polynomial Y k+1 ∈ H k+1 . Indeed, we may invoke the Funk-Hecke formula 4 as presented in [6] , since it is clear that if
for some polynomials p k,j,q = P k,j,q (Y k ) and the operators P k,j,q are invariant under the group SO (n) . Hence
for some constants, the same for all Y k ∈ H k . What this means is that if we are able to establish the formula for one Y k+1 ∈ H k+1 then it will hold for all homogeneous harmonic polynomials of degree k + 1.
We shall take
, that is, where Y k does not depend on x 1 . This is possible as long as n ≥ 3; the proof when n = 2 is simpler and will not be presented here. 
We need to show that the W m+k−2q are given by the formula corresponding to (50) applied to Y k+1 instead of Y k . Employing the Proposition 3.1 and (49) we obtain
while for 1 ≤ q ≤ k, W m+k+1−2q equals
We immediately obtain the required formula for W m−k−1 , namely:
The expression for W m+k+1 is obtained as follows, where we use (49) and the fact that ∇ 1 Y k = 0 :
since B
(t) 0,1 = 1 for all t. Also p k+1 is given as
since 1 − 2jβ m+k = β m+k /β m+k−j , and where
But we observe that
so that,
Therefore W m+k+1 has the required form.
The proof of the formula for W m+k+1−2q for 1 ≤ q ≤ k is very similar and consequently will be omitted.
The integral of the product of three spherical harmonics
In this section we shall apply the formulas for the product of harmonic polynomials to obtain identities for integrals of the type
involving the product of three spherical harmonics
Henceforth we will assume that m ≥ k and m ≥ l; naturally the formula (49) shows that with this restriction we must have l = m + k − 2q for some q that satisfies k ≥ q ≥ k/2 if the integral is not zero, and in that case the integral
Let us start with the case q = k = m, Y m+k−2q = 1, the case of the product of two spherical harmonics of the same order. We obtain We can now give a general identity for the integral (71). 
Proof. Indeed, the integral in the left of (74) equals (72), so that (50) gives it as
and employing (73), we obtain
where M = 
and thus using (73) .
We now consider several illustrations of these formulas. If k = 2 and Y 2 = x i x j , i = j, we obtain for q = 1,
and for q = 2,
On the other hand, the integral 
which does not follow if we put i = j in (80). Curiously the result of putting i = j in (81) yields the correct result 
