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ПРЕДЕЛЬНАЯ ИДЕНТИФИКАЦИЯ ШШЖШЖ 
Г^ ЦКЛБВСКИХ НОМЕРОВ 
Р.В.Фрейвадц, Е.Б.Кинбер 
ВЦ ЛГУ им. П.Стучки 
I . В данной статье изучается следующая задача: по 
последовательности значений 
т, т ..., / м , 
обшгрекурсивной функции (о.р.ф.) ^ требуется в п р е ­
д е л е найти ее миниыальчый номер в фиксированной г ё -
делевсксй нумерации. 
Предельная идентификация геделеЕокнх ноыэров - зада­
ча, каябодее близкая к рассматриваемой - подробно иссле­
довалась в [ 1 ] , [2], [ з ] , [4 . Однако метода я результаты, 
полученные з этих работах, к задаче продельной идентифи­
кации минимальных номеров оолысеР. часты не применимы. 
Решавшее значение здесь, по-видимому, имеет следугоее об­
стоятельство: возможность цредзльной идентификации мини­
мальных номеров для масса функций существенно зависит о? 
выбора гёделевской нумерации,' в то же время при обычной 
предельной идентификации выбор гёделевской нумерации на 
возможность идентификации никгк не влияет. Имеются и дру­
гие серьезные отличия. Например, как показано в [ б ] , для 
некоторых классоз, легко идентифицируемых 3 обычной смыс-
ле, минимаьные номера нельзя предельно идентифицировать 
ни в какой гёделевской нумерации. 
Основное внимание в данной статье уделено хар&кта-
ризащш классов функций, для которых можно идентифициро­
вать минимальные гёделевские номера, а также изучению не­
которых свойств семейства всех таких классов, исследуется 
также множество гёделевских нумераций с точки зрения воз­
можностей предельной идентификации в них минимальных но­
меров . 
2. Под гёделевской нумерацией всюду ниже понимается 
главная вычислимая нумерация всех одноместных частично 
рекурсивных функций ( ч .р .ф . ) . Совокупность всех гёделев-
ских нумераций обозначим через $ 
Зафиксируем некоторую канторовскую ( т . е . вычислимую 
взаимно однозначную) нумерацию <х^} х2У хп > все­
возможных кортежей натуральных чисел (л^ , л г л „ ) п р о ­
извольной длины. С т р а т е г и е й назовем произ­
вольную ч.р.ф. Р Для всюду определенной функции / через 
^"•'условимся обозначать начальный фрагмент / длины 
3. Пусть У>€ & 
ОПРЕДЕЛЕНИЕ I . Будем говорить, что стратегия Р пре­
дельно идентифицирует У -номер о .р.ф.^ , если 
1) для любого п значение Р(<$^>) определено и 
2) предел йт Р(<$[п3>) существует и равен некоторому 
<Р -номеру функции $ . 
0ПРЕДЕЛЕНШ5 2 . Будем говорить, что класс 11 о.р.ф. 
предельно У -идентифицируем, если существует стратегия 
Р, которая предельно идентифицирует р -номера всех функ­
ций из класса II . 
Вместо Ц6 О естественно писать Ць С?Л/ , по­
скольку для # ^ 6 $ 6/Уу>-6Л/у,. 
Обозначим через тсп^ ($) минимальный номер $ в 
нумерации У . 
ОПРЕДЕЛЕНИЕ 3. Пусть Ь(х) - о.р.ф. Будем говорить, 
что для класса И о.р.ф. предельно идентифицируемы Ь -ми­
нимальные -номера (Ые (л Ы^тп) , если сущест­
вует такая стратегия Р , что 
1) Р предельно идентифицирует У -номера всех функций,из 
класса Ц. ; 
2) для любой $6 и 
Если Л(х) , то предельно идентифицируются, 
очевидно, в точности минимальные номера. 3 этом случае 
вместо 5 Л'у,"""" будем использовать обозначение ОА/^1 
4. Обозначим через й класс всех о.р.ф. 
Целью данного пункта является харак.еризация семейств 
Л Г) ~ ..Ь-тм , , , . _ ..Н-Ш1П ГI о л/др и у \^ аы^ 
Уе» ЬеД Ней 
Рассмотрим сначала первое семейство. Оказывается, 
что в нем содержатся лишь конечные классы функций. 
ТЕОРЕМА I . Для любой о.р.ф. Н(х) существует та­
кая гёделевская нумерация ^ что для любого клас­
са Ц. о.р.ф.: 
ие ану!,'Ып <=> сам (а) < <*>. 
Обозначим через Р1Д класс 
{ч'\Э$е Й Ух(У(х) - Д / я ^ ( < х , п >);|. 
ШШк. Существует такая функция Л (1ф , что 
1) график Я принадлежит классу /7г иерархии Клини-
Мостовского (сгл, [б] ) ; 
2) \/(.\//(Я(с^') определзно Я 
3) VI 3/4 1Н(М1ф-1) 
4) Уфе РШ Зсс Ус>,с0 определено 
•^2^Я(1,Ц'(0) не определено). 
КОММЕНТАРИЙ. Функцию Л(с,1) удобно рассматривать 
как многозначное отображение Условие 3) означа­
ет, что это отображение сопоставляет каждому числ> с не 
менее одного числа, не превосходящего 1+] . Условие 4) 
означает, что это отображение значительно отличается от 
любой функции с графиком из И2' 
ДОКАЗАТЕЛЬСТВО. Пусть К - креативное множество (см. 
[6] ) . Пусть, далее 737.т - машина Тьюринга с оракулом К, 
имеющая гёделевокий номерт . 
Определим функцию Я 
Если ^> с + { , то Л(с\^') не определено. 
Если 7^ 1+1 и существует такое т^. с что 
<1) " ] • т о н е определена. 
В стздьннх случаях У1(с,^)"1-
Л-лко "бедиться, что функция Л обладает свойствами 
1,2,3,4. 
ДОМ'ВАтеЛЬОТВО ТЕОРЕМЫ I . Пусть А(1ф - функ1щя 
из леммы. Из свойств I ) и 2) этой функции вытекает су­
ществование такой о.р.ф. д(с,у,{) что следумцие 
два утверждения равносильны: 
(а ) Л(с,у) определено, 
(б ) для бесконечно многих 1 
докажем теорему сначала для случая Н (х/ = ж Пусть 
!§ Пусть, далее, г(у, п) - такая о.р.ф., что 
^ (х) если существует не менее 
, п , чем х таких ^ , что 
%Ш(Х)=\ д(у^}^1 
не определено, в противном случае. 
Из определения г(у,п) и эквивалентности утвержде­
ний (а ) и ( б ) легко вытекает нужное нам в дальнейшем 
Утчерждение А. Если 9у - о.р.ф., то ^(уп) "* ^ 
в том и только в том случае, если Л (у,п) определено. 
Определим нумерацию следущим образом. 
л* 
%~%(1,0)> %-и.2)> 
Нумерация У* , очевидно, вычислимая. Ф является^ 
также гёделевской нумерацией, так как ^ сводится к У с 
помощью функции 
... с + + 4 
"(О 2 
Отметш, что если I - минимальный номер некоторой 
о.р.ф. <р в нумераций У , то, как следует из свойств 2 и 
3 функции Я и утверждения А, минимальным номером $ в 
нумерации $ Судет некоторое число ^  удовлетворяющее 
неравенствам 
12+71+4 , , , (1 + 1)'+7(1 + 1)+4 
2 V < * 
Пусть - стратегия, которая предельно идентифици­
рует минимальные номера для о.р.ф. из некоторого класса 
Ц. . Докажем, что в Ц не более чем конечное число о.р.ф. 
Определим две вспомогательные функции: 
О , если 1 = 0 
п(с,{) -\Г(<ЦШ- Ъ (*Ф) . если 
Используя ч.р.ф. , нетрудно построить такую 
о.р.ф. у (с,*), что &тг}(1,1)- Сип Д 7 0 1 
любого I . * 
Пусть 
. Г а-в , если а > 8 
0.-0 «В < А 
1 0 если а < в 
( у м - 1 -
Пусть / е с7 Очевидно, если 4"= ^ , то 
$(1)^ тьпф (?) . Из определений V и и нумера­
ции у* следует, что 
Так как = , то, исполвэуя утверждение А, 
получаем, что Л (с\ ^(1)) определено. Из свойства 4) 
функции Л теперь следует, что класс 11 конечен. 
Для других функций Ь нужно несколько изменить осре 
деление нумерации ^ Функции располагаются в этой нуме­
рации теперь в такой последовательности: 
%М* Ф, Ф, Ф> , %«,Ф ?г{Ц,...,%(1,щ) 
Ф, Ф, Ф, я, 
где ф - нигде не определенная функция» и если "блок" 
ь нумерации у* получил номера п , п+1 ,• , п-/-сЧ, 
между этии блоком и функцией % находится 
тах\ Ь(т-1), Ь(п+1 + 1)\ 
/ I **** 
«тощай <р 2::- '.о убедиться, что в нумерации ^ любой 
•чшшдальныД номер является также абсолютно шышаль-
ыыи. Теор ;/;а доказана, 
доказательства теоремы I получаем 
СЛЕДСТВИЕ. Для любого класса о.р.ф. 11 и любой 
о.р.ф. 
ие О а ы*-т1п ф = > ссыс(/)<*>. 
3 частности, абсолютно минималыше номера предельно 
'Дцен-ч'йфйтуфОЕать в б о й гёделевской нумерации 
можно лишь для конечных классов о.р.ф 
Подуздая теорема дзет характерна адию классов, для 
предельная идентификация минимальных померев воз-
цо •'•пайлей мере в одной нумерации 5^ 6 $ Полу­
чении-., рмулирован в терминах, инвариантных 
относ». 'Сора;'- 1- опой гёделевской нумерации. 
ОПРЕДЕЛЕНИЕ 4. Будем говорить, что класс о.р.ф. Ы, 
предельно У -стандартизуем с рекурсивной оценкой 
( ^ е 15Ду), если существуют такие о.р.ф.«5 ( I ,п) и 
ч(с), 4 1 0 Для любого I , являющегося *Р -номером некото­
рой #е и 
1) Ест (1(1,п) существует, и равен некоторому ^ -номе-
2) если у - номеру , то 
1ст 6{с,п)ш бет 6(],п)—н 
( х - "стандартный" или "канонический" номер); 
3) в {(х(с,0), (1(1,1), , | содержится не более 
ч([) различных чисел. 
Функция С (с,п) представляет собой предельно эффек­
тивную операцию ( см . [ 7 ] ) , аналогичную обычной эффективной 
операции (см. [ 6 ] ) . 
Очевидно, если ^Ц> е !§ , то 1.5Др - 15Др . Поэто­
му естественно вместо (1б 2.5/?^  писать просто (1е 1.5Д. 
Ниже вместо О.Ы^~т1П мы будем использовать 
обозначение а Nн~т1П (для Н(х)тх- С Ыт1п) 
ТЕОРЕМА 2. Для любого класса о.р.ф. (1 
ае а Nтп<<—ч иеам & ив 15Д. 
Заметим, что условия 11 е <3 N и и в 15Д не­
зависимы. А именно, существует класс 11 в 13Д 
и класс У б /.5Д\ СЛ/ . В качестве (1 можно взять, 
например, класс о.р.ф., равных нулю со всех точках за ис­
ключением, быть может, конечного числа. Этот клаос имеет 
вычислимую нумерацию и поэтому, как доказано в [в ] , 
Т . е . существует двухместная о.р.ф,- п(к,х) такая, 
что и - [ и „ , и-о,1,...} , где ик(х)~и(к,х) 
содержится в . ,С другой стороны, в [5] доказано, что 
Ц. ф О.Мт1П Поэтому Ц. ф 1-58 , поскольку в 
противном случае из теоремы 2 следовало бы, что ие<ЛП 
В качестве V подходит класс 9% Ц 0% из доказательства 
теоремы I [ 9 ] . В этой теореме по существу доказано, что 
Уф О.N и V предельно стандартизуем, если не заботить­
ся о рекурсивной оценке . Однако незначительно из­
менив доказательство леммы 5 [9 ] , такую оценку нетрздао 
получить. Поэтому V е А5/?. 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 2. N. Пусть Н е - З Л ^ 
и Г предельно идентифицирует минимальные У -номера для 
функций из 11 . Для доказательства 11 б достаточ­
но рассмотреть функции у(с) ~ с+1 и С(с,п) , где 
С 7 Ы = { ^ ™ > ) если Г«*Гп}>)41 
4 5 ' \ с , ь противном случае. 
0_'(С^-6) где I - максималь­
ное число, не пре-
В1 "лающее п , такое, 
что каздое из чисел 
вычислимо за п так-
тов работы машины 
Тьюринга 
4* если О.' (с, 0) не вычисли­
мо за п тактов работы ма­
шины Тьюринга. 
Легко видеть, что <5сцл) - о.р.ф. и предельно 
стандартизует 11 с рекурсивной оценкой \/(с) 
< = Пусть ?е$, и е а ы ^ , а е 15Ду> .Пусть , 
далее, Г предельно У -идентифицирует и. , а с2(с,п) 
предельно У -стандартизует (1 с рекурсивной оценкой 
Рассмотрим три вспомогательные функции. 
Ч,р.ф, % (сф по определению равна С (с, к) , где 
к - т ное такое чтоло, что в {(х(с,0), (я (с, 1), 
и (1,н)\ бол-зе /' элементов. 
Далее 
[не опр., в остальных случаях. 
Наконец, 
Определим теперь нумерацию 
Л*/ '"л Л 
Нумерация У является гёделевской, так как / сво­
дится к 9* при помощи функции 
Докажем теперь основное свойство функции Ы(т) 90-
ли ^ е и. то для любого т 
(4.1) 9в. (т) = # < = > л » - А/77 -4 М 
п-+-оз 
В самом деле, если т= &т <л(С,п) тб 
т^вш 0(/7),п) и У ,^ « / ^ ° ° , так как б предельно 
сгандартизурт ^ . Из определения О? следует, что 
?Ы(т) ~ %п = Я . Обратно, если ?ы(пд ~Я . т° 
0(т,и)=т для бесконечно многих . Следовательно, 
Пусть еС1 Тогда по определению б существует 
такое ^<V(^) , что "/5*1. В силу (4.1) 
и по определению нумерации 
к» = <А • 
Таким образом, никакое число вида *(0)+ •• • + не 
монет быть минимальным номером в Ф для функции кз клас­
са и , напротив, шниыальность такой функции достигается 
только на функциях типа ^Рх/с^) • 
Опишем стратегию Р , предельно идентифицирующую ми­
нимальные 9* -номера дляФуЕкций из и . Пусть И 
Обозначим С(Р(</ >),п) через т(п) . Для оп-
ределения Р(<# >} находим т(п) и в течение п тактов 
вычисляем значения 
(4 .2 ) \(1,0), цып-*) 
$(т(п),0), %Ып),1), %(Ып), У(т(ЫН) 
Если ни одно -из этих чисел за я тактов не будет найдено, 
то Р(</ 3у)=0. Далее, пусть (1ф - первая в этом спи­
ске такая пара, что вычисление %[1ф за п тактов закан­
чивается и ^  $(сфал>(/д . Тогда Р выдает номер, 
который в У имеет функция Уг(сф т . е . 
'/(0)ч- ч(1)+-+*(Н+с-1+]-
Так как Ля? Р(<?Гп}>) является У -номером ?^  , то 
т~Вст^п}(л) такте / ^номеру^ , т . е . % .. Отсюда 
следует, что я?-= Л/?? д г < / Г ч 7 > ; является -но-
мерой*/ . Из определения функции а лег 1 .о следует, что 
для всех (сф таких, что %(сф Ф/±'%, п^(п) 
Фх(1^) Ф Тщ • Итак, гИ - минимальный т -номер функ­
ции { . Теорема доказана. 
Используя полученный в теореме 2 критерий, можно лег­
ко получить различные примеры классов из О.Ы . На­
пример, легко устанавливается, что в аыт<п содержится 
класс всех констант (впервые этот результат с помощью 
другого метода был получен Я.М.Барздинем), класс о.р.ф., 
отличных от нуля не более чем в а точках, класс таких 
о.р.ф. , что #(0) является номером / (в [4] такой 
класс назван саггоошасывагацимся, ом.также [ю] ) и т.п. 
Из теоремы I и того обстоятельства, что в СхА/т1П 
имеются бесконечные классы функций (например, класс кон­
стант), вытекает 
ТЕОРЕМА 3. Существуют такие гёделевские нумера­
ции У и V , что 
Получим теперь некоторые следствия из теоремы 2. 
СЛЕДСТВИЕ I . Для любого класса о.р.ф. и и лю­
бой о.р.ф. А со свойством Ух(Н(х) > х) 
ДОКАЗАТЕЛЬСТВО. Импликация — > получается также, 
как в доказательстве теоремы 2 . Импликация < 1 следу­
ет из импликации < теоремы 2 и условия Ух(Н(х)Ъх) 
СЛЕДСТВИЕ 2 . I) 6/У = «дЛ/ 
ДОКАЗАТЕЛЬСТВО. Требуемое утверждение вытекает из 
следствия I и теоремы 2., 
По аналогии о понятием предельной стандартизации о 
рекурсивной оценкой можно рассматривать понятие предель­
ной идентификации о рекурсивной оценкой: класс и пре­
дельно идентифицируем а рекурсивной оценкой, если для лю­
бой гёделевской нумерации V существуют неубывающая о.р. 
ф. д(х) и стратегия Р , предельно идентифицирующая и в 
У , такие, что для любой #е(1 число различных гипотез 
Р на # не превосходит д(п?Сп^ (0). 
СЛЕДСТВИЕ 3. Если класс Ч предельно идентифици­
руем с рекурсивной оценкой, то и 6 О.Ыт1П. 
ДОКАЗАТЕЛЬСТВО вытекает из теоремы 2 и соответствую­
щих определений. 
* 1ч- -
Условие, сформулированное в следствии 3, достаточно 
для проверки принадлежности семейству С/Ц*"1" всех до­
статочно естественных примеров классов из (л/Уп"'п Од­
нако, как показывает теорема 4, оно все же не является 
необходимым. 
ТЕОРЕМА 4, Существует класс / / е 6 Л / Я Л ( который 
нельзя предельно идентифицировать с рекурсивной 
оценкой. 
Превде, чем доказывать теорему, введем ряд обозначе­
ний, которые будут полезны и в дальнейшем. 
Нам будет удобно рассматривать произвольную о.р.ф. 
как последовательность значений 
Пусть сС - произвольный конечный кортеж натуральных 
чисел. Через с(. 0°° будем обозначать функцию ф , начальным 
фрагментом которой язляется оС , а остальные значения -
нули. Если а0, , ...,ап - произвольные натуральные 
числа, то а1 а2 я „ 0"°- функция, начальный фрагмент 
которой равен (а1Уаг, , ап) , а остальные значения 
- нули. Через 0м обозначим кортеж из к нулей. Подобно 
<ХОа> и а2 <хп 0 ю вводятся обозначения оС О и 
а1 ®г ап в* Зафиксируем также канторовскую нумерацию 
всех троек: с(Сф,к) - номер тройки (с^'**)-
ДОКАЗАтаЛЪСТВ^ ТЕОРЕМЫ 4. Зафиксируем игёде-
левскую нумерацию всех стратегий = ^ > Наша 
блияайиюя цель заключается в построении для каждой пари 
(1.ф) такой о.р.ф. и.{^ , что Р/ не может предельно иден­
тифицировать У7 -номео для ц,[; с рекурсивной оценкой 
% У 
Сначала определим для каждой тройки (су:,г) ч.р.ф, 
9д с (г) Пуста с (с ф г)=с к Р/ = Р-
начисляем % (.") Если %(/) не определено, то 
Уд • . (г) »и.г; не определена. Если определено 
(например, % (и) = / * ' ) , то полагаем Уди(г) (0)—с и при­
ступаем к следующей процедуре. ° 
ШАГ I . Находим последовательно гипотезы Г(<с>), 
Г(<%0>), , Г(<с О" >),... и параллельно на п -ом 
такте вычислений полагаем ^ / . у у О Одновремен- . 
но, найдя гипотезу р-~Р(<с о**")) , отличную от предыдущих, 
начинаем вычислять Указанные действия продолжа­
ются до наступления одного из следукщх событий. 
А*. Число различных гипотез в последовательности 
Г(<? 0*>) , к =0,4,... превосходит Я1' . 
В*. Для некоторого /?« Р(< <? 0м>) О) сходится 
(например, УрЩ^Ь ). 
Если первым наступает событие А^, то на всех х , на 
которых ^11(г) е щ е н е ^ила, определена, полагаем 
%им(*)'0 и процедуру прекращаем. 
* Если первым наступает событие 3* , то полагаем 
^9 и СО ^ = 3 ^ п ^ * номер р в нумерации т° зачерки­
ваем и переходим к шагу 2. 
В случае, если ни одно из перечисленных событий не 
наступит, шаг I продолзается бесконечно долго. 
Ш&Гт. Пусть Уд1^(г>) определена к этому моменту на 
всех х < $т оС - кортеж ее значений на 0,1,..... 5т и 
уЗ - начальный фрагмент <Х , максимальный среди всех таких, 
что вычисление Г(<уЗ>) было завершено к шагут . Пусть 
<* »*у8 а, а , а( 
Начинаем последовательно находить гипотезы 
Г(<у}а,а,>),..., Г(<оС>), Г(<«0>),.» 
и параллельно на п -ом такте вычислений полагаем 
У^ц(>>) (Зт *п*1)т^ (начиная с п-4 ) . Одновременно, най­
дя в последовательности 
( 4 . з ) г(<г>), г(< гяу),---г(<ссо>),...,г{<40%. 
еще не зачеркнутую гипотезу р , отличную от предыдущих, 
начинаем вычислять Ур(-5т+1) • Эти действия продолжаются 
до наступления одного из следующих событий. 
кт, В последовательности (4.3) более Р различных 
гипотез. 
В . Для некоторого незачеркнутого р из (4.3) 
$ (5т+1) сходится. 
В случае наступления кт или В^действия аналогичны 
соответствующим действиям на шаге I . 
Очевидно, для произвольной пары (сф функция 9"9и 
о.р.ф. Пусть 8=6(1^) - неподвижная точка д , т . е . 
*Др(6) = У°6 Определим функцию следующим образом: 
(4 л ) и-. Сс)-\ ^ ( х ) ' если М о п р е д е л е н о 
У ^ 0 , в противном случае. 
Искомый класс /2 определим как .Щ 
Покажем, что /у не может предельно идентифицировать 
и<у с рекурсивной оценкой ^- . Допустим противное. Лег­
ко видеть, что ^(ц) может быть не определена не более 
чем в одной точке. Если У^(1ф - о.р.ф. и, слелователь-
но, Уцм) • т о > к а к л е г к о видеть, либо число раз­
личных гипотез на ; превосходит^ У^ (6))/^(т/п^и^ 
либо функция с номером ( ' "^ отличается * 
от и ^ - противоречие. Если 9/(1^) не определена в 
одной точке, то число различных гипотез /у на и 1ф обя­
зательно не превосходит У? (в) . Из описания конструкций 
снова следует, что ^ с номером р= АУп^ /^^ <<Л',у9 
должна отличаться от в одной точке - противоречие. 
Итак, класс Ц нельзя предельно идентифицировать с 
рекурсивной оценко" 
Перестроим, теперь нумерацию У в такую нумерацию V , 
что Ц. е (лЫ у 
Для каждого к= 2п+1 полагаем ^к = ^п Ясно, 
что У сводится' к нумерации V . 
Пусть к =2п . Полагаем <РК (о)-= % (0) Если %(о) 
не определено, то на всех Х>0Фк не определена. Пусть 
теперь Уп+^ (О)** п/ Ясли х на некотором шаге 
т процедуры построения 5^. . ^ принимает значение 
5^ + 1 (для шага I - 5т+1'^-1 ) , то полагаем Ук(х)= 
= ^ М ; в противном случае Ц>к (х) =0 . Опреде-
ляя % параллельно процедуре определения (г) , лег­
ко убедиться, что % - ч.р.ф. Итак, Ц> - годелезская ну­
мерация всех ч.р.ф. 
Построим теперь стратегию О. , предельно идентифициру­
ющую минимальиые Ф ..омера для функций из и . Пусть 
??= 6 (2 Тогда, как следует из описания конструкции, 
У? (6Иф) определено; пуст'. = б. 
Для определения <2(</ ' >) про;:елаег/. п тактов (ко 
не шагов!) в процедуре определения */д- (д) . Пуст? т -
номер последнего шага в этой процедуреУ начатого -
ому моменту. Ести гхЗ^Н (см. описание зага/т? ) , то по­
лагаем (2(<? >)=0 . Если п~>/5т+1 то вычисляем э 
течение я тактов начальные фрагменты 
и находим минимальное к 4л таксз, что V =/ 
Си! 
Полагаем <л(<? >)=к (если хШ одного такого к не 
будет найдено, то О (<^Г"}>) = 0). 
Из описания конструкции легко следует, что число ша­
гов в процедуре построения УдиИ) пр-евосходят У{(М)\ 
пусть оно равнср например, л? . Нетрудно теперь убедиться, 
что 6ш (2(<1? >) существует и равен минимальному п такс— 
му, что 4>п т • . И з определеиин нумерации 
^ следует, что номер л четный. Но для такого п по оп­
ределению Ч>„ Ы = 0 для всех х > 5% +1 , с другой 
стороны, функция ^ в силу (4.4) на всех х>5& +1 равна 
Чд^{х). Таким образом, Легко видеть такге, что 
ни один номер </7 не может быть номерок^* . Итак, л » 
•» гШПу (?) . Теорема доказана. 
В силу теоремы 3 один и тот же класс и при различ­
ных ^ $ может принадлежать и не принадле­
жать 6Л/^" Л Легко, однако, подобрать такую о.р.ф. Л , 
что Не СЛ/у, ~ т. 1 П. 
ТЕОРЕМА 5. Пусть Ц - произвольный класс о.р.ф. 
и У % . Если для некоторой о.р.ф. Н 
и,бО.Ы$~тсе! , то существует такая о.р.ф.// , 
ЧТО и € 
ДОКАЗАТЕЛЬСТВО. Пусть Ч> сводится к V монотонной 
о.р. функцией , а У к V о.р. монотонной функцией^. 
Легко проверить, что з качестве требуемой функции подхо-. 
дат А'(г) = ыг (Н(уг,Ц))). 
СЛЕДСТВИЕ. (Для любой о.р.ф^со свойством 'Н(х)>/х 
и для любой У е Э 
Ней 7 
5. Результаты п.4 показывают, что по отношению к 
возможности предельной идентификации минимальных номеров' 
различные гёделевскне нумерации не эквивалентны. Так, на­
пример, нумерация, построенная з теореме I , является в 
этом отеле "наихудшей": в ней минимальные номера можно 
предельно идентифицировать лишь для функций из конечных 
классов. 
Рассматривая з качестве характеризующего озолства 
возможность предельной идентификации минимальных номеров, 
на множестве ^ можно естественным образом опре>-лить от­
ношение частичкой -"порядочечности: для любых Уе $ 
У4 Я>« V и (а* аы™п<^ и6аы™п). 
Далее, У= V ( У эквивалентно V ) , если У4 V и 
04 У , и ?< 'Г если 9>4 V и V У 
$ очевидным образом разбивается на классы эквива­
лентности. В дальнейшем № не будем отличать клгсс экви­
валентности от его представителя, поскольку на характер 
результатов это не влияет. 
Прежде всего нас будет интересовать следующий вопрос 
имеется ли в ^ наиболыпй элемент, другими словами, су-
ществует ли гёделевская нумерация, в которой минимальные 
номера можно предельно идентифицировать для функций из 
любого класса Не ^N Следующая теорема показы­
вает, что такой нумерации нет. 
ТЕОРЕМА 6. Для любой Уе $ существует & та­
кая, что У< V-
Теорема 6 вытекает из следующего более общего ут­
верждения. 
ТЕОРЕМА 7. Для любой У б $ существуют нумерация 
4>е. & и эффективно перечислимый ( т . е . имеющий вы г 
числимую нумерацию) класс (1 такие, что II4 вы!?"* 
и для любого класса УъО.Ыу'п а Ц УеС/У™". 
ДОКАЗАТЕЛЬСТВО. Пусть У/((,к) - о.р.ф. такая, что 
</> (х) - [ % е С Л И * ф 2 ' 
г*«,к) \ к , если х - 2. 
Пусть, далее, тах(тах \*/(с,к), О-
Очевидно, > с • 
Для каждой пары (с\у) мы устроим эффективную про­
цедуру перечисления некоторого класса 0.1^ . В качестве 
(1 мы возьмем И ( | (Мп . Ввиду равномерной эффективности 
нашей процедуры тс и у класс И также получится эф­
фективно перечислимым. 
Итак, зафикисруем I и у . Одновременно с построени­
ем мы будем определять ч.р.ф. • На каж­
дом шаге т нашей процедуры в клаос 11 ^  заносится не 
более одной новой функции, каждая функция определяется 
либо только на т , либо на всех х^т, и У>#;(0 опреде­
ляется не более, чем в конечном числе-точек. Номер 
на некотором шаге может онть зачеркнут. 
Зафиксируем гёделевскую нумерацию всех стратегий } 
Полагаем Уу- и)(0)~1, а) .Далее , любую 
ааносикую в ЧЦ на произвольном шаге функцию будем по­
лагать равной I на нуле и у на единице. 
ЩАГ_1. Переходим к шагу 2 . 
ЖГ 2 . Закосим в 11Ц первую функцию и(х) и полага­
ем и (2)=-! . Переходим к шагу 3. 
!!1АГ/» . Пусть а; определена к этому шагу на всех 
х 4 5 за исключением, быть может, х-2 , и и(х) - по- *. 
следняя занесенная з (1ц к этому шагу функция. 
Мы предположим, что все функции, занесенные в&удо 
уже определены на всех х , а а определена на х < т. 
( I ) Вычисляем в течение т тактов %(2), %(2)> ••• > 
9$ (2) Ищем такое п , что Фп(2) определено и %(2.)^ 
= и(2). Если такого п не будет найдено, то переходим к 
этапу (П) . Если указанное л наЗ '^ся , то зачеркиваем 
его, полагаем а(х)=0ив. всех х>,п? и заносим в 11; 1 
функцию и I 
(*)/\\ и(х) если л</?7 и л ^ . ? 
[ и(х)Н , если х =«? 
Переходим к этапу (П) . 
СП). Пусть и.' - последняя занесенная в III ; к это­
му моменту функция. Для каждого л < т пусть 
оС = 1 $ / ^ ' е 0 Л И ^Я/М ^ ^ о п Р е д е л е ы о 
* ] и'(х) , в противном случае 
Вычисляем в течение /7? тактов 
(я) ...сС3>), $(<оС/>С,...еСЛН>),..., 
Если ни одного из чисел не будет найдено, то полагаем 
а'{/7>)"'/ и переходим к шагу т + 1. 
Предположим теперь, что одно из указанных'значений 
Г] будет найдено; пусть (<Ы.в ... оСк>) самое пра­
вое среди них, а л ' - самое правое среди значений ру на 
тех же аргументах, вычисленных за т-1 тактов. 
Если гфг' или г>у(ё) или г зачеркнуто, то для 
всех хе{5Н,5+2, , х| полагаем ^• а) (х)^ и'(х)} 
полагаем и'(т)^1 и переходим к шагу т+1 В против­
ном случае переходим к этапу (Ш). 
(Ш) Итак, гк ^(с) и нв!зачеркнуто. Вычисляем т так­
тов ^ на = тах(3,& Если У>г ( н е сходится за /?? 
тактов или ^ /'/с^ ^ "-'(к,) , то полагаем и.'(т) = 1 и 
переходик к шагу т + 
Если %(к,,) сходится и # , то на 
всех х >/?7 полагаем и'(я)°0 и заносим в функ­
цию и1 
если х ^ т и х/ь/с, 
:сли х 
и зачеркиваем г . Далее на всех х, $ ^  х < хг, полагаем 
% (О и <г'^ 2 переходим к шагу т+* 
* Описание процедуры перечисления закончено. Из 
этого описания легко следует, что Ч - эффективно пере­
числимый класс о.р.ф. и для качкого у д. - о.р.ф. легко 
видеть также, что все функции в Ыц ^различны. 
Заметим также, что для /еЧц выполняются следующие 
свойства: если для х > 3 #(х)-0 , то /(у)-0 для всех 
у>х ; если ^ - последняя функция, занесенная в Чц , то 
для всех х >/ 3 #(х) * О. 
Покажег.;, чте Ц. ф (гЛ/р 
Допустим, что Ру предельно идентифицирует минималь­
ные У -номера для функций из и. , а, значит, и для всех 
функций из /^  Пусть а - неподвижная точка функции 
9-9; • ^ , 
Заметим, что класс и а ^ конечен. В самом деле, на 
этапах ( I ) Б иа^ может быть занесено не более а*2 функ­
ции, на этапах (П) новые функции в иау н е заносятся, и 
на этапах (Ш) в 11ау заносится не более ч(а)+2 функции. 
Пусть и. - последняя функция, занесенная в Чау 
Покажем, что 
Ест 
Заметим преаде всего, что р- йт Р) (<и >)> *(а) 
так как в противном случае на некотором шаге р зачерки­
вается и и должна отличаться от ^ . Но начиная о неко­
торого шага т число р -самое правое ь строке (* ) « Из 
описания этапа (П) следует, что ввиду неравенства р> у(а) 
функция У^(а) Судет определена на всех л +2 , Нетрудно 
убедиться также, что У$(а) на всех хф2 иыеех те же 
значения, что и функция й , поскольку на любом шаге т 
Уу(а) определяется в соответствии с последней занесенной 
з Ц. ц к моменту определения функцией. Из списания эта­
па ( I ) следует, что значение функции 2 на х~~2 не может 
превзойти а+2 . Теперь из определения функций м(а,к), V 
и равенства %.—^(а) мы получаем, что р= 11т Р>(< О- Сп1у) 
не может превосходить \/(а) - противоречие. Таким обра­
зом, и 4 о 
Построим теперь нумерацию V со свойствами, требуе­
мыми в формулировке теоремы. 
Между произвольными двумя функциями и Угг бу­
дет "вставлено" \/(&]+3 функции. Тем самым, мы получаем 
функцию, сводящую У к У Функции из промежутка между 
и $ т будем определять параллельно процедуре 
построения класса и 
Если % не определена по крайней мере на одном из 
чисел 0,1,2, то все'функции из рассматриваемого промежутка 
не определены. 
Предположим теперь, что У°е определена на х* 0,1,2, 
%(0} = 1, У Пусть пм - номер ;<-й. налево 
от % функции из промежутка: 
м 
Рис . 1 . 
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Пусть сначала к< ч(е)+3 Для определения % м мы пе­
речисляем класс функций Иц- Если этот класс содержат 
менее АС функций, то Упн нигде не определена. Если 
содержит не менее к функций, пусть ик -к -я в порядке 
перечисления Ц. ц функция, а т - номер шага, на кото­
ром ин заносится в Иц- . Вычисляем у?/т3 . дели $ т " 
= 4^, то полагаем - иА ; в противном случае V/?* 
нигде не определена. 
Определим теперь ^пк для к^\'(е)+$ . Вычисляем по­
следовательно ^(3)г ^ (4), . Если для некоторого г 
окажется, что % (?•}=• О , то %А **х/рМ0е0 ; в про­
тивном случае % к нигде не определена. 
Определение нумерации Щ завершено. Очевидно, Ф -
вычислимая, и, следовательно, гёделевская нумерация. 
Нам нужно показать, что для любого \/е $ N™" 
Ц. О V б (яМр"л Убедимся сначала в том, что и.е(2Ыу1П. 
Прежде всего мы построим две вспомогательные страте­
гии /у И А * . 
Зафиксируем произвольную о.р.ф. / е й . Для г4 2 по­
лагаем ^ (</Гг}>) **0 . Пусть теперь г>2 .По значе­
ниям с и Уш{(1) находим номер р в 4-1^ пер­
вой функции с начальным фрагментом г , занесенной в 
и.цш а также шаг т , на котором ^ -я функция заносится 
в и 1^ . Вычисляем в течение /» тактов начальные фраг­
менты 
Т0 » /, » » //» 
и находим минимальное такое, что т? определено, 
{Р»[гп =#Гт1ж у < у(Р)+3 ( если такого / не будет, най­
дено, то /у (</Гг7>)=<?). В качестве /у(<{ГгГ>) бе­
рем номер ^ -й слева от ^ фуыкцл в нумерации Ф (см. 
рис.1 ) . 
Очевидно, I Е, - ч .о . стратегия, определенная на всех 
а 
- гч -
Определим теперь стратегии Ге . Если ни одно из чи­
сел ?(3), #(4), ,№) не равно нулю, то 
— Р,(<РГ/'Ь) В противном случае находим минимальное 
я>3 такое, что ^(к}=0 и вычисляем в течение г тактов 
Ищем минимальное р€ г такое, что Ур™-^ С ' (волг такого 
р ке найдется, то Р?(<? >) = /у (</ >) и в качестве 
^ ( < / >) бё"реы у(р)+3 -й номер в У налево от Ур 
(см.рис.1) . Р2 также, очевидно, ч.р.стратегия,определенная 
на и 
Рассмотрим следующую стратегию Р 
Г(</М>)-тп(Г1(</г7>), Рг 
Покажем, что для любой 
Зафиксируем /е и Пусть )(О)=1,^(1)^, /-<?• -ая в 
порядке пэречисления функция в III и /77 - номер шага, 
на котором / заносится в й ^ ' , 
Рассмотрим сначала случай, когда для всех х У/3 
#(х) ф О . Очевидно, для такой / Р(<{ г >)~ 
= 2ст Р,(<{ >).Из определения стратегии Р) легко следует, 
что 6= ВСт Р, (< # Гг]>) существует и является Ф -
номером^ . Допустит»!, что 6'= т1п^ (?) < ? % Из то ­
г о , что все функции в Ц.^ / различны, зытекает, что 
либо ^ - я функция слева 'от некоторой $ между и 
, либо номер ё' имеет некоторая $ Первь..* случай ис­
ключается, поскольку в описанной ситуации стратегия Р^ 
поменяла бы в пределе гипотезу { на ^ . Во втором слу­
чае должно выполняться неравенство ф> У(6)+2 , иначе 
у -й функцией слева от $ между Уеч и $ в V была бы 
Мы покажем, что у 4 ч(2) + 2- и, тем самым, получим 
противоре чие. 
Из описания процедуры перечисления легко сле­
дует, что число функций в не превосходит 
у. 4 +2 . Ввиду монотонности функции V нам до­
статочно показать, что с 4,2 Функция $ на х)3 пе 
принимает значение 0. Из описания &7,у вытекает, что # -
последняя функция, занесенная в 12;^ . Такая функция от--
личается от всех функций Ув, # , 9; Следовательно, 
тЬкр ('%)>1 Номер 6 при сведении У к ^ переходит 
в V=гпй)у("Р() . Отсэда ш получаем, что /7)1Пр('А)= ? 
Таким образом, ^><:' , что и требовалось доказать. 
Предположим теперь, что для некоторого р>/3 #(р)=0; 
пусть о -минимаяьное средя таких. Нетрудно убедиться, 
что ит Е,(<{ г >) и &/л ^ ( < / существуют. Следо­
вательно, существует и 2 = Р(</ г >) Рассмотрим 
случаи, когда с= А/и (Ч ^м>). В силу определения 
функций из ^ если {(р)=-0 , то ^(х)"0 и для любого 
. Теперь из описания стратегии Рг мь; легко получаем, 
что ^ гп1пу 
Наконец, рассмотрим агучай, когда &>л Р1 (</Г' >)• 
Очевидно, Рил Рг (<{Сг3>) . Допустим^ что 4'^ 
= /жлу, (•/)<{. Номер ^' не может находиться в промежутке 
мевду некоторыми и # , так как иначе Рг поменя­
ла бы гипотезу -6 на {' Поэтому 4' - номер некоторой 
функций % Но з таком случае $ и функция, следую­
щая в ^ после 'Р(-1 , совладает с / . И з описания страте­
гии мы получаем, что А/и Рг (</М>) <4~ 
противоречие. 
Итак, стратегия- Р предельно идентифицирует минималь­
ные Я} -номера для функций из (I Пусть стратегия <2 пре­
дельно идентифицирует минимальные У -номера для функций 
из V Обозначим через & стратеги.,, гипотезами которой 
являются результаты применения к гипотезам 5 фикции, 
сводящей У к С . Зафиксируем однозначную вычислимую ну­
мерацию ^ класса и . Стратегия И , предельно идентифлцк-
рутдая ьинимальные ^ -номера для V Ц И , работает на 
1/и Ц, сле.дующим образом. Пока не обнаружено такого л 
что <Рп(0)~#(в) и ^(1)^/(1) ,Н работает на ^  как 5 
Обнаружив первое л с указанным свойством, И работает на 
/ как Р' до тех пор, пока / . Если будет найдено 
такое г , что /Гг3=* ^"пг , Н снова работает на/ как <? 
до обнаружения следуюи;его л такого, что %({>) = /(0) и • 
(^"^(0 ,затем снова работает как А" до обнаружения от­
личия / от ^ и : , д , Так как в нумерации ?" присутству­
ет не более чем конечное число функций ^ со СВОЙСТЕОМ 
<?„(о)~№ и зд=^', то Л » ? и(</м>)=еш р(</м>), 
либо Л'/7э /Ч(</>)= <?йп ёГ(</М>) В первом случае 
/ е ^ к , следовательно, <?с'т М(<?М>) =* пн'Пу, (У) Во Етором 
случае (фи -Щ поэтому/е У. Нумерация У устроена таким 
образом, что Р промежутке между двумя любыми функциями 
и $ находятся лишь функции из II . Отсюда следует,чтс 
при сведении 9 к У л?(.'ЛУ, /# переходит в лк'л^, ДО . Та-
образом, и в 31'ом случае Р(т Н(</ >) = «и'л^ ДО. 
.. а ореь :а доказ ана. 
Теперь мы аоналем, что для любых. У? У^е ^ среди 
ч-.-эх нумерации ^ е у таких, что еЯ/Уу . П<лЛ/у , 
• чествует "наилучшая". Другими словаки, & /шляется ниж-
полурешеткой. 
ТЕОРЕМА 8 х ' . Пусть Ч>} У'е Ь Существует нумера­
ция У такая, что 
(а ) Ч>4 % <р г у>' 
( б ) У&е $ ( # 4 ^ 04 
Д01\АЗАТЕЛЬСТВ0. Пусть С (с,у) - канторовская нумерация 
Для и^обых и х полагаем 
С(4»У/ | не опр., в противном случае. 
пар 
Другое вариант этой теоремы опубликован в [ и ] 
Фс(1ф ~ г-"«Р«Фч очевидно, только в том случае, если % 
и ^ - о.р.ф. и ^ - Ч*с(Ц) • в С И Л У свойств 
канторовсксй нумерации, для любой о.р.ф./ 
тйу (Я- с (т1пу (?), т1пр (/)); 
свойства а) и б) теперь очевидны. Теорема доказана. 
Рассмотрим теперь оледу:аций вопрос: можно ли для лю­
бых классов <2 Ыу*" и <3 А/у!1" найти такую нумерацию 
, что аЫ?(пи амрУва йЫр" ( т . е . сушест-
рует ли для У и У 1врхняя грань). Этот вопрос, а сле­
довательно, и вопрос о тем, является ли \3 верхней полу­
решеткой, остаетоя открытки. 3 связи с этим приобретает 
интерес следущая проблема, также остающаяся нерешенной; 
южно ли для любых двух классов и, и' е (*/,'""" найти 
нумерацию V , в которой минимальные номера предельно иден­
тифицируемы как для класса и так и для класса И' (стра-
гргш ! для (1 а 11' могут быть различными). Эта проблема ре­
шается положительно при некоторых ограничениях, наклады­
ваемых на И и и' 
теорема 9. пусть и, и'6 ал/"4", иГ\и'=Ф и и 
эффективно перечислим. Тогда существует такая нуме­
рация V , что* ^ б 5 Н™" и и'е С Я™ 
/ТИП I ,ТЙ> ДОКАЗАТЕЛЬСТВО. Пусть ^ 6 5 ^ , 11 е &Ну> и Л -
э.р.ф., сводящая ^ к У , причем х<у > А (х) < к (у). 
Збоэначим через Н(Ч>) образ У в нумерации У" Мы наме­
рены перестроить пумерацию {Р' так, чтобы ока осталась ге­
гелевской, все номера всех функций из 11 находились бы в 
Ь(Ч>), а номера функций из И' остались бы на месте. В ну­
мерации Ч1 , обладающей указанными свойствами для функций 
из классов И и (1' минимальные номада предельно идентифи­
цировать легко. Для и' стратегия такая юе, как при иденти­
фикации в нумерации У' . Д л я ^ е # достаточно, очевидно, 
применить стратегию для нумерации ^ , а затем к результа­
ту применить функцию Н Итак перестроим У" в V Зафик­
сируем вычислимую нумерацию \иК I -0,1, ... класса II . 
Пусть пф Ь(^) и х - произвольное натуральное чис­
ло . Если выяснится, что ^ отлична от каждой из функций 
ид, и^, ,6 ,^ то полагаем ^Рп(х)^кр'п' (х) ; в против­
ном случае Ф (х) не определено. Если п е л(У) то 
Ясно, что если пфЬ^)^ - о.р.ф., то % может 
быть о.р.ф. только при условии, что ^Рп' отлична от всех 
функций из 11 Таким образом, ни одна функция из и не 
может иметь номера вне Н(У) , что и требовалось доказать." 
Покажем теперь, что в нижней полурешетке $ имек-гся 
изсравнимые элементы. 
ТЕОРЕМА. 10. Существуют такие нумерации У'Рб$ и 
классы о.р.фУи и. , что !/е (2Ыр">\вЛ/™" 
и иесл/у^ал/уГ* 
ДОКАЗАТЕЛЬСТВО. Пусть V - класс всех функций 
Г 1 
л , . [ О если X 4 2 
А < ~ I /с если х > ^, 
С помощью следствия 3 из теоремы 2 легко устанавли­
вается, что О.Ыт*п Пусть \/с С /У^"" . Прилепим 
к У конструкцию из теоремы 7 ы построил класс 11$. ПМу 
Очевидно, кла^с ^ = & \ ^ . такч:е не содержится в 
О. Л/^?4". В теореме построена такая нумерация Ч1 ., что 
V и И е ЙЛ/™"7 и, следовательно, V и 6.ееЛг\Г 
Перестроим теперь итерацию </' в такую нумерацию # , 
чтобы \/бСА/&" но по-прекнеьу Й б с З ^ ! " 
Заметим, чти в силу выбора / и с/ 1 / П # = 0 - ^ 
Полагаем. ~ ш определения ^ л Д ^ л , ^ 
вычисляем У , , ^ . Если </'Л{'5у' кя определено, то <#^и 
нигде не определена. Пусть %($^к Полагаем к. 
Несколько сложнее определяется У3/) Пусть Л-27? - уни­
версальное ьаюзестзо (си. [ 3 ^ ) . Нетрудно устроить эффек­
тивную процедуру вичисл лгия % „ тш;._ что 
к е А 1р3п имеет конечную область опреде­
ления 
Определение V завершено. Очевидно, ^ е ^ . 
Легко убедиться, что нумерация V обладает следующим 
1ВОйством: 
к € А > .тол^, (к) = 1 тоЫ. 3 
к ф А > лт4/7^ (к) = О тоЫ 3 
Гаким образом, если бы существовала стратегия, предельно 
йдентиф"ицкрующая тг>>~ (к^ для всех к , то легко 
можно было бы построить алгоритм для предельного вычисле­
ния характеристической функции множества А , т . е . такую 
э.р.ф. ^ (п,х) что 
X в А гг7=} Л'>77 р.(п,х) ==• 1 
к ф. А -> &<т? и{п,х) =0' 
Но лемме Шёнфилда [15] (см.также [13]) множество А в та­
ком случае принадлежит классу Лг = Е г С\П2 . Но^ по 
нашему предположению А 51, - универсально и поэтому И е Д2 
- противоречие. ьтак, мы получаем, что УеиЛ/р. 
Далее, нетрудно убедиться, что все функции,' отличные 
от функций из V все свои номера имеют лишь среди чисел 
гида Зп+2 . Так как для любого п У3п+г = V*/ и 
(2 Л У~ф то, очевидно, Й ' е й ^ Теорема 
доказана. 
6. В этом разделе мы покажем, что классы из (гЛ/т1Я 
не замкнуты относительно объединения. 
ТЕОРЕМА I I . Существуют гёдрчевская нумерация / и 
классы о.р.ф. Ц. , и,, иг такие, что 11= С1, Ц и г , 
а, е с л/у'", и2 е аы™ , но и ф &N. 
•ЮМЗАТЙЛЬСТЗО. Предлагаемая ниже конструкция класса 
(Л представляет собой некоторое видоизменение конструкция 
иэ теоремы 2 [10]. 
Зафиксируем гёделевскую нумерацию V и гёделевскую 
нумерацию всех ч.р. стратегий 1 с°* 0,1, 
Сначала перейдем от ч .р . стратегий Г± к эквивалент­
ным о.р. стратегиям. Для каждой функции / рассмотрим 
процедуру параллельного вычисления Р^</ >)лля всех п . 
Полагаем далее 
^ /с , если к - последняя гипотеза 
I, Ш \ ] Р;(<1?ГУ)>видаглая к моменту^ 
^ ( т ~ \ 0 , если до момента Ь ни одной 
[ гипотезы не выдано. 
Легко видеть, что Г/ - о.р. стратегия,и если ёст % 
существует, то 1Ст ^'(</^) также существует и оба 
эти числа равны. Поэтому если Р1 не идентифицирует в 
пределе / (в -смысле <2 N ) , то также не могет пре­
дельно идентифицировать 
Класс 11 строится таким образом, что ни одна страте­
гия /у' не сможет его предельно идентифицировать. 
Сопоставим Р}' ч.р.ф. , вычисляемую в соответ­
ствии со следующими инструкциями. Полагаем (0) = (. 
Далее для определения у- используется описываемая 
ниже ПРОЦЕДУРА с двумя параметрами К та. Г 
Полагаем х = Е^'{<<•)), Г"*-1 и переходигл к ПРО­
ЦЕДУРЕ. 
ПРОЦЕДУРА. Вычисляем % (г) , находя одновременно на 
^-ом такте вычисления Р/ (<сСО*>) , где с* -кортеж с 
номером <у Сг'^у Полагаем на ^ -ом такте вычислений 
^. (г+4)**0 Указанные действия продолжаются до наступ­
ления одного из следующих событий : 
А ) для некоторого { Ч*к (г) сходится и Ун (г)^0 
3 ) для некоторого 6 Р/ (< сС 06>) Ф к-
Если ни одно из событии А и В не наступит, то ПРОЦЕДУРА 
для данных к и л цродолалется до бесконечности. 
Если первым наступит событие А, то полагаем д^(г) = 1' 
и скова переходим к ПРОЦЕДУРЕ, ваяв в качестве к число 
/ 7 ' ' ^ Я ^ * ^ ) • а в качестве г - число 1+г 
Если первым наступит событие В, то полагаем ^(г) = 0 
и переходим к ПРОЦЕДУРЕ, взяв в качестве к и г те же 
числа, что и в случае А. 
Легко видеть, что каждая д. либо о.р.ф,, либо ч.р.ф., 
не определенная в одной точке (если пси некотором повторе­
нии процедура продолжается до бесконечности). 
Пусть 
р , , _ | д; (х) , если д. (х) определено 
г1{-К1 ~ *| 0 ц противнем случае 
и а = I =0,1, ) 
Ясно, что каждая - о.р.ф. 
Каша конструкция устроена та:шм образом, что на 
функции /{ стратегия либо бесконечно много раз меня­
ет гипотезы, либо выдает в пределе число, не являющееся 
номером Следовательно, 11 4 СМ. 
Пусть теперь 
Покажем, что 11,, 113 е О.НтП 
Для класса ^ мы воспользуемся следствием 3 из тео-
реми 2. Описанная выше процедура для каждого I такого, 
что д. - о.р.'^. дает программ для эффективного вычисления 
д- . Итак, по 91 № можно эффективно наЗти некоторый ^ -
номер А это означает, что масс И предельно кденти-
фицк]ту см с рекурсивной оценкой ч(х) ~ 1 Теперь остает­
ся манить следствие 3. 
масса 11г рассуждение аналогично доказательству 
принадлежности класса И в теореме 4. 
Тепзрь осталось найти такую гёделевскую нумераций 
У , что одновременно 11^ е ОгУ^'" и (1г ейЛ/у. 
Пусть У - такая гёделевская нумерация, что 
1А2 е 6Л/у1Л . Применяя к У конструкция из теоремы 2 мы 
построим такую гёделевскую нумерацию V , что О.Ыф. 
Однако мохет случиться, что и± б Поэтому мы 
несколько иэменим нумерацию 9-
Пусть ы(х) - о.р.ф. из доказательства теоремы 2, 
сводящая нумерацию У к г . Обозначим через мно­
жество значений функции и/ Заметим, что множество 
рекурсивно. ^ 
Для каждого /е ь/(У) ^полагаем ^" . Далее для 
каждого ^ 4 - если^ Ц (0) не определено, то ни­
где не определена; если ^ (0) определено, то для любого X 
V- М = ( Ь е с л и М определено 
^ | не опр., в противном слугае. 
Функция ы(х) , очевидно, сводит нумерацию Г к С 
Поэтому У - гёделепская нумерация. 
Пустьу ^ ^^^Цтстда если о\ - о.р.ф.. то, очевид­
но , = ^ . Если же ^- не определена в одной точке, то 
^- также не определена по крайней мере в одной точке и, 
следовательно, ^ не может быть Ч> -номером функци /<• Та­
ким образом, если /4- е (1^ то 
(6.1) тСпу (/;)= тмр (А) 
и если б ^ то 
(6.2) т(п у (&) = V/ (лип ^  
Используя равенства (6.1) и (6.2) легко можно полу­
чить стратегии, предельно идентифицирующие минимальные V -
номера для функций из 1Л1 и, соответственно, Ы2 Теорема 
доказана. 
Отметим, что построенные в теорем I I классы и1 и 
Ц.г не пересекаются. 
Теоремы 1-3, 5, 7, 6 доказаны Р.Б.Фрелвалдсм, теоре­
мы 4, 6, 9, "10 Е.Б.Кинб-эрогл, теорема I I - Е.Б.Кккбером и 
Р.В.Фрейэалдом. Отдельные результаты были опубликованы 
[15]. 
7. В основе большинства из приведенных доказательств 
лежит следующая конструкция: по гёделевской кумерации $5 
помощью "раздвигания" У* и специального выбора функций в 
получаемых таким образом промежутках строится новая нуме­
рация ^ е $ Зачастую функция, сводящая У к V , рас­
тет очень быстро; например, в доказательстве теоремы I 
сводяшач функция больше по порядку любой линейной. Други­
ми словами, получаемые с помощью описанного метода нумера­
ции являются в каком-то смысле очень сложным. Можно, од­
нако, рассматривать естественные подклассы геделевских 
нумераций, для которых указанный метод построения новых ну-
мграций чаще всего не пригоден. Такими нумерациями являют­
ся, например, оптимальные. 
ОПРЕДЕЛЕНИЕ. (А.Н.Колмогоров [14] ) . Назовем геделев-
скую нумерацию У оптимальной, если для любой % су­
ществует о.р.ф. Ь , сводящая V к У , и константа С 
такие, что для п(1(п)) 4 €(п)+ С , где 
Их) - длина двоичной записи числа х 
Основные рассматриваемые в статье вопросы для пре­
дельной идентификации минимальных номеров, в оптимальных 
нумерациях остаются открытыми. 
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О ПРЕДЕЛЬНОЙ 1ШНТИФИКАЩК ЫЩПШЫШХ НОМЕРОВ 
ДЛЯ ФУНКЦИЙ ИЗ ЭФФЕКТИВНО ПЕРЕЧИСЛВМЫХ КЛАССОВ 
Е.Б.Кикбер 
ВЦ ЛГУ им. П.Стучки 
т.. Основные понятия и обозначения, используемые в данной 
работе, имеются в [ I ] . Глазноэ внимание з статье уделено ха­
рактеристике числа с-1ен гипотез при предельной идентификации 
минимальных номеров для функций из перечислимых классов. 
2. Произвольный перечислимь'й класс общерекурсивнкх функ­
ций (о.р.ф. ) и. мы будем рассматривать вместе с вычислимой 
нумерацией ^ % } , ?я (х) - о . р . ф . 
от п и х используя чаше веет обозначение ( Ц , ? ) . 
Евелём следующие сокращения: 
^ ? а ° - для всех п за исключением, быть может» конечного 
числа; 
-7^° - для бесконечно многих п 
С целью характеристики "быстроты" идентификации в [2 ] вве­
дем функционал 
1
Г число изменений гипотез, если И 
пределы» идентифицирует • 
«о , в яроспвио случае. 
Для изучения придельной идентдазасацш класса 
в [2] вводи _'ся функция 
Для предельной идентификации минимальных номеров можно 
рассматривать функцию ^и<^^(п) < аналогичную Нц ^ (л) 
При предельной идентификации номеров в обычной смысле 
пункция Н ^ не зависит от того, в какой гёделевской 
нумерации г находятся идентифицируемые номера. Точнее, если 
Н идентифицирует У -номера для функций из класса и , то 
для хчбоП другой нумерации У легко найти такую стратега»* 
И', что Н гь*"Н'иР ' В с : 1 У ' : а е предельной идентификация 
минимальных номеров ситуация сложнее: клаос и в одной гёде-
левской нумерации может быть предельно идентифицируем в СМЫСЛЕ 
б N быстрее, чем в другой. 
3. В этом разделе мы получим некоторые результаты, кото­
рые показывают, как быстрота предельной идентификации мини­
мальных номеров может зависеть от выбора нумерации / 
Сначала мы покажем, что для каждого бесконечного класса 
существуют нумерации, в которых он предельно идентифицируем 
в смысле О.Ыт<л сколь угодно "медленно", 
ТЕОРЕМА I . Для каждого бесконечного класса (и,0")е6Мт1Л 
такого, что = ^ ^ ф ^ и для любой неубывающей о.р.4 
$ существует такая гёделевская нумерация ^ , что Ц е С / У ™ 
и для любой стратегии И , предельно идентифицирующей иишшаль 
ные Ч> -номера, 
ДОКАЗАТЕЛЬСТВО. Зафиксируем некоторую У такую, что 
Ц, е (лН™" . Требуемую нумерацию V мы будем строить, ис­
ходя из нумерации V 
п 
Для каждого п > 1 пусть ап = 53 (1 + */ Далее 
пусть тд I и для каждого 
*+1 
тк~ 1.1[({(а1)(1Н)+2)(и-*)]. 
Полагаем ^тк°^ У* , * = 0 , 1 , . . . Таким образом, V -ну­
мерация всех ч.р.ф. и/сводится к V Чтобы V оыла гёделев-
ской нумерацией, нам остается сделать её вычислимо!-' нуыерацк 
ей ч.р.ф. 
Зафиксируем произвольное к > / и определим ^ л для 
всех г таких, что тк-1 < г < т * Пусть для любого 
] , и ; 4 к + 1 
и <1-/(ак)(к1-0* 1 Множество колеров между тк^ 
и лг>м можно представит!, очевидно, следующим образом: 
| | | | 1*1 I I I I 1^1 I I - • • 1 « 
V V ' V V ' 
Для каждого /• = V/ , /' = 1 , 2 , п о л а г а е м 
полагаем ^ » ^ ) . 
Остальные ^ определяются с помощью описываемой шасе 
процедуры. 
Зафиксируем некоторое у такое, что ?4 > 4 х + 1 
определим все % где V/-? <." < V,' пусть Ъ-Ъ'ы-щ 
Вычисляем в течение х тактов значения ^ 
%(<*'">), ?.<<*'% « М ™ » 
^</">) , *м'">;, 
с*з 
32 « Л ) , ^ 1 ( < * 1 \ 
Каждую строчку % (< / * > ) , > ) , . . . , У$ (о> >) , » -
которой существует по крайней мере /(ам) таких у<х , что 
а) % (< * * >) и % определены (за ж тактов) 
о) ЪЫ'*>) * Ъ1< 
вычеркиваем. Далее для какдой невычеркнутой строки найдйм чи­
сло таких у , для которых верно а) и о ) , и найдем еуяму 
этих чисел. К найденному числу добавим Н°-к)~ » ГДй ^ 
количество вычеркнутых строк. Опред ленное таким образом Чи­
сло обозначим через рх Очевидно, 
(1) х1 ч< хг => рХ1 4 рХг 
(2) Ух(рк<4). 
- ЗЕ -
Пусть / ° л * ^ ~ Рк « В силу ( 2 ) <пх < ^ Мы 
предположим, что до такта лг каждая функция у,_1<г< V,- , 
была определена либо.на всех аргументах, либо на конечном 
ы'-окество аргументов. На такте * . ыы фудем определять нане-
которых г лишь функцию % м и (или) 4>г 
Если ( I ) в таблице (•*) вое отроки вычеркнуты, то на 
всех г , на которых % ещё не определет, полагаем 
Предположим теперь, что в таблице (*) имеются но-вычерк-
гг'тые строки. Пуоть г самое правое вычисленное в /-ой не-
ьычеркнутой строке число. Если: (П) по крайней мере для одно­
го I с± =• гх и Фг ещё не определена на бесконечном мно­
жестве, то определяем оо на всех оставшихся 2 таким образом, 
что Щ ф II ; далее для всех г$х , на которых 
% 4 ещё не определена, полагаем = ^(г) 
Уели (И!) для всех I Ф гж , то на всехг<:х 
на которых ^ еще не определена, полагаем 4>п (г) = -?(г) 
Определение нуквращш Ч1 завершено. Легко видеть, что 
каллая из функций % - корректно определенная ч.р.ф. 
Построим теперь стратегию Р , предельно идентифицирую­
щею минимальные Ч> -номера для функций из И 
Пусть Р - стратегия, идентифицирующая У -минимальные 
номера для функщтй пв и Определим функцию ~^ следующим 
соотношением: 
если Г0 ("< >) = I то Р0 (< >)* т(-
Для нумерации 0" легко построить стратегию /у , пре­
дельно идентифицирующую минимальные Г -номера; Р, , например 
перебирает подряд 0" Р" Сопоставим ей функцию 
если Р,(<-- > ) = ^ для неноторых к и У ю 
(< >; = где п ^' - числа, определенные при 
построении 1" 
Стратег;» Г мы определим, исходя из и Р1 Пусть 
г - номер произвольного кортежа натуральных чисел, имеющего 
дл:шу х 1с.1/. А~ Ы} ил; ^ не определено, то Р(г) 
не определено, сл" ('•г; А~ ^ , то полагаем Р(г) 
- Р0 (г) < Квскольк- .окне* мучай $ (г) > ДО 
Тусть ^ ( х ) ~ Найдём число Д , определяемое через 
и в процессе построения У- Если на ШРГС Х зтого 
процесса имеет место ситуация ( I ) или (Ш), то полагаем Р(г) 
гх Если же имеет место ситуация (П ) , «о полагаем Р(г) 
- гя~1 
Убедимся в том, что для любой Т\ Л'/„ Р(< >)= тспЛ?) 
Гак как Ест Р0 (< Г.М>) и Ит /> С<^>) суцзс'т-"' 
вуют, то существуют также члсла С0= С1т 
К ^ - ^ 7 7 $-(<С/"7>) Е С Л И ^ < ^ / р , ОЧВВИДРЭ, 
Сст^<Т^н3})^^0 • "э определений ^ к легко сле-
цует, что в случае если ^ < ^ то ^ 4 % , где 
максимальное среди всех /»^ < ^  Г:8 описания пузерации 
следует, что среди функций ^ с номерам < / л , , . . . , ™ д } 
лишь функции Щ с 1>^„ м$гут быть равны (или, ,что 
то же самое, ^ ) . Теперь, используя равенство 21тР{<^ >)~ 
= ткп9 'йолучевм ,что / - - (<р/*^- Дда $Ъ 
Рассмотрим теперь случай, когда 10>1^ . Зэтой ситуа­
ции для всех I и тк таких, что 1^тн<11 , очевидно, 
^1 * % Стратегия Р , как легко ^итеьает из её определе­
ния, начиная с некоторого к0 для ^ выбирает в качестве 
гипотеи гк Из условия (2 ) для рх следует, что Э?(&пР(<.§>р. 
= Е) Нетрудно убедиться, что * Из сказанного выше 
следует также, что ^ =•= т1п^ (гСп) 
Докажем яеперь второе утверждении теоремы. Пусть Н 
произвольная ч.р.ф. и У^-Н Рассмотрим функции Щ о 
номерами I из произвольного фиксированного промежутка(рк^,гг>^ 
где к > и Мы покажем, что среди функций ,у = А^> •••> к** 
существует по крайней мере одна функция ^.(Л , на которой 
Н в случае, если она предельно идентифицирует минимальные 
номера для Ц, , должна го крайней мере >{Ык-1 ^в)) 
раз менять гипотезы. Отсюда уже легко следует, что 
гт'п . 
\/п > аи ( Н и ^ (л) >{М). 
Итак, докажем требуемое утверждение. В силу уровня 4 * 7 = ^ 
ч ^ ^ . и списания нумерации ни од/к из номеров е , 
где 'г ^ ^[/г»^ л , , , . . . , * ^ 4 < не может бить номэрои 
- ад -
какой-либо из Г^.М ... , . Кроме то­
го, все эти функции попарно различны и их нхкх на одну больше 
чем ^ с 16 {т9,т1 тк^ | Таким образом по край­
ней мере для одной из них, например, 6^,/"' , Ыпу(-)) 
находится в^омекутке (т^ч» тх) • Предположим, что 
11т Н(<$ >) и в последовательности Н(<^1'>),Н(<^ >),... 
гипотезы меняются не более /(с^) - I раз. В. этом случае. 
и + 1 -я строчка в таблице (х ) никогда не вычеркивается. 
Пусть И(<^ "в и на вычисление Н(<^ >) затра­
чивается я тактов. Из описания конструкции следует, что на 
шаге ж имеет место ситуация (П) и поэтому ^ должна отли­
чаться от - противоречие. Теорема доказана. 
С другой,стороны для достаточно иирокого семейства клас­
сов из (хНт1П существуют гёделевские нумерации, в которых 
эти классы предельно идентифицируемы в смысле О.Ыт,л сколь 
угодно "быстро"'. 
ОПРЕДЕЛЕНИЕ I (см. [ 3 Ь . Класс о.р.ф. Ц назовём эффек­
тивно дискретным, если существует такое рекурсивно перечислимое 
множество /? кортежей натуральных чисел, что 
а) если <Х~(п0, п1,..., пх) е Я , то существует не более 
одной / е Ц. такой, что рм=с( 
б) для каждой { е Ц. существует кортеж<Х=^лв,п1Ч..^п^)6/7 
такой, что 
ТЕОРЕМА 2. Для любого эффективно дискретного класса (Ч.,*? 
и для любой неубывающей о.р.ф. $ такой, ч т о $ ^ > / , / ^ л ' ) х г ^ ° ? , 
существует такая гёделевекая нумерация Ц> , что ^/е С М , " ' Л 
и для некоторой стратегии Н такой, что (и, е С/У^" 
посредством Н , 
<'(п<)-
ДОКАЗАТЕЛЬСТВО. Пусть В - соответствующее II ынодест-
во, о котором говорится в определении эффективной дискретности. 
Зафиксируем произвольную гёдслевскую нумерацию У Тре­
буемую нумерацию у мы будзы строить, исходя из нумерации У* . 
Выберем такую рекурсивную возрастающую последовательность 
чисел ак , н~й,1,2, , что для каждого к М°-к)^л 
(пусть ад = 0 ) . Для каждого х > 0 обозначим через тп. чис­
ло а.к+1-\+2(**-1) и положил!- Ч*тк ~К . Ясно, что 
нумерация V Доводится к . 
Далее для каждого * такого, что тк.) < I <тн-1 
положим ^ " . где ч(1)~1-2х Очевидно, 
Нам осталооь определить функции с номерами к~0,1,... 
Будем перечислять вое начальныо куски функции </м(ш9/п; ) и 
множество /? . Золи для некоторого п окажется, что ^ ^ " « Я » 
то будем разыскивать / в II такую, что р^шф^ Если 
такие У К М к/ будут найдены, то Ч*т)(~1я? , в противном 
случае ( ^ г г > к ~ 1 нигде не определена'. 
Определение V завершено. Легко видеть, что С - вычис­
лимая нумерация ч.р.ф. щтак как У сводитоя к ^ , то V -
гёделевокая нумерация. 
Поотроим стратегию Н , обладающую требуемыми в теореме 
свойствами. 
Сначала мы опишем вспомогательную стратегии /у . На номе­
ре пустого кортежа полагас- равной нулю..Пусть теперь 
С(^(п9%... ; пЛ, $тЩ0 • ••• Л л - . А Ъ ухе определена 
на уЗ и Р"(< ^9 . Перечисляем в течение к тактов на­
чальные куски-функций % % и множеотво А 
Води за это время не р*удетнайдено ^- '-(пд, п^еД , 
где ^4-Х , то, полагаем ^(<оС>)т0 , Предполо­
жим теперь, что такой фрагмент найден; пусть - функция с 
минимальным номером, для которой такой фрагмент найден. Мы 
полагаем /у (<оС>) -пу-$ . 
Определим теперь вспомогательную стратегию /> Пусть 
ОС™ (л^ , / 7 ^ , ... , пн) - произвольный кортеж. Перечисляем в 
течение л тактов множество й .Если эа ето время в Я будет 
найден кортеж уЗ"(п0у ...., п^.ей , (пусть ^ 
имеет наименьшую длину среди них), то, перебирая ^ , , 
разыскиваем такую , что ^ ^ -у$ . Коли такая ^. будет 
найдена, то ^ (<ос>2* V1 (г) , где / -функция, опреде­
ленная при построении У ; если Фг с нужным свойство» н? 
найдётся, то /^(«Х?) на определено. Наконец, еслиув&Л 
не будет перечислен,'тс ^ ( < ° С > ) в О 
Отметим следующие два свойства стратегии Рр : I ) ^ оп­
ределена на любой функции ^ : 2) на любой 2^ Р& меняет 
гипотезу не более одного раза. Первое свойство очевидно, а 
второе следует из пункта а) определение I.. Очевидно также,что 
А/т? Е (< Т является номером ^ в нумерации V 
Стратегию Н на произвольном кортеже ОС определим как 
т1п(Р. (<«>), Гл («*>)). 
Нетрудно убедиться, что И предельно синтезирует мини­
мальные V -номера для II В самом деле, из определения Р1 
легко следует, что при 
^«Ъ, >)< ГА<€"» > } - (3 .1 ) 
'.Следовательно, ^Ал^ ^(<^ >) оущеотвует. Иэ свойства^ 
стратегии Е вытекает такие и существование &т >) 
Далее в силу пунвта а) определения I й определения функций 
Ч*т -1 гипотезами Р на функции ^ могут быть только но­
мера* Ит Рг (< также является номером % в V 
Из определения Н и (3,])следуе*, что 
существует-и равен 
Подсчитаем теперь число глпотвэ отратвгии И на произвол! 
кой функции Рп . Пусть V 1 (п) В 
1(3 определения Л/ следует, что её гипотезами на ^ кроме 
нуля могут быть только I , л » Л , /»_ -1, ... , /т»,. -< 
где все /п г. < * и для любого *4/4 р~1г * 
у > л ^ / ' , причём в силу (3 .1 ) и овомства (2 ) стратегии/; 
эти гипотезы перебираются иченно г таком порядке. Таким обра­
зом, число смен гипотез Н на %п не превосходит д*-/ (МЫ 
учитываем, что пергой гипотезой может быть 0 ) . В промежутке 
( ткЧ . тк~1) номера получаю* функции , где а , 4</4<2к+/~ 
Следовательно /(л) > /(а#) > * • Считая, что 4>тв 




[Идя п4#$ нужно воспользоваться тем, ччо/(п) }/(0) >1 }. 
Теорема доказана. 
Иопольауя иммунность множества Мр минимальных номеров 
ч.р.ф, в произвольной гёделевской нумерации У , нетрудно по­
казать, что ни дли какого бесконечного класса и минимальные 
/ -номера нельзя идентифицировать с равномерно ограниченным 
числом гипотез. т ш 
ТЕОРЕМА 3. Ни для какого бесконечного класса (и,Т)$ &Му> 
не оущеотвуот стратегии И , предельно идентифицирующей мини­
мальные У -номера для Ц , и конотакты е таких, что 
ДОКАЗАКИЬСТВО, Допустим, что такие И и . о существуют, 
причём Ул(Ниг^(п}< с+1) и Зп(Н^у(п)-с) 
Пусть V* ('*>)<С+1) , Перечислим все минимальные 
начальные фрагменты функций % т » на которых И 
в точности в раз меняет гипотезы. Цы одновременно получим 
эффективно пврвчиолимый класс функций а'"{?т0^гпг}-Лтх} —} 
Для каждой из этих функций Тт найдем начальный фрагмент, 
на котором И выдает гшп^(Ттн) Таким образом, в /Чу 
содержится рекурсивно перечислимое множество. Но /1у имыунно 
(см. , например, [6] ) - противоречие. Теорема доказана. 
4. Для функции > описывающих обычную предельную 
идентификацию в [2} и ['»] получены следующие оценки: 
Для каждого класса (С1 существует стратегия И 
предельно идентифицирующая (Ц. и такал, что 
I 
Существует такой класс (И,Р.), что для любой стратегии 
Н , предельно вдентфицирующей Ш , | Г ) , найдется константа С 
такая, что 
Можно ли получить какие-нибудь оценки подобного рода для 
предельной идентификации аиш мальны:: номеров? В силу теорем I 
и ^ функция Нцу-ц весьма зависит от нумерации Ц> Поэто-
здесь естественна следующая постановка вопроса: существует 
ли такая о.р.ф. д(п) что 
±) для каждого класса (и,х) е существуют 
г ё ' д е л е в с к а я у м е р а ц и я 9 и стратегия Н 
предельно идентифицирующая минимальные V -номера для И , та­
кие, что 
' (4 .1 ) 
2) существует класс (и,Т) е. ОА/""" , что для любых 
д е л з в е к о й н у м е р а ц и ^ к стратегии И , 
если И предельно идрчтпфицнрует минимальные / -номера для 
и. то 
Б общем случае, однако, даже в указанном "слабом" смысле 
такая оценка отсутствует. 
ТЕОРЕМА Для любой о.р.ф. / существует такой клаос 
(и, е э что для любой геделевской нумерации ? 
и для любой стратегии Н , предельно идентифицирующей мини-
малыше У -номера для 12 , 
1 п (ИиХЧ>{п)>Кп))-
ДОКАЗАТЕЛЬСТВО. Пусть Г(п,1,х) - трехместная ч.р.ф., 
универсальная длн ВСЕХ двухместных ч.р.ф ип (с,ж) Каждую 
функцил- ип ( 1,х) мы будем интерпретировать как вычислимую 
иуаерг.скю функций ип ^ (х), 1=0,}, Очевидно, сре­
ди зтях нумераций имеются все годелевские. 
ТсесуииыЗ класс {и , Судет построен в параллельном про­
цессе "опроьеряенил" всех Функций ип (ё,х) (рассматривае­
мых как вычислимое нумераци.). 
Пусть / - произвольная о.р.ф. 
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Мы опишем процедуру перечисления класса (II, Т"), одновре­
менно определяя для каждой тройки (*,<;',у]) ч.р.ф. ид(м,Ц')ш 
Для каздой тройки (к,1,у) процедура будет состоять из ко­
нечного или бесконечного множества ш а г о в , а каждый шаг 
5удет состоять из конечного или бесконечного множества 
т а к т о в (в последнем случае не произойдет перехода к сле-
цующему шагу), соответствующих тактам вычислений ак 4- на 
произвольных X . Пусть с(к,1,у,г) - каиторовская ну­
мерация всех четверок (*><!,у>*) . В нашей процедуре 
с(к,6,у,г) -й такт является Р -ым тактом в процессе построе­
ния и}(к,ц) Функции в {С/,, Р") могут заноситься на лю-
5ом такте процедуры, кроме того, на некоторых тактах процедуры 
«юлам 4у могут быть сопоставлены произвольные тройки 
Зафиксируем тройку и опишем отнооящуюсн к ней 
засть процедуры. Пусть 
Полагаем ид(л,Ц)(°)т°-
ШАГ т . Пусть ид(к,1,1) определена к этому моменту на 
всех х < 5 Пусть для ' Х43 ид(к,1ц/)(х,~^< и Для 
Х>3 ух°*0 • М ы предположим также, что к этому моменту их <-
вычислена на <^0>, < у#» > » . . . , . . . , У # _ ,> и про­
делано 6. тактов вычисления и на о С ~ ( ^ > ^ » •••» 
Пусть, далее, €^ - последняя, занесенная к этому момен­
ту в Ц. функция, равная на нуло числу а 
Будем последовательно находить. и(«Х>), и(<Л, У ^ ) , 
и(<Л, У{+1г у » начиная вычисление и(сс) 
з <4+1 такта и полагая на л-ом такте вычислений 
Ц-у(к,с,у)(3+ж^ш'^ • йсли на некотором такте х1 ока­
зывается вычисленным и(<оС, У-л >^  = />, <у , причем 
шслу р ещё не сопоставлена тройка (к,с,у) , го при определе-
1ии ад(к,ц) число з+*1 пропускаем и параллельно указаано-
оу процессу начинаем вычислять и Г*1""*^  • Может слу-
1иться, что в некоторый момент хх 'вычисление ия_ (з+х*) 
;е будет закончено, но уае будет вычислено ы(<еС,\^^,,..,\^ 
этличное от ^ и ещё не отмеченное тройкой (*,с,у) Тогда 
вычис.-ение (**~Х1) прекращаем, полагаем 
и9(к.1и)(5*'х1)^" ' пропуск*81' П Р » определен!» 
и3(к\ц)(з*х^0л параллельно вычислениям «(<<*, ..., *„>) • 
зпредёлению ид(к,1,/) начинаем вычислять а (з+*а) 
Снова может случиться, что в некоторый момент х 3 ак,р2(л'*'х^) 
ещё не будет зычислёно, но будет найдено отличное от рл и не 
отмеченное тройкой число р3 4^ Поступаем в этом 
случае по аналогии с тем, как уже было сказано выше, и т. д. 
Описанный процесс вычислений и определения ^^(мГ1,^) 
продолжаем до наступления одного из следующих событий: 
Ат Найдётся такое п>§ что и («X, ч^+,,.~, 
В т . Для некоторого рг вычисление ия . (5->хх) за­
канчивается. 
С т . Найдется такое п что в последовательности 
/(г) раз меняются значения. 
Если на одно из перечисленных событий не наступит, то ша: 
бесконечен и перехода к шагу т+1 не проиоходит. 
Если первым наотупит ообытие Ат , то прекращаем вычисли 
и*>Рг ^ последнего найденного рг (есл 
такие были), полагаем ид(н Ы) & и переход, 
к шагу-/я*' . 
Если первым наотупит событие Вт , то полагаем 
*Ф (я*"**)" ^ф1* ия,рД С****)** и сопоставляем тро; 
КУ (х>*1^) номеру рг . Пуста - последняя зане­
сенная к этому^мо,менту в II функция. Полагаем -$0** 
где уЗ= ид(*,1*ф • Переходим к шагу т* 1 
Если первым наступит событие С1" , то на всех х , на к 
торых
 и^(мг('^^ ев1ё не определена, полагаем 
и${х,1^) ^ " и ч а с т ь процедуры, относящуюся ~&(к,С^) 
завершаем1; 
Шаг I отличается тем, что в самом его начале ( т . е . на та 
та с(х,с^',0)) в II заносится функция аО* 
Олкоавив процедуры завершено. Эта процедура является обо 
щешзв1, конструкции из доказательства теоремы I [ 5 ] . 
Из описания процедуры легко следует, что 
о.р.ф, и каждая .Фуикция является либо о.р.ф,, либо ч.р.ф., н. 
опгэдалеиной в одной точке. Очевидно также, что Ц - э^еки. 
но г.еречислимый класс. 
Покажем, что Не. /гЛ/тп •. Для этого нгы, в частности, 
тснадобится один результат ^РдВ.Фрейвалда, пглученный в [ I ] 
[определение класса (*Ы см. в [ I ] ) : 
Таким образом, достаточно показать, что 
Зафиксируем гёделевскую нумерацию У* . Мы порестроиы ну­
мерацию У* в вычислимую нумерацию ч.р.ф, ^ , обладающую сле­
дующими свойствами: 
а) каждая ^ имеет номер в V ; 
б) для каждой ?п лк'Яу (^п)< тпу(Ъп) 
Если А - функция, сводящая V к ф , то, очевидно, 
(?„)) 4 Нтпу (*„)) ( * .3 ) 
Предположим, что мы умеем предельно идентифицировать минималь­
ные V т-иомера *Т дгя Ш Применяя к гипотезам Н , мы~ в 
силу (4 .3 ) получим отратегию, предельно идентифицирующую почти 
минимальные 9 -номера для функций из И 
Итак, нам осталось построить вычислимую нумерацию 9 со 
свойствами а) и б ) и показать, что для Щ , ^ ) предельно иден­
тифицируемы минимальные 9 -номера. 
Зафиксируем произвольную У$ . Если %(0) не определе­
но или 1(3к 31 Щ(с(*(,1\/,О))'^С0), то 1^ нигде не опреде­
лена. 
Предположим теперь, что Ур10)**с0)~а , По­
лагаем Ц^(0) = а . Далее моделируем процедуру построения 
класса (II в особенности* нас будут интересовать шаги,, от­
носящиеся к тройке (к , I ,у ) . Каждому такому шагу т мы сопо­
ставим шаг т определения 9^ . 
ШАГ гп . На зсех ж, кроме з+х,, з+х1, (см. описание 
шага т для Цд(к,1^) ) мы "полагаем одно-
временнп с определением и$(к,1^) , на_х .__ 
* ) Определение предельной идентификации очевидным образом 
переносится на любые вычислимые нумерации ч.р.ф. 
(см. также [?] ) . 
Для з+х1 мы вычисляем % (я***) параллельно с 
и (з + хЛ Ьсли до завершения вычисления %(з-^х4) 
будет найдено рг .то полагаем ^е(з*х1)-и^к^;^5+х4)~0> 
в противном случае - \>е (з+х^)** $ (•з*-хф). 
Аналогичным образом поступаем для х2 , х3 и т.д. 
Определение нумерации V завершено. Очевидно, •»> ЕН 
числимая нумерация ч.р.ф. 
Нетрудно убедиться, что нумерация ^ обладает еледуюшн 
свойством: если ^ е Ц то ^ = 9е Отсюда легко 
вытекают нужные нам свойства а) и б ) . 
Осталось показать, что существует стратегия Н поеде 
но идентифицирующая минимальные V -номера для и 
Пусть сС" (ад,а1 , ап) произвольный корте» кату 
ральных чисел дели 1(3хЗс зу (аа= с(х,1ф,0)) ,то 
Н(<*>)-о 
Предположим, теперь, что а=с(х,ё,у, О) Вычисляем 
течение п тактов 
ик,1 (<ас>), (<а: а, >),.-. > (<а„а„..., ап >). 
Меи р = ак ^ (< ае, а,, , ап^ >) - самое праюе вычислен!, 
за это время значение такое, что: 
( I ) Бее им I (<а0Раф,. .,ат->), где т4п1 определены 
этому моменту и ' р * и к 1 (< ае,а,, ..., ап >). 
(П) В последовательности ' 
ик,1 (<«*>), и«,1 (<Ъ,Ч>)>- • . " ^ ( « г * , " * , < 4 . 4 ) 
не более чем /(г) смен значений, где - последняя Фу^  
цик, занесенная в { 1 1 , в части процедуры, соответствующе; 
тройке (к,1,у) к п -ому такту этой части процедуры. 
(14) р<У 
ьели такое р ас найдется, то Н ( О Предпо. 
хим теперь, что такое р найдено Нетрудно убедиться, чте 
это число р соответствует некоторому рг на некотолс. 
иаге т процедуры построения ч„(к%ц) А именно 
проделав п тактов процедуры построения и^к ^ 
ШХ найдем ря = р -гислу рг соответствует точка 3 + хг 
(см. описание шага т ). 
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ли п<з+хг то полагаем Н — О . 
^сли п'%ъ + * г то в течение п тактов вычисляем 
Сп] Гп] Гп1 
Наедем минимальное В1 п такое, что ^ определено на 
ЕСЕХ у4 $ + хг , 
и за л тактов не нш-.^ ено у такого, что 
(если таксе ^ не будет найдено, то Н(<с<>)-0 ) . По­
лагаем Н (<<*>) —& 
Очевидно, что И - ч.^.стратегия. Покажем сначала, что 
для любой Ф Ит Н(< Т > ) существует. 
Пусть * Ъ,(0)шс(к,1ф4. 
Заметим, сначала, что в процедуре построения ио(к,1ф 
событие В т может происходить не более У * / раз. Сле­
довательно, на шчгах, соответствующих ,в С1 за­
носится ие более чек конечное число функций. Пусть последняя 
и? них получает номер 7е . В таком случав начиная с некото­
рого п / (/*) в условии (П) для ^ будет всегда равно /(г) 
Отсюда следует, что число р при возрастании п может ме­
няться не более / (Р) раз, т . е . начиная с некоторого п 
для вы числе кия И(< используется одно и то же р-= рг 
а следовательно, и з+хг > теперь нетрудно убедиться, что 
1ш Н(<*-™>)-' где 
Ы пАп{1\?у * у (4.5) 
и 7 Зу (^ (у) сходится и (у) + Ту (у))}. 
Убедимся теперь ,*то Ы тЬп^ Из (4.5) легко 
следует, что I < т1п^ Остается показать, что 
^е" ^ Л ^ У* е отмечали выше, .что после некоторого /?-аго 
такта процедуры построения ы , ^ ; у идущей параллель­
но вычислению йт Н(<Ру ?) ' , число 5+Хг не воз­
растает, йз определения ^ легко следует, что в таком слу­
чае на всех х>5+хг функция ^ одновременно с 
полагается равной нулю. Следовательно, определена на все* 
х . Из (4.5) теперь получаем, что - ГСУ 
., _ ., теп 
итак, Ц> б <ЗМ 
Докажем теперь вторую часть утверждения теоремы: для лю­
бой стратегии И предельно идентифицирующей минимальные У 
номера для И , 
Э~(Н^Ы>М. (4.69 
Допустим, что стратегия И предельно идентифицрует мини--
мальнне У -номера для 11 и 
Пусть У- ик (п,х) и 1д -столь большое число * что 
ак I ( т . е . 10 -номер// в У ) и 
^)>я вдля любого у" Из описания /^ легко следует, 
что в таком случае все функции ^ заносимые в 11 на шага^ 
соответствующих тройкам (н,сд,у), У" 0,1, имеют 
номера п> пд 
Так как у » - гёделевская нумерация ч.р.ф. , то, 
очевидно, существует такая о.р.ф. д (у) что ^(у)" ид(н,1в ^ 
По теооеме о неподвижном точке существует такое 6 , что 
г) (в) - 99 
Мы покажем, что ^ с Ц и число смен гипотез Н 
на ^ не меньше , где л -номер ^ в 
Рассмотрим произвольный шаг т процедур?л построения 
а9(к,1о*$ *ун;щия ^ - с / у ^ как легко 
убьдитьел, уже занесена в 11 поэтому гипотезы и(<оС>),и(<о( V 
дол*ни сыть определены. Так как Ц , то в а то; 
\'ед. -гъпости одно кэ чисел и(<л =Н(«Х 
д.о.т~лС быть У -нг\*'ег... ^ . Очскдз сгедуст, что ОДНО КС 
А , о . ид! 6 -л этом и-яге дол;. наступ--
А затекает, что 9в - (*у(к^0,1) определяется 
1 .2 , . . . , т состветствухших (к,^,^), на 
в совпадает, с последне». занос:э«& в 11 Е течение этих ПЛГОЕ 
фуьлцгли. 
о .етаг далее, что событие Вт мотет наступить лишь . 
нечное число раз. В самом деле, как нетрудно убедиться, лаша 
процедура устроена таким образом, что при наступлении Д ' 7 7 
'некоторый номер р 4 В опровергается и ему сопоставляется / 
тройка ( к , 10 , в) Поэтому при наступлении с;;здути;его В 
должен опровергаться р'4 б отличный от р 
Событие Ат может наступить также не белее чек конечное 
число раз, поскольку 11т Н(< % >)™тш^(Уд)4в. 
Таким образом, на некотором шаге т наступит сиент.^ С 
но это противоречит (4 .7 ) . 
Используя то обстоятельство, что )Р имеет беек оно чно 
много номеров в Г , мы легко можем получить ( 4 . ? ) . Теоре. 
доказана. 
5. Итак, в общем случае верхняя оценка (4.1) отсутствует. 
В этом разделе мы укажем два достаточно естественных типа стра­
тегий, для которых оценки (4.1) и ( А . 2 ) имеют место. 
Пусть У - геделевская нумерация. 
ОПРКД т^аьЖ 2 ( [ в ] ) . Назовем стратегию Н р е г у ­
л я р н о й на классе 12 , если для каждой / е и к л.чя 
любого и / « гг ,где л - Н(<? >)• 
Другими словами, номер Н(</ >) должен бкть с о ­
г л а с о в а н с / 
ОШ^Ы'ьНИЬ 3 . Назовем стратегию Н с т р о г о 
р е г у л я р н о й на классе 12 если ^ регулярна 
на И и для каждых /е 12 и к >) - номер 
общереуурсивной функции. 
Построенная в [^] стратегия Г прздельно идентиф.ицирую-
шая (в обычном смысле) перечислимый класс {(I , Г") с оценкой 
является строго регулярной. Поэтому, говоря об обычной пре­
дельной идентификации перечислимых классов, по существу до­
статочно ограничиться строго регулярными стратегиями. В связи 
с этим представляется достаточно естественным рассмотрение 
строго регулярных стратеги;,, идентифицирующих шни/атькые но­
мера для пегечислимых классов. 
Нетрудно убедиться, что теорема I имеет .\;есто и для СХРО 
го регулярных стратегий: в саном деле, стратегия Р , построй-
внная при доказательстве теоремы I , является строго ^гулярнои 
если .такой является и Р. Поэтому о верхней оценке :я 
..гмл / 
пцру> » как и в п.4, шнно говорить лишь для специально 
выбранной нумерации 
Оказывается, что для строго регулярных стратегий оценки 
(4,1) и (4.2) справедливы, если в качестве {(р). взять 6од& п 
В дальнейшем обозначения О N , ОЫр мы будем ис­
пользовать, имея в виду идентификацию с помощью строго регуляр­
ных стратегий. т - п 
ТЕОРЕМА 5. Для каждого (Ц,Ф}е. (*Ы существует гёде-
левская нумерация У и строго регулярная стратегия И такие, 
чт"о 11 е. (лМу1" посредством Н и 
ДОКАЗАТЕЛЬСТВО. Пусть *Р - такая гёделевская нумерация, 
что й е 0. А/у Перестроим нумерацию У в нужную нам 
нумерацию Ч> 
Пусть Рв , - строго регулярная стратегия, посредством кото­
рой Ы. е йЫр , Так как гипотезами Р9 на любой ^ явля­
ются номера о.р.ф., то Р0 нетрудно перестроить в стратегию 
Р0 , также предельно идентифицирующую минимальные / -номера 
для и. , обладающую следующим свойством: 
(к ) еоли г0 (<? > ) » л , то Рш не меняет гипотезы на/ 
до ТЙХ нор, пока не найдется такое пум , что >)< г 
или не будет обнаружено такое X , что /(м) + ^ (х) ; в 
последнем случае г больше никогда не будет гипотезой 
на / 
Рассмотрим множество номеров 0 , 1 , . . . , / » Из свойства (*> 
следует, что на / е И переходить от гипотезы 4т к гипоте 
зе >т стратегия* Рв может не более т +1 раз. Следова­
тельно, и обратный переход возможен не более т +1 раз. Из свой­
ства (к ) " также легко следует, что переходить от одной гипотезы 
к другой в пределах.промежутка 0 , 1 , . . . , т стратегия Р0 мо­
жет не болез (л? +1)^ раз. Таким образом, менять произвольную 
гипотезу на гипотезу стратегия % может не более 
(т +1) .раз. 
Выберьи рекурсивную возрасгав^уь последовательноетъ 
сел {&т} /п=#,/,...таким образом, что 
Г 5.2) 
*°9* е°2гт т ~" 
Пусть Р1 - строго регулярная слратег.м, пределы иден­
тифицирующая У -гомера дли (Ц. , Т ) в обычном смысле, для 
которой имеет место ( 5 . 1 ) ; пусть д(п) неубывающая о.р.ф. 
такал, что для всех п Р1 ц ^. (17)4д(п) л 
Чп(1ада п 4 д(п)) <5*5) 
Уп (д(п)4?одгп + оЦод^п) (5.4) 
Для каждого т через от обозначим число 
111 
Теперь приступив к определении нуаарапки У Для каадого 
т полагаем У'8т=УП) 
Далее разделим каждый промежуток (&т1 йт+]) н а после­
довательность кусков с длинами д(ат), д(ат + 1),..., у(а т^-1) 
Рассмотрим множество номеров г из I ~го такого куска ( т . е . 
) . Пусть 5 - макси-
малыши номер в этом куске. Для произвольного номера 3-х из 
этого множества полагаем У$_к = ^ , где б - очередная ги­
потеза Р на ^ ^ после к смен гипотез; если на 
Ра +1 меняет гипотезы меные д раз, то нигде не 
определена, 
Ясно, что V - геделевская нумерация ч.р.ф. 
Определлм требуемую в формулировкетратеггао И Нам 
понадобятся вспомогательные стратегии Р0 и Р, ** 
Пусть О С - - ( У л > ^ , , у 0 ) - произвольный кортеж и 
Если (<с<>) не определено, "то Р (<«<.>) не определено. 
|2ели /у(<о()) определено и равно Р, (<•_/}">) "*о 
Р, « " > ) -
/ " ( < * > ) О И ^ & С Р,(«Ы)+ Ъ(<у5>) 
1.а31'. >иСе Я ТйКОЬ, что ^ , 
р-ап+1 , Поло 'аем Р(<оС>) = 5-х (см. описание ку-
не ради и V ) , где к - число смен гипотез Р на о( 
Из определения нумерации V и стратегии Р1 следует, 
что для любой 1'е.Ц %т Р(<^„ ' >) существует и лв-
лльтся некоторым ^ -нолепо 1; НГр , и при этом числе смен 
гипотез Р на ^ не превосходит числа смен гипотез Р1 
на<Г; , т .е . д(р) 
Определим Р0 . Коли ^ ( « * > ) = т , тс Ра (<оС>)~#т . 
Пусть теперь Л(«Х.>)-/Ып(%(<<*>), ^(<оО) Из 
определения и и указанных выи в свойств стратегии ^ 
следует, что для всех п 
М 
Н строго регулярна, поскольку такими являются ^ , Рв7 Р1 
Подсчитаем число смен гипотез Н на произвольной функ­
ции Ф Стратегия Р меняет гипотезы на Ч^п из более 
д(п) ра.?. Пусть /?= С1гп+*' Нетрудно проварить, что 
И меняет гипотезы на %п не более д(а) +(т+1)* раз. 
Так как д не убывает,, то у ( л ) > ^/в я , ) Теперь из 
(5 .2 ) и (5.3) н (5 .4 ) легко следует утверждение теоремы. 
Теорема доказана. 
Следующая теорема показывает, что оценка Зода п явля­
ется асимптотически точной. 
ТЕОРЕМА б. Сущеехвуэт класс (Ц^) * йЫ*** 
такой, что для любой гёдэлевской нумерации / и для любой 
строго регулярной стратегии И если (и,Т")е бА/р1" 
посредством Н , то для всех я 
ДОКАЗАТЕЛЬСТВО. Конструкция класса ( # , ^ ) является по 
существу комбинацией конструкции из доказательств теорем 2 
н 4 из [ 4 ] . , 
Зафиксируем произвольную гёделевскую нумерацию Ч> . 
Ь-класс II заносятся все функции * ос О" где о( 
произвольное двоичное слою длины I Пусть //. - такая ре­
гулярная стратегия, что ^/в посредством Н 
В саду регулярности,// , очевидно, по крп !нсИ пере по одной 
из функции 1оС 0*° должна пенять гипотеоа не ,:енее I 
Занумеруеытеперь лее три (с ГД С 1^ н<: 2 сле­
дующим образом. Номер нары (.1 ,к ) - натура;;., :ое число о 
ДЕОИЧНЫЫ разложением 
где к-1 - двоичное разложение .числа к которому 
приписано столько нулей, чтобы обцая длина была равна С 
Определим теперь .нумерацию для И Пусть (?0=Ооа 
ЕСЛИ п -номер (г %к )., то €^ полагаем рах-кой к-й в лекси­
кографическом порядке Функц:-' вида 1<Х О еС1 
не является номером (с , « ) » то €"п = 0*° 
Для достаточно больших п каибсльшее с такое, что 
,11 . . . I не превосходит п , обладает свойством I>/Р°$г п~2 
Следовательно, среди функ с ?-номерами п должна 
присутствовать такая функция, на которое И не менее Водг п-2 
будет менять гипотезы. Таким образом 
Класс И , как легко видеть, является 'эффективно 
кретны.м. Теорему 2, почти не изменяя рас суждения, можн 
каэать для предельной идеитификацк скальных номеров стро­
го регулярными стратегиями. Таким образом, И е &'ЫЮ1Я 
Теорема доказана. 
Оценки типа (4 .1 ) (4 , 2 ) можно получить и для предель­
ной идентификации минимальных номеров стратегиями несколько 
иного тина. 
ОПРЕДЕЛЕНИЕ 4. Назовем стратегию Н с и л ь н 
р е г у л я р н о й на классе (1 , если Н регулярна на 
Ц, и для любой / е и , отвергну в некоторую гипотезу на 
ф ', И больше к ней не возвращается. 
Стратегия Р , для которой имеет место ( 5 . 1 ) , является 
сильно регулярной. 
Для сильно регулярных стратегий, почти не меняя дока­
зательств, можно получить теоремы 1,2,3,6. Теорема б также 
остается справедливой, но конструкция нумерации У в ее 
доказательстве несколько усложняется. 
6. 3 заключение отметим один вопрос, остающийся откры­
тым. Теорема I , как ужз отмечалось, для строго регулярных 
стратегий остается справедливо?. Однако, если рассматривать 
достаточно узкий подкласс множества всех геделевских нумера­
ций конструкция из доказательства теоремы I (для строго ре­
гулярных стратегий) уже не проходит, Если существует доста­
точно просто описываемый подкласс геделевских нумераций, 
для которого теорели I неверна, то для него можно надеяться 
получить теорему 5 в значительно более сильной форме: для 
каэдого ( I/, <?) «г 5 Л ' т Ш и для к а ж д о й нуме­
рации из данного подкласса существует стратегия Н 
(строго регулярная) с верхней оценкой ?одл п. 
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ВЕРОЯТНОСТНЫЙ СИНТЕЗ ПРОГРАММ 
К.М.Подниекс 
ВЦ ЖУ ил1. П.Стучки 
По данным значениям ^(О), ^(1),..., У(т) требуется 
Восстановить программу, вычисляющую функцию Задача 
очитается решенной, если последовательность программ-ги­
потез | стабилизируется на верной гипотезе. 
§ I . А п п а р а т 
Следуя [ I ] , методом программирования будем называть 
любую 2-местную ч.р. функцию 0"(п,х) Программа п "вы­
числяет" функцию ^ (х) 3 этой статье рассматриваются 
только о.р. методы программирования, т . е . по сущестзу, 
нумерованные классы о.р. функций. Нумерованный класс 
(и.,0~) состоит из эффективно перечислимого класса 1С о'.р. 
функции вместе с некоторой вычислимой нумерацией клас­
са и . Понятие -программы и С" -номера данной функции 
тождественны. 
Определение в е р о я т н о с т н ы х с т р а ­
т е г и й (3-стратегий) см. в [2].. В случае синтеза про­
грамм (•?*-номеров) случайная величина М(У*,т) соответ­
ствующая согласно В-стратегии М начальному куску 
У(й)% , 4>(т) , именуется уже не прогнозом, а гипо­
тезой. Гипотеза п считается верной (относительно функции 
У* и нумерации ^ ) , если = У , т . е . если п является О"-
программой Ч* . Гипотеза М(У,т) , как правило, верна лишь 
с некоторой вероятностью. 
Пусть В-стратегия И определена над вероятностным 
пространством (5?, В, Р) Осуществление любого элемен­
тарного события 5? превращает гипотезу М(^, т) 
в некоторое натуральное число или в оо Каждой функции 
У7 и элементарному событию и/е5? соответствует поэтому 
вполне определенная последовательность гипотез В-страте-
гии М . 
На пространстве (*5?, В, Р) определены следующие ве­
роятности: 
(а ) вероятнооть Рт (М, У) того, что на шаге т 
(т"}-?) стратегия/*? исправляет гипотезу, т . е . 
(б ) вероятность Р11% У, 4 к | того, что на функции 
/ стратегия М сделает не более к исправлений гипотезы; 
(в ) вероятность Р{/'7,У>^') того, что последователь­
ность гипотез 3-стратегии М , выданная на функции ф , ста­
билизируется на ^ -программе У 
Приведем одно достаточное условие для Р^МУ% ^| = /. 
Будем говорить, что В-стратегия^? ^ - н о р м а л ь н а 
на функции если для в с е х т ,п таких, что 
л-• ~ Ч(3ж<\т) %(х)+ Щ, 
из_ Р111 т) = /? | > 0 следует 
Грубо говоря, нормальная В-стратегия с вероятностью 
4 "убирает" всякую гипотезу, неверность которой стала 
очевидной. 
ПРЕДЛОЖЕНИЕ I . Если В—стратегия М ^-нормальна 
на функции 9 , то % Р (М,?)<ао влечет р{м,У,?-}ч. 
ДОКАЗАТЕЛЬСТВО. По лемме Бораля-Кантелли [з], условие 
1Рт(му)<со 
гп 
гарантирует, что с вероятностью 1 гипотезы А/ на У ста-
•лдлзцруются, начшак с некоторого места. Из определения 
армальвости следует, что стабилизация к оо ил^ на не­
верном С -номере возможна ли:пь о вероятностью 0 . 
Предложение I доказано. 
Определение рекурсивных, финитных на Ч , всюду фи­
нитных В-стратегий см. в [ 2 ] . Следуя Я.М.Барздиню, В-стра-
тегию М будем называть ^ - р е г у л я р н о й , если 
д л я в с е х ' У ' е ^ и всех т , п условие Р I М(У,т)'ап^уО 
В Л е Ч 6 Т п*НЛ(Ух4т)?-п(х)=т 
Таким образом, -регулярная В-стратегия на функции 
У б и всегда с вероятностью 1 выдает гипотезу, согласо­
ванную с имеющейся информацией о функции' У . Всякая ^-ре->-
гулярноя В-стратегия ^ -нормальна на любой функции У в и 
В § 3,4 нам потребуются два. вспомогательных утверж­
дения. 
ПРЕДЛОЖЕНИЕ 2. Пусть I - не более чем конечное 
множество натуральных чисел и пусть К(Ц -множест­
во всех кортежей таких, что 
включая огода и пустой кортеж Л Тогда для любой числовой 
последовательности имеет место равенство 
ПРЕДЛОЖЕНИЕ 3. Пусть { * п ( $ } последовательность 
независимых случайных величин, принимающих только 
значения 0,1 и зависящих от какого-либо параметра 6 
Обозначим" У Р[хп ДО- /} - а(б). 
(1 ) Еоли в каком-либо процессе изменения^ 
а(*)< 6Ш<*> где Ь($-~- , то 
р{ I хп 4 ы*)+иа)ь3 ьш)—< 
(2) Еоли *Ц)\Ш)< <*> и ьи)-<~*> . т о 
Р{1хп > Ь«)-УЬ«)Ь3Ь«)}~1. 
ДОКАЗАТЕЛЬСТВО легко вытекает из неравенства Чебыше— 
ва. 
§ 2 . Р е з у л ь т а т ы 
Первым результатом о вероятностном синтезе ^ -но­
меров является следующая теорема Я.::;.Еарздиня и Р.В.Фрей-
Балда [4 ] . 
Для любого нумерованного класса (и, 2") можно постро­
ить рекурсивную Б-стратегию М такую, что Р|/7, У, ^ } = / 
для всех Уе и и при этом если /7-*-*« , то 
Аналогичная оценка для детерминированных стратегий имеет 
порядок п (см. [ 4 , 5 ] ) . 
В настоящей статье показывается, что для В-стратегий 
оценку ^°Я2П ыолЯ'З улучшить д о (?л п ( т . е . приблизитель­
но д о 0.69 Водг п ) и что эта новая оценка асимптотиче-
ски точна. Таким образом, если д л я восстановления программ 
(по данним значениям функции) используются В-стратегии, то 
каждое исправление гипотезы зосстанавлиьает в среднем 
4.45 битов программы. 
ТЕОРЕМА I . Для любого нумерованного класса (Ц,Ъ) 
можно построить рекурсивную 3-стратегию М такую, 
что Р ( У, 2 е } •=• / для всех У в Ч и при этом, если 
л-«-во , то 
Р{ П,^ПУ4 &> п+Уеодп 1о0 Содп } /. 
Стратеги»/7 можно сделать л и б о всюду финитной, либо 
Г-регулярной и Злнитной на И 
ТЕОРЕМА 2 . Можно построить нумерованный класс 
(^.^такой, что для любой рекурсивной В-стратегии М 
если Р |/7, % 1 для всех У е # , то существует 
возрастающая последовательность/^! такая, что при 
Эти теоремы доказываются в § 3,4,5,6. 
§ 3 . Д о к а з а т е л ь с т в о е о р е м ы 1 
Верхняя опенка Ел л получается с помощью В-страте-
гии Барзданя-Фрейвалда, для которой ими получена оценка 
(?од2 п (см. [ 4 ] ) . Предлагаемы*} новый метод оценки возник 
при рассмотрении несколько более общей ситуации, в которой 
игнорируется вычислимость. 
Пусть (и, О") - произвольный (счетный) нумерованный 
класс всюду определенных функций типа ЛУ-*^ А/. Возьмем не­
которое распределение вероятностей на N 
9Г- { % I п е /V } , 
где ^ > 0 для Есех п и У, &п =1 Через Бф^. обо­
значим следующую В-стратегию. 
Определение гипотезы Бф^.(У,лт) при условии 
Бф^(У. т-1)=п .Если п-оо , т о й БФТп.(\*,т)~«>-
Если п е NА^п(т)^ ^(гп) ( т . е . гипотеза л еще не 
устарела), то Бф^.^.(^, гл) = п с вероятностью 1. Если же 
Тп (т) * ?(т) , берется суша 6 = I { \1 е з], 
где 3 - множество всех подходящих (пока) гипотез, т . е . 
Э={с \(*х4т)Ъ(х)-Г(х)}. 
Если ( 5 - 0 , то БФГ#. (У т) - *» , Если же <э > 0 
то полагаем для всех 4е .? ; Бф^.{У,т)»1 с вероят­
ностью #/ / 0 . 
Легко видеть, что в случае, когда (^,1) - нумерован­
ный клаос о.р. функций (с вычислимой.нумерацией^а 
рекурсивная последовательность конструктивных действитель­
ных чисел, то БФ^ф рекурсивная В-стратегия. 
Грубо говоря, "тактика" стратегии Бф^.%- состоит в 
следующем. Она "считает", что ей подаются значения функ­
ции У которая "случайно" (в соответствии^аспределенн-
ем выбрана из нумерации'?1' . Гипотезу, которая согла­
суется с появляющимися новыми данными о функции У , стра­
тегия не старается исправлять.Но если эта гипотеза оршв&~ 
дат в противоречие о новыми данными, стратегия Бф^^~ вы­
числяет вероятность Ф^/в того, что подается функция ^ 
из тех, которые неотличимы от *Р на основе полученных до 
оизс пор данных. Новая гипотеза стратегии Бф^.^ получает­
ся имитацией вычисленного распределения | ^ / @ | . 
В-стратегия БФ^ , очевидно, Г*-регулярна. Поэто­
му для доказательства того, что Р { БФрр, Ч>,(с\^-1 для 
всех Ре 11, достаточно установить для всех пе N конеч­
ность СУММЫ ^ ] Рт (БФгг,?»). 
Хроме того, нам нужна будет следующая 
ЛЕША. 2. Пусть фиксирована функция 'Ре и . Тогда 
независимы события 
Любопытно отметить, что события | А т | ( т . е . "стратегия 
БФ^.яа шаге т исправляет гипотезу") не обнаруживают ни­
каких оодержательных признаков независимости. Формальному 
критерию независимости они, тем не менее^ удовлетворяют, 
в этого достаточно для применения результатов теории веро­
ятностей. 
Сначала докажем лемму 2, после этого - лемму I . 
ДОКАЗАТЕЛЬСТВО ЛЕММЫ 2 . Рассмотрим дерево функций, до 
некоторого места совпадающих с р 
А» А А А. 
Каждой точке этого дерева можно приписать вероятность то­
го , что произвольная функция У , выбранная из нумерации 
С* в соответствии с распределением $Г , проЯдет через эту 
точку. Пусть ^ т - вероятность того, что Ч* пройдет через 
точку 5 т в с т о р о н у от функции Р Через Вт 
обозначим сумму 
Тогда точне 5т приписана вероятность Ы. ^ , где с* 
вероятность, приписанная всей .ветке У 
Через _у34у (1)^-1, 0 обозначим вероятность 
того, что в случае исправления гипотезы-в точке 5^ стра­
тегия направит свою новую гипотезу через точку 5, 
в сторону от Р. Очевидно 
а & 
Вероятность исправления гииотеэы в точке З т выражается 
через числа уЗу 
где суммирование идет по воем кортежам <:„) таким, 
ЧТО К > 0 В 4 / < < 6 Л < /л. 
Вероятность совместных исправлений гипотезы в точках 
, 5т (где т1 < тг< < ) можно вы­
разить аналогично 
где суммирование идет по всем кортежам ^ ) таким, 
что к > 0, -1 < ^ < 1г < < 1 М < п>^ и среди чи­
сел 4Л встречаются все числа «7, , , В си­
лу ( Г ) , вероятность ^ { Л / ^ . П ^ л » * } вависят 
только от чисел о ( , Д , , Д , * ,/т и ВтН-/*тН + 
где т -гпг=* тах т ^  . Введем новые переменные ^ 
( - / ^ У < гп + 1) 
т+1 /71*1 
Здесь у = - 1, О, , т Таким образ ом 
О ' 
Вынесем за скобки произведение (т^ = т) : 
В выражении для Р { ^ т , П | тогда суммируйте:; 
произведения 
по всем кортежам ( б у * ' л ) ^ где 
I - {-1,0,1, .... т ) - {т,, , | 
(определение К(Ц см. Е § I , предложение 2 ) . По пред­
ложению 2, суъша эта равна Л Л т . е . 
"* 
При ^ - 7 мы имели бы 
Таким образом, 
что и доказывает независимость событий ^Ат |. 
Леша 2 доказана. 
ДОКАЗАТЕЛЬСТВО ЛЕММЫ I . Мы уже знаем, что 
Суммируем по всем т , учитывая тривиальное неравенство. 
1-х < 1п -~ х 
Частичное произведение 
П 
« • Н о * СС+В-, 
та <Х + &т+{ &+ В3^ 
Переходя к пределу при , получаем: 
/ТУ 
Если р= 1~п , то оС > 9~п (см. начало доказательства леммй 
2 ) . Кроме того.оС-^Л,, < У как вероятность в точке 
5. , (см. там же). Таким образом, 
оС ^ 
Лемма I доказана. 
Леммы 1,2 дают нам всю информацию о В-стратегии 
БФ^, необходимую для получения искомой оценки. По 
предложению I (см. § I ) и лемме I , 
Р [л?, Ч>,Т}=1 
для всех У & и . Если -вычислимая нумерация и мы за­
фиксируем (считая, что 1/0 = 1 ъ.(пО-1 ): 
то 3-стратегия Бф^.^ станет рекурсизной. По лемме 1 > 
Введем случайные величины 
х \1, если БФ^(%,т)фБф^(Тп, тн), 
т \о иначе 
Согласно ( 2 ) : 
кроме того, по лемме 2; случайные величины хт независи­
мы. Выполнены все условия предложения 3 (см. § I ) , . поэто­
му при п -— °о 1 
Р ( Бф^ , Тп, 4 Спп+^еодп с°од Содп | — 1. (з) 
Теорема I доказана. 
Остается показать, как из В-стратегии БФ^%- полу­
чить рекурсивную всюду финитную В-стратегию @ и рекур­
сивную финитную на II и Т -регулярную В-стратегию Д со­
храняя при атом оценку ( 3 ) . 
2 обоих' случаях берется рекурсивная последователь­
ность рациональных чисел <Ет\ такая, ч*о Л (1+ет) <«• 
Определение гипотезы 0(*%т) (т")~1) при ус­
ловии 0(^, т-1)-п . Ъош\%(т)-У(т) , то 
гп)~п с вероятностью 1 . Если же ^ (т) ~ У/т), 
ищется р4п) такое, что р е. -Э- , где 
Если таког'о р не существует, 0()^т)=л с вероятно­
стью '/ Если не р 4. т А р е Э- найдено, начинаем 
вычисление рациональных приближений чисел (/Р п е 3. 
Продолжая это до тех пор, пока не найдем двоично рацио­
нальное распределение (Лп , , Ял'\ такое, что 
У Я —1 тв. для всех I 1 
Затем полагаем для г= , х л € - ? ; ^(^т)"^ с ве­
роятностью . 
Так как нумерация вычислима, а распределение ^У?^ | 
г- рекурсивно, то рекурсивна и В-стратегия 5 Кроме того, 
очевидно, всюду финитна. 
Чтобы вместо всюду финитной стратегии ф получить ре­
курсивную, С* -регулярную и финитную на и стратегию Р, , 
в определении й($т) поиск р4т со свойством реЗ-
нуяно заменить на безусловный поиск р с этом свойством. 
ЛЕММА 3. Для всех Р б II и всех *6/\/ 
ДОКАЗАТЕЛЬСТВО. Для ^ равенство 
очевидно, ибо стратегия О - "растянутый" вариант страте­
гии Й Докажем неравенство 
Рассмотрим дерево -всех функций класса 12 , совпадаю­
щих до некоторого меота с функцией У 
7 3-' А Л -Рт 
1 1 / - — — / 1 
•5_, 5д 51 : : Зт 
Обозначения см; в доказательстве леммы 2. Вероятность $ у 
(Ну) того, что гипотеза стратегии БФ^ , опреде­
ляемая в точке 5^ , проведет через точку 5^ в сторону 
от функции У выражается так: 
где В± + * ^ л я с т Р а т е г и и ^ соответству 
вдие вероятности у$'.. обладают свойством 
Вероятность ^ > х | можно выразить через : 
где суммирование идет по всем кортежам ^ таким, 
что . . . 
Теперь, используя ( 4 ) , получаем искомое неравенство 
Лемма 3 доказана. 
Лемма 3'позволяет перенести без изменений свойство 
(3) стратегии Бф^ на стратегии О , Р. . Сохраняется 
для Я , Я также свойстве 
Этим завершается доказательство теоремы I . 
§ 4 . Д о к а з а т е л ь с т в о 
т е о р е м ы 2 
Нумерованный кдасс (С1, <?), доказывающий нижнюю оцен­
ку 6п п , строится с помощью специальной диагональной 
процедуры, перебирающей одну за другой все вероятностные 
машины (в порядке их естественной нумерации (йЙ^ } ) . Для 
каждой машины ТЗТ^ определяется серия блоков, каждый блок 
состоит из конечного числа функций. Если 771; реализует 
Б-стратегию, которая с вероятностью / синтезирует ^ -но­
мера всех функций некоторого блока, то на сдной из функ­
ций блока эта машина с достаточно большой вероятностью 
достаточно много раз исправляет гипотезу. Из серий блоков, 
соответствующих всевозможным машинам 7И 4- складывается 
нумерация 
Такого рода диагональные конструкции впервые исполь­
зовались Я.М.Барздинем [4 ,5 ,6 ] . 
Рассмотрим следующую последовательность независимых 
случайных величин | I > 1 |: 
Таким образом, 
Е Р (г- - , } - (?п п + 0(1). 
По предложению 3 (см. § I ) отсюда следует, что 
Р { ^ ?г > бп п - ^^од п 1оу Содп } — /. (5 ) 
Имея в виду это свойство случайных величин } , нетруд­
но понять значение следующей леммы. 
ЛЕММА 4. Пусть даны: вероятностная машина 7& , 
натуральные числа к , п , к < п , рациональное число 
С > 0 . Тогда можно построить набор п функций 
такой, что если машина 3?? с вероятностью / синте­
зирует в пределе & -номер любой функции набора, то 
на одной из этих функций исправляет гипотезу Ж 
раз с вероятностью 
Д о к а з а т е л ь с т в о см. ниже, § 5. 
Если взять в лемме 4 
Щ , л= х - у Л » 2 - ^ Л у у , е=2^, 
то в силу ( 5 ) , если машина о вероятностью 1 синтези­
р у е т е -номера всех 2^ функций набора 0 то на одной 
из этих функций с вероятностью, которая стремится к / , 
Ш± исправляет гипотезу не менее ^1п2-^ 1од у раз. 
Блок Б у , ссотиетствудций паре чисел (с,^) , легко 
можно устроить таким образом, чтобы: 
(а) все функции блока начинались словом 1 О, 
где <*,/> - кантороБСКий номер пары, 
(б ) " б -номерами" считались ке числа 1,2, п, 
а любые другие, наперед выбранные п чисел. 
Выбор этих чисел определяется положением функций бло­
ка в искомой нумерации 1" которая складывается из 
всевозможных таких блоков. 
Введем следующее кодирование всех троек ( 4,у, 5) та­
ких, что 04 5 < 2^ (это кодирование заимствовано из до­
казательства теоремы 4 работы [ б ] ) . Кодом тройки 
будет число, имеющее двоичную запись 
10 ОаС4 ОС 10 О ( 6 ) 
1 г 
где сх^  оС0 двоичная запись числа 5 В случае у = О 
для $ • 0 берется '•пустая запись". 
Орределение нумерованного класса (и,Чг) , доказиваю-
щего теорему 2. Если число л. не имеет двоичной записи 
вида ( 6 ) , функцию $~п полагаем тождественно-равной нулю. 
Если же п имеет вид (6) для тройки (с,у,5) , где 
0 45 <2^ » Функцию ^п полагаем равной 5-ой функции 
блока 6'у При этом в процессе построения блока Б^ 
0) -номерами считаются все 2^ чисел вида ( 6 ) , соответст­
вующие паре '(с,у). 
Очевидно 
2 ' +2 4 код Ц,у,"з) 4 2 <* -2 
Пусть рекурсивная В-стратегия М синтезирует с веро­
ятностью 7 *?"-номер любой функции полученного класса и 
Пусть Ж± - машща, реализующая стратегию М . Для каждо­
го у У/ 0 в блоке Бц найдется функция, на которой N ис­
правляет гипотезу не менее у Еп 2-^ 1од у раз с вероят­
ностью • 
> (1-2Ю Р { Е %\ >уеп2-т/}1оду} ( ? } 
Обозначим -номер этой функции через /у . Очевидно 
2 4 < я <2 * 
Отсюда следует, что последовательность {л,--} - возрастаю­
щая, и что 
еодг п^-1-2<у<еод1п1-1-1. 
Таким образом, на функции! ^ , • В-стратегия М исправляет 
гипотезу не менее ^ 
У (п2 - ~{уСод у > 1п2 %од2 /у - V' Еод у Лу яд 
раз о вероятностью ( 7 ) , которая при у—00 стремится 
к 1. 
§ 6 , Д о к а з а т е л ь с т в о 
л е м м ы 4 
Лемма 4 сформулирована в начале § 4. Итак, дана ве­
роятностная машина Ш , даны натуральные числа п и А 
к < п , и рациональное число е > 0 Требуется построить 
набор п функций (5^  0 г (э л такой, что если Ш реа­
лизует В-стратёгию, которая с вероятностью / синтезирует 
(в пределе) (3 -номер любой функции (з/ то на одной ив 
этих функций Ж исправляет гипотезу не менее к раз с 
достаточно большой вероятностью, именно с вероятностью 
>(1-е) Р( Ег ( >,«). 
Определение случа"тшх величин ^ см. в начале § 4. 
Общий ход конструкции набора (0, Оп) Рассвет 
рим только случай Обобщение тривиально, 
П р о ц е д у р а Р^ Параллельно вычисляются ве­
роятности всевозможных событий вида 
где^з" - двоичное слово, "? - кортеж натуральных чисел. 
Делается это следующим образом. Параллельно для всех пар 
двоичных слов (оС, уЗ) ведутся вычисления на машине 771 
при которых на ленте бернуллиевского диатчика записано 
слово сС (воспринимаемое как реализация работы датчика), 
а на ленте синтезируемой функции - слово ] $ (воспринима­
емое как начальный кусок функции, принимающей значения 
0 ,3 ) . Вначале каждой царе ( Д 1) г д е - двоичное 
слово ^ т , у - кортеж натуральных чисел 5 . / ; 5а> 
2 1 , , 5 т , приписывается пустое множество двоичных 
слов. Если в описанном процессе наступает ситуация, в ко­
торой машина Ш для пары слов напечатала на вход 
ной-ленте последовательность чисел 5 „, $ л «_ 
(соблюдая при атом правила реализации В-отратегий, см. 
§ I ) , то к множеству слов, уже приписал ному паре (у&,з), 
прибавляется слово ОС Конец определения п р о ц е д у -
Параллельно работе процедуры Р ^ функции 
получают в качестве значении все. новые и новые нули: 
Только в некоторые исключительные моменты мы будем вмеши­
ваться н этот процесс и давать функциям отдельные зна­
чения, равные / . 
Первый такой момент наступит, когда процедура Рш 
вычислит информацию, достаточную для того, чтобы можно 
было получить следующее рациональное приближение для рас­
пределения некоторой гипотезы (0^1)-
где ^ Р1 ~ / и для всех I 
Ненастуцление ситуации, в которой такое приближение воз-, 
можно, означает, что для каждого у е Л/ ггпотеза 7Л (0^) 
неопределека или »=б? или >4 о вероятностью . Н о 
тогда с вероятностью > с Л" это выполняется для бесконеч­
но многих ^ одновременно 4 Получается, что 
Р { Ш, 0 " <3 } 4 1 - сЬ < /, 
где (в этом случае) 0т « .- 0^ » 6 , . Этот случай 
о точки зрения леммы 4 неинтересен. 
Рассмотрим теперь случай, когда распределение (8) 
получить удается. На основе ( 8 ) , с помощью алгоритма, ко­
торый описан ниже, один из номеров 1,2,3,4 исключа­
ется в следующем смысле. (Пусть это будет номер 1, ) Функ­
ция (3 вместо очередного (э (х^) = 0 получает значение 
(31 (х1)=*1 , а дальше 0, полагается тождественно рав­
ной 0 Остальные функции <э г, , 0>4 при х » х, полу­
чают значение 0 . Таким образом, функция 0^  становится 
отличной от 0» 2, (3 3 , (54 и в процессе Сэ -синтеза этих 
трех функций гипотезу У следует считать неверной. 
Второе вмешательство в процесс становления функции 
64 (теперь уже без (э, ) , происходит сразу за первым, ес­
ли Р^О , если же /? >0 , оно происходит, когда на ос­
нове информации, вычисленной процедурой , удается 
получить следующее приближение распределения гипотезы 
Ш (О^^где ^ > 1^ ) при условии 471(0^)^1 
( ' 3 ' ] (9) 
где ^2 у,} "1 и д~я всех I 
9. р{т(о*)=* | Ж(о'') = 1 } 
Ненаступление ситуации, в которой такое приближение воз­
можно, означает, что для всех ^ > ^ 1 при условии 
Ш(0^)**1 вероятность того, что Ш(О^) неопре-
делено,=0 , = / или >4 , большее^ Тогда Р |#г, 0~(э ]< /, 
где 0 е0 **@2 — б л *~С54 Этот случай можно не разби­
рать дальше. 
В случае же, когда распределение (9 ) возможно, с по­
мощью алгоритма, который описан ниже, исключается еще од­
на функция, пусть это(5 г Мы полагаем &2(х2)"*1 и 
®з (*г) (хг) = 0 • кроме того, &г(х)-=0 для всех 
х > хг . На этом второе вмешательство в определение набора 
кончается. Рассматривать распределение Ш(0^г) при ус­
ловии Я1( 0^1) = с , где с = 2,3,4 бесполезно, так как 
эти О" -номера пока еще являются верными гипотезами, • 
надеяться, что Ш заменит их другими,не приходится. 
Третье (и последнее при п-*4 ) вмешательство в ста­
новление набора 0^ ®г (5} 0^ происходит сразу за вторым, 
еоли <)г = ОЛ Р2=0 Если же ^ > О И ( и л и ) ^ > 0 
то сначала ищется уд > ^ такое, что юкно вычислить рас­
пределение (10) и (иди) распределение ( I I ) . Первое рас­
пределение' приближает распределение гипотезы 731 (0^3) 
при условии Ш(О^)" 1 Л Ж(0<") = 2: 
(3 4 У 
здесь г3 + г4 = / и для 1-2,3 
Второе распределение приближает распределение Ш 
при условии 9?1(0^)=\2 
здесь 5 3 5 + = / и для 3, 4 : 
1-0 1 ' 
Ненаступление ситуации, в которой нужные приближения 
возможны, означает, как щ прежде, что 
Р [ж, 0~ (3 } <1, 
где О^-ба = (34 эхо? случай незачем разбирать 
дальше. 
В случае же, когда (10У и (или) ( I I ) получить удает­
ся, в соответствии с алгоритмом, описанным ниже, исключа­
ется еще одна функция, пусть это 6 Л Ыы полагаем 
(э3 (х3)-1 , *3+(х3)-0 а при х> х3 обе функции 
пусть равны тождественно нули, Оеметим, , что усл.-пая 
т(о*)~ 1 л т(6'*)- з У4, 
Ж(0'") • 3 V4 
рассматривать не стоит. До исключения б 3 гипотезы 3,4 
одинаково верны и нет надежды, что Ж заменит их дру­
гими. 
Таков общий ход конструкции набора функций, соответ­
ствующего матине Ж и натуральному числу п . Описанный 
ниже алгоритм исключения (мы рассмотрим случай /7 - 4, 
к^2 , обобщение тривиально) обеспечит, что на функции 
@4 в 0°° стратегия машины Ж будет работать плохо о до­
статочно большой вероятностью. 
Если катина 7П с вероятностью 1 синтезирует <Э -не 
мер любой функции набора (51 С г <33 <54 , ^о в процессе 
построения этого набора произошли все три акта исключения 
пусть это были 1 2 3 (4) В результате получается 
следующая картина: 
1 2 Ъ 4 
2 3 4 2 •г 4 
АЛЛ- 3 4 3 I 4 2 \^ 4 
4 
В четвертой строке с вероятностью 1 фигурирует номер 4 
это единственный номер функции (э4 = ^°° Разбиение пер­
вой строки соответствует распределению ( Р1 Рх Р3 Рн) 
см. (В) . Вторая строка разбивает Р1 Б соответствии с рас 
пределением (у г у3 у4) (см. ( 9 ) ) . Третья строка раз­
бивает Р} уг в соответствии с (г3 г4) , см. (10) , ош 
разбивает также Рг в соответствии с (з3 з4) ( с м . ( И ) ) . 
Введем следующие обозначения: 
1*1 " Л , ]2\ = \22\ = Рг, 
\12\ = Р , ^ , I/ 3 3\ = \13\-ЦЬ , 
. \12 3\ - Р , ^ , | 2 2 * | - Рг и. 
Допустим временно, что эти вероятности совпадают т о м 
н о с вероятностями, характеризующими машину №• , на 
пример: 
| 1 2 3 1= Р{Ж (0'1)= 1 Л Ш(0^)-2Л9г(0^)"3 }, 
| 2 2 3'] ~ ; Р { « Й (0*)~ 2 Л ТЛ(О^) - з ) . 
Тогда вероятность того, что ?# на функции (5"4 = 0 е * не ме­
нее * - 2 раза исправляет гипотезу, будет 
> \12Э\+ \124\+ \133\ + \22 3 |-
- |*2 |+ | « | + |223|. (а ) 
Если бы мы на последнем шаге исключили не , а (3^ , то 
вместо (а) получилось бы 
|/2 | + (аа) 
Таким образом, если 0> и <5# уже исключены, следующим 
резонно исключить Сэ3 или <3# в зависимости от того, что 
больше - (а ) или (аа).^И это разумное решение осуществи­
мо: все слаг'аемые (а ) и (аа) нам известны, как только мы 
достигли уровня у 3 
Рассмотрим теперь уровень уг . Функция уже ис­
ключена. Нам известны вероятности |/| , \2\ , |Я , \4\ ,1/21 , 
|/3| , \14\. Какую из функций исключить - бг , <33 или (34 1 
"Качество" решения "исключить " можно оценивать значе­
нием суммы (а)+(аа) 
\12 \ + \13\ + 1 2231+ |/2| + \14\+\224\ = 
-1*1 + \22\+\12\ = \1\*\2\+ \12\. (<*) 
К счастье, эта сумма завирит только от вероятностей, из­
вестных на уровне у^ Соответствующие суммы для <з3 ж 
1*1 + N1+1*41. { й й б ) 
Следовательно, большее из чисел ( б ) , ( б б ) , (ббб) и должно 
определить, какую иэ функций З * , ^ , ^ исключить вслед 
за (эу Это решение осуществимо на уровне у* 
Наконец, рассмотрим уровень у'у "Качество" решения 
"исключить сначала <з, " будем оценивать сумной (б )^ (бб)+ 
+(ббб) 
1 Л + \3\+\4\+\12]+ Ц3\ + |«|-
Аналогичные показатели дляС^.О, , (3, ровны 
Все они вычислимы на уровне у, , где известны только ве­
роятности Ц| Следовательно, сначала следует исключить 
<34- с наибольшим |1| 
В этих соображениях и -заключается сущность предлага­
емого алгоритма, определяющего порядок исключения функций. 
Правда, здесь нужно еще доказать в общем виде, что все 
рассмотренные суммирования действительно всегда приводят 
к возвращению на уровень, где должно быть принято соответ­
ствующее решение. Этой проблемой "сокращения хвостов" мы 
займемся в § 6. 
ЗАМЕЧАНИЕ. Рассмотренный простой пример может соз­
дать иллюзию, что предлагаемый алгоритм можно заменить 
Солее простым. Доотаточно рассмотреть случай п~5 , х - 3 
чтобы убедитьоя в обратном. Например, после исключения 
(з1 , "качестве" решения "исключить (3,- " ((- 2,3,4,5) 
характеризуется суммой \1 \ + \ <\ + 3 \ Н\ Вряд ли та­
кой критерий можно угадать без вычислений, подобных про­
веденным выше. 
Если бы имело место наше предположение о совпадении 
вероятноотей, характеризующих машину Ш , и вероятно­
стей \с |, \ Ц\ и т .д . , фигурирующих выше, то в рассмотрен­
ном случае (п~4, /г«^| вероятность того, что на функции 
(? 4 - <7™ машина Ш не менее 2 раз исправляет гипотезу, 
можно оценить* следующим путем. 
На уровне ^ мы имели 4 числа: 
1+3-1П, 1+3; \2\ , 1 + 3 \3\, 1+3 \4\ 
Их сумма равна 4+3-1^-7 т . е . зависит только от 
п ,м и может быть вычислена, зная ьтж числа. Если мы, 
действуя согласно алгоритму, исключили б , , то 
Если затеи исключается б , то 
1Я+ \П\ 
Наконец, исключение (эл означает 
Таким образом, если бы наше предположение было верным, то 
машина Ш на функции &4 -= О*" исправляла бы гипотезу 
>^ раз с вероятностью >-^-« Но наше предположение не­
верно - вероятности |у | и т.д. лишь приблизительно 
характеризуют машину Ш Нетрудно, однако, подобрать 
число $ , определяющее степень приближения, так, чтобы, 
не получая для машин Ж оценку > -^— • мы получили 
все же 1-^—0"*) . где с - наперед заданное число, 
фигурирующее в лемме 4. 
Б самом деле , 
+ р{т(о/1}~1 л ж(*'*)-з} + 
+ р{т(о*)-2 л т(о^)-з}> 
^ (1-6)'(№* \22Э\) > (1-6)'-?-
Если ^ выбрать таким, что (1-6)' ^ 1-е , то 
Обобщение ьтих соображений тривиально. 
Для доказательства леммы 4 остается проверить, что 
7 - Р ф < > 2 } . С12) 
24 
где | - независимые случайные величины такие, что 
В конкретном случае л= V, к~2 равенство (12) легко 
проверить непосредственно:-
1 Т 3 4?*, 
Общий случай ( / ? , * - произвольны, *</? ) доказывается с 
помощью леммы 3 (см. выше § 3 ) . Заметим, что в оценке 
\12\ + \13\ + \223\ 
равенство достигается на "симметричной" таблице: 
2 . 3 4 
2 3 4 2 3 4 
З ! * 3 4 3 4 3 4\ 
4 
Здесь всякое деление (сверху вниз) является делением 
на равные части: четыре, три, две. Оказывается, что эта 
таблица в точности передает работу на функции (э4 • О "* 
В-стратегии БФ^ (см. § 3 ) , где 
б, 10' Ьж-О10~, Б Л 0010, %-Ош, 
\~4~' Т' Т'Т)-
В самом деле, РФ^ (Л) равно 1,2,3 или 4 с одинаковой 
вероятностью ^ . Далее, при условии Бф^д. (л)~1 ги­
потеза Бф^ф. (0) равна 2,3 или 4 с одинаковой ве­
роятностью 1/3 При условии БФ0д.(Л)ч1 Л БФв^(0) = 2 
гипотеза БФ^ (00) равна 3 или 4 с вероятностями 
*/2 При условии БФа^.(л)=2 гипотеза БФ^(ОО) 
такте равна 3 или 4 с вероятностями 1/2 Наконец, ги­
потеза БФдф. (000)=4с вероятностью 1 
Используя метод дерева (см. доказательство лемчк 3 в 
§ 3 ) , получаем 
10"° ОЮ~ 0010е0 
А, = А =А=<*=|- ' 
•» 
р { ( о ) * 5Фе„ № ) = - -|-, 
По лемме 3 независимы следующие случайные величины ( 1=0 
1,2 ): 
[ / если БФвП.(01)ФБФе^% 
* : ~ ' " иначе. г<  { О, 
Таким образом сне лла случайных величин (Х0 Х1йХ^) тож­
дественна системе (2^ Е} И.г). Так как сумма Х-*/.^^!- 2^ 
представляет собой -шело исправлений гипотезы стратегии* 
БФоя. н а функции С?4 — О9* то 
4 
7 
где ^ - нижняя оценка, вычисленная с помощью описанно­
го выше алгоритма при п=4 , к»;?. 
Очевидно, это расо.уадение проходит для произвольных 
п, к , к < п. 
Итак лс-. :т.;а 4 будет доказана, если удастся обосновать 
в общем случае использованное в построении алгоритма явле­
ние "сокращения хвостов". 
§ 6 . . Д о к а з а т е л ь с т в о 
" с о к р а щ е н и я х в о с т о в " 
Напомним ситуацию. Дано натуральное число п Пусто­
му кортежу Л соответствует некоторое распределение веро­
ятностей на множестве ^ У , 2 , >п}> соответствующие ве­
роятности обозначим через: 
\1\А1 \2\л, \„\л 
Если теперь исключить некоторое число I , вероятность \с \л 
распадется следующим образом: 
Ш А - Е ИУ\1. 
Вероятности |х |. где х + 1 , не распадаются: 
\х\л * IXх I^  
Полученные таким образом кортежи длины 2 назовем (О 
д о п у с т и м ы м и . 
Если на следушцем, шаге исключить число рас­
падаются вероятности \ Ц \ ^ , 
= е ) х л 'о-1 е с л и * " 1 у*~</ 
Есе остальные вероятности сохраняются: 
где у=у Полученные таким образом кортежи длины 3 бу­
дем называть ( 4^ ) -допустимыми. 
В общем случае, если после исключения чисел РЯ-{Р^ 
• ••Ра) (тогда получено, уже понятие Р -допустимого корте­
жа х длины а+1 и соответствующие таким х вероятности 
|х|- ) исключается число уф~р то вероятности вида 
\2у \р распадаются: 
" Е \ш9У1р9 
У*9 
Остальные вероятности сохраняются: 
где У + (и, конечно,уф р , если кортеж гу ^-допустим). 
В разряд р~у -допустимых кортежей включаются все 
кортежи, входящие в правые части последних двух равенств. 
Очевидно, кортеж (х^ *а+1 будет р -допустимым, 
где р*=(р1 ра) если и только если выполняются усло­
вия: для всех I 4 а 
(1) * (Р1 А ) . 
(2) Х± ф (р1 р1)-~Х^,=Х; 
В самом конце процесса исключения ш имеем некоторую 
перестановку (р1 рп) множества (12 п) Обо­
значим р ( р1 р П . 1 ) Каждый р - допустимый кортеж х 
(длины п ) получил вероятность \х\р В соответствии с 
нашей задачей, особое внимание обращается на кортежи х -
(х1 хп) обладающие свойством 
Х1~х±+1 для >* различных значений 
Здесь к - натуральное число,к <п Множество всех таких 
кортежей обозначим через 5 Мы воспользуемся только сим­
метричностью множества 5 именно, если - любая переста­
новка (12 п) то 
(х, х п ) е 5 « Г х „ ) е 5 . 
"Качество" перестановки (р1 рп) множества 
(12 п) характеризуется вероятностью 
х 
где суммирование идет по всем ~р~ -допустимым х в 5 , где 
р =• (р1 рп-1)- Т . е . суммирование идет по некоторым кор­
тежам длины п 
Свой показатель "качества" приписывается к а ж ­
д о м у кортежу Ц'^(91 уа) ш не содержащему пов- • 
торений, а 4 п-1. 
Во-первых, если а~п-2 ( т . е . вне Ц остаются 
два числа множества (12 п) пусть это 5,4 ) , то 
Н(Ц)~ Н($5)+ н(ц*). 
В общем случае а < п-2 если вне ^ остаются числа 
9а+1 ' "' ' ?/? ' 0 П Р О Д е л я е м п о индукции: 
щ ) - Е ъ ) . 
В частности: 
Н (Л) Н(1)* Н(2)+- + Н(л). 
Требуется показать, что для всех Ц и всех ц. ф Ц 
значение И(Ц<^) можно вычислить, зная только вероятно­
сти |х|= для всех Ц -допустимых кортежей х~ Это будет 
сделано, если удастся показать, что можно пред 
ставить в виде 
Н(Цу)~. Е оСЯ)\Х\ц 
где с(х) - натуральные числа, которые можно Вычислить, 
зная х, ^ ( ^ (суммирование идет по воем ^ -допустимым 
кортежам х ). 
Сначала рассмотрим случай 9п-г) • ь 
ли вне ^ остались числа ^, < то для всякого ^ ^ -до­
пустимого Я»(х4...хл) имеем х л - * и 
где суммирование идет по воем у -допустимым м (длины 
п-1 ) , ври этом 
с ( я ) \ 1 . если' « . 5 , 
I 0 , иначе. 
Рассмотрим теперь следующий случай: ^ ' = ( ' ^ "" ?л-з).» 
пусть вне ц, остались числа ^ , 5 , ^ тогда, по определе­
нию, 
Согласно (13) 
х ' г 
/.'де суммирование идет по всем у у -допустимым х таким, 
что е 5 Множество 5 симметрично, кроме того, свой­
ство ^ ^ -допустимости симметрично относительно переста­
новки 5,^ Таким образом, если в (14) всюду заменить $ 
на { и 6 на 5 , мы получим Н(фу4) вместо Н(^.(^з). 
Сумму гЧ(ф у $) > Н(<1д$) можно упростить, различая сле­
дующие случаи ( х -произвольный кортеж, входящий в ( 14 ) ) : 
(1) у'$ , где § не содержит чисел 5, # Тогда, 
гленяя 5 , ^ местами, получаем кортеж у ^ при этом 
Кортеж у Ц -допуотим. 
(2) х = уй аналогично. 
(3) Л " = у$ ..о- где ^ не содержит 5 , ^ Тогда, 
меняя $ а ^ меотами, получаем у$ & при этом 
Кортежи и <^ ^ -допустимы. 
(4) х~ г аналогично. 
Таким образом для мы получили представление 
н(99)т ^ в <*Л*1 | , < 1 5 ) 
где суммирование идет по всем ц -допустимым х (в данном 
случае'душна таких х равна п-2 ) , и с(х) можно вычис­
лить по х Ц у Очевидна следующая особенность выра­
жения (15) : оно симметрично относительно 5 & , т . е . ес­
ли х содержит 5 (тогда в этом случае, х не содержит 
г! ) , то замена в х числа 5 на число * дает кортеж у 
такой, что с (у) «• с(х). 
Теперь можно перейти к шагу индукции. Пусть 
о, * = ( ^ о, а) - кортеж без повторен я и числа у , гг, 
гз > гп-а остаются вне ^ Предположим, что 
Щ<1 Е с ^ . (16) 
где суммирование идет по всем -допустимым х При 
этом выполняется следующее условие симметричности: если 
кортеж х у о;-допустим, а (5, *п-а) - любая пере­
становка чисел (/^  г п-а.) • то .действие 5" на х 
приводит к кортежу у такому, что с(у) = с(х). 
По определению. 
н(?1)- Е н ( 9 9 г.). ( Х 7 ) 
Чтобы получить из (16) выражение для Н($фг.) 
нужно применить ко всем ^ ^ -допустишм кортежам х пере­
становку множества (12 п) , меняющую местами г3 и 
(остальные числа остаются на месте). Отсюда следует, 
что сумму (17) можно упростить, различая следующие случаи: 
(1) х-у гг , где у не содержит гг . В результате 
перестановок получаем кортежи у г3 , > У гп-а П Р И 
этом 
(2) хту ^ , где и ^ не содержит /} Тог­
да (16) содержит все кортежи этого рода, притом с одина-
новым коэффициентом с(х) 
У П>> Уп4> • • • » &г»-а 
В результате применения упомянутых п-а-2 перестановок 
каждый из этих п-а-2 кортежей порождает один кортеж 
уг9 плюс еще п-а~3 экземпляров самого себя. Все это 
войдет в оумму ( I ? ) 
(3) х у г? гг , где у не содержат гг . В ре­
зультате перестановок возникают? все аналогичные кортежи 
у/к П[(1>2). Нам достаточно заметить, что 
и что все Г;(с%2) войдут в сумму (17) симметрично. 
(4) х*= у г± Г; , где 1>2 и у не содержит 
г- Тогда в (16) содержатся с тем же с(х~) все анало­
гичные кортежи: 
(У^ О)» (9 '„-а '/.-а/ 
Применение перестановок дает в итоге по п-а-2 экземп­
ляра каждого у г± &>2) Нам достаточно заметить, 
что имеет место (18) и что все п{ (I >/2) войдут в 
сумму (17) симмзтрично. 
Таким образом, мы получили для Н(Ц(^ (где ^ - лю­
бое число ф. у ) предстаачение 
X 
где суммирование идет по ^ -допустимым кортежам х , а 
коэффициенты с'(х) можно вычислить, зная у, Все 
числа гф у у входят в это выражение симметрично. 
Этим завершается шаг индукции. 
Таким образом, доказано, что характеристику 
любого кортежа у ^ , не содержащего повторений, можно вы-
- з а ­
числить, зная только вероятности \х \я для всех ^ -до­
пустимых кортежей х Этого достаточно для обоснования 
возможности своевремйнно принять требуемое в алгоритме 
леммы 4 решение (см. Еыше, § 5 ) . 
В заключение отметим, что в случае пустого кортежа 
полученный результат означает, что характеристика Н(л) 
зависит только от числа п и симметричного множества 5 
корте::сей длины п , которые суть единственные параметры 
описанной конструкции, 3 случае, когда 
5 = | ( х , хп) | х- Ф х1н для > * значений I } 
в § 5 показано, что 
Определение случайных величин 2^ см, в § 5, 
Результаты этой статьи изложены без доказательств 
в [7 ] . 
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ПРОПЮЗИРУКВДЕ СТРАТЕГИИ ОГРАНИЧЕННОЙ 
СЛОЖНОСТИ 
К.М.Подниекс 
Щ ЛГУ ш. П.Стучки 
Прогнозирование - это предсказывание значения У(тН) 
по данньм значениям У(п)) функции У7 Точные 
определения см. [ I ] . В работах [2,3] Я.М.Барэдинь и Р.В. 
Фрейвалд; показали, что для всякого ненумерованного клас­
са (11,0~)о.р. функций найдется о.р. стратегия Г , допу­
скающая на функции ^ (п -ой функции нумерации <?") не 
более 1од&п + 0(Еод Род п) ошибочных прогнозов. Подо­
зревалось, что реализация таких "наилучших стратегий" 
связана с невероятно большим объемом вычислений. В насто­
ящей статье сделана попытка проследить связь между объе­
мом вычислений, используемым стратегией и ее возможно­
стями в смысле числа допускаемых ошибок. Точнее, изу­
чаться будут не отдельные стратегии, а м е т о д ы 
п о с т р о е н и я стратегий. Целесообразно ввести 
понятие с т р а т е г и ч е с к о г о о п е р а ­
т о р а , действующего на все нумерации ф и связывающего 
с каждой такой <Г некоторую стратегию. В своем доказа­
тельстве оценки Родж п \-+ 0(Род (.од п) Барздинь и 
Фрейвалд строят, по существу, именно такой оператор. 
То, что в дальнейшем называется ч.р. стратегическим 
оператором (или просто ч.р. оператором) следует представ­
лять как специальную машину Тьюринга, работающую с ораку г 
лом ^ . На вход подаются значения У(1) про­
гнозируемой функции, затем следует вычисление (использу­
ющее ответы оракула Т на вопросы вида" ф (у)ш? " ) . и 
выдача прогноза, т . е . кандидата на значение 
Вычисление без остановки допускается лишь в Том случае, 
когда функция У не находится в нумерации О" (таким об­
разом, здесь рассматривается прогнозирование в смысле 
- Э О ­
Л/1/' , по терминологии Щ ) . Если прогнозы ч.р. оператора 
определены во в с е х случаях, его называют о.р. 
оператором. 
Стратегию, которую оператор <р связывает с нумера­
цией 2* , обозначим через ф^. . Обозначение (У) ис­
пользуется для числа ошибочных прогнозов,- допускаемых 
стратегией ф^ на функции У , т . е . для 
Пусть ]?(х) - любая функция действительного переменного, 
определенная для всех натуральных х > 1 . Будем говорить, 
что оператор ф з а д а е т /(гп) в о п р о с о в , если 
для любого нумерованного класса (и,^) , любой функции 
Уе и и любого т при вычислении прогноза Ф^(^О) 
}Р(т)) задается не более /(т) вопросов вида ^ ) ° ? 
Все изложенные ниже конструкции применимы, если 
{(х) - любая конструктивная функция действительного пе­
ременного [ 4 ] , определенная для всех натуральных х > 1. 
Однако формулировки результатов и доказательства для 
такого общего случая оказались бы чрезвычайно ненагляд­
ными. Нашей конечной целью является возможно более полно» 
изучение случаев, когда /(х) - одна из функций: 
2\ 2е* х\ 2е*,2*е" 
Поэтому на используемые в качестве {(х) функции целесо­
образно наложить некоторые из условий, перечисленных ни­
же: 
(ф.1) Функция/ конструктивна, /(я) определено и >8 для 
Е С Е Х Х > , / Для всех натуральных /л>/ разре­
шима проблема и /(т) - целое число?". 
(ф.С) Функция /(х) строго возрастает и непрерывна при 
х^1 Кроме того, /(х)-»-*> , когда х-—со. 
(Это условие гарантирует существование обратной 
функции .V' 
(ф.З) Существуют действительные <х>1, Ь> О такие, что 
для всех достаточно больших т 
ГШ) г-/ 
(Этому'условию удовлетворяет всякая "порядочная" 
функция, растущая не медленнее экспоненты). , 
(ф.4) Функция {(х) дважды дифференцируема и /"(х))0 
для всех достаточно больших х 
Сначала рассмотрим нижние оценки. 
ТЕОРЕМ I . Пусть ч.р, стратегический операторе 
задает /(т) вопросов, где функция /(х) удовлетво­
ряет условиям (фБ-ф2-фЗ). Тогда можно построить вы­
числимую нумерацию ^ (функций, принимающих только 
значения 0,1 ) такую, что для бесконечно многих/; 
(О9,п + ^1(п)-0(1). 
ДОКАЗАТЕЛЬСТВО. Функции для п4{0) положим 
тождественно равнымикулю.>Кроме того, положим для 
в с е х / 7 : %(1)я0 ч определим .У(1)^0. 
Допустим теперь, что-*'функции <?п уже определены для 
всех п4/(т) , кроме того, пусть для в с е х / ? 
определены значения 0"п (дь при у4 т . Не исключено, 
что определены еще какие-то значения (у) , но таких 
только конечное число. Пусть определен также отрезок 
У(1) У(т) причем воек т-1 прогноэЬв стратегии 
Ф^. на этом отрезке оказались ошибочными. 
Покажем, как осуществить'функции Т для /(т) <п 
4/(т+1) ,• значения €~п (т+1) для в с е х п и 
значение У(т*1) « Вычисляем прогноз Ф^,(^(1) УМ). 
Если при этом оператор ф задает оракулу, вопрос 
" г Д е значение ^ (д) пока не определено, 
положим ?} (у)т0 . Через некоторое время прогноз бу­
дет вычислен. 
Номер пу/(т) назовем в ы д е л е н н ы м , 
если У0 для всех ^ 4т . Для .каждого 
пу{(т) , если ^ /ля»-^ пока не определено, поло­
жим: 
(т+1)=> | ^ е с л к л н е Я Е Л Я е т с я выделенным, 
" | ос если п выделено (здесь <Хе 
и сС + ф^(т 9(т)) ) . 
Положим также 9(1^+1) =о ( Первые ш прогнозов 
стратегии 0^. на функции У будут ошибочными. 
Остается определить ^ ^ для /(т)< п 4 {(т+1) 
и и+/<у'< » Сначала положим здесь 1"п(^')-=0 для 
всех у таких, что т+1 <^ 4 к ,где к настолько вели­
ко, что при д)к ни одно значение пока не оп­
ределено. Все рассматриваемые номера л , т . е . /(т) <п 
4/(т+1) распрдаются на классы эквивалентности: 
п*п'~- (Ч 4к)%Ц)-?п.Ц). 
Пусть А - любой из этих классов, е(А) - число элемен­
тов в А Возьмем наибольшее I такое, что 2*4 е (А) 
к сделаем так, чтобы среди отрезков Ф'п(к+1) ФПЫ + *) 
(где п еА ) встречались все 2* двоичных слова длины 4 . 
В остальном функции Т*^  (где пеА) могут равняться нулю. 
Эту операцию нужно проделать для каждого клаоса эквива­
лентности. 
Итерируя изложенную конструкцию, получаем всю нуме­
рацию *?• . Покажем, что она - искомая. 
Р а н г о м г(А) клаоса А (см.выше) назовем на­
ибольшее число г 4. т*-1 такое, что (У^ 4 г) 
^пФ^^Ф (здесь пеА ) . Нетрудно проверить,что 
ранги различных классов различны. На одной из функций 
класса А стратегия Ф^. допускает 
> г(А)-1 + 1од2 е(А)~1 
ошибок. Напомним, что /(т) < п ^ ?(тЧ). 
Если пеА , где г(А)<т+1 , это значит, что щи 
вычислении одного из прогнозов фф.('/>(*) Уф) » Т&е 
14^4 г (А), задавался вопрос „ Ч"п (г(А).+ 1) = * ". 
Следовательно, если А1, ..., Ат-1_1_с - все классы 
ранга 4 т+ 1-е (здесь с -натуральное число >/ ) , 
то при вычислении прогнозов Фр(У(1) У(у)) » где 
у 1,2*2 ..., т-о задавалось в общей сложности не 
менее 
е (А,) + + е (Ат^.с) 
вопросоз. 
Пусть, с другой стороны, Ат4.г^е , ..., АтЧ - вое 
классы ранга ут+1-с Здесь на одной из функций 
^ п любого класса Ас число ошибок, допускаемых страте­
гией , будет 
•ут-с + бодг е (А;) ~1. 
Покажем, что при подходящих константах С,4>0 для 
бесконечно многих т одно из чисел б(А^) (где г— 
т+-2-с,,.., т+1 ) будет ^больше 
Пусть э?о не так, т . е . для всехт^т0 и всех / таких, 
что т+2-с 414 т+1 
Это значит, что 
е(А1) + - + е(Ат+1.в)>г?(т+1)-#т)-1-
-е(Ат+г-с) е (Атн) > 
>(Ялч-1)-#т)(1-аЫ)т1. 
Суммируя по т от т0 до %1 получаем, что при вычислении 
прогнозов Фг.()Р(1)..'%Рф) , где у~1,2,..., М-с, 
задавалось 
> (НИН) Ч1т,))(4-с4)-(Н~тв) 
вопросов. Но,с другой стороны, это число вопросов не М О — 
жет быть больше .^/(у) По условию (ф.З), эта сумма 
4Ь/(М+1-с) ^ 5 По этому же условию: 
/(ПН) > а.ЦП) > а2{(М-1)у~ >/ ае{(М+1-с). 
Итак, с одной стороны, число вопросов должно быть больше 
(1-сЫ) $(М+1)- 0(м) , но, с'другой стороны, оно должно 
быть ге больше 6а~е/(М+1) . Числа а,Ь фиксированы 
для Функции /" , причем а > / . Возьмем число о настоль­
ко большиг.:, чтобы било Ьас<1 . После этого число Ы 
— С 
возьмем настолько малым, чтобы было •/- сЫ > <Уа 
Так как в силу условия (ф.З) /(М+1) растет не медлен­
нее экспоненты, то при М-^00 получается противоречие. 
Отсюда явствует, что для бесконечно- многих/» най 
дется п такое, что /(т)<п4/(т+ 1) и на функции 
^ стратегия Ф^, допускает более 
т-с + 1одл (Ы-/(т+1) ~{(т)) ~ 1 -
ошибок. 3 силу условия (ф.2) здесь л» >/ (п)-1 , Крс 
ме того, по условию (ф.З): 
Таким образом, для бесконечно многих г\ 
Ф" (%)>/''(»/+еу*»-о(0. 
Теорема I доказана. 
ПРИЗЕРЫ, (е I ) Оператор ф задает 2 вопросов. Най 
дется нумерация Ф такая, что для бесконечно многих п 
(е 2) Оператор ф гадаете вопросов, с > О 
(Эг Э?) Ф?(*л) > Цеп-0(1). 
(е 3) Оператор 0 задает тт вопросов. Здесь / (п) 
асимптотически равна (о^ п /?°9г ?одг п. 
(з,э-) ф ~ ( ъ , Ъ " $ % г - ' ( - # % - 1 < 
(а 4) Оператор ф задает 2 вопросов, 
- (в 5) Оператор ф задает 2 вопросов, с>0 
Отсюда можно сделать три вывода, Во-первых, если 
функция / растет медленнее любой экспоненты, то опера­
тор, задающий /(т) вопросов, не может дать верхней оцен­
ки ф% 7 )^- п о р я д к а вод п .. Во-вторых, если ? 
растет со скоростью экспоненты, то оператор, задающий 
/(т) вопросов, не может- дать а с и м п т о т и ч е ­
с к и наилучшей верхней оценки Родг п В-третьих, ес­
ли / растет существенно медленнее 2е*р , то оператор, -
задающий /(т) вопросов, не может дать в'верхней оценке 
Родгп+-0(Род п) оптимальный о с т а т о ч н ы й 
ч л е н порядка Род Род п Этот порядок оптимален в 
силу следующего результата Барздиня-Фрейвалда [ 3 ] . су­
ществует вычислимая нумерация Я* такая,, что для любой 
стратегии Р 
ОГ) Г "•(?„)> **д** + *Ъ Лу, п - О (Род Род п). 
Если сравнить это с нашим примером (е 5 ) , придется зак­
лючить, что в случае функций $(х) растущих быстрее 2г 
оценка теоремы I не является наилучшей. Однако'"случай 
таких быстрорастущих $ неинтересен, так как верхняя оцен­
ка Родг п + О^Ввд 1°$ л) достигается уже оператором, 
задающим" 2г вопросов,-оч.ниже пример (е 7 ) . 
Приступим теперь к верхним оценкам.'Все используе­
мые в дальнейшем стратегические операторы представляют 
собой модификации стратегий Барздиыя-Фрейвадда [ 3 ] . 
Пусть /(х) - функция, удовлетворяющая условию(ф I ) . 
Зведем еще два "параметра1*. Бо-первых, #"-={"^ | -ре­
курсивная последовательность* действительных чисел со 
свойствами: ^п>,0 для веек п /и ряд %2$~п регулярно 
сходится [ 4 ] . Во-вторых, ё ~ \ ^ т ] ' рекурсивная после­
довательность рациональных чисел со свойством 
Через |/>гг | будем ^бозначать следующий страте­
гический оператор. Процедура вычисления прогноза 
{{Тс\ (Ш ••• У(т)) . г д е ? - произвольная куме-
рация, *Р - произвольная функция. .Едя каждого натураль­
ного ^ составляется множество 
•Э^{1\1< #т) ЛЩ< т) (/)- Л ^ а , * } 
Вычисляются рациональные приближения суш 
с точноотью до € , т . е . рациональные числа ц такие, 
что 
* * > 4 1^-ве4) < € „ , 
Среди чисел ^ найдем наибольшее, пусть это ^ Пола­
гаем искомый прогноз равным ? 0 . 
Легко видеть, что оператор \$Те} общерекурсив­
ный и что он задаст (т+1)$(т) вопросов. 
Все ошибочные прогнозы стратегии |^{Ге|^. сде­
ланные на функции ^ п , разделены на две группы: 
( а ) ошибки первого рода: 
( б ) ошибки второго рода: то же, только /(т)Ъп. 
Таким'образом, ошибки первого рода совершаются, пока 
функция Фп не учитывается стратегией |У $~е |^ ошиб­
ки второго рода - когда $ уже учитывается. 
Введем также особое обозначение для некоторых остат­
ков ряда Е^ здесь к~ 1,2, 
А я - Т. {Ъ | * > М ] . ( П 
ЛЕЙЛА I . Пусть функция / удовлетворяет условиям 
(ф!-ф2) и пусть стратегия { / ^ " ^ } ^ совершает на 
функции Фп не менее 5, ошибок первого рода и не 
менее 5, ошибок второго рода. Тогда: 
(а ) .5, , 
( б ) 
Л 
ДОКАЗАТЕЛЬСТВО. Будем изображать функции нумерации 
(I" в виде дерева, вершинами которого являются всезоэмок-
ныэ начальные куски этих функций. Например, функции О" 
10°', 010"° моляо изобразить деревом: 
00 „со 
0 ^ 0 
л « с 
Рассмотрим ветвь дерева нумерации У* , изображающую Функ­
цию . Ошибочные прогнозы стратегии |/ Г/Гб ^.сделанные 
на <Рп обозначим стрелками, идущими в сторону от ветви 
С" 
' / / / / / , 
*1 А2 А$1 А3., А5 
Здесь 5 = 5 у + 5 г . Пусть отрезок А А; соответствует зна­
чениям фуНКЦЧИ Тп ОТ ^ "1 ДО у = Л ? 4 \ 
Число ошибок первого рода оценивается просто: так 
как у I для всех I , то если в точке' А(_ сделана 
ошибка первого рода, должно быть /(1)К/(т^ < п т.е 
1<{~Чп) И 5, </~'(п). 
Рассмотрим теперь ошибки второго рода, т . е . точки 
, А 3 . Попытаемся оценить снизу сумму 
чисел ве^ в каждой из этих точек (см.определение [/Тё^). 
Здесь /(т^Ъ п , поэтому п еЭ± Для {^(т^*). 
Начнем с точки А5 . Сумка всех еее в этой точке со-,, 
держит, во-первых, число (значение ^ ведет в сто­
рону стрелки), во-вторых, числоае^ (значение 
Фп (т5+1 ) ведет в сторону1?^ ) . Так как пе3^ , то 
вв.. \ # 1 . Кроме того, л V г. следовательно, 
2 € ™ • 3 итоге' 
Ас 0 . 1 
Перейдем теперь к точке <45_^ , предполагая, что в ней 
также совершена ошибка второго рода. В сумму "здешних" 
также входят, по крайней мере, два числа: во-первых, ав^ 
(в сторону стрелки), во -вторых ,^ , где *,т%(т3-1+1у. 
Что можно сказать о величине ? Это число будет не­
сколько меньше суммы чисел в течке Аа , Наоколько? Не 
более чем на 
Е { 5 1ЛЧ-,)<< 4/(тя)). (2) 
Именно столько новых ^ учитывается в точке А^ по срав­
нению с точкой А $ ч Таким образом, в А4.( 
Так как здесь еще в ае. > ае, ~2еяш , то: 
Продолжая это рассуждение влево, мы придем к выводу, что 
в точке А3 +1 (это самая левая ошибка второго рода) 
суша чисел а», должна быть больше 
^ч -* ' - ' '< »ХС*Ч - - - ч , . < ) -
Так как 5 - 5 , "5 .» €т 4 $э и чисел 
в точке А3 +1 не превосходит 2~У^1 т о мы получаем не­
равенство " -
Сравнивая ( I ) , (2) и учитывая, что у'< пу , получаем 
+1 < Д$ +с Из и монотонности последо­
вательности ^ следует г _ * г 
Леша I доказана. Т 
Если в качестве с выбрать последовательность ~Е~9 , 
где • , то 
1 (4) 
где - производная. Регулярная сходимость ряда ^ 
•вытекает из полученной ниже оценки ( 5 ) . 
ЛЕША 2. Пусть функция / удовлетворяет условиям 
(ф.1-ф,2-ф.4) и пусть стратегия {{Я''Тв} до­
пускает на функции Тп не менее 5, ошибок первого 
рода и не менее 52 ошибок второго рода. Тогда: 
(а) 5,<Г'(п), 
(б) 5Л - 1одл 5г</ ~1(п) +1одл {'/'(л)* 0(1). 
В частности, число ошибок на каждой ^ конечно. 
ДОКАЗАТЕЛЬСТВО. Знаменатель ( 4 ) , т . е . /'/''(к)**''*"* 
является возрастающей функцией. В'самом деле, производная 
из-за условия (ф.4 ) . Поэтому для всех п~%1 
Суммируя, получаем 
и таким образом 
*Н < Е 2 * а 8 % . (3) 
Далее, предполагая, что функция $ удовлетворяет условиям 
(ф.1-ф,2-ф.4), выберем следующую специальную последова­
тельность $св/ 
Сделаем замену переменной тогда: 
о* 1 -к 




Так как при П >/(к) 
%\ 1 . 1 г~* 
а производная /'(х) не убывает, то: 
Обратился с этим знанием к неравенству ( 3 ) , д $ ^ <Ы2 
поэтому ' 
Логарифмируя: 
Лемма 2 доказана. 
ТЕОРЕМА 2. Пусть, функция /(х) удовлетворяет ус­
ловиям (ф.1)-(ф.4) и еще условию: для подходящих 
о,с1 )у0 и всех достаточно больших х 
(Этому условию удовлетворяет любая "порядочная"1 функция, 
растущая не'быстрее 2 е " ) . Тогда существует о.р. стра­
тегический оператор-^ , задакщй (т+1){(т) вопро­
сов и такой, что для всех нумерованных классов (II, Т") 
и всех п : 1 
'ф? (К) < *°?г " + (с+г)*~ (п) + 0(1<у Ь§ п). 
ДОКАЗАТЕЛЬСТВО. Возьмек; в качестве Ф оператор 
Имеем: 
(о^ {'Г (п) 4 1одгп + с{~Ч*)+с1. 
Итак, согласно лемме 2: 
Так лак из х ~(од2х < у следует х{ у + (одг у + 0(1), 
то / 
5 , < Лу, п + (с.+1)/~ (п) +0 ((од (од о). 
Здесь мы воспользуемся еще и тем, что по условию (ф.З) 
/~'(п) - 0((од п) . Учитывая, что 5, < /' (п) 
, (см.лемму 2 ) , получаем утверждение теоремы 2. 
ПРИМЕРЫ, (еб) • Получаем оператор, за­
дающий /т?т зопросов и допускающий на функции Фп не более 
ошибок. Ср.пример ( еЗ ) . 
21* 
(е7) /(]»/«• — • Получается опзратор, зада-
ющий 2 зопросов и допускающий на функции 0" не более 
1од2п + 0((од (од п) ошибок. 
Теоремы 1,2, вместе взятые, дают полную информацию 
о возможностях стратегических операторов, задающих /(т) 
вопросов в случаях, когда / - "порядочная" функция и 
ехр < / 4 2 Именно>в этих случаях некоторый 
о.р. оператор, задающий $(т) вопросов, дает верхнюю 
оценку числа ошибок (одгп + 0(?~1 (п)) С другой сто­
роны, никакой ч.р. опзратор, задающий {(т) вопросов, не 
может дать лучший порядок остаточного члена. 
Обратимся, наконец, к случаю, когда Р(х) растет сс 
скоростью экспоненты, 
2х 
ПРИМЕРЫ. (е8) Если взять ^х) = - ^ г , т е о -
рема 2 даст оператор, задающий 2т вопросов я допускаю^ 
щий на функции ^ не более 3(одгп+о(1) ошибок. 
Ср. пример ( е 1 ) : никакой оператор, задающий 2т во­
просов, не может дать оценки 26о^гп-д(п),, д(п) 
( е9 ) Аналогично: Мх)° / н .Операторы, 
задающие 2 ст вопросов. Верхняя оценка (1*-—-)?ореп + о'(1). 
Нижняя Сод2п- 0(1) , см. пример ( е 2 ) . 
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В В Е Д Е Н И Е 
Для реально употребляемых языков програширования с е ­
мантика обычно определяется словесно, неформально, и для 
проверки семантической корректности или доказательства не­
которых свойств программ программист руководствуется именно 
этим, содержательным определением семантики. Естественно 
возникает проблема формального определения семантики языка, 
причем так, чтобы оно соответствовало содержательно опреде-
л энной. 
Наиболее удачные попытки решения етсй проблемы изложэ-. 
ны в работах [з] и [ч ] . Но даже для доказательства сравни­
тельно простых свойств программ, работающих с целыми числа­
ми, в 5тих работах предлагаются очень сложные логические 
окстемы. 
В данной работе формально определявтся( семантика языка' 
программирования на основе формальной арифметики. Сперва 
определяется синтаксис некоторого языка 1_ , являвшегося 
подмножеством А1.&01--60. Потом содержательно определяется 
семантика этого языка при помощи формальной модели вычисли­
тельной машины , на которой выполняются программы,написании 
на языке С Предлагается алгоритм 5 , который для любой 
программы ^ , написанной на этом языке, определяет формулу 
формальное арифметики 5 , которая выражает содержа­
тельный смысл данной программы.. Доказывается, что для любой 
программы формула 5 сильно представляет тот набор 
частично определенных функции, который вычислшат программа 
§1. Нормальная модель вычислительной машины 
шшииа содержит конечное число ячеек внутренней памя­
ти * к , , х$ В каждой ячейке всегда находится некото­
рое натуральное чисто. 
Предполагается, «то машина мояот выполнить программу, 
написанную на языке ^ Б результате выполнения программы 
м'окет меняться содержание ячеек памяти. Лели выполнение 
программы заканчивается,то скажем, что при данном начальное 
состоянии внутренней памяти результат выполнения программа 
определен. Ь противоположно».!-случае скажем, что при данном 
начальном состоянии внутренней па!ляти результат выполнения 
программы неопределен. 
Через хе и х*5" будем обозначать содержимое ячейки х 
соответственно перед и после выполнения программы. 
§2. Синтаксис языка I. 
ЛлЦавит языка I. : 
а) символы констант С, 1, 2 , . . . ; 
б) символы переменных хх , | х# совпадающие с 
обозначениям ячеек памяти; 
в) функциональные символы +, и а ; 
г ) предикатные символы < , и ^ ; 
д) символы ьрепозициоаальиых связок § , V и "1 
е) операторные символы : = , ® , С . О и 
з ) вспомогательные символы ( и ) . 
ЬЯРг&ЛьШ, 2 .1. 
1. Лаждый из символов констант есть т р м. 
2. каждый из символов переменных есть т е р м . 
3. 2лш з . и * - т е р м ы , то 1 5 + * ) , ( 5 ' * ) и 
( 5 ^ О есть т е р м ы . 
4. никаких других т е р м о в , кромь определенных 
согласно 1.*3.,нет. 
О П Р Е Д Е Л Е Н И Е г.г. 
1. Зсли Т и б / - термы, то у с л о в и я м являют­
ся т< и , Т « и и т< и 
2. ^с/и А л В у с л о в и я , то у с л о в и я м 
являются также 1А ,(А&В) и (А\/Б) 
3. никаких других у о л о в и и , кроме определенных 
согласно I и 2,нет. 
Программы делятся на элементарные и составные. 
1. Элементарные программы. 
где 7~(л^ , »*,. ) ~ т е Р м > содержащие', переменные символы 
Ху, I —, * п > совпадающие с обозначенияшячеек памяти, а 
х ^ - обозначение ячейки памяти. 
2. Составные пррграммы. 
а в В, С(р,а,6), С(р,а,6), С(р,6,а) И Ы(р,а), 
где а к б элементарные или составные программы, 
а р - условие 
Программы а и 6 будем называть подпрограммами соот­
ветствующих составных программ. Если б является подпрограм­
мой Программы а и о является подпрограммой программы в1 , 
то с является такие подпрограммой программы а 
Скажем, что в составной программе 
подпрограмма находится правее подпрограмм о х _/ 
и левее подпрограмм а я < ^ ап Если подпрог­
рамма а находится левее (правее) некоторой подпрограммы в 
и б является составной программой, то а находится так­
же левее (правее) каждой подпрограммы программы в Если 
3 находится левее (правее) в , то б находится правее 
(левее) а . 
§3. Содержательнее определение семантики языка /. 
01!?^ЛЫ;зШ 3.1. Значениями символов конствнт 0 ,1 ,2 , . . . 
будем считать соответственно натуральные числа 0 ,1 ,2 , . . . 
О П г ь & л 3 . 2 . Значениями функциональных символов + 
к буд .тать обычные двухместные функции сложения и 
•шсхеьия натуральных чисел, а значением символа - - функ-
* ' У = \ 0, еоли х < У, 
где х-у обычное вычитание натуральных чисел. 
Согласно этих определены!, каждому терму Т { х^,...,хг) 
соотг- !'ст!.уот определенная функция у Т ( х ^ хр) являющая-
ся суперпозицией функций х + у , х-у и х-*-у Функцию 
/ 7 ( ^ | - - . 1 ^ ) б У д е м называть функцией, определенной термом 
Т ( х 9 , хД 
Значение этой функции зависит от значений аргументов 
Хуг > Хр 
ОПЕьДЬХ^ пИй 3.3. Значением аргумента х А будем считать 
натуральное число,находящееся в ячейке хк 
Ьслк значениями предикатных символов < , = ^ и 
считать обычные отношения "меньше","равно" и "меньше или 
равно", а -саиволам препозициональных связок <$ , V и ~1 
дать стандартную интерпретацию (при помоши истинностных 
таблиц), то каждое условие р { к% , , хт ) естественным 
путем определяет некоторый предикат р*(х^,...,хт), который 
будем называть предикатом,определенным условием р(Х{, ...,<*, 
Истинностное значение предиката р*(х^,хт) зависит от 
значений аргументов х^ , ..., хт. 
Говорить о значении функции "У Г ( х ^ , х , , ) или преди­
ката р *(хр, ..., хг/}) имеет смысл лишь относительно опре­
деленного ет&па выполнения программы, например, перед вы­
полнением определенной подпрограммы. 
Определение выполнения программ, написанных на языке .^ 
I - А - 7 ( х 9 , , х л ) т , • 
а; г^чгхляет^ значение у ( х ^ , . . . , л г ) ( т . е . значение 
Зункцик у (хф , хг) при состоянии памяти 
г.ь геД выполнением даь>:о1 прографи. Переход к пунк­
ту б ) . 
б) Значение /^С*^» > л ^ ) записывается в ячейку 
Выполнение программы закончено. 
6. а & в 
а) Выполняется подграмма О. Если выполнение а 
заканчивается, переход к пункту б ) . Лели - нет, 
то выполнение а.% в также не заканчивается. 
б) Выполняется подпрогралаиа в Если выполнение 6 
заканчивается, то заканчивается выполнение а. ® 6 
Если - нет, то выполнение а. в в также не закан­
чивается. 
3. С(р,ау6) 
а ) Вычисляется значение р при состоянии памята пе­
ред выполнением программы. Если р* истинно, 
переход к пункту б ) . Если р* - ложно - к пункту в ) . 
б ) Выполняется подпрограмма а Если выполнение а 
заканчивается, то заканчивается выполнение С(р,а,6) 
Если нет, то не заканчивается также выполнение 
С(р,а,в) 
в) Выподмется как пункт б) только относительно под-, 
программы в 
4. С(р,п,б) 
а) Вычисляется значение р* при состоянии памяти перед 
выполнением программы. Если р* - истинно, переход 
к пункту 6 ) , если р* - ложно - к пункту в ) , 
б ) Выполнение программы заканчивается (значения ячеек 
па'/лти остаются без изменений), 
в) Выполняется подпрограмма в. Если выполнение в за­
канчивается, то заканчивается выполнение С(р,а ,6). 
Если - нет, то не заканчивается я вншунение 
С(р,а, 3) 
8,п) 
а)Выполнение С(р,8,п) от выполнения С(р,а+6) отлн-
ча.тся лишь тем что переход к пункту о") 
лу исходит, если р*- ложно, а к пункту в ) , если 
р* - И С Т П : 
М(р,а) 
а) Вычисляется значение р* при данном состоянии 
памяти (первый раз - перед выполнением \К/( р, а), 
каздый следующий раз - после очередного, повторного 
выполнения подпрограммы а ) . Если р* - истинно, 
переход к пункту б ) , если р* - ложно, выполнение 
программы №(р,а) заканчивается. 
б) Выполняется подпрограмма л ^сли выполнение заканчи 
вается,. то переход к пункту а ) . Если - нет, то не 
заканчивается также выполнение \Х/ (р,а) 
В дальнейшем будем пользоваться следующей "векторной" 
записью набора переменных и набора функции. Если 
А » { а , , а2> ... ,ап } . то вместо ха^, х Л е , х а п будем, 
иногда писать хА , вместо 
А/**) / а / * « ) " 1А Ш Е С Т ° 
Г(*а,)*...Д р(*ап) ~ .&Г(Х^ .вместо 
*а , )® - ® ( > а „ ' - * а „ ) ^ -Дл(*Уш*$ и т- д -
Через. |Л| будем обозначать число элементов множества А. 
В дальнейшем рассмотрим, как с помощью программ вы­
числяются функции. Так как при выполнении определенной прог 
раммы результат не обязательно зависит от начальных значе­
ний всех ячеек памяти и значения не всех ячеек памяти изме­
няется, введем понятия зходных и выходных ячеек программы. 
ОПРЕДЕЛЕНИЕ 3.4. Ячейку памяти назовем в ы х о д ­
н о й ячейкой программы, если обозначение этой ячейки 
встречается в программе на лево^ стрроне от некоторого 
операторного символа » » . 
0.Г1РЕД1^ ЕНИЕ 3.5. Ячейку памяти х назовем в х о д н о 
ячейкой программы а ,если: 
1) программа а является элементарной программой и обо­
значение ячейки X встречается справа от операторного 
символа ( в ; 
2) б является подпрограммой программы а , левее 6 нет 
другой подпрограммы,для которой ячзкка х является выход­
ной и выполняется,по крайней мере,одно из следующих требова­
ний.: 
- 6 является программок тша С(р, ^ > в) , С(р,а,^), 
С(р, с/.,а) или \//(р,с1) и обозначении ячейки х встре­
чается Е условии р 
- 8 является программой типа \х'(р,сС) и х является 
ВЫХОДН01Ч ячейкой для программы 8 ; 
- 8 является программой типа С(р,Ы,е) и х является 
выходной ячейкой одной к только одной п^огр;.:- с{ или е 
- 8 является элементарной программой и обозначение 
ячейки х встречается" справа от операторного 
символа : ~ 
Через а(х^1 х д ) будем обозначать программу с 
входными ячейками х д и выходными ячейками х а 
ОПРАЦЁЛ^НИг! 3.6. дели для каждого начального состоя­
ния входных ячеек программы а х $ ) ^ т которого 
выполнение этой программы заканчивается, из условия Ху = у,-
( у 6 В) следует, что (Уе&), то скажем, 
что программа а ) вычисляет набор функций 
где им 
^ , если выполнение а заканчивается (у е в ) , 
не определено, если выполнение а не закан-
,чиэается. 
Как видно из определения, допускаются частично опреде­
ленные функции. 
Выясним теперь, какие наборы•функций вычисляют прог­
раммы, написанные на языке /. 
^. Из определения выполнений программ следует, что 
программа 
вычисщет функцию $ ( * А ) 
г. Допустим, что программа а ( Х А > * в , * с , * н ) 
вычисляет наоор функци (х„) (]& А и В и С и Я)} 
программа 3(хе,к х Е ,х*| х л , х , , х , , * в ) 
набор фулкцш. { 0 = (х, , , х в ) (^еСV1>^^Еи^) }, 
А, В, С, 2?, Е,/^  б зэаимно непересекающиеся множества, 
х > д 11с"1112* , с и д иЕиг, м=-ви2иГиа 
- н о -
Через х? , х ~ ,Хв/ и Ху*" (/еКЦЕиГиа) 
обозначим значения ячейки ху соответственно перед и 
после выполнения а , перед и после выполнения д 
Если выполнение подпрограмм а и 6 заканчивается, 
л у в в ' « х у ' Ц*. киЕиГи&ин) 
то 
и,следовательно, 
Легко видеть, что программа 
(а(>Хх*) ® Н^хЛх^х^х-^х^х^х^) 
вычисляет набор функций { Л- (х^, х^ ., х^) & А и ВО /.)}, 
где Г ^ (х н ) если ]л.АиВ, 
Ъ (Х"' " | % Ив К).Л ^ V » О * /. 
3. Допустим, что условие р(:<&) определяет пре­
дикат р* (х6) , программа и (х , *Х\) вычисляет 
набор функций' \^(ХА) (]&ДЦЬ)} .программа 
8 (ХЕ. х*\Ч ) " набор функци { Оу (*,) Ц е Е и П } 
д, Е, Г - взаимно ньпаресекаг'лкеся множестра, | 2? 1^ Е\^0 
и | Е II Г * О 
Очевидно, что при выполнении программы а содержания 
ячеек хр не меняттся, т . е . х ^ = х у * 11 при 
выполнении программы в ., содержания ячеек д такте не 
К Е Н А Г Т С Я , т . е . Х у " - = Х у • С.\едо_-зтсльпо, програм­
ма а вычисляет каоор 4уьки# . 
(хА); хк (у&ВиЕ,нвР^А программа # -
Согласно определению выполнения программ 
программа 
вычисляет набор функции 
где 
>хА,хв,Х]>,х^ 
/. (х^) ,еоли р*(*6) ~ иотинно и у&диЕ, 
Ху ,если р*(хй) - истинно а у 'в 
х^ - ,если р*(х^} - лояно и 
<^  (х ) ,если р*(х&) - ложно и у&Еи Г 
4. Допустит/, что условие ^ (х 6 ) определяет щ^едикат 
р*(хй) программа вычисляет набор 
функций Ц ( * ^ ) } и \Д 
Согласно определению выполнения программы С(р,П,6) 
если / > * ( * а ) - истинно, то содарвшзш ячеек х^ не 
меняются, следовательно, программа 
С (Р (* а), • , ^ (х^\)) (х$ха, хе, 
Вычисляет набор функции 
где в * 
х- если />*(хв) - истинно иу'е 2) 
^ ' ^ й ' Х г ' Х 2 ) ) = ' /у(х^), е с ли/? * ( х в ) -ярый? и / « - 5 
5. Аналогично можно показать, что если условие р(х&) 
определяет прадикат Р*(*&) ..программа 8(х^хе) 
вычисляет набор функций 
(Л И |1> 1*0 . ™ программа 
вычисляет набор функций { х^., х ^ ) ] где 
^ (х ^ ) если р*(ха)~ истинно и у'е2> 
X , - если р*(х&)- ложно и 
Р. Допустим, что условие- р(хА> х в , х с * * в ) 
определяет предикат р *(хА> х а , х с , х^) программа 
? ^ 5 , х Л , х / г , х ^ * в , ^ , х Р . х » ) вычисляет набор функций 
А В}С,И,Е,Р,С - взаимно непересекающиеся множества, 
Через х * (Л ) будем обозначать содержание ячеек х ^ 
после п повторных 'выполнений а 
Согласно определению выполнения программы \Х/(р,а) 
Допустим, что х.*(т)"^ 
Тогда,очевидно, (т+1) (х'а, хс , ^) 
Ьэтрудно видеть, что программа, выполнение которой состоит 
из п повторных выполнении программа а и которую обозначим 
через / Ь (п, а) вычисляет набор функций (х1, х{, х д , п)}, 
где 
Возможны два случая: 
1. Выполнение программы №(р,а) не закаьчивается. 
2. Существует такое минимальное натуральное число 
- Ш 
У ( У >/ Ф • ч т о после у повторных выполнении подпрог­
раммы а предикат р впервые принимает значение ложно и 
выполнение программы №(р}а) заканчивается. 
Нетрудно видеть, что программа 
У(р (*н), *(*"\\)) (ХдГ * н , ха, К,,*;) 
вычисляет набор функций 
-ложно)} 
§4. Связь между содержательное и формальной 
арифметикой 
В дальнейшем мы будем параллельно говорить об арифме­
тике в содержательном (неформальном) смысле и о формальной 
арифметике. При рассуждениях в пределах содержательней тео­
рии нам будет полезна сжатость выражений, которую дает ло­
гический символизм, и особенно при построении обозначений 
для предикатов и функций. Для этой цели мы введем теперь 
логический символизм, который следует рассматривать как со­
держательный и осмысленный в ПРОТИВОПОЛОЖНОСТЬ символизму 
формальной системы как предмету метаматематики. Принятые в 
данной работе обозначения и определения частично совпадают 
с употребляемыми в работе Клини [I] . 
Символы в содержа­




А мечет д А => 8 
А эквивалентно^ А е 3 
^ Л ^ А и В А & В 
А ийи • В А V В 
л не А 1 А . 
для всех х , А(х) Vx А 00 
существует х такой, 
что АСХ) Зх А(х) 
1 • 
существует единствен­
ный х такой, что А(х) ЗЫ А С*) 
- т -
Через А( х ? , . . . , х „ ) будем обозначать формулу формаль­
ное арифметики со свободными переменными х( ,..., хп Кро-
мь этих, формула мочот содержать и другие свободные пере­
менные. Результат подстановки терма * вместо меремеыного 
х в формуле А ( х ) будем обозначать через АН ) . Вместо 
предложений "формула Г выводима (в формальной арифметике)", 
"допустим что формула Г выводима" и "формула# выводима 
из формул, выводимость которых заранее принято в качестве 
гипотезы" будем соответственно писать}—^ ,—|Г и—(|— Л/ 
ОШдаДьНИЕ 4.1. Скажем, что формула А (х&) , где 
|б| = п * 0, содержащая точно п свободных перемен­
ных, в ы р а д а е т арифметический предикат а(х^) 
если для любых натуральных чисел 5 Д 
Ь.) а(5а) - истинно = г>|— 
(2) а ( 5 й ) - лонно 7.4 ( $ в ) . 
СПРКДЕИШШ 4,2. Скажем, что формула Р(хА, х^ , где 
|^| = ПФО и |й| -т , содержащая точно п+т свободных 
переменных, с и л ь н о п р е д с т а в л я е т набор 
частично определенных арифметических функций (хё) } , 
если для любых натуральных чисел 5 Д , Зв 
Следует отметить, что данное определение силь:юь пред-
с-авяиостп функций отличается от соответствующего опре­
деления в работах [ 1 ] 1. [2] для всюду определенных функций. 
У нас требование ( I ) усилено ваменой п з У ' на Тре­
бование <2) у цас слабее, чем в работах [ 1 ] и [2] , где тре­
буется, чтобы |—3! х д К*А>*ь) Это потому, что,у нас 
допускаются также частично определенные функции. 
ЛЛиАк 4.1. ьсли. формула А выражает предикат Л 
и формула В выражает предикат -5, 
то формула "1 Л вы ратае т предикат ^ 
фси/ул-- а 4 8 вь.раусшт предикат Л П^Э, 
•{сг* улм Л V в вырачает лгедикат 
фор;,-ула ,?х А (ж) выгадает предикат/Йх) ^ ( л ) 
и формула У х А(х) выраашет предикат (з;)Ж(а:). 
Доказательство очевидно. 
Сделойм ряд обозначений для формул формальной арифметини 
и функций. 
в (9, а, $) Ч = Зг [(а - в + г>)Д ( г < 6)М(6**>)& (} ) 
Я (Па, в) » 3} [ ( 9 « х Ш а - * ? + Л Д ( г < в ) М ( В = ° ) & ( г ~ а Ы 
г У е { ( « < я ) в ' П & ^ К ^ ^ в О К а - ^ ^ + ^ ^ Л у ^ М г ^ - а ) ] ] } ; 
е г о * * , * . * ) * * л ) У + * * ) * ( « < < * . ' * Л ] * 
&Ы(и,е,*,х')Я(ц-{а)}]& М(р,с,4,Ь))\ 
уЗ(с,с(,1) *= гт((1*1)с1+1,с) -функция Геделя; 
^ ( а , Л ) чабтному от деления а на # 
гт(а,8) остатку от деления в на . 0 . 
ЛКММА 4.2. Формула 9(ф,а,&) сильно представляет функ­
цию у{(а,$) , формула Й(г,а,6) - функцию гт(а,в) 
формула Р(р,а,б) - функцию ай , 
формула Ы (^/ло,йх1) - функцию уЗ(с,4,с) 
Доказательство леммы аналогично соответствующему дока­
зательству сильной представимости перечисленных функций <з 
работе [ I } . Отличия в определении сильной представимости в 
данной работе и в работе [ I ] ' вызывает лишь незначительные 
модификации. • 
Для сокращения записи формул•будем неограниченно поль­
зоваться традиционными обозначениями, такими как <, .< , 
>, 3-х и т.д. 
) Символ зс служит знаком графического равеысз»* 
Понятие терма, как составное части языка I. , от по­
нятия теща в формальной арифметике отличается лишь тем, 
что в первом случае допускается дополнительный функциональ­
ный символ - , казтому, если 5 чи Ь - термы, то Р(в-*-Ъ) 
будем понимать л/шь как сокращение формулы 
Зж{г(в)Х[(аЫ)=>(з-ж +№ 1(А < О 
§5.'формальное определение семантики языка I 
Теперь дадим алгоритм 5 который каждой программе 
®"(*^\х6) написанной на языке, , сопоставляет фор­
мулу формальное арифметики 5[^'(хАУха)](х , х^ ) Свобод­
ные переменные хА этой .формулы соответствуют выходным, 
а свободные переменные, х^ - входным ячейкам программы Я " . 
Формула 5 (х^ , Х Д ) не содержит других свободных переыент 
кроме хА хв 
( I ) 5 [ х Г ТСхДСх" *1А) - Т(х'АЬ 
и> 5 [ а ( х ; | \ ) ^ ^ х ; ) ] ( х - х * х ; , х ^ х ; , х ; ) « 
А,й,С, 2?, Е ,Е,&- взаимно непересекающиеся множества, 
1*1*0 и \Ц +0 
<3) 5Щр(хй), а ( х л , х ^ ( х ^ \ ^ 
П> Р - вваимно непересекамциеся множества, \йцЕ.\*-0 
4 { 7 3 [ ^ ) К ) = 5Г«^ ;Гх^ ;,^ >| + Ъ 
Го) 5[С(р(х6), 6(х2'*е),п)(х;,*;,хМ)-
Ч6) ^ [«Яа^ ^^ х^ х^ .^ 
&,С,$, взаимно ненересекаипжеся шюжества, 
И^ЕиВиРиВ С = виСиРиЗ) \К\+0 ; 
17) 5№(р(х„), а (х"\\Шх*, х', Х Д , ^, х'^  -
= Эу{Эжл {б Ш 1п,а)Няк^1УЕУл,у)&3[р](х^аЖя$ 
45[Л(л,а) ] (х* х ^ х ^ х ^ } } , 
/1 ВСВ,Е,Р}0. - взаимно непересекающиеся множества , 
Н=АиВиСиЛ, К=ЕиВиРиВ , 1~ ЬиСо Гид и 
(8) 3[р(хА)] = р(м'). 
Теперь сформулируем теорему которая обосновывает выбор 
описанного алгоритма 5 
ГЛАЗНАЯ ТЕОРЕМА. Для любой программы & , написанной 
на языке Ь , формула формальной арифметики 3[$"] сильно 
представляет тот набор функций, который вычисляет програм­
ма Ж' 
Через ' с г ( * / ,> х в)~*~** ' {$а (ХВ$ бУДем сокращенно записы­
вать утверждение: формула формальной арифметики Р~(хА,<*в) 
скльно цредставляет набор частично определенных функции 
а через Г ^ ) - ^ - / ? * ^ ) -утверж­
дение: формула формально*' арифметики г(*А) выражает пре­
дикат р*(хА) 
Справедливоетх главное теоремы вытекает из следующих 
лемм. 
ЛЕМЖ 5 . 1 . 
Справедливость леммы вытекает из работ [ 1 ] и [ 2 ] . 
ЛШлА 5 . 2 . ясли ^8,0,^,^,^,0. - взаимно непересе­
кающиеся мнонесхва, К=*АцВиСи1), ^СиВнЕиГ, М=ВидиР\ 
.1*1** и \ЦФ0 
5 [ а ( х * х^) — {/д и 
5 [ а . « ] ( х ; , х ^ х * х ; ^ , х ^ { А / ( х ^ , х в ) Ц*Ливи1.)] 
то 
где [/; ( * „ ) , если у'б ,4 и 5, 
Доказательство леммы разделим на три этапч - [1 =$] 
[ \+—] и [? ] ' . На этапе [ / — ) ] докажем "импликацию еле 
ва направо" пункта (1) определения 4.2, на этапе [1<=-] 
"импликацию справа налево" пункта ( I ) определения 4.2, на 
этапе [2] - пункт (2) Того жэ определения. 
[1=$] Цусть 
^ </«*>, 
Согласно определению набора функций {/>,• (^ьАиЬи Ц) 
Из 1 ) , 2 ) , 3) и 4) следует 
5) ^ = и/у (ув И и 3), Оу (\^, ^ , ^ ) - а у ^ е А ) . 
Согласно данному и сильной представительности наборов 
функции {/к } и } из I ) и 5) следует. 
7) К 5 [ й ] ( а д , й 7 б > Т 7 л , У ^ , ^ ) . 
Очевидно, что из 5) следует такие 
ь) 1—4 ( а ; - УК-)-уе/\ив <* « 
Из 6 ) , 7) и 6) после $ введения сл-.-дует 
9) 1—5[а] (У7„ , 7 ) г 2 (а.- = V.М 5 [ « ] (<2у*?' V , V ) . 
После многократкого .? -введения и 9) следует 
что треоо^эалось доказать для пункта [ ? — > ] . 
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[ / < = ] Пусть справедливо утверждение 10) из пункта 
Тогда согласно правилу С * ) для некоторых 7К следует 
12) Н - 5 [ в ] ( Г я , ^ ) П ) Д - удаление 
13) | — $ ( й ^ = ^^) I I ) А - удаление. 
14) I — 5 Г * ] ( г 4 , Г в , ^ 7 г , 7 в ) П ) Д-удаление. 
Из 13) очевидно сле,дует 
15) и , - ^ (^еАиВ). 
Согласно данному о СИЛЬНОЙ представимости наборов З.упк-
дует * * 
Наконец из 15) , 15) и I ? ) согласно определению набора 
функций {Лу (^вАийШ)} следует 
что требовалось .оказать для пункта 
[2] Пусть Л/= ИиВиСиЦцЕоР 
1) -и 5 [ а ® о](х л,х /),х Г',х^ 4 5[а® 5](г / у )х^х^,л а). 
2) Н 1 - 5 [ а ] ( ? А , х ; ) 4 5 [ а ] ( й Я 1 ^ ) 
I ) удаление, ггравяло ^ <? - удалеьиа, 
введение. 
тлеется в ыду правило б" , данное г 
•О - удаление, правило С - удаление, 
$ введение. 
х) | - удаление, ..равило С 4 далекие, 
# - введений. 
5) г - У ^ , % . [ ( 5 [ ^ 7 У К , Х ; ) ^ 5 ^ Л . ) ] ^ . 4 = 
дано 
У Е Л <У 
уел ив' » 
( ч ; = г/> дано 
1С) — I г — <§ (х : =>.?/) V - удалеяЕё ,ч ) ,МР. 
х),7),-0), 4 ~ взедеше, т«среяа о дедукции, 
V - введение, что требовллось додас&тг. дкя пункта 
[2] 
1еуг/а доказана. 
Л1М.1А 5,3. Если - взаимно непересекающиеся 
множества, 12? О Е\ +0 | * « Г\* О 
где 
/: (хА) . если р*(хй) -истинно V ^еЛиЕ, 
х- если р*(*а) -иск..'!не иу'е^, 
/ еслк /?*^ а) - ло;.;:о у < е Д 
& А) е С Л Н ~ ; Х Г И ' "" </€ °^ ^ 
Вместе ^ :отякьс будем писать просто р 
Допустим, что 
1} У V ъ> V V "/•-)- "У ^ € 
Допустим сперла, что 
2> 
Йэ 
| • (у е ми Ей Р)'{ и I ) слсдл .'Т 
3> О, 
4) у 
Согласно данному с представимости .абора функций 
^'е 2? и ^Г)] из з) следует 
5) ^ [ а Л й д , Це, 7А). 
Очевидце ии 'О следует 
чему о выразимости предиката р* из 2) 
.Нетрудно видеть, что из 5), 6) и 7) следует 
Мы доказали, что из допуи-енни I) и 2) следует 
Аналогично доказывается, что из 1) и допущения р~*Х\) 
также следу е-"1 9 ) . 
На основе факта, чте всегда истинно высказывается 
Р*(У$)и Р*(^а) заключаем, что утверждение 8) следует 




[ 1<?—] Допустим, что справедливо утверждение 8 ) . Тогда 
Ю) [~5[рЩ) = {5[а](йгйг,^иШ^и -Удаление. 
Допустим сперва, что 
Тогда очевидно 
12) \-5[р1(7а). 
13) I— 5[а](й3,йе, \7А) 1С) ,12) ,МР, 4 -удал* 
14) \—& (й: = V:) 1С)12)МР, I -удаление. 
15) ^ - ( ^ ) = "у ЦеЗШЕ.) 13),данно' 
16) Су' €^ 14),данно> 
*Лы доказали, что из допущений 9) и 11) следует, что 
1 7> "Л/ < V Ъ. V Ъ» ^ - "у Ц^ьиви г). 
Аналогично доказывается, что из допущения 5) и допушен 
р*(У&) такие следует утверждение 1 7 ) . Но всегда истинно 
р*(чй)и р*(у&) поэтому заключаем, что утверждение 17) 
следует из одного лишь допущения 9 ) , ч.т.д. для [ / < = ] 
И 
Дскаэательство этого пункта аналогично доказательству 
пункта [ 2 ] леммы 5.2. 
доказательства остальных лемм аналогичны доказательств 
лемм 5.2 и 5.3. 
ЛЕММА 5.4. Ьслк 5 [ р(хе)Х\) -~~Р*(\), 
где 
Г x^, если р*(*&) -истинно и у ' е д 
ШШ. 5.5. Ь'сли 5 [р (хв)] (хд ) — р *( ха ), 
то 51С(р, в,~)](х;, хса,х1Е,х1а)Л- (ха,хе,*,)}, 
где 
\1^(х^,ест Р*(ха) -истинной 
9^(.*ц>хе1*з) | х е с л и р*(хй) -ложной у ' е А 
V 
ШША 5.6. Есл;: В,С,П,Е,Р,<з. - взаимно непересекаю­
щиеся множества, ЕиВиГи]), 1~=<*иСиГиВ, \ К \ Ф О 
и 5 Г а ( х ; | \ ) ] ( х ; , х ; ' / ) ^ { / / ( ( х , ) } ) 
то 5 [ / Г (п, а (хк\\Ш*к, *[, 4 > " а > ^ " &г (\ > х * . *л »У)\ 
ГД« 
} г."./А 5.7. Если А,8,С,Л,Е,Р,6 - взаимно непересекаю­
щиеся множества, Н = Аи Во Си2, К^ЕиВиРи0, и = аисири]), 
\к\*о, 
где 
и ^е.К то 
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ДОКАЗАТЕЛЬСТВО НЕКОТОРЫХ СВОЙСТВ ПРОГРАММ 
В ФОРМАЛИЗОВАННОЙ СИСТЕМЕ 
Я.А.Кикутс 
ИЭВТ АН ЛатьССР 
В статье [т] настоящего сборника было рассмотрено фор­
мальное определение семантики нгкоторого языка програчыирс-
ванил и . Дак алгоритм 5 , которой для любой программ 
&(хд\ * в ) х ) , написанной на язкке С , дает формулу 
формальной арифметики 5[^]{х^, >:') , которая виражас 
содержательный с;.'ыел данной программы. Доказано, что форку-
5 [ $'](хА , х1л ) илько представляет именно тот набор фу, 
ций, который вычисляет программа № . 
В даикоК статье рассмотрим, формально доказать рас 
личные свойства программ, написа::'шх на языке I :а 
ве формального определения семантики в статье [I] 
Допустим, что значения входных ичзек программы $"(хА\ к 1 
перед ее выполнена удовлетворяют отношению р(хв) и не 
обходимо доказать, что после заканчивайия выпслненкл это:) 
программы значения выходных ячеек удовлетворяют отаоше:-
г(хА) Если формула формальной арифметика Р(*&) 
рагает отношение р (х ) , а формула Д (хА) - отно-иг 
низ Г ( Х А ) г ? 0 достаточно доказать, что 
Для доказательства эквивалентности программ ^ ^ Х А \ Х Ь } 
$1б**!* х 3 ) достаточно доказать, что 
) В данной статье будем придерживаться -лсех осе 
определении ^оглашен; введс: :«:х в статье нас-.го.-, 
шего сборника. 
Как видно из приведенных примеров, свойства программ 
нетрудно формализовать в данной системе и доказательство 
их сводится к выводу определенных формул в формальной ариф­
метике. Для облегчения этой цели, мы докажем ряд кетатеорем, 
применение-которых существенно сокращает доказательства вы­
водимости формул, выражающих различные свойства п; грамм. 
ПРАВИЛА ХОАРА 
В работах [^ ] , [э] и [ц\ исследуется один из подхо­
дов для доказательства свойств программ. Методика доказа­
тельств следующая. 
Через I В сокращенно запишем предложение: 
"Если перед выполнением программы справедливо некоторое 
утверждение А о значениях ячеек памяти и выполнение прог­
раммы заканчивается, то справедливо утверждение В о 
значениях ячеек-памяти после выполнения " . Для доказа­
тельства А{#~}в необходимо определить отношение между 
значениями ячеек перед и после выполнения № В случае 
сложных программ такая задача далеко не простая. В работах 
Н » И л М предлагается раэбить програыму на бо­
лее мелкие составные части Щ,..., (И"п и отыскать для 
каждого ( / = ...,/?) такую пару утверждений/'; и 3: » 
что Л;{фв/ ^ ' У 
В работах Хоара [3] к.[ц] для доказательства утверж­
дения А{$'}В и э вокальных утверждений В/ (/*=^--'>/ 
предлагается ряд правил. 
I. ' Оператор присваивания 
где через (2(1) обозначен результат подстановки ^ вместо 
х в 6(х) . 
2. Оператор цикла 
/ ? { и ^ 7 е Р Ыо а} ДПР 





(Р = > 0 ) Г , ( р = ^ П ) { . у Р Ш п а в1зв 6}Т 
5. Правило вывода следствий 
а) Й=±>Т о) Н{в}т 
т_{в]_а_ т=$и 
я(в)и а{В} и 
Сформулируем перечисленные правила Хоара как мета-
теоремы нашей формализованной системы и покажем, что они 
легко доказуемы. Эти теорему и такке некоторые другие 
утвержден'ь, предложенные нике, дслалт формальные докаэя 
тельства свойств сравнительно несложных программ достаточ­
но обозримыми. 
ТЕОРЕМА I . 
\—(?г<>1х:=г](х'))=эа(х*) 
где терм й является свободным для переменно;; х"" в фор­
муле 0(х°) . 
ДОКАЗАТЕЛЬСТВО. 
1) Н Р=>6(*) 
2) Ч Г 4 5 [ х * = * ] ( х * ) 
3) Ч I — Р 2 ) , Д -удаление 
4 ) —I I— х ' * = * 2 ) , <$ -удаление 
5) 4 1 — ад I ) , 3 ) , ЫР 
61 Ч 1 - ф » ) * ) . - 5) 
7) Ч Н г ( / ^ 5 [ х « = * К ; 0 = в ( х : * ) 2 ) , б ) , теореыа о 
дедукции 
Теорема доказана. 
Для доказательства следующей теоремы об операторе цикла 
Потребуйте: две лемкк, имеющие также самостоятельное значе­
ние. 
ШОК I . 
[ - У*;, ж\ {5[И(п,а)}(хА,х1 б) = . * (х) - *})} 
ДОНАЭАТтСТЗО. 
2) Ч , Ч в^О/, */, *М 4 ВЦхи.^,6) 
/еА " 4 * >еА 4 <> 4 
А > В 
I),правило 5 , 4 -удалекие 
1 3) \—3:х В1(х,^, 
утверждение * ТСС", из ["'] , V-введение, V -уда-
леше 
- ш -
4) Н 1 — * ( х % л ) ; 2 ) , 3 ) ' 
I ) ,4),теорема о дедукции. У-введьние 
Лемма I доказана. 
Л>ЖА 2. доли И ,и , С - взаимно непересекающиеся мно­
жества, то 
ДОКАЗАТЕЛЬСТВО. 
21 — I I — & 81 (х-,Ь:,и; 0~) I),правило С, #-удаление 
]е.АиВ <> * * 
3) Ч Н \/-77{(Л7</7 , ) = ^ > ^ , ^ 1 » ' д [ 4 « ( ^ , ^ , ^ , / » ) | | 
I),правило С , <{. -удаление 
4) —1|—& ВЬ(х^,^;, и.;п') I),правило С -удален»? 
^€.АиВ </ ./ • 
3 ) , V-удаление, тавтология п<п' , 1:1. .правило ^ 
6) Ч Н I (х%п) 4) , 5 ) , # -удаление,* 180с. из [5] 
7) Ч Н 5 Г а ] (л*, х*, ? л , л/) 5 ) , Д -удаление,6). 
8) ЧЛ-Я Ы(9/,*;,и;,п) 5),% -удаление. 
9) Ч к Чт{(т<п) ~3 мА, *>А, У В , ^ 1 ^ ( ^ > 
10) Ч Ь - 5 Г Л , хА\ хв', х,', я) 
2 ) , 9 ) , 8 ) , 4 -введение, 3 -введена 
П ) Ч\-ЗуА,у^5[и(п,аЖуА,уаХУвУе>^ 
1зш(х;,х;,ул,х1)} 
Ю ) , 7 ) , -введение, 3 -введение 
Наконец, 1 ) ,11 ) , теорема о дэдукцив и V -введение завершав от 
доказательство леммы 2. 
ТЕОРЕМА 2. Если А , В ,С . д , Е , Р , 6 - взаимно 
непересекающиеся множества, /7= ЛиВиСи27, К=ЕуВиРиЯ, 
1^=0.иСиРид, М-НиКи1.% \к\ + 0, Т&Кк и^М, 
то 
Н К,^ { [Я (х ' тУ и )45 [/>](л, ; )*5Га}0Г к ,х [ ) } => 
ДОКАЗАТЕЛЬСТВО. 
2) -Ч й(х^х^)1$Ыр1а)}(х^Уп) 
3) -1г-Л(4.^) 2 ) • * - у д а л е н я е 
4) —|Ь- Эу{3гк{8 [./"г!(п,а)](ж„х', ^, 
= Угк [5Ш(п,аШ2к,х1,х1е,хв',г) => 
^5[Н(п,а)](х^Х1гх1Ё}ХСа,у)} 2 ) , $ удаление 
5) -\\-5[Н(п,а)](\/1_,х1^т)1 78[р](хА\7а,х{,, ^) 
4).правило С I -удаление 
6) - | 1-5[Щп,а)](х*/с>х'Е,х1А,т) 
4) .правило С -удаление 
&5[Н(пга)](7А, х/, хсЕ, л / й ) } э ( л * = К-} 
Лемма 5.6 из [ I ] , V -удаление 
8) -Н|— V;) Ь)Л -удалвиле.6), Д -введшие, 
1**' ' 7 ) , .НР 




Лемма 2, У -удаление, 6), МР 
11) Н Н 5 Г Н ( п , а ) ] ( ^ , х ^ х а , х й , п д ) ю) .правило С 
& -удаление 
12) - Н г - 5 [ а ] ( х * , х ^ х ^ ™ , I™) 10) .правило ^ 
<5 -удаление 
13) чн5[п(пмс4АА* *я)=з№(*лХ'*с'0 
4) .правило С , <$. -удаление, У -удаление, 
тавтология т-1< т и? У -удаление 
14) -\\-3[р1(хА\ С х'с, Ь") I I ) , 13) , НР 
14) , 12 ) , -введение 
Аналогично доказывается, что 
16) 4 1 - 5 [ЩпЖ^х^ , х1в , т~=2) 
Ч\-5[Н(п,а)}(^,\,4,*в\0) 
а также 
1 7 ) Ч Ь 5 № ; , * ; ; \ \ Зм*;л>С'0 
18) —Ц— # ( < * / ) 16),лемма I , V -удаление, 
^ МР 
19) Ч ^ р К х ^ ^ х ^ З Ы Н ^ х ^ ; ) 17)Д8) 
20) Н г - / ? ^ , х ^ ) 3) ,19), & -введение.I), У -
удаление, ИР 
Аналогично получаем 
21) Ч г - Й ( ^ , ^ ) 
22) 
181р]{хА\х*Уе,х*) 2 х ) , 9 ) , ^ -введение 
23) нг-^;,х;{г/?(^,^к5[^,а;](х;,л;)]= 
=гл(^,^м три*!,*;,*!,*;)]} 
2),22)тесрема о дедукики, V -введение 
Теорема 2 доказана. 
Совершенно аналогично доказывается 
ТЕОРЕМА 2А. Если А , В , С , д , Е , Р 6 - взаимно 
непересекающиеся множества, 
Н=АиВиСид, К-= Ей Во Ри 2), \К\ФО, 1- = аиСиГиВ 
М=НиКи1-, Г «=К Ч&М, 
то 
Не представляет труда также доказательство следующей 
теоремы. 
ТьОРША 3. Если А , Ь , С , 1 ) , Е , Р , & , 
взаимно непересекающиеся множества К— ЕиВи Рид, =6 и Си Я.'2) 
и |К| О то 
I «_/ * 4' '' < ( г I 4 ' 4 — \ 
* 5[ПМ](х^,х^ х< , п)}=> П(**,х^,п)}. 
ТЕОРЕМА 4, Если ]} , Е , Е - взаимно непересекающиеся 
множества, Н= СиАидиДиР и К^диЕоР то 
V- Ух*, х*, *!;{[Ы5\;в(хе,х9г\хв)]1х*,х*, х * ) ] = 7 } 
8,5[С(р,а,в)](х;, хсн)}=т}. 
Доказывается таким ке методом, как теорема 2. 
ТЕОРЕМА 5. Если А , В , С ,2? ,Е ,Р , 6 - взаимно 
непересекающиеся множества, /С= АиВиСид , Ь= СиЯиЕиР ж 
М= ВидиРий то 
Ухр, х*,х*, Х * , х^,х-р,ХА',хк{[ Д ( Х Р ) * 
Д5[а ® в](х*,х*,х*,хсн,х^х')}=> (1(Ху)} 
Доказывается аналогично теореме 2. 
ТЕОРЕМ 6. 
а ) б) 
Ь Д = > Т |— (й*5[6])=>Т 
ДОКАЗАЫЪС! ВО очевидно. 
Рассмотрим пример доказательства свойств программ в 
нашей формализованной системе. 
Докажем, что программа 
имеет следующие свойства. 
а) исли перед выполнением программы & в ячейке х 
находится О (х^О), то после выполнения в ячей­
ке у нагодится 1 ( 1 ) и в ячейке ? -О (^'0). 
б) Если из условия, что перед выполнением ^ в ячей­
ке х находится натуральное число х1 , следует, что пос­
ле выполнения в ячейке у находится у*, а из условия, 
что перед выполнением в х находится х1+ 1 , следует, что 
после выполнения в у находится у * * » тоу9^у*(х 
Другими словами говоря, мы хотим доказать, что прог­
рамма @~(у,1\ х) вычисляет функцию у = х/ 
Согласно алгоритму 3 
-зы*+хЛ*~*+$9(у>-у*Шу?ЫШ 
Для доказательства свойств а) и б ) в нашей формали­
зованной системе достаточно доказать, что 
из -
Для сокращения вывода применяется теорема 3, лемма I 
и лемма 2. 
2) ^У^М&х,и^+Т)Щ<^Ц1(уХх:1д)Ъ* <? -удаление 
4) Ч\~-5ШЫЫЫ)б(у:^.6^(110У, 1,0, пс) 
3),правило <С , -удаление 
5) ~)Ь- М (Т, с, Ы, ЩВЦ 0, #??3)4 < /?„) =» 
4 В г Ы * с,Ы,т)Ъ ВгЫ*с\Ы,т% ( г * - * * #4 
Ч-), правило С 
6) -\\-В*(б,с*4?д)& Щ(т<п^З*и*1Вф?с* 
1ВФ1ё?Ы;т1*(г*-иЩ1ВфиАя} 
5) 
7 ) ^\-5[к(п,1:~{ + 1)](х\б,п0) 6),3 -введениз. 
8) НР-*1+пШ*"**+7)]=>(*"-Ы) очевидно 
9) Ч Н У С ^ Т ^ Л № # - * ^ ^ - ^ ^ = ^ % 7 ) 8) 
1 0 ) Ч Ь * О 1{№-^+0)л: 5[Ш»,*.Ш^Т)]( 1'Х п^(Ы+пв)} 
, 9 ) , теорема 3 
И ) Ч к < * '[5 [Л М = ( Ч н 
I I ) , У -удаление 
13) Ч к 7 ) , 12) , ЫР 
3),правило с? -удален№ 
1Ь)^У-5[Н(пЛЬ=М)*(у--уШуи*10,/) 13) , К ) 
1б )ЧН5 [ ^ ( у Т С *0=5 [Л^ , {^ -<*Ов^ ' -У^Ж^ Г<Д* ' ) 
I ) . 4 -удаление,15),теорема о 
дедукции 
1 7 ) Ч Н 5 Ш ( / Г О ' ^ = 5 ^ ^ ^ 
16),у-введение, у -удаление 
18) ЧНЗ[Щп,(Ь-*+Т)*(У1-У-ШуУ ? * А * ' ) 
I ) . <? -удаление, 16) , мр 
1 9 ) ч г Н П Ш * - * Т)*(у~у*Шу"*?М*+0 
I ) , 4 -удаление, 17), ;г? 
20) ЧН5Ш(п,а^+Т)%(у,-у.$](у~*"Г,бУ+1)= 
=Зи^[5[П(п,(*:~*+7)®(у:-у.*))](и, V, 1,0~У)1 
лемм" 2, V -удаление 
21) -\\-5[Щп,(Ы1+Г)®(у:=у.Щ(ц+ у+ 1,дУ)1 
19),20), МР , правило С 
22) - н - ( б * ~ / ) Д ( 
21). 4 -удаление, 16),4],лемма 5.6 на [Г] 
23) НН У*(*1у" ^ 21 ) , ^ -удаление, 
22). 
24) Н *У Г У Г * ' {[вГЗДТО'^ 5 г о д г * ~ * 0 ] = 
I),23).теорема о дедукции, V -введение 
25) ^\-5Ш(уи70) = 3[Н(пМ'~*+П9(у'-уШуХ№Я 
16), V -введение, V -удаление 
?б)ч 5г^ку?0; 
27) -*\-з[1Ш,и>-*+Т)*(у,-у4ШуХШг5),гб), М Р 
26) -1н(/-'ж**-*; 
лемма I , ^ -удаление,27), МР 
26),28),теорема,о дедукции, V -введение 
29) и 24) дает то, что требовалось доказать. 
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ОБ ОДНОЙ СВОДИМОСТИ МНОЖЕСТВ 
А.З.Андкак 
Щ ЖУ им. П.Стучки 
1. О б о з н а ч е н и я . Через /У обозначается мно­
жество натуральных чисел ^0, ^ 2\ | , через с,м,т,п 
(возможно, о индексами) - натуральные числа. Если А/, 
то сА - характеристическая функция множества А 
^ \ I , если п е А 
Через с(т,я) обозначается кантороьская функция ну­
мерации пар натуральных чисел, через 1(п) и г(п) 
левая и правая обратные ей. ^ 0 - класс рекурсивных мно-
жестз, ^2 - класс рекурсивно перечислимых (р .п. ) мно­
жеств. 
2. О п р е д е л е н и я и п р о с т е й ш и е 
с в о й с т в а . Одно из наиболее важных сводкмостей мно­
жеств натуральных чисел - тьюрингева сводимость - может 
быть описана следующим образом: А < у. В , если и 
только если существует машина Тьюринга с одной рабочей- лен­
той и оракулом "множество", которая для любого П , начи­
ная работу на аргументе п с множеством В в оракуле, 
останавливается с результатом сА (п) При этом машине 
разрешается задавать оракулу любые вопросы о принадлежно­
сти натуральных чисел мнежестзу В 
В Р А Б О Т Е [2] рассмотрено более узкое понятие сводимо­
сти - сьодлмость без автозапрссов. До определению,А сво­
димо к В без автозапросов, если и только если существует 
машина Тьюринга с одной рабочей лентой и оракулом "множест­
во", которая для любого П , начиная работу на аргументе п 
с множеством В в оракуле, останавливается с результатом 
СА (п) при этом машине разрешается задавать оракулу 
любые вопроси о шкнавлежности натуральных чисел множеству 
8 кроме Еопроса "пев?". 
.•10 рассматривать и такую сводимость, где сводящей 
т пине, выясняя принадлежность П к А , разрешается 
использовать дополнительную информацию только о том, при­
надлежит ли п к В 
ОПРЕДЕЛЕНИЕ. Если А,В^ N , то А и - сводится 
к В (А4 КВ) если и только если существует машина 
Тьюринга с одной рабочей лентой и оракулом "множество", 
которая для любого п , начиная работу на аргументе ,п 
с множеством В в оракуле, останавливается с результатом 
СА (п) , не задавая оракулу других вопросов, .фсме, 
быть может, "пеВ ?" А к - эквивалентно В(АШК&), 
если и только если А 4 КВ и В 4 *А 
ПРЕДЛОЖЕНИЕ I . к - сводимость рефлексивна и трая-
эитивна; к - эквивалентность есть отношение типа экви­
валентности . 
Доказательство очевидно. 
Мы будем интересоваться только к - сводимостью 
и к - эквивалентностью р.п. множеств, предложение I 
позволяет нам говорить о к- степенях р.п. множеств: ее-
ли Ае Е, *> ак (А)=у {В\ Ве Х,<? В~нА). 
По определению, ^ ( А ) ?н 4М (В) <=^> А < Н В . 
Из предложения I вытекает, что отношение на к -
степенях р.п. множеств определено корректно, а также то, 
что эти к -степени образуют частичное упорядочение от­
носительно отношения 4Н Это упорядочение обозначим 
черев ОС 
В дальнейшем часто используется следующая характери-
8алия к -сводимости р.п. множеств. 
ТЕОРЕМА 2. Допустим, что А , В е Е 1 • Тогда А <КВУ 
если и только если 
1) В\Ае^1, 
2) 351,5г (3, вЕ^б^еЕ, <?5 , П32-0& 
ДАПВ^З^АХВ^Зх) 
(Второе условие содержательно означает, что множества А П В 
и Д \ В отделяются друг от друга непересекающимися р, п. 
множествами.) 
ДОКАЗАТЕЛЬСТВО. Необходимость. Пусть А, В е X , 
и А < к В при помоши машины Тьюринг а 2 . Перечисля­
ем множество В ; если число п появляется в атом пере»-
числении, то запускаем машину 2 на аргументе п и на 
вопрос оракулу "пеВ ? " , если такой появляется, имитируем 
ответ "да". Множеству /3\ А принадлежат те и только те 
числа п из В , на которых 2 , работая описаыныы вы­
ше способом, остановится с результатом О Следовательно, 
5 \ Ае 2 , 
Определим 31 = | п \ 2 , начаз работу на аргумен­
те я и на вопрос оракулу "пеВ если такой задается, 
получив ответ "нет", останавливается с результатом и 
5г — | п 12Г , начав работу на аргументе П и на воорос 
оракулу если такой задается, получив ответ "нет", 
останавливается с результатом 1 > Множества 51 и Зл -
искомые. 
Достаточность. Допустим, что условия I ) и 2) выполне­
ны и А, В € 2^.1 • Рассмотрим машину 2 с одной рабочей 
лентой и оракулом '.'множество", которая, начиная работу на 
аргументе г) , работает следующим образом: сначала 2 
задает оракулу вопрос "пеВ г<" • ьсли ответ "да", то 2Г 
параллельно перечисляет множества А П 8 и В\ А . Ясли 
П появляется в перечислении множества А П В , то 2 оста­
навливается с результатом 4 ; если п появляется в 
перечислении множества 5 \ А то 2 останавливается с ре­
зультатом О 
Если же от'ет оракула "нет", то 2 параллельно пере­
числяет множест.'а 5^  и 52 . Если п появляется в перечис­
лении множества 31 . т ° 2 останавливается с результатом 
О , а если п появляется в перечислении множества Зл -
ня результате 1 
Машина 2. к - сводит А к В . 
3. С р а в н е н и е с д р у г и м и с в о-
д и м о с т я м и . 
3. Существует такие р.п. множества И и В 
что А ш В <$ А {НВ а {МА. 
ДОКАЗАТЕЛЬСТВО. Пусть В е. И0 Определим 
А=^2п\пеВ^ и В^2п + 1\ пер} Ясно, что 
В , А & и В €. Л] Допустим от противного, 
что А 4 к & посредством машины 2 Тогдя следующая 
элективная процедура вычисляла бы функцию (п) 
если дано П , то запустить 2. на аргументе 2п ; 
на вопрос оракулу "2п€ В ? " , если такой задается, ими­
тировать ответ "нет". Результат, выданный 2 , и есть 
Ср (п) . Но это - противоречие с выбором В Следова­
тельно, А ф*кВ Аналогично В ^КА 
ЗАМЕЧАНИЕ. Диалогично можно доказать, что существует 
эффективно перечислимое семейство р.п. множеств, которые 
все изоморфны, но попарно к -несравнимы. 
Остаетоя выяснить, монет ли к-сводимость и экви­
валентность иметь место там, где другие сводимости и экви­
валентности места не имеют. 
ПРВДЛСЖЬНЖ 4. УА,В А<МВ=> А < ТВ. 
Доказательство очевидное. 
ТЕОРЕМА 5 (совместно с Р.В.Фрейваддом). Существует 
такие р.п. множества А и В что А <КВ& А В'$ В 4^ 
ДОКАЗАТЕЛЬСТВО. Используем метод приоритета. Рассмот­
рим два бесконечных списка натуральных чисел в естественном 
порядке; обозначим их через Л и' Л . В списке ^ рядом 
с его числами постепенно расположатся маркеры [2] Щ 
. . .\ в_списке рядом с его числами постепенно располо­
жатся маркеры Щ}6 > \Т}а •••••• Каждому маркеру при­
своен приоритет. Порядок убывания приоритета следующий: 
После помещения в список каждый маркер передвинется 
по нему конечное число раз. 
Работать с маркером [п] или [л ] на числе т к 
шагов означает выполнить к машинных шагов вычислений на 
машине Тьюринга Е п на аргументе т , где 
фиксированная директивная нумерация одноленточшх машин 
Тьюринга. Если это вычисление дает результат I , мы 
будем говорить, что маркер |7Г] ( [ л ] ) остановился на 
числе /77 и дал результат I . 
Б процессе работы у некоторых чисел списков ^ Ич® 
появятся метки " + " и " - " . У каждого числа в каждом 
списке появится самое большее одна метка. Ни одна метка 
не будет не изменена, не стерта. Множество А (3) будет 
состоять из элементов списка ^ (Л) , у которых в про­
цессе работы появится метка " + " . 
Число т в некоторый момент называется свободным, 
если в этот момент ни в одном из списков ни у этого чис­
ла, ни у больших его чисел не стоит ни одна метка и не 
расположен ни один маркер. 
По рождение множеств А и В организуется по этапам. 
0-ой этап. Поместим в списке ^ рядом с числом "О" 
маркер \д}А . 
1-ый этап. Поместим в списке $ рядом с числом " I " 
маркер Щ . 
2к+2-ой этап. Поместим в списке Л рядом с первым 
свободным числом маркер | к+1\д Со всеми помещенными в 
список *Л маркерами, которые не находятся рядом с числами, 
на которых они работали и остановились, работаем к+1 
шагом на числах, рядом с которыми они стоят. Если ни один 
маркер не дает результата, переходим к следующему этапу. 
Если некоторые маркеры дают результат, выберем среди них 
Маркер с наивысшим приоритетом. Допустим, что это маркер 
. который работал на числе т и дал результат I . 
Приписываем в списке ЛВ к числу т метку " + " . 
Рассмотрим / кан кодовый номер табличного условия. 
Допустим, что 5 - его ассоциированное множество. Рассмот­
рим ту строку условия, в которой тем числам из 5 , У ко­
торых в списке стоит метка " + " , соответствует ответ 
•принадлежит", а остальным числам из 5 - ответ "не при­
надлежит"-. Этой строке соответствует вывод табличного 
условия - или "принадлежит", или "не принадлежит*' Если 
этот вывод есть "принадлежит'', то в списке Л к числу т 
приписываем метку " - " ; если вывод есть "не принадлежит", 
то в списке К числу т приписываем метку " + " . 
После того в списке к тем числам из 3 , у которых 
в этом списке не приписаны метки и рядом с которыми ни в 
одном списке не находится маркер с приоритетом выше, чем 
У ША • и Р * ш и с ы в а е м метку " - " . Все маркеры, которые 
уже находятся в как^л-нибудь из списков и приоритет ко­
торых ниже приоритета Щ]А . в порядке убывания приори­
тета, не меняя списка, в котором они находятся, переносим 
рядом с первыми свободными числами. Переходим к следующе­
му этапу. 
2к+3-жй этап аналогичен 2н+2-му этапу со следующими 
изменениями: вместо Л нужно читать и,наоборот, 
вместо \п]А при любом п нужно читать Щ]в и » 
наоборот, олова ^приписываем в списке ЗВ к числу т 
метку " +" " нужно заменить на слова "приписываем- в спис­
ке Л к числу т метку " - " " . 
Ясно, что множеотва А л В рекурсивно перечислимы. 
Как обычно доказывается, что А ^ и & 4ц ^ 
Докажем, что1 А^КВ1 • Заметим, что А «=: В • в \ / 4 = { л | 
рядом о п в описке Л§ появляется метка " + " , а в спис­
ке >Л - метка " - " V - рекурсивно перечислямое мно^ -
жество. Если мы возьмем 5^ « N и 5г~ ф , то усло­
вия теоремы 2 выполнены и. следовательно, А < я В 
Теорема доказана. ' 
Следующая теорема показывает, что теорему 5 нельзя 
усилить, добившись, А * м В вместо А 4,я В . 
ТЕОРЕМА 6. Если А, Ве Е4\{ф, А/\ жАшиВ,чо 
17) 
ДОКАЗАТЕЛЬСТВО. Допустим, что И , З е ^ \ { ^ , л Л 
и А^ КВ Согласно теореме 2 В\Ае%1 , А\Вб1_1 и 
существуют такие р .Е . множества 51, 5 г , 53 , 8 4 , что 
1) 34 П 52 = 5 3 П 5^ = 
2) А Л В <= 5, $ А\ 8<^Зг 
3) А П В = 5 3 ^ В \ Л ^ 5 4 
Обозначим через го, и /т?2 такие числа, что т1 а 3 
и тг ё В Построим общерекурсивную функцию / , которая 
гп - сводит А В . 
Ъ о б ы В Ы Ч И С Л И Т Ь $(п) , сначала параллельно перечис­
ляются множества А П В , 8\ А А\ В и 3^ . Число п 
должно появитгу П О меньшей мере в одном из этих перечисле­
ний . : ; С Л Р п появляется А Л В , то / '(п)=- п . Если п 
появляет.,.-.. г? $ \ /, , то ?(п) — т2 Если п появляет­
ся в В то #(п) =•• ^ 
Волг ;ке л не является в 57- , то начинаем параллелью 
перечислить кнокества А П. В , В\ А и 3 3 ; число /7 
должно появиться по шзньшей мере в одном из этих.перечисле­
ний Если п появляется в А Р, В ИЛЕ В 33 , то $(п)~п 
если появляется в /3\ /I то /(л) = тг . Функция $ 
есть искомая. 
Аналогично доказывается , что В <^ А , Теореиа дока­
зана. 
Теорему С нельзя усилить, чтобы для р.п. множеств аь 
0 , М\ получить импликацию А=КВ=$> А = В 
по'теореме Деккеря (см. [7] , стр.156) существуют простые 
множества А В , которые отличаются только на один 
элемент (следовательно, А=:КВ ) , однако А^^В 
ПР г^лоХЕШ 7. Существуют такие р.п. А и В , чт< 
А ^ К В , ,В^КА , однако А в В сводятся друг ? 
другу без автозапросов. 
ДОКАЗАТЕЛЬСТВО. В качестве А и В можно взять 
множества, построенные при доказательстве предложения 3. 
ПРЕДЛОЖЕНИЕ 8. Существуют такие р.п. А и В , 
что А &НВ , однако А и В не сводятся друг к другу 
без автозаьросов. 
ДОКАЗАТЕЛЬСТВО. В [2] построено р.п. множество С , 
которое не сводится само к себе без автозапросов. Следова­
тельно, можно взять А ^ В - С . 
Таким образом к - сводимость и к - эквивалент­
ность р.п. множеств отличаются от наиболее важных своди-
мостеи и эквивалентностей, исследованных в теории алго­
ритмов. 
4. С т р о е н и е ч а с т и ч н о г о у п о ­
р я д о ч е н и я ОСн 
В этом пункте исследуется строение упорядочения 
степеней р.п. множеств. 
ПРЕДЛОЖЕНИЕ 9. Рекурсивные множества и только они 
к - сводятся к любому р.п. множеству. 
Доказательство очевидно. 
СЛЕДСТВИЕ 9 .1 . оСм содержит наименьший элемент -
класс Е р ! 
ТЕОРЕМА 10, Существуют такие р.п. А и В что 
УС в N (А$МС V В 4ХС). 
ДОКАЗАТЕЛЬСТВО. Через 2.д,Е1,2е . . . . обозначается 
естественная нумерация всех машин Тьюринга с одной рабо­
чей лентой и оракулом "множество". Образуем два списка 
натуральных ^ ' И Л в естественном порядке - -Л я -38 
Образуем пары машин Тьюринга: (2^^г 2 г ^ ) г 
, 2 Г ^ ) , Запустим параллельно ма­
шины 6-ой пары на аргументах I , I = 0 , 1 , 2 , . . . . . 
Если какая-нибудь машина с-ой пары задает оракулу вопрос 
о числе, отличном от I , то в дальнейшем на машины г -ой 
пары не обрашаем внимания. Если машина I -ой пары 2щ) 
( 2 Г ф ) задает оракулу вопрос о числе I , то имитируем 
ответ оракула "принадлежит" ("не принадлежит") и продолжа­
ем работу. Ист машина ( 2^) ) останавливается 
на ленте, на которой не написан ни результат О , не ре­
зультат / , то на I -ую пару в дальнейшем не обращаем 
внимания. Ьсли же~ машина 2^ ( 2Г(1) ) останавлива­
ется с результатом О или / , то в списке о# (в списке 
& ) у числа ( приписывается соответственно метка " + " 
или метка " - " . 
В множестве А (в множество В ) войдут те и только 
те числа, у которых в списке Л (в списке ЛВ ) когда-ни­
будь ноявитс." метка " + " . Ясно, что А, В е % . Допустим, 
что С N А 4НС с помощью 2± и В4 КС с помощью 
2^ Рассмотрим число с ( с ? , 1г) В зависимости от то­
го , с (с,, <г)е С или нет, машина 2^ или 2^ , сво­
дя А или В к С , на аргументе с (^, 1а) сработает 
неверно. Теорема доказана. 
СЛДОСТВИй 10 . 1 . о ( к не является верхней полуре­
шеткой , 
СЛЕДСТВИЙ 10 ,2. оС л не содержит наибольшего зле-
мента. 
ПРЕДЛОЖЕНИЕ I I . Для каждого А е ^] существует 
такое Ве ^ Х Ц , , ч т о 8 С „А «5 А ^В. 
ДОКАЗАТЕЛЬСТВО. Но теореме Сакса ( [1 ] ; стр.22?) 
для каждого А б существуют такие р.п. нерекурсив­
ные множества в, ' к Ва , что В1и Вг=А , В1Г\Вг-=ф, 
В14ТА Вг4ГА , А4у.В1 и А 4 т $е 
В качестве В можно взять как В1 , так ж Ва 
Действительно, А$ТВ1 =» А ^В, .-Далее 
можно взят* 51 = N , 52 « ф , и~ так как /4\ В1 * 
в Вг € Л,1 то выполнены условия теоремы 2, следователь­
но В1 4 ЯА . Аналогично Для Вг . 
СЛЕДСТВИЕ 11.1. оСк не содержат минимальных эле­
ментов среди к -степеней р.п. множеств, отличных от % . 
ТЕОРЕМА 12. Для любого р.п. множества А сущест­
вует такое р.п. В , что А 4 н в , но В{НА 
ДОКАЗАТЕЛЬСТВО. Возьмем произвольное р.п. множест-
,во А Если А е % 0 , то за В можно взять любое 
множество из 2^2^ • ^сли ^ € » 1 4 3 ^ б е с ~ 
1 конечно и содержит бесконечное рекурсивное подмножество О 
Обозначим элементы множества С в порядке возрастания^ 
через п0 , П1 , п г . . . . Образуем^* { п1 \ I б II С, 
где К - творческое множество. Доложим 8= А П д. 
Очевидно, й е Е < . * А\ В** {пЛ& к } - н е ре­
курсивно " перечнслимо, поскольку К4т{г*{\ с ё к } 
с помощью функции ^(1) = /74- . Следовательно,_по тео­
реме 2 В$НА Поскольку В\А = ф ВП А<=С ж 
А\ В ^ С , то согласно теореме 2 А В Теорема I 
доказана. 
СЛЕДСТВИЕ 1 2 . 1 4 <ХМ не содержит максимальных 
элементов. 
Автор сердечно благодарит Р.В. ФрейзаллЬ» за постоян­
ную помощь в внимание к работе. 
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А В З Т Н А С Т З 
1аеп*1:Г:1.са1;:1оп 1п Ъпе 11т1* оГ щ1п1ша1 
Оойе1 пшаЬеге 
Н.У.Рге1уа1а, Е.В.&пгЪег 
С1аввев о{ ЛгпсПопв Гог *Ысп и!п1та1 пшпЬегв аге 1аеп-
*1Г1аЫе 1п *Ье 11тИ; аге спагас1;ег12еа. I * 1 А в*ш11еа 
по* И\е сЬогсе оГ а 0оае1 пищЪег±пв з-пПиепсев *пе ровез.-
М11*у оГ 1аеп1;1Г1са1;1оп. 
Оп 1йеп«1Г1са-Ыоп 1п *пе 11т1* о? т1п1та1 
пшпЬега Го г ГипсЫопв о? еГГес1;1уе1у епшпегаЫв 
с1аввев 
Е.В.К1пЬвг 
ТЬе пишЬег оГ спалдев оГ пуроЪпеэев аиг1пе *Ьв 1аеп-
*1г1саЫоп 1в а*и<11еа. I * 1в ргоуей ЪпаЪ -ЬЫа пишЬег сап-
по* Ъе арргох1ша!еа Ъу апу еепега! гесигзхуе ГилсИоп.Рог 
с1аааев оГ гипсЫопа *п1сЬ аге а.йепЪо.ПаЫе Ъу вошо паЪи-
га1 в1;га1ев1ев *Ь1в пшаЬег 1а аав!тр*0 'Ыса11у ачиа1 *о 
Ьд2п 
РгоЪаМПвЪхс ргоегаш вуп*пев1в 
К.М.Ро(1п1екв 
ТЬе рго§гаш сошри'Ыпз У 1в еиеевей Ггот б1Увп уа1иеа 
*Р(б) } , У*(т) 4 Ав ш-^-<**, *пе ЪуроЪпе-Ыс ргоегатв Нт 
тау сопуегве Ъо *пе 11ш11;-ргоггат геаНу сошри.'Ыпз / . 1Г 
Ф (п,ж) 1в а гесигв1уе Лшс*1оп, «е вау» Ъпе ргозгат П 
сотриЪев 1;пе гипс*1оп ?^ •» Лх ^(п%х) Рог апу Ч" а рго-
Ъ а Ы Н в И с в*га*веу Л/л. сап Ье оопз1;гис*еа висп *па* Гог 
а11 п 1п *пе савв оГ » 1) Ъпе -пуро*певев сопуег-
8в *о а Ч" -ргоагат оГ ^ айшов'Ь аиге1у, 2) *пе пишЬег 
оГ а1*вгпа*1опв 1п *Ьв вв^ивпсе 1в < 1п П «1Лп ргоЬвЫИ-
-т-1 ав п — - Г О О . Тпе еа'Ыша^с Еп п ^в 1по Ьев* рова-
1Ые. 0е*егш1п18*1.с в*га*вз1ев ао *пе ваше «1*п -Ьпв вв*1-
ша*е ~ л. 
СотрШ.*а*1ола1 о<шр1ех11;у о! ргеа1с11оц шХгш\е&\ев 
К.М.Ро4п1екв 
?Ье т«1ие У (т+1) 1в рго<11о*вй ГРОШ в!тви ^(1) 
Ут . Ьв* <Сп (к}-?(п,х) . р о г еувгу Г тЪеге 1а 
в я*га*евУ, *ЫсЬ ргвв1с(а как!пе. < Лу /7 еггога 
(Вагв<1111 - Уге1уа1а), IЬ 1в Р Г О У С ^ 1л *пе рарег *Ьа* висл 
в ор*1аа1" а*га*ев1«в те чи1ге 2* *1ае %о сошри*е *пе 
7»-кЬ рге61с*1ол« 
ТогшаИвей ауа*аш гог ргот1пе *Ье ргорег*1еа 
о Г ргоегашз 
То ХохпаИу йеПле *Ъе ветапИсв Гог а виЪве! о* 
АЬаОЬ-бО а *охша1 аг1*Ъле11са 1в ивеа. ТЬ« в1вог1*Ьш 3 1» 
К1уеп » Ы с я 1е ивеа *о сопв*гис* а Гопви1а о Г ?оп:а1 
аг1*Ъвв*1св Хкг аду ргозгаш оХ Ш в виЬве( »ЫсЬ йеясг±Ъеа 
*Ъе Лшо*1оп соври«ей Ь/ *Ь±а ргодгип. Тле у а Н а Н у оХ I 
*Ь±в а1во|г1%Ьш 1е ргоуеа. 
РгооГ оГ вошв ргоагвш ргорвг*1ев 1п а 
?огаа11ве4 вуе^еш. 
.Т.А.КАки.Ьв 
ТЪе ргосейиге 1в аеасг1Ъеа Гог ргоу1де воша рговгаш 
ргорвг*1в« ±п • ГОтшоНхей вуя*ет ^епа1Легвй 1п^*ьв рге -
у1оиа рарег] А пишЪяг оХ *Ъ.ео:гств 1а ^1уеп » М с Ь аге аяе-
Ти1 ХОТ геаиоНод оХ ргсоГв, 1ас1и6.1ле *Ьв 1пеогеаа еж-
ргввв1лв *ле Боаге гд1вв. 
I 
Он аоше гейио!Ы11*у оГ ае*а 
А.У.Апагвла 
А 1а к-геаис!Ые *о В 1 » А 1в Т-ге4ис1Ые *о В т1а 
Тиг1ав тасЫде " виси *па* по о(Ь.ег чава*1ог.г г лап „ П€ В? 
аге е1уеп *о огас1в *Ы1е а ргоЫет,пе А ? " 1а во!ивд. 
ты.», геаис1Ъ111*у 1а сотрагеа »1*п о*Ьег !геаис1М11*1ев. 
Зато 1деогеша од а раг(1о1 ог<1ег1п# оХ к-ав«геев оХ г е -
сига!уе епитегиЫе ве*а аге рготей. 
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