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The demand for energy in the world is increasing, but the non-
renewable fossil fuel becomes less and less in the earth. Thermoelectric 
materials could supply sustainable and clean electricity from waste heat. 
However, it is challenging to improve the efficiency of thermoelectric 
materials. The recent advances achieved in this field are mainly due to the 
significant reduction of the thermal conductivity by nanostructures. Nanoscale 
phononic crystals (PnCs) could have very low thermal conductivity, in 
addition, they have advantages in preserving the electronic properties. This 
thesis is devoted to investigating the thermal conductivity of two-dimensional 
(2D) and three-dimensional (3D) nanoscale PnCs and understanding the 
underlying physical mechanism. Moreover, the electronic properties of 
nanoscale 3D PnCs with spherical pores are studied. 
Molecular dynamics simulation method is applied to investigate the 
thermal conductivity of PnCs. We found that 3D isotopic Si PnCs could have 
very low thermal conductivity and phononic band gaps exist at high 
frequencies in the PnCs. The thermal conductivity of Si PnCs with spherical 
pores has extreme low thermal conductivity, and the low frequency phonons 
mainly contribute to the thermal conductivity. In addition to Si based PnCs, 
graphene PnCs are also studied, and their thermal conductivity could be tuned 
by varying the porosity. Phonon dispersion analyses show that phonon 
dispersions of PnCs are greatly suppressed and flattened, which will cause the 
 vi 
 
reduction of phonon group velocities. Phonon eigenmodes analyses find that 
phonon modes are strongly localized in PnCs, which could cause the reduction 
of thermal conductivity. 
Finally, the electronic properties of 3D nanoscale Si PnCs with 
spherical pores are calculated by density functional theory and Boltzmann 
transport equation under the relaxation time approximation. The electronic 
properties are little degraded, but the degradation is much less significant than 
the reduction of lattice thermal conductivity. Therefore, the value of ZT could 
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Chapter 1  
Introduction 
This chapter firstly introduces the properties of phononic crystals 
(PnCs), the development from macroscale sonic crystals to nanoscale PnCs, 
and the applications of PnCs. Theoretically, nanoscale PnCs could be used to 
control waves in THz which is phonons in crystal, and thus PnCs are 
promising candidate of thermal management materials. One of their potential 
applications is high efficiency thermoelectric materials, because nanoscale 
PnCs could significantly reduce the thermal conductivity. Later, the efficiency, 
basic principles, applications and challenges of thermoelectric materials are 
reviewed. Additionally, the advantage of nanoscale PnCs as thermoelectric 
materials is discussed. Finally, the outline of the thesis is presented.  
1.1 Phononic Crystal  
1.1.1 Background 
Phononic crystals (PnCs) are the acoustic wave analogue of photonic 
crystals. They are constructed by a periodic array of scattering inclusions 
distributed in a host material.[1] The periodic changes of the density and/or 
elastic constants in PnCs will cause the changes of the speed of sound in the 
crystal, which could lead to the formation of phononic band gaps (PBGs).[2] 
Within the frequency range of PBGs, acoustic waves are forbidden in the PnC, 
and cannot propagate in the PnC, they are totally reflected.[1] In this case, the 
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PnC behaves like a perfect acoustic mirror for the forbidden frequencies 
waves.[3]  
Early experimental and theoretical studies of PnCs have shown that the 
center frequency and the width of PBGs strongly depend on the contrast of 
physical properties between the inclusions and the host materials, such as the 
density, the speeds of sound, the geometry of the array of inclusions, the 
arrangement of inclusions, and the periodicity.[1,4-7] Physically, PBGs are 
formed by the diffraction of phonon waves propagating at the interfaces 
between the host materials and inclusion materials in most typical PnCs. This 
could be well understood by using the classical wave theory to describe the 
Bragg scatterings.[1] 
Several groups have examined the systems in which PBGs exist either 
in one direction, two directions, or all three directions.[8-16] The very first 
known observation of the one-dimensional (1D) PnC was a GaAs/AlGaAs 
super-lattice investigated by Narayanamurti et al. in 1979.[17] The existence 
of PBGs in two-dimensional (2D) PnCs was first theoretically predicted by 
Kushwaha for periodic, elastic composites in 1993,[18] and later 
experimentally observed in the frequency range between 1000 and 1120 kHz 
by Montero de Espinosa using periodic arrangement of cylindrical holes in 
1998.[19] In 2000, a three-dimensional (3D) PnC was constructed by 
arranging balls in three spatial directions, which could be used as local 
resonant sonic materials.[20] In Fig. 1. 1, a shows 1D, 2D and 3D PnCs which 
are made of two different materials arranged periodically, b shows an example 
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of PBG for a 2D PnC and the range of forbidden frequencies is shown in 
orange color. 
 
Fig. 1. 1 Structure of phononic crystal. a, 1D, 2D and 3D PnCs made of two 
different elastic materials which are arranged periodically. b, An example of a 
PBG for a 2D PnC. The range of forbidden frequencies is shown in orange 
color. c, 2D PnCs with period length in the centimeter range (left), the 
micrometer range (middle) and the tens-of-nanometers range (right) can be 
used to control sound, hypersound and heat, respectively. Images are taken 
from Ref. [21] (left image), Ref. [13] (middle image) and Ref. [22] (right 
image). This figure is adapted from Ref. [23]. 
 
Besides engineered in different dimensions, PnCs also could be 
designed in different length scale to control waves in different frequency 
ranges. In Fig. 1. 1, c shows that PnCs with periodicities in the centimeter 
range (left), the micrometer range (middle) and the nanometers range (right) 
can be used to control sound (frequency, f∼1kHz), hypersound (f∼1GHz) and 
heat (f∼THz), respectively. Because most acoustic waves vibrating at low 
frequencies (kHz) could propagate over large distances, whereas phonons 
vibrating at high frequencies (THz) could just propagate over small 
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distances,[23] therefore, macroscale, microscale and nanoscale materials are 
able to manipulate sound, hypersound, and phonons respectively.[1] That is 
materials ranging from centimeter to nanometer length scales are required to 
design and fabricate the sonic and thermal devices.  
Experiments have shown that PnCs could be largely fabricated by 
assembling balls or rods in water, epoxy or air at macroscopic scales (10 cm–
1mm) to control sound with f<kHz and ultrasound with f<MHz. These PnCs 
have been predicted having promising applications in acoustics, medical 
diagnosis, remote sensing, focusing and negative refraction.[21-33] By 
strategically placing defects in PnCs, certain waves with frequencies within 
the PBGs could exist, thus the PnCs with defect could be designed as devices 
like acoustic waveguides[34-36], cavities and filters[37]. With the 
development of microfabrication technique, PnCs with period length of ~1 µm 
could be fabricated to obtain PBGs at hypersonic frequencies of ~1 GHz.[38] 
Because the period length (~1 µm) is comparable to the wavelength of light, 
PnCs could provide band gaps for both hypersound and light. Thus the PnCs 
could control phonon-photo interactions in the field of acousto-optics.[13,39] 
By additionally reducing the period length to the nanometer scale, PBGs can 
be realized in ~THz. In this frequency range, nanoscale PnCs can be used to 
control the phonon transport, which will offer new opportunity to engineer 
thermal properties of materials.  
PnCs with frequencies ranging from ~kHz to ~GHz have been 
extensively studied; however, few works have been devoted to the heat 
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transport controlled by nanoscale PnCs with frequencies in ~THz range. 
Because the PnCs could modify the phonon spectrum, the wave characteristic 
of phonons should be considered. It is meaningful to investigate the heat 
transport in nanoscale PnCs, which will encourage and lay foundation for 
designing new devices such as heat waveguides, thermal imaging, thermo-
optics, thermal diodes, thermal cloaking and thermoelectric materials.[40] 
 
1.1.2 Nanoscale Phononic Crystals 
Nanoscale PnCs could control THz lattice vibrations, i.e. phonons, thus, 
they could be used as heat management materials. Because nanoscale PnCs 
have the common feature of nanostructures, we will first review the general 
properties of thermal transport in nanostructure. Later, the recent 
developments of thermal transport in nanoscale PnCs are reviewed. 
The mechanism of phonon transport in nanostructure has been widely 
studied. In semiconductors and dielectric materials, the main contribution to 
thermal conductivity comes from phonons. The contribution from electrons is 
negligible. Phonon scatterings are characterized by two parameters, relaxation 
time and phonon mean free path (MFP). The relaxation time is the average 
time between two scattering events, and MFP is the average length that a 
phonon travels between two scattering events.[41,42] MFPs is important for 
understanding and engineering the thermal transport in materials, many 
theoretical and experimental works has been done to determine the MFPs. 
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Empirical expressions and the simple relaxation time model is the traditional 
method to estimate the MFPs.[43] New techniques have been developed to 
measure phonon MFPs and thermal conductivity. Minich. A.J. et al. developed 
a thermal conductivity spectroscopy technique[44] and studied the theoretical 
basis[45] to measure MFPs. This technique can measure MFPs distribution 
over a wide range of length scale and materials. The transient thermal grating 
technique for non-contact, non-destructive measurements of thermal transport 
has been invented by Nelson group.[46] The frequency domain 
thermoreflectance method is used to detect broadband phonon mean free path 
contribution to thermal conductivity.[47] First principle method is applied to 
investigate the intrinsic phonon relaxation time in bulk Si and Ge by Broido’ 
group.[48] 
Phonons have broad MFPs and frequencies (typically from 1 to 20 
THz) in many solids.[49] In macroscale bulk material, phonons with large 
MFP (on the order of 100 nm) mainly contribute to the heat transport at room 
temperature. For example, the experimental work found that phonon mean free 
paths in crystalline silicon have a wide range, spanning 0.3–8.0 µm at a 
temperature of 311 K and phonons with mean free path >µ1 mm contribute 
40±5% to the thermal conductivity.[47] Therefore, the size of nanostructures 
could be in the same order as the MFPs of phonons, and even comparable to 
the phonon wavelength (~1 nm)[50]. 
Due to the small size of nanostructures, phonons could be heavily 
scattered by boundaries and interfaces, and the phonon MFPs could be limited 
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by the small size of boundaries and interfaces, which is different from bulk 
materials.[41] As a result, nanostructures can have lower thermal conductivity 
than bulk materials, which would benefit the thermoelectric materials or 
thermal barriers. Additionally, the phonon group velocities, density of states 
and dispersion could be modified, which may further affect the thermal 
conductivity.[51] Therefore, heat transport at nanoscales is different from that 
at the macroscales. In addition to boundary scattering, the phonons transport 
could also be impacted by three phonon scattering, impurity scattering, 
isotopic scattering, defect scattering, interface scattering, etc. Each of these 
scattering process could be characterized by its relaxation time, and the 
combined relaxation time follows the Matthiessen rule[52].  
With the developments of synthesizing and processing of nanoscale 
materials, many works have been done on nanostructures including one-
dimensional (1D) structures, like nanotubes (NTs)[53], nanowires (NWs) and 
superlattices[54]; two-dimensional (2D) crystal lattices like graphene[55]. 
Silicon based nanostructures such as SiNWs, SiNTs and Si superlattice, 
have attracted a great attention in recent years due to their potential 
applications in electronic device[56,57] and solar photovoltaics[58,59], and 
their compatibility with conventional Si-based devices. The thermal 
conductivity of SiNWs is about two orders of magnitude smaller than that of 
bulk silicon, which was studied by Volz and Chen[60] and experimentally 
found by Li. et al.[61]. The reduction of thermal conductivity is caused by the 
surfaces disorder and the reduction of phonon relaxation time in SiNWs.[62] 
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Thermal conductivity could also depend on the length in nanoscale materials. 
The length dependence of thermal conductivity and the anomalous heat 
diffusion in SiNWs were demonstrated by Yang et al. using non-equilibrium 
molecular dynamics method.[63] They found that the thermal conductivity 
increases as the length of SiNWs increases.  
Besides length effect, the isotopic doping effect on the thermal 
conductivity is also studied. SiNWs doped with isotopic atoms were 
investigated by Yang et al. in 2008.[64] They found that the thermal 
conductivity of SiNWs could be exponentially reduced by random isotopic 
doping, and reach a minimum value because of the increase of phonon 
scatterings due to the isotopic atoms. The thermal conductivity of isotopic-
superlattice structured SiNWs is also studied.[64] The thermal conductivity 
obviously depends on the period length of superlattices, it first decreases as 
period length increases, but when period length is larger than the critical 
length, the thermal conductivity will increase as the period length increases. 
The decrease of thermal conductivity could be explained by the mismatch in 
power spectra of isotropic atoms with different mass. 
The period length dependence of thermal conductivity of perfectly 
lattice matched superlattices was investigated by molecular dynamics 
simulations, and a minimum value of thermal conductivity is observed when 
the period length is on the order of the effective phonon MFP.[65] Similar 
period length dependence of thermal conductivity of superlattice was also 
observed in other works.[66-68] Phonons can be described as either wave or 
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particle in the study of thermal transport.[65] In addition, phonons have a wide 
range of frequencies, which makes the behaviors of phonon transport more 
complicated. The theoretical work by Mahan and Simkin has shown that 
different phonon transport models should be applied depending on the 
comparison between the period length and MFPs.[69] When the period length 
is smaller than MFPs, wave theory should be applied, and when period length 
is larger than MFPs, particle theory should be applied. This combined model 
predicts a minimum of thermal conductivity in superlattice. Experimental 
work has demonstrated the crossover from particle phonons to wave phonons 
in epitaxial oxide superlattices, which also manifested a minimum value of 
thermal conductivity as the change of period length.[70] 
The thermal conductivity of SiNTs by introducing a hollow in the 
center of SiNWs is studied and compared with that of SiNWs.[71] SiNTs 
could have much lower thermal conductivity than SiNWs, because phonon 
modes are more localized in SiNTs. Further, the phonon modes are likely 
localized at the internal and external boundaries in SiNTs. Phonon coherent 
resonance phenomena are found in Ge/Si core-shell NWs.[72,73] The phonon 
coherence was induced by the confinement of transverse phonons. As a result, 
the core-shell Ge/Si NWs could have lower thermal conductivity than GeNWs.  
Besides silicon based nanostructures, carbon based nanostructures such 
as multi-wall carbon nanotubes (MWCNTs), CNTs, graphene and graphene 
nanoribbon (GNRs), are also studied by many researchers. The thermal 
conductivity of MWCNs is experimentally studied at room temperature by 
 Chapter 1 Introduction 
10 
 
Kim et al.[74], and its value is more than 3000 W/m-K. Molecular dynamics 
simulations[75,76] and experimental[77] studies have shown that the isotopic 
effect could reduce the thermal conductivity of CNTs by more than 50%. 
There were some studies discussing the size dependence in CNTs, which 
found that thermal conductivity diverges as the length of CNTs 
increases.[53,75,78] The thermal conductivity of graphene mainly comes from 
phonons.[55,79] Superior thermal conductivity ranging from ∼1800 to ∼5000 
W/m-K has been observed in graphene due to the large phonon MFPs.[55,79-
83]  
Similar to the isotopic effect on the thermal conductivity of CNTs and 
SiNWs, the thermal conductivity of isotopic graphene is reduced from 2805 to 
2010 W/m-K by doping 1.1% concentration of 13C.[84] GNRs patterned as 
narrow strips of graphene display diverse transport properties by the 
manipulation of ribbon width and atomic configuration of the edges.[85-87] 
The size dependence of thermal conductivity of GNRs were studied by 
equilibrium molecular dynamics[88] and non-equilibrium molecular 
dynamics[89], and the thermal conductivity is influenced by the edge localized 
phonon modes and the phonon’s Umklapp scattering effect.[90] In 2012, 
thermal transport in folded GNRs was systematically investigated by 
molecular dynamics method. The simulation results show that the reduction of 
thermal conductivity depends on the number of folds, and the thermal 
conductivity of GNRs with 6 folds could be substantially decreased to 60% of 
that of flat GNRs.[91] 
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As the works reviewed above, the thermal conductivity of 
nanostructures could be greatly reduced compared with that of bulk materials, 
and many factors such as boundaries, interfaces, isotopes, length, period 
length and impurities can impact the thermal conductivity. This raises exciting 
prospect of employing nanostructures as thermal management devices such as 
thermoelectric devices and thermal barriers. Similar to silicon based and 
carbon based nanostructures, nanoscale PnCs could also be expected to have 
very low thermal conductivity. In addition, because of the unique property of 
PnCs, the nanoscale PnCs could have PBGs, which will block phonons in the 
frequency range of PBGs and further reduce the thermal conductivity. Several 
pioneering works have been done on the thermal properties of nanoscale PnCs, 
which will be reviewed below. 
In 2009, Gillet et al. studied a three dimension PnC, where atomic 
sized Ge quantum dot are periodically and densely arranged in three spatial 
directions in Si, which are compatible with the complementary metal-oxide 
semiconductor (CMOS) technologies.[92] They found that the thermal 
conductivity of PnC is significantly reduced compared with that of bulk Si in 
three directions by Boltzmann transport method. The reduction of thermal 
conductivity is caused by the decrease of group velocities obtained from the 
flattened dispersion and the multiple scattering of phonons in nanoparticle 
clusters. However, there are no obvious PBGs appearing in the PnC. In 2010, 
Yu et al. fabricated the Si nanomesh (NM) structure, which is shown in Fig. 1. 
2 a.[22] They also fabricated other three reference devices shown in Fig. 1. 2 a, 
Si thin film (TF), Si nanowires array (NWA) with rectangular cross-sections 
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and a larger feature-size mesh that was defined by electron-beam lithography 
(EBM). Fig. 1. 2 d shows the thermal conductivity of Si nanomesh and the 
three reference devices. TF and EBM have larger thermal conductivity than 
NWA and NM. Importantly, the thermal conductivity of NM is just one half of 
that of NWA. Besides the boundary scattering effect, they also attribute the 
low thermal conductivity to the phonon bands folding effect in the smaller 
modified Brillouin zone.  
In 2011, Hopkins et al fabricated and experimentally studied the 
thermal conductivity of Si with PnC patterning.[93] The thermal conductivity 
is an order of magnitude lower than that of bulk Si. Though the thermal 
conductivity of PnC is in the same order of magnitude as that of SiNWs, the 
length scale is an order of magnitude larger than that of SiNWs, which are 
important for mass production, practical implementation and compatibility 
with standard CMOS fabrication. The theoretical work on phonon transport in 
periodic silicon nanoporous films with feature sizes greater than 100 nm was 
studied by McGauhey et al [94] and the thermal conductivity was larger than 
the experimental results of Hopkins et al. Also in 2011, He et al. studied the 
thermal conductivity of nanoporous Si by molecular dynamics method, and 
the structure of nanoporous Si is shown in Fig. 1. 3.[95] The thermal 
conductivity of nanoporous Si is decreased by almost an order of magnitude 
compared with that of bulk Si. The phonon group velocities are reduced due to 
the presence of nanoporous, additionally, the disorder of pore surface will 
enhance the reduction of thermal conductivity.  
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Again in 2011, Davis et al. studied the thermal conductivity of 
nanoscale PnC by supercell lattice dynamics where the phonon dispersions are 
computed using the supercell of nanoscale PnC by lattice dynamics.[51] The 
thermal conductivity is calculated by the Callaway-Holland model. This work 
found that though boundary scatterings are dominant, the dispersion of 
nanoscale PnC plays an important role in reducing the thermal conductivity. 
Different from Davis’s work, in 2012, Dechaumphai et al. theoretically 
studied the thermal conductivity of PnCs by considering phonons as waves or 
particles depending on their frequencies.[96] In their work, phonons with 
mean free path smaller than the neck width of PnCs are treated as particles 
which is modeled by Boltzmann transport method with bulk Si dispersion. The 
neck width corresponds to the difference between the period length and the 
size of the pore. Phonons with mean free path longer than the neck width are 
treated as waves, where the phonon dispersion relations are computed by the 
Finite Difference Time Domain (FDTD) method. Their calculation results are 
consistent with the previous experimental results. In 2013, Maldovan also did 
theoretical works about PnCs. In his work, phonon waves are calculated from 
elastic wave equation.[40]  
These previous works indicate that phonons in PnCs are not only 
randomly scattered, but also impacted by the periodic PnC structures. 
However, how the PnC structures change the behavior of phonons is not 
clearly demonstrated, which needs more investigation. Besides Si PnCs, 
graphene nanoscale PnCs which include periodic arrays of holes in graphene 
(7.5 nm in period length) was theoretically studied by Robillard in 2011.[4] 
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They found that Bragg scatterings would lead to a dramatic reduction of the 
thermal conductivity of graphene PnCs[4] However, fabricating graphene with 
such small period is still challenging. The neck width observed in the 
nanomesh graphene[97] is 5~ 15 nm, corresponding to the period length about 
25~75 nm with porosity of 50%.  
 
Fig. 1. 2 Device structures and thermal conductivity. a, structures of Si 
nanomesh (NM) and the three reference devices which are Si thin film (TF), 
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the larger feature-size mesh that was defined by electron-beam lithography 
(EBM) and Si nanowires array (NWA) with rectangular cross-sections. b, the 
scanning electron microscope (SEM) image of suspended nanowires in the 
NWA device. c, SEM image of the suspended EBM device. d, Thermal 
conductivity of two NM (diamonds) is compared with that of the three 
reference devices, the TF (solid circles), the EBM (open circles) and the NWA 
(open squares). The NWA have lower thermal conductivities compared with 
the TF and EBM. The thermal conductivity of nanomesh is reduced by a factor 
of 2 compared with that of NWA nanowires. This figure is adapted from Ref. 
[22].  
 
Fig. 1. 3 Representative microscopic structure of nanoporous materials. This 
figure is adapted from Ref. [95] The period length studied in this work is 
varied from 3.3 to 14.4 nm. 
 
From previous works on nanoscale PnCs, we can expect that nanoscale 
Si PnC could have even lower thermal conductivity than SiNWs. Thus, the 
nanoscale PnC is a potential candidate for high efficiency thermoelectric 
material. Additionally, nanoscale PnC could be fabricated in large length 
scales, which is important for mass production, practical implementation. 
However, only a few types of nanoscale PnCs have been investigated so far, 
so more works dedicated to PnCs are required. Similar as the works on 
nanowires, isotopic effects could greatly reduce the thermal conductivity, thus, 
isotopic PnCs is worthy of being investigated. In addition, the length, period 
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length and porosity effect on the thermal conductivity of PnCs also should be 
studied. Moreover, the electronic properties could be preserved in PnCs, 
which is important for obtaining high efficiency thermoelectric materials. The 
behavior of phonon eigenmodes in PnC has not been clearly explained, which 
is important for the understanding of underlying physics in PnCs and the 
controlling of phonon transport in PnCs. 
In this thesis, I will investigate the thermal transport of nanoscale 2D 
and 3D PnCs using the classical molecular dynamics simulation method. 
Specifically, 3D Si isotopic PnCs and 3D Si PnCs with spherical holes are 
studied. Besides Si based PnCs, 2D PnCs created from graphene by arranging 
periodic holes with large period length (25 nm) are investigated. In addition, 
the electronic properties of Si PnCs with spherical pores are calculated by 
density functional theory and Boltzmann transport equation under the 
relaxation time approximation. 
 
1.2 Thermoelectrics  
1.2.1 Thermoelectric Application and Basis 
Thermoelectric (TE) materials are important for generating electricity 
from waste heat and being used as solid-state Peltier coolers. The demand for 
energy in the world is increasing, while the non-renewable fossil fuel becomes 
less and less in the earth. Meanwhile, with the continuous combustion of fossil 
fuel, the environment of global climate has been impacted. TE materials could 
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supply sustainable and clean electricity from the waste heat which is daily 
produced from home heating, vehicle and industrial processes.[98,99] In 
addition, the TE materials are solid-state devices, which are silent, reliable and 
scalable, and they are ideal candidate for small, distributed power generation. 
The working principle for TE materials as solid state cooling and 
power generation is the Seebeck effect was discovered by Thomas Johann in 
1821 and the Peltier effect is discovered by Charles Athanase Peltier in 1834, 
respectively. The properties of TE materials has been reviewed by many books 
and articles.[98-100] When TE material is subjected to a temperature 
difference, the charge carriers (electrons or holes) will diffuse from the hot 
side to the cold side, which will cause the accumulation of charge carriers on 
the cold side. Therefore, an internal electric field is built, which could oppose 
further diffusion.[99] This is the Seebeck effect, and the Seebeck coefficient is 
defined as the ratio of the generated voltage to the temperature difference. On 
the other hand, when the TE materials are subjected to an electric voltage, the 
charge carriers which are also carrying heat will be driven to the lower 
potential side of the TE material, therefore cooling the other side of the 
materials.[99] This is the Peltier effect, and the ratio of heat current to the 
charge current is called Peltier coefficient. The Peltier coefficient equals 
Seebeck coefficients times T (temperature), which is the Kelvin relation. 
When two materials are joined together and a current is passed through the 
interfaces, the materials at the junction could be heated or cooled because of 
the different Peltier coefficients.[99] Fig. 1. 4 shows the framework of TE 
materials module. These TE devices contain many TE couples which consist 
 Chapter 1 Introduction 
18 
 
of n-type and p-type TE elements. These TE elements are wired electrically in 
series and thermally in parallel. Cooling or power generation can be realized 
in the TE module by applying external electric power or temperature gradient. 
 
 
Fig. 1. 4 Thermoelectric module for both cooling and power generation. This 
figure is adapted from Ref. [98]. 
 
1.2.2 Thermoelectric Efficiency and Challenges 
The efficiency of TE materials can be determined by its figure of merit, 
ZT which is defined as ZT=S2σT/κ, where S, σ, T and κ are the Seebeck 
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coefficient, electrical conductivity, absolute temperature, and the total thermal 
conductivity (κ=κl+κe, κl and κe is lattice and electronic thermal conductivity, 
respectively).[101-103] The maximum efficiency η is evaluated by the 
following equation[100]: 
𝜂𝜂 = 𝜂𝜂𝐶𝐶 (1 + 𝑍𝑍𝑇𝑇�)1/2 − 1(1 + 𝑍𝑍𝑇𝑇�)1/2 + (𝑇𝑇𝐶𝐶/𝑇𝑇𝐻𝐻) (Eq. 1. 1) 
where 𝜂𝜂𝐶𝐶 = (𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐶𝐶)/𝑇𝑇𝐻𝐻  is the Carnot efficiency, TC and TH is the 
temperature of the cold and hot side, respectively, and 𝑇𝑇� = (𝑇𝑇𝐶𝐶 + 𝑇𝑇𝐻𝐻)/2 is the 
average temperature. 
To achieve high performance of TE materials, a variety of conflicting 
properties should be optimized.[98] A large absolute value of Seebeck 
coefficient, high electrical conductivity and low thermal conductivity are 
required to get the high efficiency of TE materials. Because of the interrelation 
between Seebeck coefficient, electrical conductivity and thermal conductivity, 
it is very challenging to get a high value of ZT in the conventional bulk 
materials. Low carrier concentration insulators and even semiconductors have 
large Seebeck coefficient.[98] However, low carrier concentration will lead to 
low electrical conductivity. For metals or semiconductors, the Seebeck 
coefficient is given by the following equation based on simple models of 
electron transport:[98] 
𝑆𝑆 = 8𝜋𝜋2𝑘𝑘𝐵𝐵23𝑒𝑒ℎ2 𝑚𝑚∗𝑇𝑇 � 𝜋𝜋3𝑛𝑛�2/3 (Eq. 1. 2) 
where n is the carrier concentration and m* is the effective mass of the carrier, 
e is the elementary charge, h is the Planck’s constant and the kB is 
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Boltzmann’s constant. The electrical conductivity is given in the follow 
equation: 
𝜎𝜎 = 𝑛𝑛𝑒𝑒𝑛𝑛 (Eq. 1. 3) 
where 𝑛𝑛 is the carrier mobility. The materials with low concentration have 
large Seebeck coefficient, but they also have small electrical conductivity. The 
optimal carrier concentration occurs between 1019 and 1021 carriers per cm3 
(depending on the material system), which falls in between common metals 
and doped semiconductors.[98] On the other hand, the effective mass has a 
similar effect on TE materials. Materials with large effective mass have large 
Seebeck coefficient, however they have small mobility, which in turn lead to 
small electrical conductivity.  
Thermal conductivity is another factor that could affect the 
performance of TE materials. Reducing the thermal conductivity κ could 
enhance the value of ZT. However, the electronic thermal conductivity κe is 
related to the electrical conductivity in the Wiedemann-Franz law: 
𝜅𝜅𝑒𝑒 = 𝐿𝐿𝜎𝜎𝑇𝑇 (Eq. 1. 4) 
where L is the Lorenz factor, 2.4 × 10–8 J2 K–2 C–2 for free electrons. Therefore, 
reducing the electronic thermal conductivity will also reducing the electrical 
conductivity. Because of these conflicting relations, it is difficult to enhance 
the performance of TE materials. 
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1.2.3 Advantages of Phononic Crystals 
To achieve high values of ZT (>1.0), the materials are required to have 
high electrical conductivity like good metal, the high Seebeck coefficients like 
insulator and the low thermal conductivity like a glass.[104] However, it is 
very challenging to improve the efficiency of TE materials because of the 
conflicting interrelationship among quantities, electronic thermal conductivity, 
Seebeck coefficient and electrical conductivity. Insulators can have high 
Seebeck coefficient but its electrical conductivity is very low, which will 
result in poor ZT; Metals have high electrical conductivity but the Seebeck 
coefficient is very low and the thermal conductivity is too high, which also 
result in small value of ZT.[99] Semiconductor is a better choice for TE 
materials.  
The thermal conductivity of semiconductors has contributions from 
both electrons and phonons. Importantly, the main contribution to thermal 
conductivity comes from phonons in semiconductors, thus the thermal 
conductivity could be decreased by reducing the lattice thermal conductivity 
without much degradation of the electrical conductivity.[99] Moreover, the 
electrical conductivity can be tuned by doping methods. With adequate 
Seebeck coefficient, acceptable electrical conductivity and low thermal 
conductivity, the optimized semiconductor can give large value of ZT.[98] 
Complex semiconducting alloys have been explored by modifying 
their structure at the microscale and nanoscale to be used as high efficiency 
TE materials.[104] These complex semiconductors are found having high 
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value of ZT (>1.0)[102,103], but unfortunately, they often contain elements 
that are not environmentally friendly and expensive, such as lead, selenium, 
antimony and tellurium. Si has the advantage of being low-cost, earth-
abundant, non-toxic and widely used in semiconductor industry. However, 
bulk Si is a poor TE material because of the high thermal conductivity (~156 
W/m-K at 300 K) which results in a low value of ZT (~ 0.01 at 300 K)[105].  
One way to improve the efficiency is to engineer the nanostructured Si 
by reducing the lattice thermal conductivity but preserving the electronic 
properties of bulk Si. It is reported that the value of ZT of SiNWs with rough 
surface could be significantly enhanced to about 1 at room temperature, due to 
the huge reduction of thermal conductivity of SiNWs.[106] The thermal 
conductivity of rough SiNWs is much lower than that of the single crystalline 
SiNWs, approaching the amorphous limit for Si (~1 W/m-K).[107] Almost at 
the same time, Boukai and Bunimovich et al.[108] demonstrated that very thin 
SiNWs with 20 nm width could achieve ZT around 1.0 at 200 K. However, 
most practical applications require materials satisfying conditions like 
structural stability and large contact areas, but individual nanowires could not 
fulfill these requirements. There are difficulties in alignment and integrity 
when fabricating large arrays of nanowires.[93]  
Fortunately, Si PnCs have been fabricated, and they have even smaller 
thermal conductivity than Si nanowires.[22] Moreover, they could be 
fabricated an order of magnitude larger than Si nanowires in length scales, 
which is important for mass production and practical applications.[93] In 
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addition, the electronic properties of Si PnCs are just decreased a bit compared 
with that of bulk Si.[22] Thus, Si PnCs could be promising candidates for high 
efficiency TE materials.  
In 2010, Tang et al. experimentally studied the TE property of holey 
Si.[109] Fig. 1. 5 shows the structure of the holey Si, where nanoscale holes 
are created in thin single crystalline Si membranes. The temperature 
dependence of thermal conductivity of nonholey Si, holey Si and Silica are 
shown in Fig. 1. 6, respectively. They found that the thermal conductivity of 
holey Si was greatly decreased compared with that of non-holey Si. Further, 
they demonstrated that the value of ZT of holey Si could reach 0.4 at 300 K, 
which is shown in Fig. 1. 7. That is the value of ZT is 50 times enhanced 
compared with that of nonholey Si.  
 
Fig. 1. 5 The structure of holey Si. The period length and neck width of holey 
Si is represented by p and n, respectively. This figure is adapted from Ref. 
[109].  




Fig. 1. 6 Temperature dependence of thermal conductivity. Black squares 
correspond to the thermal conductivity of nonholey Si. The thermal 
conductivity of holey Si with period length of 350 nm (red squares), 140 nm 
(green squares), 55 nm (blue squares) are studied. The empty squares 
represent the thermal conductivity of amorphous silica (from Ref. [110]). This 
figure is adapted from Ref. [109]. 
 
Fig. 1. 7 ZT of holey Si with period length of 55 nm (red squares) compared 
with that of nonholey Si (blue squares). The value of ZT of holey Si is ~50 
times enhanced. This figure is adapted from Ref. [109]. 




In 2008, Lee et al. studied the electronic properties of nanoporous Si, 
where nanopores were densely created in bulk Si.[111] They applied the 
density functional theory and Boltzmann transport equation to calculate the 
electronic properties. The calculation results of the carriers' concentration 
dependence of electronic properties and the value of ZT of nanoporous Si are 
shown in Fig. 1. 8. They found that the electrical conductivity and electronic 
thermal conductivity were reduced by a factor of 2–4 depending on the carrier 
concentration by creating nanopores. However, the reduction of electrical 
properties is much less significant than that of the lattice thermal conductivity. 
The thermal conductivity of nanoporous Si is reduced by more than 200 times 
compared with that of bulk Si. Thus, they demonstrated that the optimized 
value of ZT could be 0.4 with a proper carrier concentration around 2.0×1019 
cm-3.  




Fig. 1. 8 Transport coefficients of nanoporous Si. (a) electrical conductivity, (b) 
electronic thermal conductivity, (c) Seebeck coefficient, and (d) figure of 
merit, ZT. The transport coefficients of bulk Si (red line) are presented for 
comparison. dp is the diameter of nanopore and ds is the width of neck, which 
equals the difference between the period length and the diameter of nanopore. 
The blue and green line represents the transport coefficients of nanoporous Si 
with ds=0.63 and 1.17 nm, respectively, where dp is fixed at 1.0 nm. The blue 
and green dash line represents the transport coefficients of nanoporous Si with 
dp=0.63 and 1.17 nm, respectively, where ds is fixed at 1.0 nm. This figure is 
adapted from Ref. [111]. 
 
Overall, all these recent advances have suggested that Si PnCs could 
reach a high value of ZT due to the preservation of electronic properties and 
the significant reduction of lattice thermal conductivity. The very low thermal 
conductivity is the main factor to enhance the value of ZT. From this point of 
view, it is crucial and desirable to additionally reducing the thermal 
conductivity by designing different kinds of Si PnCs to further increase the 
value of ZT. 




1.3 Thesis Outline 
The rest part of this thesis is organized as follows: 
In Chapter 2, we introduce equilibrium molecular dynamics and 
nonequilibrium molecular dynamics that are used in this thesis to calculate 
thermal conductivity of PnCs. Then, the basic principles of lattice dynamics 
are briefly introduced. This method is used to calculate the phonon 
eigenmodes and explore the phonon localization effect in PnCs. 
In Chapter 3, we investigate the thermal conductivity of nanoscale 3D 
isotopic PnCs of Si by equilibrium molecular dynamics method. We found 
that the thermal conductivity decreases as the period length and mass ratio 
increases. The phonon dispersions show obvious reduction of phonon group 
velocities in the 3D PnCs. The phonon localizations and band gaps are also 
clearly observed in the spectra of normalized inverse participation ratio in the 
3D PnCs. 
In Chapter 4, we studied the thermal conductivity of nanoscale 3D Si 
PnCs with spherical pores. Thermal conductivity of Si PnCs is greatly reduced 
as the porosity increases, for example, the thermal conductivity of Si PnCs 
with porosity of 50 % is 300 times smaller than that of bulk Si. The analysis of 
phonon modes shows that more phonons are localized in PnCs with larger 
porosity, which is shown in the phonon participation ratio spectra. We also 
studied the temperature dependence of thermal conductivity. 
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In Chapter 5, we studied the thermal conductivity of graphene 
phononic crystals (GPnCs), also named as graphene nanomesh, by molecular 
dynamics simulations. The dependences of thermal conductivity of GPnCs on 
length, period length and temperature (above 300 K) are investigated. The 
thermal conductivity of GPnCs can be efficiently modulated by changing the 
porosity and period length.  
In Chapter 6, the thermoelectric properties of n-type 3D Si PnCs with 
spherical pores are studied by density functional theory and Boltzmann 
transport equation under the relaxation time approximation. In Chapter 4, we 
found the lattice thermal conductivity of Si PnCs with spherical pores is 
extreme low. It is necessary to investigate how the electronic properties are 
affected in the Si PnCs. We found the transport coefficients are little degraded 
in Si PnC. These results implicate that Si PnC is a promising candidate of 
thermoelectric material. 
Finally, we summarize this thesis and draw conclusion in Chapter 7. 
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Chapter 2  
Methodology 
In this chapter, we first introduce classical molecular dynamics (MD) 
method, which is used in this study to investigate the thermal conductivity of 
silicon based and graphene based phononic crystals. Nonequilibrium 
molecular dynamics (NEMD) simulations with heat baths and the equilibrium 
molecular dynamics (EMD) simulations based on the Green-Kubo formula are 
two methodologies of classical MD simulation method. Then, the potential 
energy and numerical integration algorithm are presented. We briefly 
introduce the lattice dynamics method, which is used to do the phonon 
eigenmodes analysis. Finally, the methods of extracting the phonon relaxation 
times from classical MD simulations and phonon participation ratios which 
characterize the phonon localizations are introduced. 
2.1 Brief Introduction to Molecular Dynamics Simulation 
Computation of material properties plays an important role in current 
material research. Fundamentally, the physical properties of materials are 
governed by quantum mechanics. However, analytically solving the 
Schrödinger equation for a many nuclei and electrons system is too difficult in 
practice. The ab initio method has been developed to numerically solve the 
many-body Schrödinger equation. For nowadays computational power, the 
number of atoms is limited to several hundred. Thus, ab initio method could 
be used to study small systems such as molecules and nanojunctions.[112-114] 
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When computing the physical properties of a large system, classical 
MD is a powerful method; it can handle a system with up to millions of atoms 
at atomic level based on classical mechanics, which numerically solves the 
Newton's equation of motion for a many body system. In classical MD 
simulation, the atoms are described as mass point particles. The movement of 
these particles determines the physical properties of the system. In practical 
research interest such as lattice vibration, the moment of the nuclei is studied 
instead of the movement of both nuclei and electrons, although the electronic 
configuration is essential to accurately computing the energy of the system. 
This is because nuclei and electrons have large mass difference, thus the 
motion of the electrons can be considered instantaneous and the coordinates of 
electrons and nuclei can be separated. This is the Born-Oppenheimer 
approximation. With the Born-Oppenheimer approximation, the electronic 
configuration is calculated based on the set of nuclei and their locations. In 
such cases, the electronic configuration and the repulsion of the nuclei 
determine the energy of the system which is the potential energy between the 
atoms in classical MD. Therefore, in classical MD, the movement of nuclei (or 
atoms) is investigated.  
The classical MD simulations rely on numerically solving the 
trajectories of the atoms of the system. The trajectories obey the dynamics 
determined by the force field due to the potential energy.[115-117] However, 
the forces are treated classically, and quantum effects are not considered. The 
validity of this classical approximation can be evaluated by comparing the 
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thermal de Broglie wavelength with the distance between nearest 
neighbors.[41,118] The wavelength is given by  
Λ = �2πℏ2mkBT (Eq. 2. 1)  
where ħ is Planck's constant, m is the mass of the atoms, kB is the Boltzmann’s 
constant and T is the temperature.  
The classical molecular dynamics is not valid in very low temperature 
system because it can not include quantum effects. It is valid when temperature 
is larger than or around Debye temperature of the system. The Debye 
temperature of bulk Si is 658 K[43] and the Debye temperature of graphene is 
2300 K[119]. However, the room temperature classical molecular dynamics is 
also applied to Si [64,120]and graphene system [121], because the results from 
classical molecular dynamics is meaningful when studying how the structure 
changes affect the thermal conductivity. The main strength of the molecular 
dynamics is that it can be used to analyze the effect of the atomistic structure 
changes on the thermal conductivity. The results of molecular dynamics 
simulations should generally be interpreted based on the relative changes rather 
than the absolute values of the thermal thermal conductivity they predict.  
Thermal properties are computed based on statistical mechanics in 
classical MD simulations. According to statistical mechanics, physical 
quantities can be evaluated by averaging over configurations distributed 
according to a certain ensemble. The ergodicity hypothesis of statistical 
mechanics of computational physics states that the phase space can be fully 
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recovered in the long time limit, and the time average is equivalent to the 
ensemble average. Therefore, the thermodynamic variables can be obtained by 
the time average of variables extracted from classical MD trajectories. As the 
MD simulates the motion of atoms based on the classical mechanics, it does 
not require any prior knowledge on heat conduction,[41] and it has been 
widely applied to investigate the thermal conductivity of materials such as Si 
nanowires[64], Si nanotubes[71], bulk Si[116,120], alloy of Si and Ge[122], 
graphene[83] and graphene ribbons[88].  
There are several key steps to realize the classical MD simulation. 
Firstly, an appropriate potential energy, which is used to describe the 
interaction between atoms, is required, and the force field can be determined 
from the potential energy. Secondly, the initial position and velocity of each 
atom are constructed, and appropriate boundary conditions (periodic boundary 
condition, fixed boundary condition, or free boundary condition) are applied. 
In classical MD simulations, atoms are usually initialized with equilibrium 
positions and random velocities according to the Gaussian distribution. 
Thirdly, Newton's equation of motion of the atoms is numerically solved. Heat 
baths could be applied to the system during this step. The positions, velocities, 
and force fields are updated at each time step, and the positions, velocities and 
heat current could be recorded at the same time. Finally, the thermal properties 
are extracted from the classical MD trajectories with long enough time of 
simulations. 
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2.2 Stillinger-Weber Potential and Optimized Tersoff Potential 
To describe the interaction between atoms in the system, the potential 
energy should be chosen. The potential energy of a system with N identical 
atoms can be resolved into one-body, two-body, three-body, etc. parts as 
follows[123]: 
𝛷𝛷(1,⋯ ,𝑁𝑁) = �𝜈𝜈1(𝑖𝑖) + �𝜈𝜈2
𝑖𝑖,𝑗𝑗
𝑖𝑖<𝑗𝑗𝑖𝑖




+ ⋯+ νN (1,⋯ , N) (Eq. 2. 2) 
The component νn usually converges quickly to zero as n increases in 
theoretical model. The first component ν1 corresponds to the external forces 
which the system is subjected to.  
Stillinger-Weber potential includes two-body ν2 and three-body ν3 
interaction terms; It is widely used to study the thermal properties of Si crystal 
and Si nanostructures[60,72,124] for its accurate fit for the experimental 
results on the elastic properties and thermal expansion coefficients.[123,125-
127] The expression of Stillinger-Weber potential is shown below: 
𝜈𝜈2�𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗 � = 𝜖𝜖𝑓𝑓2�𝑟𝑟𝑖𝑖𝑗𝑗 𝜎𝜎⁄ � (Eq. 2. 3) 
 
𝜈𝜈3(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗 , 𝑟𝑟𝑘𝑘) = 𝜖𝜖𝑓𝑓3(𝑟𝑟𝑖𝑖 𝜎𝜎⁄ , 𝑟𝑟𝑗𝑗 𝜎𝜎⁄ , 𝑟𝑟𝑘𝑘 𝜎𝜎⁄ ) (Eq. 2. 4) 
 
where rij is the distance between atom i and j, and ϵ and σ are the energy and 
distance parameters, respectively. These parameters are determined in such a 
way that ϵ is chosen to give f2 depth -1 and σ could make f2(21/6) vanish. 
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The reduced pair potential f2 is defined as: 
𝑓𝑓2(𝑟𝑟) = �A(Br−p − r−q)exp[(r − a)−1], r < 𝑎𝑎 0,                                                              r ≥ 𝑎𝑎   (Eq. 2. 5) 
where A, B, p, and a are positive parameters. a is the cuts off distance beyond 
which the interaction energy is zero. 
The three-body interaction term f3 is defined as: 
𝑓𝑓3(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗 , 𝑟𝑟𝑘𝑘) = ℎ(𝑟𝑟𝑖𝑖𝑗𝑗 , 𝑟𝑟𝑖𝑖𝑘𝑘 ,𝜃𝜃𝑗𝑗𝑖𝑖𝑘𝑘 ) + ℎ(𝑟𝑟𝑗𝑗𝑖𝑖 , 𝑟𝑟𝑗𝑗𝑘𝑘 ,𝜃𝜃𝑖𝑖𝑗𝑗𝑘𝑘 ) + ℎ(𝑟𝑟𝑘𝑘𝑖𝑖 , 𝑟𝑟𝑘𝑘𝑗𝑗 ,𝜃𝜃𝑖𝑖𝑘𝑘𝑗𝑗 ) (Eq. 2. 6) 
 
ℎ(𝑟𝑟𝑖𝑖𝑗𝑗 , 𝑟𝑟𝑖𝑖𝑘𝑘 ,𝜃𝜃𝑗𝑗𝑖𝑖𝑘𝑘 ) = 𝜆𝜆𝑒𝑒𝜆𝜆𝜆𝜆[𝛾𝛾(𝑟𝑟𝑖𝑖𝑗𝑗 − 𝑎𝑎)−1 + 𝛾𝛾(𝑟𝑟𝑖𝑖𝑘𝑘 − 𝑎𝑎)−1](cos𝜃𝜃𝑗𝑗𝑖𝑖𝑘𝑘 + 13) (Eq. 2. 7) 
where θjik is the angle between 𝑟𝑟𝑗𝑗  and 𝑟𝑟𝑘𝑘  subtended at vertex i. λ and γ are 
positive parameters. 










  𝜖𝜖 = 50  𝑘𝑘𝑘𝑘𝑎𝑎𝑘𝑘 𝑚𝑚𝑚𝑚𝑘𝑘⁄      
𝜎𝜎 = 0.20951 𝑛𝑛𝑚𝑚     
𝐴𝐴 = 7.0449556277 𝐵𝐵 = 0.6022245584 
𝜆𝜆 = 4                          
𝑞𝑞 = 0                              𝑎𝑎 = 1.8                          
𝜆𝜆 = 21                       
𝛾𝛾 = 1.20                   
  
Tersoff potential could describe the strong covalent bonding in carbon-
based materials. It has been applied to investigate the thermal conductivities of 
carbon based materials such as graphene, carbon nanotubes, graphene ribbons 
and graphite.[55,79,88,128,129] Because Tersoff potential has rather simple, 
analytical forms and the short range of atomic interaction, it is convenient to 
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be used. The optimized Tersoff potential could well represent the lattice 
thermal conductivity of graphene.[130] The thermal conductivity simulated 
based on SW potential is overestimated due to the overestimate of the 
transverse acoustic phonon frequencies and the corresponding group velocities 
away from the zone center.[131] 
The analytical form of Tersoff potential is defined as[130]: 
𝑉𝑉𝑖𝑖𝑗𝑗 = 𝑓𝑓𝑖𝑖𝑗𝑗𝐶𝐶(𝑎𝑎𝑖𝑖𝑗𝑗 𝑓𝑓𝑖𝑖𝑗𝑗𝑅𝑅 − 𝑏𝑏𝑖𝑖𝑗𝑗 𝑓𝑓𝑖𝑖𝑗𝑗𝐴𝐴) (Eq. 2. 8) 
 
𝑓𝑓𝑖𝑖𝑗𝑗
𝑅𝑅 = 𝐴𝐴𝑒𝑒−𝜆𝜆1𝑟𝑟𝑖𝑖𝑗𝑗  (Eq. 2. 9) 
 
𝑓𝑓𝑖𝑖𝑗𝑗
𝐴𝐴 = 𝐵𝐵𝑒𝑒−𝜆𝜆2𝑟𝑟𝑖𝑖𝑗𝑗  (Eq. 2. 10) 
where rij is the distance between atoms i and j, 𝑓𝑓𝑖𝑖𝑗𝑗𝐴𝐴 is the attractive term and 𝑓𝑓𝑖𝑖𝑗𝑗𝑅𝑅  
is the repulsive term, and 𝑓𝑓𝑖𝑖𝑗𝑗𝐶𝐶  is a cutoff term which only nearest-neighbor 
interactions are included in. 𝑎𝑎𝑖𝑖𝑗𝑗  is a range limiting term on the repulsive 
potential and it is typically set as 1. 𝑏𝑏𝑖𝑖𝑗𝑗  is defined as: 
𝑏𝑏𝑖𝑖𝑗𝑗 = (1 + 𝛽𝛽𝑛𝑛𝜁𝜁𝑖𝑖𝑗𝑗𝑛𝑛 )−1 2𝑛𝑛⁄  (Eq. 2. 11) 
 
𝜁𝜁𝑖𝑖𝑗𝑗 = � 𝑓𝑓𝑖𝑖𝑘𝑘𝐶𝐶𝑔𝑔𝑖𝑖𝑗𝑗𝑘𝑘 𝑒𝑒𝜆𝜆33(𝑟𝑟𝑖𝑖𝑗𝑗 −𝑟𝑟𝑖𝑖𝑘𝑘 )3
𝑘𝑘≠𝑖𝑖,𝑗𝑗  (Eq. 2. 12) 
 
𝑔𝑔𝑖𝑖𝑗𝑗𝑘𝑘 = 1 + 𝑘𝑘2𝑑𝑑2 − 𝑘𝑘2𝑑𝑑2 − (ℎ − cos𝜃𝜃𝑖𝑖𝑗𝑗𝑘𝑘 )2 (Eq. 2. 13) 
where θijk is the angle between atoms i, j and k.  
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   𝐴𝐴 = 1293.6 𝑒𝑒𝑉𝑉                                   𝐵𝐵 = 430.0 𝑒𝑒𝑉𝑉    𝜆𝜆1 = 3.4879 Å−1                           𝜆𝜆2 = 2.2119 Å−1  𝜆𝜆3 = 0.0000 Å−1                                  𝑛𝑛 = 0.72751 𝑘𝑘 = 38049.0                             𝛽𝛽 = 1.5724 × 10−7 𝑑𝑑 = 4.3484                                              ℎ = −0.930
𝑅𝑅 = 1.95 Å                                               𝐷𝐷 = 0.15 Å
  
 
2.3 Velocity Verlet Algorithm 
The atoms in the MD simulations obey the Newton's law ?⃗?𝐹𝑖𝑖 = 𝑚𝑚𝑖𝑖?⃗?𝑎𝑖𝑖 , 
i=1, 2, ... , N, for a system consisting of N atoms, where mi is the mass of atom 
i, ?⃗?𝐹𝑖𝑖  denotes the force acting on atom i and ?⃗?𝑎𝑖𝑖  is the acceleration. The force ?⃗?𝐹𝑖𝑖  
is the negative gradient of potential energy with respect to 𝑟𝑟𝑖𝑖 , ?⃗?𝐹𝑖𝑖 =
−∇r�⃗ i V(r⃗1,⋯ , r⃗N ). The major step in MD simulation is numerically solving the 
Newton's equations of motion for the atoms in the system: 
𝑚𝑚𝑖𝑖
d2r⃗idt2 = ?⃗?𝐹𝑖𝑖  (Eq. 2. 14) 
where 𝑟𝑟𝑖𝑖  is the position vector of atom i. The commonly used numerical time 
integration algorithm is the velocity Verlet method.[41,132,133] Velocity 
Verlet method is a symplectic integration method, which could preserve the 
symplectic form on phase space.[134] The method is simple and accurate, and 
when the positions, velocities and accelerations are known at time t, these 
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quantities will be obtained at the next time step 𝑡𝑡 + ∆𝑡𝑡, where ∆𝑡𝑡 is the time 
step. The method of velocity Verlet integration is shown below: 
 
𝑟𝑟(𝑡𝑡 + ∆𝑡𝑡) = 𝑟𝑟(𝑡𝑡) + ∆𝑡𝑡?⃗?𝑣(𝑡𝑡) + ?⃗?𝑎(𝑡𝑡)2 (∆𝑡𝑡)2 (Eq. 2. 15) 
 
?⃗?𝑣(𝑡𝑡 + ∆𝑡𝑡2 ) = ?⃗?𝑣(𝑡𝑡) + ?⃗?𝑎(𝑡𝑡)2 ∆𝑡𝑡 (Eq. 2. 16) 
 
?⃗?𝑎(𝑡𝑡 + ∆𝑡𝑡) = − 1
𝑚𝑚
∇𝑉𝑉(𝑟𝑟(𝑡𝑡 + ∆𝑡𝑡)) (Eq. 2. 17) 
 
?⃗?𝑣(𝑡𝑡 + ∆𝑡𝑡) = ?⃗?𝑣(𝑡𝑡 + ∆𝑡𝑡2 ) + 12 ?⃗?𝑎(𝑡𝑡 + ∆𝑡𝑡)∆𝑡𝑡 (Eq. 2. 18) 
 
2.4 Non-Equilibrium Molecular Dynamics 
NEMD and EMD are two techniques to study the thermal 
conduction.[116] Based on Fourier's Law, the thermal conductivity is related 
to the heat current and the temperature gradient: 
J⃗μ = −�κμν ∂T ∂r⃗ν⁄
ν
 (Eq. 2. 19) 
where J⃗μ  is a component of thermal current, κμν  is an element of the thermal 
conductivity tensor, and ∂T ∂r⃗ν⁄  is the temperature gradient. NEMD is also 
called "direct method", it is like the experimental situation where heat source 
and heat sink are put at the two ends of the simulation system to set up a 
temperature gradient, and the resulting heat flux are measured, and then the 
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thermal conductivity is calculated as the ratio of the heat flux to the 
temperature gradient. 
In the NEMD simulations, the stochastic or deterministic heat baths 
with high temperature and low temperature are put at the two ends, 
respectively. That is the atoms in the heat baths are not only interacting with 
the neighbor atoms but also driven by the stochastic or deterministic forces 
from the heat bath. After the system reaches its steady state and the 
temperature gradient is established, the heat flux is recorded by prolonging the 
simulation time. Fig. 2. 1 (a) shows a schematic representation of graphene 
with Langevin heat baths with higher temperature TL (red box) and low 
temperature TR (blue box), and Fig. 2. 1 (b) shows the corresponding 
temperature profile of this graphene. The length (L) of simulation cell of 
graphene is set as 300 nm, and the width (W) is set as 5.2 nm. Periodic 
boundary condition is used along transverse direction and fixed boundary 
condition is used in longitudinal direction. Heat baths with TL=310 K and 
TR=290 K are applied at two ends, respectively. The red line is the linear fit of 
the temperature profile.  
 




Fig. 2. 1 Simulation cell of graphene and temperature profile. (a). Simulation 
cell of graphene with two Langevin heat baths. L is the length of simulation 
cell of graphene and W is the width. L=300 nm and W=5.2 nm. Periodic 
boundary condition is used along transverse direction and fixed boundary 
condition is used in longitudinal direction. Heat bath with higher temperature 
(red box) TL=310 K and lower temperature (blue box) TR=290 K are applied at 
two ends. (b). Temperature profile of simulation of graphene in (a). Open 
circle is the simulation results of the temperature profile. The red line is the 
linear fit of the temperature profile.  
 
Langevin heat bath is a stochastic heat bath, it will introduce 
simultaneously random forces and dissipation according to the general 
description of the fluctuation-dissipation theorem.[135,136] The equation of 
motion of the atoms in Langevin heat bath could be described as: 
dp�⃗ idt =  F�⃗ i + ξ − λp�⃗ i (Eq. 2. 20) 
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where p�⃗ i is the momentum of atom i, F�⃗ i is the force from neighbor atoms, and 
ξ is the random force that follows independent Wiener process with zero mean 
and variance 2mλkBT. Langevin heat bath can scatter phonons diffusely. [137] 
Thus, even with one layer of Langevin heat bath, it can prevent the 
accumulation of localized edge mode due to its stochastic excitation of all 
modes, which will result in a small temperature jump at the boundary. [138] 
Nosé-Hoover heat bath is a deterministic heat bath with time-reversible 
dynamics. However, it has the ability to give rise to irreversible dissipative 
behavior.[139,140] The equation of motion of the atoms in Nosé-Hoover heat 
baths is described as: 
dp�⃗ idt =  F�⃗ i − ζp�⃗ i  (Eq. 2. 21) 
 dζdt = 1τ2 ( 13kB TN�mii∈S p�⃗ i ∙ p�⃗ i − 1) (Eq. 2. 22) 
where T is the aimed temperature, τ is the response time of the heat bath, N is 
the number atoms in this heat bath and the summation corresponds to the N 
atoms in the heat bath. The deterministic characteristic of Nosé-Hoover heat 
bath could cause the accumulation of localized edge modes, thus multiple 
layers of Nosé-Hoover heat bath are required in order to reduce the 
temperature jump at the boundary.[138] 
The definitions of temperature and heat flux rely on the local 
equilibrium hypothesis[135,141], which postulates that, for a nonequilibrium 
system sufficiently close to equilibrium, the principles of equilibrium 
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thermodynamics can be used. That means the hypothesis requires a 
macroscopically small but microscopically large volume at each location for 
each time. From equilibrium statistical mechanics, the definition of 
temperature of the system is in terms of ensemble average or time average of 
the kinetic energy of atoms: 
𝑇𝑇 = 〈� 𝜆𝜆𝑖𝑖2𝑁𝑁
𝑖𝑖=1 〉 (3𝑚𝑚𝑘𝑘𝐵𝐵𝑁𝑁)�  (Eq. 2. 23) 
N is the total number of atoms in the system, and the local temperature is 
defined as: 
𝑇𝑇 = 〈� 𝜆𝜆𝑗𝑗2𝑁𝑁𝑘𝑘𝑚𝑚𝑘𝑘𝑎𝑎𝑘𝑘
𝑗𝑗=1 〉 (3𝑚𝑚𝑘𝑘𝐵𝐵𝑁𝑁𝑘𝑘𝑚𝑚𝑘𝑘𝑎𝑎𝑘𝑘 )�  (Eq. 2. 24) 
Nlocal is the number of atoms in the local volume. The heat flux can be 
calculated from the heat bath:  
J± = ∆ε± (A ∙ ∆t⁄ ) (Eq. 2. 25) 
where A is the area of cross section of the simulation structure, J+ is heat flux 
from the higher temperature heat bath to the system, ∆ε+ is the energy added 
to the system during time ∆t, and J− is heat flux from the system to the lower 
temperature heat bath, ∆ε−  is the energy extracted from the system during 
time ∆t. J+ should be equal to J− at steady state. Another method to obtain the 
heat flux is from the continuity equation[135]: 
dh(r⃗, t)dt + ∂J(r⃗, t)∂r⃗ = 0 (Eq. 2. 26) 
where h(r⃗,t) is energy density at position r⃗ and time t, and J(r⃗, t) is the local 
heat flux. After the system reaches steady state, the local heat flux should be 
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independent of the position r⃗, and it should be the same at every position of 
the system. Obviously, it should be equal to the heat flux from the heat baths. 
For a one dimensional atom chain, the local heat flux is defined as: 
ji = 〈12 (xi+1 − xi) �dxi+1dt + dxidt �F(xi+1 − xi)〉 (Eq. 2. 27) 
where xi is the position of atom i, F(xi+1 − xi) is the interaction force between 
atom i and i+1, and the bracket represents ensemble average. After obtaining 
the heat flux J and the temperature gradient ∇T, the thermal conductivity could 
be calculated according the Fourier's law, κ = − J ∇T⁄ . 
The NEMD method is often used for the investigations of thermal 
conductivity of nanostructures, while EMD is a better choice to study the 
thermal conductivity of bulk material, particularly materials of high thermal 
conductivity because of its less severe size effects. NEMD could be used to 
study the size effect of the thermal conductivity in nanostructures. The 
shortcoming of NEMD is that the temperature gradient is larger than that in 
experiments, thus, significant nonlinear response effect will be included in the 
NEMD simulation. 
 
2.5 Equilibrium Molecular Dynamics 
Equilibrium molecular dynamics (EMD) simulation is another 
technique to study the thermal conductivity. In EMD simulations, there is no 
external forces imposed to the system, and the system is in equilibrium state. 
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The thermal conductivity is calculated through Green-Kubo formula which is 
a result of the linear response theory and the fluctuation dissipation 
theorem.[142] It relates the heat flux autocorrelation to the thermal 
conductivity as: 
κμν = 1VkBT2 � 〈Jμ(τ)Jν(0)〉dττm0  (Eq. 2. 28) 
where V is the system volume, kB is the Boltzmann constant, T is the system 
temperature, and the bracket represent ensemble average which equals the 
time average in MD simulation. The time step is set as ∆t and the heat flux is 
recorded at each time step, the thermal conductivity can be expressed as[116]: 
κμν (τM) = ∆tVkBT2 � (N − m)−1 � Jμ(m + n)Jν(n)N−mn=1Mm=1  (Eq. 2. 29) 
where τM  equals M times ∆t, and the Jμ(m + n) is the µth component of the 
heat flux at m+n time step. M must be smaller than N, and the time τM  must 
be long enough to ensure that the autocorrelation of heat flux decays to zero.  
The precise heat flux in the Green-Kubo formula is defined as: 
J = ddt� r⃗i(t)εi(t)i  (Eq. 2. 30) 
where r⃗i(t) is the time-dependent coordinate of atom i and εi(t) is the energy 
assigned to atom i. For the Si crystal, Stillinger-Weber potential is applied to 
describe the potential energy between Si atoms, thus the energy assigned to 
atom i is described as: 
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εi = 12 mivi2 + 12�ν2�rij�j + 16�ν3(r⃗i , r⃗j , r⃗k)jk  (Eq. 2. 31) 
The heat flux is derived as: 
J(t) = � v�⃗ iεii + 12 � r⃗ij (F�⃗ ij ∙ v�⃗ i)ij ,i≠j + 16��r⃗ij + r⃗ik�(F�⃗ ijk ∙ v�⃗ i)ijk  (Eq. 2. 32) 
 F�⃗ ijk = −∇iν3(r⃗i , r⃗j , r⃗k) (Eq. 2. 33) 
Another definition of the energy assigned to atom i is to impose the 
potential energy with atom i at the vertex of the trio ijk to it: 
εi = 12 mivi2 + 12�ν2�rij�j + 12 ε�h(rij , rik , θjik )jk  (Eq. 2. 34) 
This energy expression will result in the following heat flux: 
J(t) = � v�⃗ iεii + 12 � r⃗ij (F�⃗ ij ∙ v�⃗ i)ij ,i≠j + � r⃗ij (F�⃗ i(jik) ∙ v�⃗ i)ijk  (Eq. 2. 35) 
 F�⃗ i(jik) = −ε∇ih(rij , rjk , θjik ) (Eq. 2. 36) 
The thermal conductivities computed from these two definitions are 
consistent; this indicates that the definition of the local energy is not crucial to 
the result of thermal conductivity.[116] 
 
2.6 Brief Introduction to Lattice Dynamics 
Lattice dynamics is widely used to investigate the underlying physics 
of the thermal conductivity of nanostructures by carrying out the phonon 
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eigenmode analysis. Phonon is the quantization of collective excitations of the 
lattice vibrations, and it is known as normal mode in classical mechanics. The 
standard approach to determine the phonon eigenmodes is briefly 
reviewed.[115,143] 
Considering a crystal with N unit cells and Nunit atoms at each unit cell, r⃗l,s  is the position of the sth atom in lth unit cell, R�⃗l,s  is the equilibrium 
position of this atom, and u�⃗ l,s is the displacement to the equilibrium position. 
The mass of the atom is ms. Then following relation could be obtained: 
r⃗l,s = R�⃗ls + u�⃗ l,s  (Eq. 2. 37) 
The potential energy of the crystal system can be expanded in Taylor 
series as: 
Φ = Φ0 + �Φα(l, s)u�⃗ l,sαl,s,α + 12� � Φαβ (l, s; l′ , s′)l′ ,s ′ ,βl,s,α u�⃗ l,sα u�⃗ l′ ,s′β + ⋯ (Eq. 2. 38) where Φ0 is a constant, which represents the energy when all the atoms are 
fixed on the equilibrium positions, and α, β are the Cartesian coordinate (x, y, z). Because the potential energy has the minimum value when all atoms are fixed at the equilibrium positions, so Φα(l, s) is zero. 
Φα(l, s) = � ∂Φ∂u�⃗ l,sα �0 = 0 (Eq. 2. 39) 
where the subscript 0 denotes the equilibrium positions. Φαβ (l, s; l′ , s′) is the 
second derivative of Φ.  
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Φαβ (l, s; l′ , s′) = � ∂2Φ
∂u�⃗ l,sα ∂u�⃗ l′ ,s ′β �0 (Eq. 2. 40) 
Under the harmonic approximation, the Hamiltonian of the system 
could be described as: 
H = 12� p�⃗ l,sα p�⃗ l,sαmsl,s,α + 12� � Φαβ (l, s; l′ , s′)l′ ,s ′ ,βl,s,α u�⃗ l,sα u�⃗ l′ ,s′β  (Eq. 2. 41) 
where p�⃗ l,sα  corresponds to momentum. 
 p�⃗ l,sα = ms du�⃗ l,sαdt  (Eq. 2. 42) 
Based on the Hamilton's canonical equation of motion, 
dp�⃗l ,sαdt = −∂H ∂u�⃗ l,sα⁄ , the 
following equation can be derived: 
ms d2u�⃗ l,sαd2t2 = − � Φαβ (l, s; l′ , s′)l′ ,s ′ ,β u�⃗ l′ ,s ′β  (Eq. 2. 43) 
These are coupled vibration equations of 3NNunit degrees of freedom. 
Considering the translational symmetry of the crystal system, the solution of 
these equations will be simplified. Based on the Bloch’s theorem, the 
displacement u�⃗ l,sα  can be expressed as: 
u�⃗ l,sα = eik�⃗ ∙R��⃗ l�U��⃗ sα(k�⃗ ) �ms� � (Eq. 2. 44) 
Then substitute (Eq. 2. 44) to (Eq. 2. 43), the following equations will 
be obtained: 
�ms d2U��⃗ sα(k�⃗ )d2t eik�⃗ ∙R��⃗ l = − � Φαβ (l, s; l′ , s′)l′ ,s ′ ,β U��⃗ s ′β (k�⃗ ) eik�⃗ ∙R��⃗ l ′ �ms′�  (Eq. 2. 45) 
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d2U��⃗ sα(k�⃗ )d2t = − � �Φαβ (l, s; l′ , s′)�msms′ �l′ ,s ′ ,β eik�⃗ ∙�R��⃗ l ′ −R��⃗ l�U��⃗ s′β (k�⃗ ) (Eq. 2. 46) 
where U��⃗ sα(k�⃗ ) is a function of time, it could be expressed as: 
U��⃗ sα(k�⃗ ) = e�⃗ sα(k�⃗ )e−iωt (Eq. 2. 47) 
where ω is the frequency. Substituting (Eq. 2. 47) to (Eq. 2. 46), the following 
equations could be derived: 
ω2e�⃗ sα(k�⃗ )e−iωt = � �Φαβ (l, s; l′ , s′)
�msms ′ �l′ ,s ′ ,β eik�⃗ ∙�R��⃗ l ′ −R��⃗ l�e�⃗ s ′β (k�⃗ )e−iωt (Eq. 2. 48) 
 
ω2e�⃗ sα(k�⃗ ) = ����Φαβ (l, s; l′ , s′)
�msms ′ �l′ eik�⃗ ∙�R��⃗ l ′ −R��⃗ l��s ′ ,β e�⃗ s ′β (k�⃗ ) (Eq. 2. 49) 
 
ω2e�⃗ sα(k�⃗ ) = �Dαβ (s, s′ , k�⃗ , l)s ′ ,β e�⃗ s ′β (k�⃗ )  (Eq. 2. 50) 
In equation (Eq. 2. 50), Dαβ �s, s′ , k�⃗ , l� = ∑ �Φαβ (l,s;l′ ,s′ )
�ms ms ′ �l′ eik�⃗ ∙�R��⃗ l ′ −R��⃗ l�, and D is 
a 3Nunit ×3Nunit matrix known as the dynamical matrix. 
The eigenvalues and eigenvectors can be solved from the dynamical 
matrix with matrix element Dαβ �s, s′ , k�⃗ , l�. 
det ∥ Dαβ �s, s′ , k�⃗ , l� − ω2δαβ δss ′ ∥= 0 (Eq. 2. 51) 
The eigenvectors of the lattice dynamics matrix are e�⃗ sα�k�⃗ ,σ�,σ =1,2,⋯ ,3Nunit , and the eigenvalues could be expressed as: 
ω = ω�k�⃗ ,σ�,      (σ = 1,2,⋯ ,3Nunit ) (Eq. 2. 52) 
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The particular solution of the coupled vibration equations is 
u�⃗ l,sα = eik�⃗ ∙R��⃗ l �e�⃗ sα�k�⃗ ,σ�e−iω�k�⃗ ,σ�t �ms� � (Eq. 2. 53) 
Thus, the general solution is 
u�⃗ l,sα = 1
√N�Ok,���⃗ σ �eik�⃗ ∙R��⃗ l �e�⃗ sα�k�⃗ ,σ�e−iω�k�⃗ ,σ�t �ms� ��k,���⃗ σ  (Eq. 2. 54) 
where Ok,���⃗ σ  is the component of each particular solution. Equation (Eq. 2. 54) 
could be rewritten as: 
u�⃗ l,sα = 1
�Nms � e�⃗ sα�k�⃗ ,σ�Qk,���⃗ σeik�⃗ ∙R��⃗ lk,���⃗ σ  (Eq. 2. 55) 
where Qk,���⃗ σ = Ok,���⃗ σe−iω�k�⃗ ,σ�t. 
These eigenvectors form a complete and orthonormal basis, and they 
have the following relations: 
� e�⃗ sα�k�⃗ ,σ�∗e�⃗ sα�k�⃗ ,σ′�
α ,s = δσ ,σ′  (Eq. 2. 56) 
 
� e�⃗ sα�k�⃗ ,σ�∗e�⃗ s ′β �k�⃗ ,σ�
σ
= δαβ δs,s ′  (Eq. 2. 57) 
The lattice dynamics is implemented in the "General Utility Lattice 
Program" (GULP), which is an open source computer program with a wide 
range of potential energy.[144] GULP is very useful to study the lattice 
properties of many structures, and the eigenvalues and eigenvectors of the 
dynamical matrix can be calculated using GULP. 




2.7 Phonon Relaxation Time and Phonon Participation Ratio 
Phonon relaxation times are very important for calculating the thermal 
conductivity through Boltzmann transport equation and kinetic theory. It is 
also very meaningful for qualitatively estimating the ability of heat conduction 
of the materials. Phonons could be scattered by phonon phonon scatterings, 
boundaries, impurities, defects, isotopes, etc. Each scattering mechanism can 
be characterized by a phonon relaxation time, and the combined relaxation 
time could be obtained by the Matthiessen's rule. Using MD simulations, the 
combined phonon relaxation time can be calculated by projecting the atomic 
trajectory onto the system's normal modes and the attenuation of the lattice 
wave corresponds to the phonon relaxation time.[145-147] It is important to 
note that the relaxation time extracted from MD simulations combines all the 
scattering mechanisms.  
By projecting the atomic trajectories onto normal mode, we could get a 
time dependent normal mode amplitudes A�k�⃗ , , t�. 
A�k�⃗ , e�⃗ �k�⃗ ,σ�, t� = �(r⃗j(t) − R�⃗j0) ∙j e�⃗ j�k�⃗ ,σ�exp�ik�⃗ ∙ R�⃗j0� (Eq. 2. 58) 
where r⃗j(t) is the position of jth atom, R�⃗j0 is the equilibrium lattice position, 
and e�⃗ j�k�⃗ ,σ� is the component of eigenvector from the dynamical matrix. The 
attenuation of the temporal normal mode can be described as the decay of the 
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normal mode autocorrelation function, and the relaxation time can be 
obtained:[120] 
τ �k�⃗ , e�⃗ �k�⃗ ,σ�� = ∫〈δA�k�⃗ , e�⃗ �k�⃗ ,σ�, t + t′ � ∙ δA�k�⃗ , e�⃗ �k�⃗ ,σ�, t�〉dt′
〈δA�k�⃗ , e�⃗ �k�⃗ ,σ�, t�2〉  (Eq. 2. 59) 
where δA�k�⃗ , e�⃗ �k�⃗ ,σ�, t� is the deviation of the normal mode from the average 
amplitude. Fig. 2. 2 shows the phonon mode autocorrelation of Si, and the red 
dash curve is the exponential fitting. The frequency of this phonon mode is 
16.1 THz and its relaxation time is fitted as 19 ps. 
 
Fig. 2. 2 Normal mode autocorrelation of bulk Si. The red dash line is the 
exponential fitting. 
 
The phonon localization is also very meaningful for estimating the 
ability of heat conduction of the materials. The phonon localization can be 
quantitatively characterized by the phonon participation ratio P.[71] The 
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participation ratio for phonon mode (k,σ) is defined through the normalized 
eigenvector e�⃗ �k�⃗ ,σ� 
Pk,σ−1 = Nunit ∙ � �� e�⃗ sα�k,��⃗ σ�∗ ∙ e�⃗ sα�k,��⃗ σ�3
α=1 �
2Nunit
s=1  (Eq. 2. 60) 
where the eigenvector is calculated by the GULP[144]. When the phonon 
mode covers less atoms, it has a smaller value of P. For example, considering 
a one-dimensional chain, when the vibration phonon mode equally occupies 
all the atoms, the component of the eigenvector corresponding to each atom is 1 �Nunit⁄ , then the participation ratio P is calculated as 1. This is called 
extended phonon mode. When phonon modes only occupy one atom, the 
component of the eigenvector corresponding to this atom is 1 and other 
components are zero, then the participation ratio is calculated as 1/N. Then we 
call it localized phonon mode. That is the smaller of the value of P the more 
localized of a phonon mode. We calculated the participation ratio spectra of 
bulk Si (Fig. 2. 3) using a cell of 4×4×4 units3 with the periodic boundary 
condition. 1 units is 0.543 nm, which is the lattice constant of Si. The values 
of P in bulk Si are almost in the range between 0.5 and 1, which represent 
extended phonon modes.[148] 




Fig. 2. 3 Phonon participation ratio spectra of bulk Si. A cell of 4×4×4 unit3 is 
used in the calculation of phonon participation ratio of bulk Si. The 
participation ratio in bulk Si is almost in the range between 0.5 and 1.0, which 
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Chapter 3  
Thermal Transport in 3D Nanoscale Phononic Crystals 
In this chapter, we studied the thermal conductivity of three-
dimensional (3D) nanoscale isotopic phononic crystals (PnCs) of Si by 
equilibrium molecular dynamics method (EMD). We investigated the period 
length and the mass ratio effect on the thermal conductivity of the isotopic Si 
PnCs. The simulation results show that the 3D isotopic PnCs can significantly 
reduce the thermal conductivity of bulk Si at high temperature (1000 K), 
which could lead to a value of ZT larger than unity. We found that the thermal 
conductivity decreases as the period length increases and the thermal 
conductivity also increases as the mass ratio increases. We also did phonon 
modes analysis, and the phonon dispersion curves show obvious reduction of 
group velocities of phonon modes in PnCs. The phonon’s localization and 
band gaps are also clearly observed in the spectra of normalized inverse 
participation ratio in 3D isotopic PnCs. 
3.1 Motivation 
Thermoelectric materials are important for generating electricity from 
waste heat and being used as solid-state-Peltier coolers. Improving the 
efficiency of thermoelectric materials are crucial for their applications.[98] 
The performance of thermoelectric materials depends on the figure of merit, 
ZT.[99] ZT=S2σT/κ, where S, T, σ, and κ are the Seebeck coefficient, absolute 
temperature, electrical conductivity and total thermal conductivity, 
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respectively. ZT can be increased by increasing S or σ, or decreasing κ. 
However, it is difficult to improve ZT in conventional materials,[99] First, 
simple increasing S for general materials will lead to a simultaneous decrease 
in σ.[99,149] Also, an increase in σ leads to a comparable increase in the 
electronic thermal conductivity.[99,149] An effective way to increase the 
value of ZT is to greatly reduce the thermal conductivity without much 
degradation of electronic properties.[99,150] Moreover, ultra-low thermal 
conductivity is also required to prevent the back-flow of heat from the hot end 
to the cool end. Therefore, the reduction of thermal conductivity is crucial in 
thermoelectric applications. 
PnCs are constructed by a periodic array of scattering inclusions 
distributed in a host material.[151] Due to the period change of the density and 
/or elastic constants, PnCs can exhibit phononic band gaps (PBGs). Phonons 
with frequency in the range of PBGs cannot exist in PnCs, which is a 
remarkable property different from that of conventional materials. 
Superlattices have been extensively studied to design thermoelectric materials 
with high value of ZT.[152-155] Preliminary works[64,66,69] have shown that 
there is a minimum value of thermal conductivity in the direction 
perpendicular to the planes of superlattice when the period length is reduce to 
nanoscale.  
It is demonstrated that the atomic-scale 3D PnCs with Ge quantum-
dots densely and periodically arranged in Si have very low thermal 
conductivity in all three spatial directions.[92] The thermal conductivity is 
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reduced by several orders of magnitude compared with that of bulk Si, where 
the reduction is caused by the reduction of group velocities and multiple 
scattering of phonons in nanoparticle clusters. Si nanomesh film has been 
fabricated and it exhibits very low thermal conductivity due to the internal 
surface scatterings and the modification of phonon band structures.[22] 
Crystalline Si by phononic crystal pattering in 2D was also experimentally 
studied, it could has lower thermal conductivity (~2 W/m-K) than bulk Si 
because of the low group velocities and the coherent phononic effects.[93] 
In this chapter, we proposed an 3D nanoscale isotopic Si PnCs, and 
studied the thermal conductivity of the 3D PnCs. The 3D PnCs consist of 28Si 
atoms and “isotopes” MSi atoms which have the same properties as 28Si except 
mass. The M is the atomic mass of the isotope of Si, and the mass ratio R is 
defined as R=M/28. The 3D PnCs also could be called 3D superlattice due to 
the periodic arrangement in three directions. The scatterings of isotopic doping 
could significantly reduce the lattice thermal conductivity without much 
reduction of the electrical conductivity.[64,99]  
3.2 Thermal Conductivity of the 3D Isotopic PnCs of Si 
The structures of the 3D nanoscale PnCs of Si are shown in Fig. 3. 1, 
where 28Si and MSi atoms are assembled periodically in three spatial directions. 
Fig. 3. 1(a)-(d) shows the structures of 3D Si PnCs with different period 
lengths, corresponding to 1.09, 2.17, 3.26 and 6.52 nm, respectively. The 
volume of simulation cells is set as 12×12×12 units3, where 1 unit is 0.543 
nm, and totally 13,824 atoms are contained in the simulation cell.  




Fig. 3. 1 The structures of the 3D nanoscale isotopic PnCs. The PnCs consist 
of 3D periodic arrangements of 28Si (yellow) and MSi (pink) atoms. From (a) 
to (d), the period lengths of these 3D PnCs are 2, 4, 6 and 12 units, 
respectively. The lattice constant is 0.543 nm, that is, 1 unit represents 0.543 
nm. Periodic boundary conditions in three spatial directions are applied in the 
molecular dynamics simulation. 
 
Equilibrium molecular dynamics method (Chapter 2.5) is applied to 
calculate the thermal conductivities of 3D Si PnCs at 1000 K through Green-
Kubo formula.[116] Equilibrium molecular dynamics is a powerful method in 
calculating thermal conductivity at high temperature.[63,112,116] Thermal 
conductivity of 3D Si PnCs is simulated at 1000 K, which is larger than the 
Debye temperature, TD, of Si (~658 K).[43] Stillinger-Weber (SW)[123] 
potential (Chapter 2.2) is used to describe the interaction between Si atoms. 
SW potential includes both two-body and three-body potential terms, which 
has been widely used to investigate the thermal properties of bulk materials for 
its accurate fit for experimental results on thermal expansion 
coefficients.[60,63,64] Numerically, velocity Verlet algorithm (Chapter 2.3) is 
employed to integrate equations of motion, and each time step is set as 1.0 fs. 
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Canonical ensemble with Langevin heat reservoir firstly runs for 220 steps to 
equilibrate the whole system at 1000 K. Then, microcanonical ensemble (NVE) 
molecular dynamics runs for another 225 steps (33.5ns). Meanwhile, heat 
current (Chapter 2.5) is recorded at each time step. Finally, the thermal 
conductivity is calculated by Green-Kubo formula. In the integration of 
Green-Kubo formula of thermal conductivity, the time range is from zero to a 
cut-off time which is determined by first “avalanche” method.[156] The final 
result is averaged over sixteen realizations with different initial conditions. 
There is a finite size effect in calculating thermal conductivity when 
the simulation cell is not large enough.[116,157] We calculated the thermal 
conductivity of isotopic 3D Si PnCs with different size of simulation cell by 
EMD at 1000 K, which is shown is Fig. 3. 2. The period length is set as 2 units 
and the mass ratio R is set as 2. The calculated value of thermal conductivity 
converges when the side length of cubic simulation cell is larger than 10 units. 
To overcome the finite size effect on the calculation of thermal conductivity, 
the side length of the simulation cell is set as 12 units in all the following 
simulations. 




Fig. 3. 2 Thermal conductivity versus the side length of simulation cell. The 
mass ratio of the 3D isotopic PnC is 2 and the period length is 2 units. The 
error bars are calculated from 16 simulations with different initial conditions. 
All values are calculated at 1000 K which is larger than the Debye temperature, 
TD, of Si (~658 K). 
 
The thermal conductivity of 3D PnCs with different period length is 
shown in Fig. 3. 3, where the mass ratio is set as 2. For comparison, we also 
calculated the thermal conductivity of pure 28Si as 50±2 W/m-K (the dash dot 
line in Fig. 3. 3) at 1000 K. This result is comparable to the results of 
Schelling et al. by molecular dynamics simulation, 61 W/m-K.[116,158] 
However, molecular dynamics results could not exactly coincide with the 
experimental results of bulk Si at 1000 K, around 30 W/m-K.[159] Because 
the semi-empirical potential is not definitely accurate, and there are impurities 
in samples in measurements. This non-coincidence has little effect on 
comparing the results of molecular dynamics simulations when using the same 
potential parameters. 




Fig. 3. 3 Thermal conductivity versus the period length of isotopic 3D PnCs of 
Si. The mass ratio is 2. The dash dot line corresponds to the molecular 
dynamic result of thermal conductivity of pure 28Si. All values are calculated 
at 1000 K. 
 
Fig. 3. 3 shows that the thermal conductivity rapidly decreases as the 
period length increases. When the period length is 12 units, the value of 
thermal conductivity is only 2.14 W/m-K, which is 4.3% of that of 28Si from 
molecular dynamics simulation. Simkin and Mahan[69] show that the increase 
of the period length may lead to the increase of the amount of band folding 
and the decrease of the average group velocity in superlattices, which will 
cause the reduction of thermal conductivity. The phonon mean free path in Si 
is around 60 nm at 1000 K,[116] which is much longer than the period length 
of PnC in our simulation. Our simulation results of the thermal conductivity in 
Fig. 3. 3 are consistent with Simkin and Manhan’s results when the phonon 
mean free path is larger than period length.[69] 
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Another effective way to modulate the phonon transport in the 3D 
PnCs is to vary the mass ratio. The mass of impurity atoms could perturb the 
phonon density of states and phonon dispersion curves, which can affect the 
phonon group velocities. The thermal conductivity dependence on mass ratio 
is shown in Fig. 3. 4. This figure shows that the thermal conductivity rapidly 
decreases as the mass ratio increases from 1 to 6. The smallest value of 
thermal conductivity is 0.54 W/m-K, which is only 1.1% of that of pure 28Si 
obtained from molecular dynamics simulations. The heaviest Si isotope atoms 
is 43Si.[160] When M=43, the mass ratio R is about 1.5, and the thermal 
conductivity could be decreased from 50 of pure 28Si to 4.2 W/m-K, which is 
decreased by a factor of 12. MSi atoms could be replaced by other heavier 
atoms like 54Fe.[161] Here, the artificial Si isotopic atoms are used to explore 
the mass influence on the thermal transport and the trend of large mass effects. 
If other kind of atoms is included in the system, the simulation could become 
more complicated, because mass effect as well as other effects like bond 
strength and lattice relaxations could all affect the thermal conductivity, which 
is not studied in this work. 




Fig. 3. 4 Thermal conductivity versus the mass ratio of isotopic 3D PnCs of Si. 
The period length is 12 units. All values are calculated at 1000 K. The blue 
dash line is the fitting to the formula κ = A0 + A1exp−(x−x0)/t1 +A2exp−(x−x0)/t2 , where A0 is 0.59, x0 is 1.01, A1 is 6.15, t1 is 0.695, A2 is 
39.79 and t2 is 0.12. κ is thermal conductivity, x is the mass ratio. 
 
Gibbons and Estreicher studied a 28Si182 MSi10 quasi-1D supercell with 
10 randomly distributed MSi atoms (5%).[161] They found the thermal 
conductivity of this supercell decreases first and reaches a minimum when the 
mass ratio was “two”, and then the thermal conductivity increases as M 
increases. However, they stated that they cannot comment about the reasons 
for this minimum and do not know if the factor “two” remains valid for 
concentrations other than 5%. In the 3D PnCs in this work, the MSi is periodic 
distributed in 28Si, additionally, the concentration of MSi (50%) is much bigger 
than 5%. Our simulation results show that the thermal conductivity of 3D 
PnCs decreases monotonously as M increases. This tendency is consistent 
with the monotonous decrease of group velocities (Fig. 3. 5(b)).  
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3.3 Phonon Modes Analysis 
As shown in the simulation results, modulating the mass ratio and 
period length are two effective way to change the thermal conductivity. The 
phonon dispersion curves are computed to find the underlying mechanism in 
the reduction of thermal conductivity of 3D PnCs. The general utility lattice 
program (GULP)[144], and Stillinger-Weber potential[123] which is the same 
as the potential used in the molecular dynamics simulation are used in the 
calculation of phonon dispersion. Fig. 3. 5(a) shows the acoustic branches and 
partial optical branches of the dispersion curves of the 3D PnCs with two 
different period lengths, 2 and 4 units, where the mass ratio is set as 2. To 
compare the dispersion curves of PnCs with different period length, size of the 
unit cell of PnCs with 2 unit period length is set the same as the size of the unit 
cell of PnCs with 4 units period length. As the optical phonons contribute less 
to the thermal conductivity due to the lower group velocities, we focused on 
the acoustic phonons. It is clearly shown in Fig. 3. 5 that the group velocities 
decrease as the period length increases close to R point, which could cause the 
reduction of the thermal conductivity (shown in Fig. 3. 3). Fig. 3. 5(b) shows 
acoustic branches of the 3D PnCs with different mass ratios, where the period 
length is set as 2 units. The dispersion curves can be affected by the mass of 
impurity atoms, and the group velocities decrease as the mass of impurity 
atoms increases, which contributes to the reduction of thermal conductivity 
(shown in Fig. 3. 4).  




Fig. 3. 5 Phonon dispersion of PnCs along the [1, 1, 1] direction. (a) Acoustic 
and partial optical branches along the [1, 1, 1] direction. The mass ratio of the 
isotopic nanoscale 3D PnCs is set as 2. Different colors present dispersion 
curves of 3D PnC with different period length. It is clearly shown that close to 
R point the group velocities decrease as the period length increases, which 
causes the reduction of the thermal conductivity. (b) Acoustic branches along 
the [1, 1, 1] direction. The mass ratio of 3D PnCs changes from 1 to 2.5. 
Different color is referred to different mass ratio. The period lengths of 3D 
PnCs are kept the same as 2 units.  
 
To understand more about the physical mechanism of the reduction of 
thermal conductivity, the vibration eigenmode analysis on 3D PnCs is carried 
out. The localization of phonon modes could be qualitatively characterized by 
the normalized inverse participation ratio (NIPR) which is defined as 1/P.[162] 
P is participation ratio defined in (Eq. 2. 60). When the eigenmode occupies 
less atoms, the phonon mode has a larger NIPR value. For example, NIPR is N 
when the phonon mode only occupies one atom. When the eigenmode equally 
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occupies all the atoms, NIPR is calculated as 1. That is, the larger of the value 
of NIPR the more localized of a phonon mode.  
NIPR spectra of 3D PnCs with two different period lengths are shown 
in Fig. 3. 6. The mass ratio R is 2 for the PnCs. Obviously, the NIPR for 3D 
PnCs with 4 units in period length has larger values than that with 2 units in 
period length, which means that there are more modes localized in 3D PnCs 
with 4 units in period length. The localization of phonon modes could also 
cause the reduction of its thermal conductivity. The NIPR spectra of 3D PnCs 
with different mass ratio R are shown in Fig. 3. 7, where the period length is 2 
units. The values of NIPR of PnCs with R=1.5, R=2 and R=2.5 are larger than 
that of pure Si (R=1). That is isotopic atoms could cause more phonon 
localizations. NIPR values of 3D PnCs with different mass ratio R are close 
with each other. In Fig. 3. 7, phonon band gaps appear in the high frequency 
part (>12 THz) of the spectra for PnCs with R=2 and R=2.5, and the band gaps 
for R=2.5 are wider than those for R=2. The appearance of band gaps could 
cause the reduction of thermal conductivity, because the phonons with 
frequency in the range of band gaps cannot exist in the 3D PnCs. However 
when R is smaller than 1.5 (corresponding to 43Si), band gaps do not exist in 
the 3D isotopic PnCs. In this sense, the appearance of band gaps is a minor 
effect on the reduction of thermal conductivity in this kind 3D isotopic PnCs. 
Band gaps could emerge if MSi is heavier atom, such as Ge, when mass ratio R 
is larger than 2, which is indicated from Fig. 3. 7, and this kind 3D PnCs may 
have lower thermal conductivity.  




Fig. 3. 6 The normalized inverse participation ratio spectra of PnCs with 
different period length. The normalized inverse participation ratio spectra 
(NIPR) are calculated based on (Eq. 2. 60). The larger of the value of NIPR 
the more localized of a phonon mode. The left and right panels are 
corresponding to 3D PnCs with 2 unit and 4 unit period length, respectively. 
The mass ratios are the same as 2. 
 
 
Fig. 3. 7 The normalized inverse participation ratio spectra of PnCs with 
different mass ratio, R. The period lengths are the same as 2 units. The upper 
left panel (R=1) corresponds to pure Si. 




Besides the reduction of group velocities and the localization of 
phonon modes, interface scattering is another important factor which can 
cause the reduction of thermal conductivity in superlattices[155] and PnCs[93]. 
As 28Si and MSi atoms in 3D isotopic PnCs are the same except the mass, the 
interfaces would have little disorder and are well matched. Therefore, the 
interface scattering are less important than the reduction of group velocities 
and the localization of phonon modes. We do not analysis the interface 
scatterings in the 3D isotopic PnCs. 
3.4 Discussion 
In this Chapter, we investigated the thermal conductivity of nanoscale 
3D isotopic PnCs by EMD methods. The 28Si and MSi atoms are assembled 
periodically in the three directions. The simulation results show that the 
thermal conductivity of PnCs decreases as period length increases from 1 nm 
to 6 nm. The thermal conductivity of PnCs with 6 nm period length and mass 
ratio 2 is 2.14 W/m-K at 1000 K, which is only 4.3% of that of pure 28Si, and 
the low thermal conductivity could lead to a larger value of ZT. Moreover, the 
thermal conductivity rapidly decreases as the mass ratio increases. The phonon 
localizations and bandgaps of the 3D PnCs are clearly shown in the spectra of 
the normalized inverse participation ratio at high frequency. The appearance 
of band gaps could block phonon modes in the range of band gaps and also 
could flatten phonon dispersion curves. The phonon dispersion curves show 
that the phonon group velocities decrease in 3D PnC. Overall, the reduction of 
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thermal conductivity in 3D PnC is attributed to both the decrease of group 
velocities and the phonon localizations.  
If the bandgaps of the 3D PnCs exist at low frequencies, there will be 
greater reduction of thermal conductivity, because the thermal conductivity is 
mainly contributed from acoustic phonons. Hence, manipulating band gaps to 
low frequencies in nanoscale 3D PnCs is a challenging work, however it is 
worthy of effort in the future. There are advances in obtaining the nanoscale 
2D PnCs. However, the limitation in fabricating nanoscale 3D PnCs is still 
challenging nowadays.  
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Chapter 4  
Thermal Transport in 3D Nanoscale Phononic Crystal with 
Spherical Pores 
In this chapter, we studied the thermal conductivity of a nanoscale 
three-dimensional (3D) Si phononic crystal (PnC) with spherical pores. This 
PnCs could reduce the thermal conductivity of bulk Si by a factor up to 10,000 
times at room temperature. Thermal conductivity of Si PnCs is greatly reduced 
as the porosity increases, for example, the thermal conductivity of Si PnCs 
with porosity 50 % is 300 times smaller than that of bulk Si. We also did the 
phonon modes analysis, and we found that more phonons are localized as the 
porosity increases, which is shown in the phonon participation ratio spectra. 
We also found that the thermal conductivity is insensitive to the temperature 
changes ranging from room temperature to 1100 K. The extreme-low thermal 
conductivity could lead to a larger value of ZT than unity as the periodic 
structure affects very little the electronic properties.  
4.1 Motivation 
Since about sixty percent of energy from power plant is wasted as heat, 
people pay much attention to thermoelectric materials which can convert 
electricity from waste heat. Thermoelectric materials can also be used as solid-
state Peltier coolers in integrated circuits. The performance of thermoelectric 
materials depends on the figure of merit ZT,[99] ZT=S2σT/κ, where S, T, σ, 
and κ are the Seebeck coefficient, absolute temperature, electrical conductivity 
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and total thermal conductivity, respectively. Theoretically, ZT can be 
increased by increasing σ, or decreasing κ independently due to the different 
length scale of electrons and phonons. Nano-structuring is an effective way to 
increase ZT by reducing the thermal conductivity with little degradation of 
electronic properties.[99,163-166] In this Chapter, we study the thermal 
conductivity of nanoscale three-dimensional (3D) Si phononic crystal (PnC) 
with spherical pores by equilibrium molecular dynamics (EMD) simulations.  
Compared with other thermoelectric materials, Si nanostructures are 
low-cost, environment friendly and widely used in semiconductor 
industry.[63,64,167-171] Similar to photonic crystals, PnCs are constructed by 
a periodic array of scattering inclusions distributed in a host material. When 
the period length decreases to nanometers, PnCs can affect the phonon 
transport. Due to the periodic change of the density and /or elastic constants, 
PnCs could exhibit phononic band gaps.[151] This remarkable property is 
very different from those of traditional materials and can be engineered to 
achieve new functionalities, such as modulating thermal conductivity.  
Two-dimensional (2D) PnCs geometry in Si[22,93] have been 
fabricated and it is compatible with standard CMOS fabrication and mass 
produced. Experimental results have demonstrated that 2D Si PnCs exhibited 
the thermal conductivity as low as 2 W/m-K, whereas the values of electrical 
conductivity were comparable to those of bulk Si thin film[22]. Besides 2D 
PnCs, Gillet et. al predicted that the thermal conductivity of 3D PnC, where 
Ge quantum-dots (QDs) periodically arranged in Si, could be reduced by 
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several orders of magnitude compared with bulk Si. They applied the 
Boltzmann transport equation (BTE) method in the study.[92] Davis and 
Hussein demonstrated that the phonon band structure of a nanoscale Si PnC 
supercell is significantly different from that of bulk Si.[51] Both boundary 
scattering and the dispersion of PnC play an important role in the reduction of 
the thermal conductivity. Recently, Ma et. al experimentally studied thermal 
conductivity of nanoscale 3D Si PnC, and they found the thermal conductivity 
is below 10 W/m-K.[172]  
Similar to 3D Si PnC structure, nanoporous Si[95,109,111,122] can 
also significantly reduce the lattice thermal conductivity by specifically 
choosing the pore size and spacing. Additionally, the reduction of thermal 
conductivity could be enhanced by creating disorder at the pore surface.[95] 
On the other hand, Si PnCs and nanoporous Si could preserve their electronic 
properties with little degradation.[22,109,111] Consequently, the reduction of 
thermal conductivity in nanoscale Si PnCs and nanoporous Si could lead to a 
larger value of ZT than unity. 
In this chapter, the thermal conductivity of 3D Si PnCs with nanoscale 
spherical pores (Fig. 4. 1) is investigated by EMD simulations. We studied 
how porosity affects thermal conductivity and we also studied the temperature 
dependence of thermal conductivity. To understand the mechanism of the 
reduction of thermal conductivity and phonon localization, participation ratio 
spectra of PnCs are calculated and compared with that of bulk Si. Additionally, 
we calculated the local energy distribution of localized phonon modes, and the 
 Chapter 4 Thermal Transport in 3D Nanoscale PnC with Spherical Pores 
71 
 
thermal conductivity accumulation of 3D Si PnCs and bulk Si are also 
computed. 
4.2 Extreme Low Thermal Conductivity of 3D Si PnCs 
The 3D Si PnC is constructed by periodic arrangement of nanoscale 
supercell constructed from a cubic cell with a spherical pore (shown in Fig. 4. 
1). The “spherical” pore corresponds to a set of missing atoms and is not 
perfect spherical at the atomic scale. The center of the pore is located at the 
center of a cubic cell. The period length of PnC is the distance between centers 
of two nearest supercells. The porosity is defined as the ratio of number of 
removed atoms in pore to the total number of atoms in a cubic Si cell.  
 
Fig. 4. 1 The structures of nanoscale 3D Si PnCs. The period length of 3D 
PnCs is 8 units and the side length of simulation cell is 16 units. The periodic 
boundary condition is applied in simulation. The lattice constant is 0.543 nm 
of Si, and 1 unit represents 0.543 nm. (a) The structure of PnC with one corner 
cutting off and its porosity is 50%. (b) The structure PnC with porosity of 90%. 
 
In this work, the thermal conductivity of 3D PnCs is calculated by 
EMD method through Green-Kubo formula. EMD method is an effective 
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method in calculating thermal conductivity in semiconductors.[63,112,116] 
We focus on the thermal conductivity of 3D PnCs at high temperature (≥300 
K). 
In simulations, the periodic boundary condition is applied in all three 
directions. To describe the interaction between Si atoms, Stillinger-Weber 
(SW) potential for Si,[123] which includes both two-body and three-body 
potential terms, is applied. The SW potential has been used widely to study the 
thermal properties of Si structures[63,64] for its accurate fit for experimental 
results on the thermal expansion coefficients. The definition of heat current is 
discussed in Chapter 2.5. Velocity Verlet algorithm (Chapter 2.3) is employed 
to integrate equations of motion and the time step is set 1.0 fs. First, Langevin 
heat reservoir is used to equilibrate the system at 300 K for 1 ns. Then, 
microcanonical ensemble (NVE) molecular dynamics runs for another 16.7 ns. 
Meanwhile, heat current is recorded at each time step. Finally, the thermal 
conductivity is calculated by (Eq. 2. 29). The final thermal conductivity is 
averaged over twelve realizations with different initial conditions.  
Fig. 4. 2 shows a typical normalized heat current autocorrelation 
function (HCACF) used in Green-Kubo formula to calculate thermal 
conductivity of PnCs. The side length of simulation cell is 16 units, the period 
length is 8 units, the porosity is 90%, and the temperature is 300 K. From Fig. 
4. 2 we can see that the heat current autocorrelation curve decays rapidly at the 
first 1 ps, and then followed by a slower decay to zero within 30 ps 
approximately. Such a two-stage decayed HCACF has been found in the 
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studies of various materials.[116,156,173] The first stage corresponds to the 
contribution of short wavelength phonons to the thermal conductivity, while 
the second stage corresponds to the contribution of long wave phonons. 
 
Fig. 4. 2 Normalized heat current autocorrelation 〈J(τ) ∙ J(0)〉/〈J(0) ∙ J(0)〉 
versus time τ for PnC with porosity of 90% at 300 K. The side length of 
simulation cell is 16 units and the period length is 8 units. This figure shows 
heat flux correlation rapidly decays to zero in 30 ps. 
 
Fig. 4. 3 shows the thermal conductivity which is an integration of the 
HCACF. The HCACF is from Fig. 4. 2. The thermal conductivity converges to 
0.022 W/m-K after around 30 ps, which is consistent with the decay of heat 
current autocorrelation in Fig. 4. 2. The error bar is standard deviation of 12 
simulations with different initial conditions. 




Fig. 4. 3 Thermal conductivity calculated by integrating the correlation 
function in Fig. 4. 2 versus time τ. The curve of thermal conductivity 
converges beyond 30 ps which consistent with the decay of heat current 
autocorrelation in Fig. 4. 2.  
 
When using Green Kubo formula to calculate thermal conductivity, the 
finite size effect could arise if the simulation cell is not sufficiently 
large.[63,116] As shown in Table 4. 1, we calculated thermal conductivity of 
PnCs with porosity of 90%, which have different sizes, by EMD method at 
room temperature. The values of thermal conductivity change little when the 
side length of simulation cell is larger than 8 units. It shows that our 
simulation cell is large enough to overcome the finite size effect on calculating 
thermal conductivity. In all of the following simulations of PnCs, we use 16 
units as the side length of simulation cell and 8 units as period length. 
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Table 4. 1 Comparison of thermal conductivity for different size of simulation 
cell. The porosity is 90% and the period length is 8 units. The temperature is 
set as 300 K. 
Dimensions Side length [nm] Thermal conductivity [W/m-K] 
8×8×8 4.34 (2.1±0.1)×10-2 
16×16×16 8.69 (2.2±0.3)×10-2 
24×24×24 13.03 (2.1±0.2)×10-2 
 
To compare the thermal conductivity of 3D PnC with bulk Si, we also 
calculate the thermal conductivity of bulk Si as 170±16 W/m-K by EMD 
method at room temperature. The volume of the simulation cell of bulk Si is 
set as 12×12×12 units3 (1 unit is 0.543 nm), and periodic boundary conditions 
are applied in three directions. Our result is comparable to Henry et al.’s 
results of EMD simulation, 160 W/m-K.[120] The experimental value of 
thermal conductivity of bulk Si at 300 K[159] is around 156 W/m-K, which 
means the thermal conductivity obtained from molecular dynamic (MD) 
method is a bit overestimated. This non-coincidence with measurement value 
is caused by both the inaccuracies of semi-empirical potentials and the 
impurity of the sample in measurements. However, this non-coincidence has 
little effect on comparing MD results with the same potential parameters. 
We calculated the thermal conductivity of 3D PnCs with different 
porosity at room temperature. As shown in Fig. 4. 4, the thermal conductivity 
rapidly decreases as the porosity increases. When the porosity is 30%, the 
thermal conductivity is 1.67 W/m-K. Moreover, when porosity increases to 
90%, the thermal conductivity is decreased to 0.022 W/m-K which is only 
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0.01% of that of bulk Si. We compared thermal conductivity of different Si 
nanostructures in Table 4. 2. It shows that the thermal conductivity of 3D Si 
PnCs is even smaller than that of Si nanowires (NWs) and other Si 
nanostructures. Because PnCs do not have impurities and disorders, so the 
great reduction is due to the periodic spherical pores. 
 
Fig. 4. 4 Thermal conductivity of PnCs versus porosity at 300 K. The side 
length of the simulation cell is 16 units and period length is 8 units. The 
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Table 4. 2 Comparison of thermal conductivity in different nanoscale 
materials. 
Material Temperature [K] Method 
Thermal conductivity  
[W/m-K] 
3D Si PnC 
(porosity: 90%) 300 MD  0.022 
Isotope-doped 
SiNW[64]  300 MD 0.4 
Si nanotube[71]  300 MD 3.0 
GeNWs with Si-
coating[174,175] 300 MD 4.7 
SiNWs with Ge-
coating[176] 300 MD 2.8 
Si/Ge 
superlattice[177]  300 MD 1.2 
Nanoporous 
SiGe[122] 300 MD 0.36 
3D PnC (Ge QDs 
in Si) [92]  300 BTE 0.95 
2D Si PnC[93]  300 Experiment 4.8 
Nanomesh[22] 280 Experiment 1.9 
SiNW array[22]  300 Experiment 3.5 
Bulk Si 300 MD 170 
Bulk Si[120] 300 MD 160 
Bulk Si[120] 300 Experiment 156 
 
In bulk porous materials, the thermal conductivity value may be 
predicted from the Fourier classic Eucken model,[109,178] (κPorous κSolid )⁄ Eucken = (1 − ∅)/(1 + ∅/2) , and Russell model,[179] (κPorous κSolid )⁄ Ru ssell = (1 − ∅2 3⁄ )/(1 − ∅2 3⁄ + ∅). When porosity is 90%, 
the predict value of porousκ  is about 12 W/m-K for Fourier classic Eucken 
model and 11.2 W/m-K for Russell model. These values are even one order 
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larger than the thermal conductivity of PnCs with porosity of 30%. The 
classical Eucken model and Russell model is only good for materials in which 
the characterized size are much larger than the phonon mean free path. The 
models are not valid in nanoscale PnC, due to the strong size effect in 
nanostructures.[109,178] The thermal conductivity of polycrystalline Si is 
almost reduced by one order of magnitude compared with that of bulk silicon. 
The thermal conductivity of random nanoporous polycrystalline Si, where 
holes are randomly arranged both in their positions and sizes, has been 
experimentally studied and its value is 0.04 W/m-K.[180] Moreover, Alvarez 
et. al predicted the thermal conductivity of the random nanoporous 
polycrystalline Si as 0.02 W/m-K by a phonon hydrodynamic approach 
model.[181] However, the value of ZT is small compared with that of Si 
nanowires, because the electron mobility will be severely degraded at the same 
time.[182] 
Besides porosity effect, we also investigated the temperature effect on 
the thermal conductivity of Si PnCs, the temperature ranges from 300 K to 
1100 K. The results are shown in Fig. 4. 5. For comparison, thermal 
conductivity of bulk Si and the thermal conductivity of Si PnCs with three 
different porosities, 50%, 80% and 90% are calculated, respectively. Different 
from the bulk Si, the thermal conductivity of 3D PnCs changes little as the 
temperature increases. That is, the thermal conductivity of 3D PnCs is 
insensitive to temperature. A similar temperature dependence is also found in 
nanoporous SiGe[122] and thin SiNWs.[183] In pure bulk Si, there are normal 
phonon phonon scatterings and Umklapp phonon phonon scatterings. The 
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thermal conductivity is dominated by Umklapp scatterings and decrease as ~T-
1 in high temperature range. Different temperature dependence of thermal 
conductivity reflects different scattering mechanism.[183] In PnCs, the 
thermal conductivity is attributed to the very low frequency phonons, which is 
clearly shown in Fig. 4. 9, and high frequency phonons are more localized 
(details in Fig. 4. 6 and Fig. 4. 7). These low frequency phonons whose 
wavelengths are larger than the unit cell of PnCs have large mean free path 
and weak phonon-phonon scatterings in PnCs.[22] Therefore, the thermal 
conductivity of PnCs is not sensitive to the change of temperature. 
 
Fig. 4. 5 The thermal conductivity of PnCs and bulk Si versus the temperature. 
Thermal conductivity of PnCs is insensitive to the temperature. The PnCs have 
the same period length (8 units) and side length (16 units). The cubic 
simulation cell of bulk Si has 12 units in side length. The error bar is standard 
deviation of 12 simulations with different initial conditions. 
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4.3 Phonon Modes Analysis 
Participation ratio (Eq. 2. 60) spectra of 3D Si PnCs with different 
porosities are shown in Fig. 4. 6 and Fig. 4. 7. We also calculated the 
participation ratio (P) of bulk Si, using a cell of 4×4×4 units3 with periodic 
boundary conditions in three directions. The values of P in bulk Si are almost 
in the range between 0.5 and 1, which represent extended phonon modes.[148] 
Obviously, the values of P in 3D PnCs are much smaller than those of bulk Si, 
which means phonon modes in PnCs are likely localized, that responds to the 
reduction of thermal conductivity in Si PnCs. 
In order to quantitatively analyze the phonon localization in PnCs, we 
defined the number of phonon modes whose value of P is less than 0.5 divided 
by the total number of phonon modes as localization ratio (LR). According to 
the definition, a larger LR value means that there are more localized phonon 
modes. Also shown in Fig. 4. 6 and Fig. 4. 7, LR values of PnCs with porosity 
of 70%, 80% and 90% are 34%, 58% and 91%, respectively. That is, there are 
more localized phonon modes with the porosity increases. The extreme-low 
thermal conductivity of 3D PnCs is mainly caused by the localization of 
phonons.  




Fig. 4. 6 The participation ratio spectra of Si PnCs and bulk Si. The 
participation ratio is calculated as (Eq. 2. 60). A cell of 4×4×4 units3 is used in 
the calculation of participation ratio of bulk Si. Compared with bulk Si, the 
participation ratios of PnC have smaller value, which means phonon modes in 
PnC are likely localized. The participation ratio in bulk Si is almost in the 
range between 0.5 and 1.0 which characterizes the extended modes. LR values 
of PnCs are also shown. 
 
Fig. 4. 7 The participation ratio spectra of Si PnCs. The participation ratio is 
calculated as (Eq. 2. 60). LR values of PnCs are also shown. According to the 
definition of LR, there are more localized phonon modes in PnCs with larger 
porosity. 
 
To observe the spatial localization in 3D PhCs, we calculated the 
energy distribution.[71] The information about the spatial distribution of a 
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specific mode is described below. Local vibration density of states are defined 
as:[71,148] 
Di = ��ui,α ,k∗ ui,α ,kδ(ω−ωk)
αk  (Eq. 4. 1) 
where uiα,k is the αth normalized eigenvector component of eigenmode k for 
atom i. Based on the local vibration density of states, the spatial distribution of 
energy is calculated as: 
Ei = ��n + 12� ℏωDi(ω)
ω
                 
                                           = ���(n + 12)ℏωui,α ,k∗ ui,α ,kδ(ω−ωk)
αkω  
(Eq. 4. 2) 
where n is the phonon occupation number given by the Bose-Einstein 
distribution. Ei gives the total energy spatial distribution within a specified 
frequency regime, which provides a clear evidence of phonon localizations. 
Only the modes whose value of P is lower than 0.2 are computed in the 
summation of energy. Fig. 4. 8 (a) and (b) shows the normalized energy 
distribution on PnC at 300 K with porosity of 70% and 90%, respectively. It is 
obvious that the intensity of localized modes is much higher at boundaries. 
That is, most of phonons are localized at internal boundaries of PnCs. A 
heavier phonon localization in PnC with porosity of 90% corresponds to a 
lower thermal conductivity. 




Fig. 4. 8 Normalized energy distribution on the PnC at 300 K. (a) Normalized 
energy distribution on the PnC with porosity of 70%. (b) Normalized energy 
distribution on the PnC with porosity of 90%. The intensity of the energy is 
depicted according to the color bar. 
 
Furthermore, we calculate the cumulative thermal conductivity as a 
function of frequency at 300 K which is shown in Fig. 4. 9. The calculation 
method has been used in Henry and Chen’s work,[120] and it is has been 
discussed in Chapter 2.7. It is clearly seen that the heat is primarily carried by 
phonons with frequencies lower than 0.1 THz in PnCs, and these low 
frequency phonons contribute 90% to thermal conductivity. However, in bulk 
Si, more high frequency phonons contribute to thermal conductivity. This is 
why the thermal conductivity is insensitive to the change of temperature as 
shown in Fig. 4. 5. As the very low frequency phonon modes mainly 
contribute to the thermal conductivity, maybe a bit defect on the surface of the 
hole would not change the thermal conductivity. However, the defect could 
degrade the electric properties.[184] 




Fig. 4. 9 Cumulative thermal conductivity as a function of frequency for PnC 
with porosity of 90% and for Bulk Si at 300 K. Our calculated cumulative 
thermal conductivity for bulk silicon is compared with results from Ref.[40] 
 
4.3 Discussion 
Using EMD simulation, we have calculated thermal conductivities of 
nanoscale 3D Si PnCs with spherical pores through Green-Kubo formula. 
Simulation results show that the thermal conductivity decreases as porosity 
increase. When the porosity is 30%, the thermal conductivity is 1.67 W/m-K, 
and when the porosity is 50%, the thermal conductivity is 0.56 W/m-K. 
Moreover, when porosity increases to 90%, the thermal conductivity is 
decreased to 0.022 W/m-K which is only 0.01% of that of bulk Si. Due to the 
reduction of thermal conductivity, the PnC with spherical pores could lead to a 
larger value of ZT than unity. Moreover, we find that the thermal conductivity 
changes little when the temperature increases from 300 K to 1100 K. 
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The participation ratio spectra of both PnCs and bulk Si have been 
calculated. It shows that the participation ratios of PnCs are smaller than those 
of bulk Si. That is, there are more phonons localized in PnCs at boundaries, 
which could cause a lower thermal conductivity. Quantitatively, Si PnC with 
larger porosity has a larger LR value. As a consequence, the thermal 
conductivity of Si PnCs decreases as porosity increases. In addition, the low 
frequency phonons dominate in Si PnCs, which is different from bulk Si. 
In conclusion, an extreme-low thermal conductivity of nanoscale 3D Si 
PnC with spherical pores is predicted in this work, which could lead to a larger 
ZT value than unity. There are much advances in obtaining the nanoscale 2D 
PnCs and 3D printing, which may help in fabricating nanoscale 3D PnCs in 
the future. 
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Chapter 5  
Thermal Transport in Graphene Phononic Crystal 
We studied the thermal conductivity of graphene phononic crystal 
(GPnC), also named as graphene nanomesh, by molecular dynamics 
simulations. The dependences of thermal conductivity of GPnCs on length and 
temperature above 300 K are investigated. Thermal conductivity of GPnCs 
can be efficiently modulated by changing porosity and period length. The 
phonon participation ratio spectra reveal that more phonon modes are 
localized in GPnCs with larger porosity. Our results suggest that creating 
GPnCs is a valuable method to efficiently manipulate the thermal conductivity 
of graphene. 
5.1 Motivation 
Phonons mainly contribute to the thermal conductivity of 
semiconductor and dielectric materials. Management of phonons provide 
advances in thermal devices, such as thermal diodes which could control heat 
flow in a preferred direction,[42,185,186] thermal cloaking which could hide 
object from heat,[187-190] thermocrystals which could manipulate heat by 
phonons coherence effect,[40] and thermoelectric which could convert heat 
into electricity directly or be used as peilter refrigerator.[98,99]  
The graphene has been widely studied because of its fascinating 
properties. The contribution to thermal conductivity of grapheme mainly 
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comes from phonons.[55,79,121] It has extremely high thermal conductivity, 
which raises it as promising applications such as thermal interface materials 
and thermal management of electronic devices. The reported thermal 
conductivity of graphene (κG) varies in a wide range, from 2500 to 5300 W/m-
K at room temperature.[55,79-83,191,192] Furthermore, the thermal 
conductivity of graphene can be manipulated by phonon engineering, such as 
the size confinement,[88,193] defect scatterings,[83,194] boundary and 
junctions,[195,196] inter-layer couplings,[197-199] foldings[91,200], mass 
loading[201] and phononic crystals.[97,202,203] Therefore, graphene is a 
promising candidate for phononic engineering devices. 
The phononic crystals (PnCs) are constructed by a periodic array of 
scattering inclusions embedded in a host material.[1,23,151,204]When the 
period length decreases to nanometers, the phonon transport in PnCs will be 
affected.[69,205] Due to the periodic change of the density and elastic 
constant, PnCs exhibit phononic band gaps at high frequencies (Chapter 3). 
PnCs could also have boundary scattering[69] and phonon localizations which 
could block high-frequency phonons. This remarkable property is very 
different from those of traditional materials, and allows PnCs to achieve new 
functionalities. There has been a growing attention in recent years to utilize 
the unique properties of PnCs for thermal applications. It is reported silicon 
nanomesh,[22] silicon by PnCs patterning,[93] and nanoporous silicon[109] 
have very low thermal conductivity, which is favorable for thermoelectric 
applications. 
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Recently, a graphene PnC (GPnC) also named as nanomesh, a single 
layer graphene with artificial periodic holes, has been fabricated.[97,202,203] 
It is reported that GPnCs could open up a conduction bandgap in graphene, 
and the on-off ratio of the GPnCs as a field-effect transistor could be tuned by 
varying the neck width.[97] Theoretical study of phonon transport in GPnCs 
has shown that Bragg scatterings lead to a dramatic change in thermal 
conductivity of GPnCs, κGPnC. These GPnCs in that work comprise periodic 
arrays of holes (7.5 nm in period length).[4] However, fabricating graphene 
with such small period is still challenging. The neck width observed in the 
nanomesh graphene[97] is 5~15 nm, corresponding to the period length about 
25~75 nm with porosity of 50%.  
In this chapter, we study the thermal conductivity of GPnCs with 
period length (L0) varying from 10.4 nm to 62.5 nm by nonequilibrium 
molecular dynamics (NEMD) method. The dependences of thermal 
conductivity on both length (L) and temperature (T) are studied. Moreover, the 
porosity is tuned from 0.0041% to 66% by varying the diameter (D) of holes, 
and its impact on the thermal conductivity of GPnCs is also investigated. 
Vibrational eigenmodes analysis reveals that phonon modes localization in 
GPnCs is enhanced by large porosity, and the phonon dispersion is suppressed 
in GPnCs, which will reduce the phonon group velocities. 
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5.2 Manipulate Graphene Thermal Conductivity by Phononic 
Crystal Structure 
The structure of GPnC is a single layer graphene embedded with 
periodic circular holes, which is characterized by L0 and D. Neck width 
corresponds to L0−D. The same L0 is used in the longitudinal and transverse 
direction. Fig. 5. 1 (a) shows a simulation cell with 5 periods in longitudinal 
direction and 1 period in transverse direction, where L0=25 nm and D=15 nm. 
The periodic boundary condition is used in transverse direction and the 
fixed boundary condition is used in longitudinal direction. Optimized Tersoff 
potential is applied to describe the C-C interactions, which could be better 
representing the lattice properties of graphene.[130] A temperature gradient is 
established along longitudinal direction by applying Langevin heat bath[138] 
at the two ends (boxes in Fig. 5. 1 (a)).  
The equations of motions are integrated by velocity Verlet method 
with a time step of 0.5 fs. In the beginning, the simulation runs 0.6 ns to reach 
a steady state by applying heat bath in an NVT ensemble. Then the simulation 
runs 7 ns to get an averaged heat current and temperature profile. The thermal 
conductivity is calculated from Fourier's law: 
κ = − J ∙ LA ∙ ∆T (Eq. 5. 1) 
where J is the heat current, L is the length of the simulation cell, ΔT is the 
temperature difference and A is the cross section area, A=W×3.4 Å, where W is 
width, and 3.4 Å is the graphene inter-layer distance.[83,206,207] The final 
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result is the mean value of twelve realizations with different initial conditions. 
The error bar is the standard deviations of the 12 simulations. As the heat 
transport in graphene is isotropic, the thermal conductivity is the same in 
zigzag and armchair direction.[197,208,209] Only zigzag graphene and zigzag 
GPnCs are studied in this work. 
In Fig. 5. 1 (b), we shows the temperature profile of simulation cell. 
Temperatures at two ends are set as TL=310 K and TR=290 K. There are 
temperature jumps at the two boundaries due to the couplings with heat bath. 
The ΔT is defined as temperature difference between the two dash lines, which 
excludes temperature jumps next to heat baths.  
 
Fig. 5. 1 Structure of GPnCs and the temperature profile of GPnCs. Structure 
of GPnC, single layer graphene embedded with periodic circular holes. L0 is 
the period length, L is the length of simulation cell, and D is the diameter of 
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the hole. The same L0 is used in the longitudinal and transverse direction. 
L0=25 nm, D=15 nm and L=125 nm in (a). Periodic boundary condition is 
used along transverse direction and fixed boundary condition is used in 
longitudinal direction. Heat bath with higher temperature (red box) TL and 
lower temperature (blue box) TR are applied at two ends. (b). Temperature 
profile of simulation of GPnC in (a). Temperature of two heat baths is set as 
TL=310 K and TR=290 K. There are boundary jumps at the two ends. 
Temperature difference ΔT is between the two dash lines.  
 
The size effect could arise if the simulation cell is not sufficiently large 
in transverse direction.[116] We checked the thermal conductivity dependence 
on the number of periods in transverse direction. We set L0=25 nm and L=125 
nm for the simulation cells of GPnCs. At 300 K, the thermal conductivities of 
1 period and 2 periods simulation cells of GPnCs are 143.05±2.84 and 
143.09±1.33 W/m-K, respectively. That is, 1 period in transverse direction is 
enough to get a saturated thermal conductivity. In the following simulations, 
we choose 1 period in transverse direction in all simulation cells of GPnCs. 
Along the heat transferring direction (longitudinal), the thermal 
conductivity depends on the length of material in nanoscale. Previous 
works[121,197,208] on graphene found the thermal conductivity increases as 
the length of graphene increases and the thermal conductivity does not 
converge even at several micrometers. We study the κGPnC dependence on the 
length of GPnCs at room temperature, which is shown in Fig. 5. 2. Here, the 
L0 is fixed as 25 nm, and D is fixed as 15 nm. Inset zooms in for GPnC at the 
small scale. With the increase of length, thermal conductivity first increases, 
and then increases slowly after L≥250 nm. 
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In comparison with GPnCs, Fig. 5. 2 also shows that the length 
dependence of κG at 300 K. The same boundary conditions and heat bath as in 
the GPnCs are used. The width of graphene simulation cell is set as 5.2 nm, 
which is large enough to simulate the thermal conductivity of graphene.[208] 
Our simulation result of κG with L=300 nm is 1694±37 W/m-K, which is 
consistent with previous works.[197,208] The red dash line is proportional to 
log(L), which indicates the κG follows ~ log(L) behavior, which has been 
found in the experimental study.[121] Moreover, we found κG does not 
converge to a finite value within 300 nm in length. The effective phonon mean 
free path in graphene is 240 nm at 300 K, which may lead to the significant 
length dependence and high thermal conductivity.[79,197] 
 
Fig. 5. 2 Thermal conductivity of graphene and GPnC versus length of 
simulation cell at 300 K. The width of simulation cell of graphene is 5.2 nm. 
For GPnC, D=15nm, L0=25 nm and the porosity is calculated as 28%. Inset 
zooms in for GPnC at the small scale. The red dash line is proportional to 
log(L), which is used for references. 




Compared with graphene, the GPnCs has much lower thermal 
conductivity shown in Fig. 5. 2. Graphene contains 2 C atoms in the primitive 
cell, while the GPnC used in Fig. 5. 2 contain 24,072 C atoms in one period. 
Thus, the phonon dispersions of GPnC are greatly folded and flattened 
compared with that of graphene. The phonons participating in Umklapp three-
phonon scattering should satisfy the momentum and energy conservation as 
q±q'=q"+K, where K is a reciprocal lattice vector and 
ω(q)±ω(q')=ω(q")[207,210] We counted the number of phonons states 
available for Umklapp three-phonon scattering (Nsc) and found that Nsc in 
GPnCs (same as in Fig. 5. 7(b)) increases by a factor of 127 compared with 
that of graphene. Therefore, in the GPnCs, there are much more states 
available for three-phonon Umklapp scatterings.[91,210] In addition, the 
phonon group velocities are decreased because of flattened phonon dispersion 
and phonon modes are more localized in GPnCs (details in Fig. 5. 6). 
Therefore, GPnCs have much lower thermal conductivity than graphene. 
The temperature dependence of thermal conductivity of graphene has 
been studied in previous works.[81,82,208] In Fig. 5. 3, we compared the 
temperature dependence of κG with that of κGPnC. For GPnCs, we fixed L0 as 
25 nm, D as 15 nm and L as 125 nm. The graphene has the same L as the 
GPnCs. The dash line draws the 1/T temperature scaling for reference. The κG 
with L=125 nm approximately decreases in proportion to 1/T, which comes 
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from the Umklapp phonon-phonon scattering. The κGPnC decreases more 
slowly than κG as the temperature increases from 300 K to 800 K.  
 
Fig. 5. 3 Thermal conductivity of graphene and GPnCs versus temperature. 
For GPnCs, L0=25 nm, D=15 nm and L=125 nm. For graphene, L is also 125 
nm and the width is 5.2 nm. The red dash line is proportional to 1/T, which is 
used for references.  
 
Besides the length dependence, the diameter of holes could be another 
factor affecting the thermal conductivity. We fixed L0 as 25 nm and L as 125 
nm, varied D from 0.26 nm to 23 nm. The porosity is defined as the number of 
C atoms removed from the hole by the number of C atoms in graphene. The 
calculation result for κG with L=125 nm is 1392±29 W/m-K at room 
temperature (Fig. 5. 2). The ratio r of κGPnC to κG at room temperature is 
shown in Fig. 5. 4. As the porosity increases from zero to 3%, r decreases 
rapidly from 1.0 to 0.61. Then it slowly decreases to 0.01 when the porosity 
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reaches 66%. Especially, when there is only one atom removed in each period, 
the porosity of this GPnC is calculated as 0.0041%, and the thermal 
conductivity is decreased from 1392 (graphene) to 1188 (GPnC) W/m-K. That 
is smallest porosity 0.0041% will caused the reduction of thermal conductivity 
by a factor of 0.146. Previous work found PnCs with larger porosity has lower 
phonon group velocities.[205] Additionally, phonon modes are more localized 
in larger porosity PnC. Consequently, GPnCs with larger porosity will have a 
smaller thermal conductivity. This result indicates that the thermal 
conductivity could be effectively tuned by changing the diameter of holes in 
GPnCs. 
 
Fig. 5. 4 The ratio r of κGPnC to κG versus porosity at 300 K. For GPnCs, 
L=125nm, L0=25 nm and D vary from 0.26 nm to 23 nm. The κG with L=125 
nm is calculated as 1392±29 W/m-K. The insert figure is the simulation cell of 
GPnCs with porosity 50% and 21% respectively. 
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Additionally, we investigate the dependence of thermal conductivity 
on the period length. With the fixed porosity of 28% and L of 125 nm, we 
varied the L0 from 10.4 nm to 62.5 nm. The κG with L=125 nm is calculated as 
1392±29 W/m-K at room temperature (Fig. 5. 2). Fig. 5. 5 shows period 
dependence of the ratio r of κGPnC to κG at 300 K. We find r increases as the 
period length increases. PnC with smaller period length will have denser 
boundary scattering. Previous works have found Umklapp scattering and 
boundary scattering dominate in material with large period length.[69,205] As 
the boundary scattering becomes denser, the thermal conductivity decreases 
monotonically. This result suggests that period length is another important 
factor that could affect the thermal conductivity. 
 
Fig. 5. 5 The ratio r of κGPnC to κG versus period length at 300 K. For GPnCs, 
L=125 nm, the porosity is fixed as 28% and L0 varys from 10.4 nm to 62.5 nm. 
The insert figure is the simulation cells of GPnCs with L0=25 nm and 15.7 nm 
respectively.  
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5.3 Phonon Modes Analysis 
In order to understand the underlying physical mechanism of the 
reduction of thermal conductivity, a vibrational eigenmode analysis on GPnCs 
is carried out.[211] The participation ratio (P) for phonon mode k is defined 
through (Eq. 2. 60), and the eigenmodes are obtained by general utility lattice 
program (GULP).[144] When the phonon modes occupies less atoms, the 
phonon mode has a smaller P value. 
Participation ratios of phonons in graphene and GPnCs with different 
porosity are computed in Fig. 5. 6. As shown in Fig. 5. 6, the participation 
ratios of GPnCs are significantly reduced compared with that of graphene, 
thus, GPnCs have smaller thermal conductivity than graphene. Additionally, 
there exists an obvious reduction of the participation ratios in GPnCs when the 
porosity changes from 10% to 50%, which indicates that larger porosity could 
enhance phonon localizations in GPnCs. This is responsible for the results in 
Fig. 5. 4 that GPnCs with larger porosity has lower thermal conductivity. 
Similar results are also found in Si PnCs.in Chapter 4. Therefore, thermal 
conductivity can be manipulated by varying the porosity. Fig. 5. 7 (a) and (b) 
shows the lower part of phonon dispersion of graphene and GPnC, 
respectively. The phonon dispersions of graphene and GPnC are calculated by 
lattice dynamics implemented in GULP.[144] Apparently, the phonon 
dispersions are folded and flattened in GPnC. Thus, there are much more 
states available for three-phonon Umklapp scatterings in GPnC, which will 
cause the reduction of thermal conductivity. There are no band gaps in GPnC. 
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Based on our calculations, there are much more states available for three-
phonon Umklapp scatterings in GPnC, which will cause the reduction of 
thermal conductivity. We further compute the polarized vibrational density of 
states (DOS) in graphene and GPnC from MD simulation. The DOS is 
calculated as the Fourier transform of the velocity auto-correlation 
function.[64] Compared to the out-of-plane DOS (Fig. 5. 7 (c)), the in-plane 
DOS (Fig. 5. 7 (d)) of graphene is significantly affected by the introduction of 
phononic crystal structure. In particularly, we find that the characteristic G-
peak of graphene (~ 48 THz) is dampened in GPnC, and there are additional 
in-plane DOS peaks showing up above the cut-off frequency of graphene (~52 
THz), consistent with lattice dynamics calculations (Fig. 5. 7 (a)-(b)). As 
shown in Fig. 5. 6, these additional phonon modes are well localized thus 
contribute little to thermal transport.   
 
Fig. 5. 6 Participation ratio spectra of graphene and GPnCs with different 
porosity. The L of the square cell of graphene is set as 2.55 nm for the 
calculation of the participation ratios and phonon dispersion. L0 is fixed as 7.7 
nm for GPnCs. Red points and black points correspond to participation ratio of 
GPnCs with porosity 50% and 10%, respectively. Blue points correspond to 
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participation ratios of graphene. GPnCs has smaller participation ratio than 
graphene. Additionally, GPnCs with smaller porosity have larger participation 
ratio. 
 
Fig. 5. 7 Low frequency part and very high frequencies of phonon dispersion 
of graphene and GPnC. (a) Low frequency part and very high frequency of 
graphene phonon dispersion. (b) Low frequency part and very high frequency 
of GPnC phonon dispersion. The MPnC is the M point of square Brillouin zone. 
The square graphene cell in (a) and the GPnC cell in (b) is the same as 
graphene cell in Fig. 5. 6, and the porosity of the GPnC is set as 3.8%. Phonon 
dispersion of GPnC is flattened compared with that of graphene. (c) Out-of-
plane DOS of graphene and GPnC. (d) In-plane DOS of graphene and GPnC. 
 
5.4 Discussion 
We have studied the thermal conductivity of GPnCs by using 
nonequilibrium molecular dynamics method. The simulation results show that 
thermal conductivity of GPnCs increases as the length increases, then 
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increases slowly when the length is larger than 250 nm. It is found that the 
value of thermal conductivity of GPnCs is significantly reduced compared 
with graphene. Above room temperature, thermal conductivity of graphene 
decreases approximately proportional to 1/T, while thermal conductivity of 
GPnCs decrease more slowly than that of graphene as the temperature 
increases. The thermal conductivity of GPnCs is greatly decreased with the 
increase of porosity and the decrease of period length. Vibrational eigenmodes 
analysis reveals that the increase of porosity enhances phonon localizations in 
GPnCs, which leads to the reduction of thermal conductivity. Our results 
suggest that creating GPnCs is a useful method to efficiently manipulate the 
thermal conductivity of graphene. 
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Chapter 6  
Thermoelectric Properties of 3D Si Phononic Crystal 
The thermoelectric properties of n-type Si phononic crystals (PnCs) 
with spherical pores are studied. In Chapter 4, we found that the lattice 
thermal conductivity of Si PnCs with spherical pores is extreme low. It is 
necessary to investigate how the electronic properties are affected in the Si 
PnCs. Density functional theory and Boltzmann transport equation under the 
relaxation time approximation are applied to study the electrical conductivity, 
Seebeck coefficient, and electronic thermal conductivity. We found that the 
transport coefficients are little degraded in Si PnC. These results implicate that 
Si PnC is a good candidate for thermoelectric materials. 
6.1 Motivation 
Thermoelectric materials are important for generating electricity from 
waste heat and being used as solid-state-Peltier coolers, which could supply 
sustainable and clean energy to meet the needs of the future. Improving the 
efficiency of thermoelectric materials are critical for their applications.[98] 
The performance of thermoelectric materials depends on the figure of merit 
ZT,[99] ZT=S2σT/κ, where S, T, σ, and κ are the Seebeck coefficient, absolute 
temperature, electrical conductivity and total thermal conductivity, 
respectively. ZT can be increased by increasing S or σ, or decreasing κ. 
However, it is difficult to improve ZT in conventional materials.[99] An 
effective way to increase the value of ZT is to greatly reduce the lattice 
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thermal conductivity without much degradation of electronic 
properties.[99,150] Therefore, the reduction of thermal conductivity is crucial 
in thermoelectric applications. 
Si has the advantage of being low-cost, environmentally friendly, and 
widely used in the semiconductor industry. However, the bulk Si is a poor 
thermoelectric material because of the high thermal conductivity (~156 W/m-
K at 300 K) which results in low value of ZT (~ 0.01 at 300 K)[105]. In 
Chapter 4, we found that the thermal conductivity is significantly decreased in 
Si PnCs with spherical pores, and the thermal conductivity of Si PnCs with 
porosity larger than 70% is decreased by 3 orders of magnitude compared with 
that of bulk Si at room temperature. Thus, Si PnCs could be expected to be 
used as high efficiency thermoelectric material. However, the electronic 
properties of porous Si with pores randomly arranged both in position and size 
is substantially deteriorated, which would result in a low value of ZT.[184] 
Previous work about nanoporous Si with periodic arrangement of cylinder 
pores have shown that the electronic properties are little degraded and the 
lattice thermal conductivity is decreased by a factor of 200 compared with that 
of bulk Si.[212] This result in an enhanced value of ZT which is increased by 2 
orders of magnitude compared with that of bulk Si with appropriate carrier 
concentration.[111] Thus, it is meaningful to study the electronic properties of 
Si PnCs with spherical pores. 
In this chapter, we calculate the room temperature transport 
coefficients of Si PnCs with spherical pores by density functional theory 
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implemented in Quantum ESPRESSO[213] and the Boltzmann transport 
equation under the relaxation time approximation implemented in 
BoltzTraP[214]. 
6.2 Electronic Properties of 3D Si PnCs with Spherical Pores 
The transport coefficients, electrical conductivity σ, Seebeck 
coefficient S and electronic thermal conductivity κe, can be calculated through 
Boltzmann transport equation under the relaxation time approximation:[215] 
σ = L(0) (Eq. 6. 1) 
 s = −(1/eT)σ−1L(1) 
 
(Eq. 6. 2) 
 
κe = 1/(e2T)(L(2) − L(1)σL(1)) (Eq. 6. 3) 
where L(α) is defined in the following equation: 
L(α) = e2τ�� dk�⃗4π3 (−∂f(ϵnk�⃗ )∂ϵnk�⃗n )v�⃗ nk�⃗ v�⃗ nk�⃗ (ϵnk�⃗ − μ)α  (Eq. 6. 4) 
In the above equations, ϵnk�⃗  is the energy eigenvalue of the nth band at k�⃗  point 
in the first Brillouin zone, f(ϵnk�⃗ ) is the Fermi-Dirac distribution function at 
room temperature T, 𝑛𝑛 is the chemical potential, 𝜏𝜏 is the relaxation time 
and v�⃗ nk�⃗  is the group velocity, v�⃗ nk�⃗ = (1/ℏ)∇k�⃗ ϵnk�⃗ . Here, the relaxation time 𝜏𝜏 is taken to be energy-independent, it depends on carrier concentration, which could be obtained by fitting experimental value of bulk Si.[216] In this work, the relaxation time of bulk Si is used. The Seebeck coefficient in 
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(Eq. 6. 2) is independent of relaxation time. BoltzTraP is applied here, it is a program for calculating the semi-classic transport coefficients.[214]. 
The electronic structure of the system is needed for calculating the transport coefficients. All the electronic structure is performed by the density functional theory approach[217,218] as implemented in the Quantum ESPRESSO.[213] The kinetic energy cutoff for wave functions is set as 28 Ry, the kinetic energy cutoff for charge density and potential is set as 280 Ry, ultrasoft Vanderbilt type pseudopotential[219,220] is used, and Perdew-Wang 91 gradient-corrected functional is applied for exchange correlation energy[221]. To find the optimal doping range, the transport coefficients are calculated as a function of carrier concentration with rigid band approximation. To obtain a converge results of the transport coefficients, a dense k�⃗ -point mesh with 146 points is used in the irreducible Brillouin zone. 
The 3D Si PnC is constructed by periodic arrangement of nanoscale 
supercells, where the supercell is constructed from a cubic cell with a 
spherical pore (shown in Fig. 6. 1). The centers of cubic and spherical pore are 
overlapped. The period length of PnC is the distance between centers of two 
nearest supercell. The porosity is defined as the ratio of the number of 
removed atoms in pore to the total number of atoms in a cubic Si cell. The 
structure is optimized to obtain a stable structure. 




Fig. 6. 1 Structure of Si PnCs with spherical pores. The Si atoms in the 
internal surface are passivated with hydrogen atom H. The yellow atoms are Si, 
and the purple atoms are H. The period length is 1 unit, the diameter of the 
spherical hole in this Si PnC is 1.0 nm, and the porosity is calculated as 13.9%. 
Here 1 unit is 0.543 nm. 
 
The calculated electrical conductivity at room temperature as a 
function of doping concentration (ne) is shown in Fig. 6. 2. The period length 
of Si PnC with spherical pore is 3 units. The diameter of the hole is 1.0 nm, 
and the porosity is calculated as 13.9%. The blue line shows the electrical 
conductivity of Si PnC with spherical pore. To compare the transport 
coefficients of Si PnCs with that of bulk Si, we also calculated the transport 
coefficients of bulk Si. The red line shows our calculation results of bulk Si 
and the open circles are the results of bulk Si from Ref. [111]. Our results of 
bulk Si are consistent with the results from the Ref. [111]. In addition, we also 
calculated the transport coefficients of nanoporous Si which is the same as the 
structure in Ref. [111] shown in Fig. 6. 5. The period length of the nanoporous 
Si is the same as the period length of Si PnC with spherical pores, 3 units, and 
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the diameter of the cylinder hole in Fig. 6. 5 is also 1.0 nm. The black line 
shows our calculation results of the electrical conductivity of the nanoporous 
Si in Fig. 6. 5, which are consistent with the results (open triangle) from Ref. 
[111]. The electrical conductivity of Si PnC is decreased by a factor of 26% to 
41% depending on the carrier concentration compared with that of bulk Si. 
 
Fig. 6. 2 Room temperature electrical conductivity as a function of doping 
concentration (ne). Red line is the electrical conductivity of bulk Si, and the 
open circle is the results of bulk Si from Ref. [111]. Black line is the electrical 
conductivity of nanoporous Si, and the open triangle is the results of 
nanoporous Si from Ref. [111]. The blue line is the electrical conductivity of 
Si PnC with spherical pores. The period length of Si PnC with spherical pores 
is 3 units, and the diameter of the hole is 1 nm. The period length of 
nanoporous Si PnC is 3 units, and the diameter of the cylinder hole is 1 nm, 
which is shown in Fig. 6. 5. 
 
Similar as electrical conductivity, we calculated the electronic thermal 
conductivity of Si PnCs with spherical pores. For comparison, we also 
calculated the electronic thermal conductivity of bulk Si and Si nanoporous. 
The room temperature electronic thermal conductivity as a function of carrier 
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concentration is shown in Fig. 6. 3. The open circle in Fig. 6. 3 is the 
electronic thermal conductivity of bulk Si from Ref. [111], and the red line is 
our calculation results of electronic thermal conductivity of bulk Si. The open 
triangle in Fig. 6. 3 is the electronic thermal conductivity of nanoporous Si 
from Ref. [111], and the black line is our calculation results of electronic 
thermal conductivity of nanoporous Si. Our results of electronic thermal 
conductivity of bulk Si and nanoporous Si are consistent with the results from 
Ref. [111]. The blue line is the electronic thermal conductivity of Si PnC. As 
shown in Fig. 6. 3, the electronic thermal conductivity of Si PnC is decreased 
by a factor of 39% to 55% depending on the carrier concentration compared 
with that of bulk Si. 
 
Fig. 6. 3 Room temperature electronic thermal conductivity as a function of 
doping concentration (ne). Red line is the electronic thermal conductivity of 
bulk Si, and the open circle is the results of bulk Si from Ref. [111]. Black line 
is the electronic thermal conductivity of nanoporous Si, and the open triangle 
is the results of nanoporous Si from Ref. [111]. The blue line is the electronic 
thermal conductivity of Si PnC with spherical pores. The period length of Si 
PnC with spherical pores is 3 units, and the diameter of the hole is 1 nm. The 
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period length of nanoporous Si PnC is 3 units, and the diameter of the cylinder 
hole is 1 nm, which is shown in Fig. 6. 5. 
 
The room temperature Seebeck coefficient as a function of carrier 
concentration is shown in Fig. 6. 4. For comparison, we also calculated the 
Seebeck coefficient of bulk Si and Si nanoporous. The open circle in Fig. 6. 4 
is the Seebeck coefficient of bulk Si from Ref. [111], and the red line is our 
calculation results of Seebeck coefficient of bulk Si. The open triangle in Fig. 
6. 4 is the Seebeck coefficient of nanoporous Si from Ref. [111], and the black 
line is our calculation results of Seebeck coefficient of nanoporous Si. Our 
results of Seebeck coefficient of bulk Si and nanoporous Si are consistent with 
the results from Ref. [111]. The blue line is the Seebeck coefficient of Si PnC. 
As shown in Fig. 6. 4, the Seebeck coefficient of Si PnC is close to that of 
bulk Si when carrier concentration is larger than 2×1019cm-3. 




Fig. 6. 4 Room temperature Seebeck coefficient as a function of doping 
concentration (ne). Red line is the Seebeck coefficient of bulk Si, and the open 
circle is the results of bulk Si from Ref. [111]. Black line is the Seebeck 
coefficient of nanoporous Si, and the open triangle is the results of nanoporous 
Si from Ref. [111]. The blue line is the Seebeck coefficient of Si PnC with 
spherical pores. The period length of Si PnC with spherical pores is 3 units, 
and the diameter of the hole is 1 nm. The period length of nanoporous Si PnC 




Fig. 6. 5 Structure of nanoporous Si. The period length is 3 units, and diameter 
of the cylinder hole is 1 nm, which is the same as structure from Ref. [111]. 




The band structure of bulk Si and Si PnC with spherical pore are 
shown in Fig. 6. 6 and Fig. 6. 7. For comparison, the same tetragonal 
symmetry is used in the calculation of band structure of bulk Si and Si PnC. 
The period length is 3 units, and the diameter of the holes is 1.0 nm for Si PnC. 
The band gap is increased compared with that of bulk Si. The calculated band 
gap of bulk Si is 0.57 eV, whereas the band gap of Si PnC is 1.01 eV. The 
electronic band gap is broadened compared with that of bulk Si. Furthermore, 
the band is flattened due to the periodic pore along the Γ to X direction, which 
could result in a reduction of electrical conductivity and electronic thermal 
conductivity. However, the band structure along other directions such as Γ to 
M, M to X and Γ to R of 3D Si PnC remains as dispersive as that in the bulk Si, 
thus the reduction of electrical conductivity and electronic thermal 
conductivity is not significant as the lattice thermal conductivity which will be 
discussed later. The density of states of Si PnC is larger than that of Si near 
Fermi level which is consistent with the flattening of the dispersions. 
 




Fig. 6. 6 The electronic band structure and density of states (DOS) of bulk Si. 
The same tetragonal symmetry as Si PnC in Fig. 6. 7 is used for comparison. 
 
Fig. 6. 7 Band The electronic band structure and DOS of 3D Si PnC with 
spherical pores. Period length of Si PnC is 3 units and diameter of the hole is 1 
nm. 
 
Further, the porosity effect on the transport coefficients of Si PnCs as a 
function of carrier concentration is calculated. The electrical conductivity, 
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electronic thermal conductivity, and Seebeck coefficient are shown in Fig. 6. 8, 
Fig. 6. 9, and Fig. 6. 10, respectively. The electrical conductivity is reduced as 
the porosity increases (shown in Fig. 6. 8), however, the reduction is not 
significant. The electronic thermal conductivity is also little reduced as the 
porosity increases (shown in Fig. 6. 9). Importantly, the Seebeck coefficient of 
Si PnCs is close to that of bulk Si when the porosity changes. When the 
porosity is 40%, the narrowest connection in the Si PnC is 1 unit, which is the 
same as that of the Si PnC with period length 8 units and porosity 90% in 
Chapter 4. From the calculation results we can see that the transport 
coefficients are little degraded in Si PnC when the narrowest connection is 
larger than 1 unit. However, the lattice thermal conductivity is decreased by a 
factor up to 4 orders of magnitude (Chapter 4). Therefore, the value of ZT 
could be greatly increased. 
 
Fig. 6. 8 Room temperature electrical conductivity of Si PnCs with different 
porosity as a function of carrier density. The period length of Si PnCs is 3 
units. The red, blue, black and purple line corresponds to electrical 
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conductivity of bulk Si, Si PnC with porosity 13.9%, Si PnC with porosity 
30.5%, and Si PnC with porosity 38%, respectively. 
 
Fig. 6. 9 Room temperature electronic thermal conductivity of Si PnCs with 
different porosity as a function of carrier concentration. The period length of 
Si PnCs is 3 units. The red, blue, black and purple line corresponds to 
electronic thermal conductivity of bulk Si, Si PnC with porosity 13.9%, Si 
PnC with porosity 30.5%, and Si PnC with porosity 38%, respectively. 
 
Fig. 6. 10 Room temperature Seebeck coefficient of Si PnCs with different 
porosity as a function of carrier concentration. The period length of Si PnCs is 
3 units. The red, blue, black and purple line corresponds to Seebeck 
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coefficient of bulk Si, Si PnC with porosity 13.9%, Si PnC with porosity 
30.5%, and Si PnC with porosity 38%, respectively. 
 
6.3 Discussion 
In this work, we studied the transport coefficient of Si PnCs through 
density functional theory implemented in Quantum ESPRESSO and 
Boltzmann transport equation under the relaxation time approximation 
implemented in BoltzTraP. For comparison, we also calculate the electrical 
conductivity, electronic thermal conductivity and Seebeck coefficient of bulk 
Si and Si nanoporous. We found that the electrical conductivity and electronic 
thermal conductivity is decreased little compared with that of bulk Si, and the 
Seebeck coefficient is close to that of bulk Si. The transport coefficients in Si 
PnCs with spherical pores are larger than that in Si nanoporous with cylinder 
hole of the same diameter. The band structure of Si PnC is as dispersive as that 
of bulk Si, which could result in the little reduction of transport coefficients. 
We can conclude that the electronic properties are preserved in Si PnCs. As 
the lattice thermal conductivity is significantly decreased, Si PnCs could be 
designed as high efficiency thermoelectric materials. 
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Chapter 7  
Conclusions 
7.1 Contribution 
In this thesis, we have investigated the thermal transport in nanoscale 
phononic crystals (PnCs) which are 2D or 3D periodic nanostructures. PnCs 
could be expected to have large value of ZT and could be used as high 
efficiency thermoelectric materials. The demand for energy in the world is 
increasing, however, the non-renewable fossil fuel becomes less and less in 
the earth and a large amount of energy is wasted as heat. The thermoelectric 
materials could turn the waste heat into electricity. Thus, the PnCs are worthy 
of investigating to improve the efficiency of thermoelectric materials by 
significantly reducing the lattice thermal conductivity but preserving the 
electronic properties. 
 Classical molecular dynamics method was employed to numerically 
calculate the thermal conductivity of PnCs. This method cannot involve the 
quantum effects which will affect the thermal properties of materials at 
sufficiently low temperature. However, numerically solving the Schrödinger 
equation for a many atom system is too hard in practice. Molecular dynamics 
method based on numerically solving the Newton’s equation of motion for a 
many atom system is extremely powerful. Additionally, theoretical works 
predicted that classical molecular dynamics is appropriate above room 
temperature for Si nanostructures and graphene nanostructures. Therefore, 
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molecular dynamics is applicable in the research of thermal properties of PnCs 
above room temperature. 
Using molecular dynamics method, we first simulated the thermal 
conductivity of 3D Si isotopic PnCs at 1000 K. The 3D Si isotopic PnCs 
comprise of Si and Si isotope atoms periodically. We found that the thermal 
conductivity decreases as the mass ratio and the period length increases. When 
period length is 6.5 nm and the mass ratio is fixed as 2, the thermal 
conductivity could be decreased to 2.14 W/m-K which is only 4.3 % of that of 
bulk Si. Further, when the mass ratio reaches 6, the thermal conductivity could 
be decreased to 0.54 W/m-K which is only 1.1% of that of bulk Si, where the 
period length is set as 6.5 nm. It is very meaningful to investigate the thermal 
conductivity of isotopic PnCs, because isotopic PnCs has the advantage of 
preserving the electronic properties of bulk Si since the Si isotopes have the 
same electronic properties as Si except mass. Therefore, Si isotopic PnCs 
could improve the value of ZT by two orders of magnitude due to the 
significant reduction of thermal conductivity. 
In addition to 3D Si isotopic PnCs, we also studied the thermal 
conductivity of Si PnCs with spherical holes. The simulation results revealed 
that the thermal conductivity decreases as the porosity increases. This result 
could be explained by the localization of phonon modes. Phonon modes are 
more localized in PnCs with larger porosity, which could cause a smaller 
thermal conductivity. The thermal conductivity of Si PnC is insensitive to 
temperature, which is different from that of bulk Si. The thermal conductivity 
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of bulk Si decreases as temperature increases proportional to 1/T. Importantly, 
we found that the thermal conductivity is mainly contributed by phonon 
modes with frequencies smaller than 0.1 THz. The thermal conductivity could 
be reduced by a factor up to 104 times at room temperature. Therefore, 
implementing PnC structure in Si is a useful method to reduce the thermal 
conductivity. 
Besides Si based PnCs, PnCs based on graphene were also designed 
and studied by molecular dynamics method. Graphene has super high thermal 
conductivity (3000 ~ 5000 W/m-K), while the graphene PnCs could greatly 
reduce the thermal conductivity. The thermal conductivity of graphene 
increases as the length increases from several nanometers to micrometers. 
However, the thermal conductivity of graphene PnCs with period length of 25 
nm and porosity of 28% is 142 W/m-K when the length is 250 nm, and the 
thermal conductivity increase slowly when the length is larger than 250 nm. 
The simulation results show that porosity and period length are two important 
factors that could significantly impact the thermal conductivity.  
After investigating the thermal properties of PnCs, we also studied the 
electronic properties of Si PnCs with spherical pores by first principle 
calculation and Boltzmann transport equation under the relaxation time 
approximation. We found that the electrical conductivity and electronic 
thermal conductivity is decreased very little. Similar as lattice thermal 
conductivity, the electrical conductivity and the electronic thermal 
conductivity decrease as the porosity increases but the reduction is much less 
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significant than that of lattice thermal conductivity. The value of ZT of Si 
PnCs could be greatly enhanced due to the significant reduction of lattice 
thermal conductivity and the preservation of electronic properties. 
From our results of PnCs, we could conclude that PnCs could have 
very low thermal conductivity; meanwhile the electronic properties of bulk 
materials will be preserved. The thermal conductivity could be sufficiently 
controlled by varying period length, isotopes and porosity. These findings will 
encourage the fabrication of such PnCs and the practical applications of PnCs 
as thermoelectric materials.  
 
7.2 Future Work and Outlook 
In this thesis, we have investigated the thermal conductivity of PnCs. 
The thermal conductivity of PnCs could be greatly impacted by the period 
length, isotopes and porosity. It is interesting to know how the combination of 
these factors could further reduce the thermal conductivity, because reduction 
of the lattice thermal conductivity is critical to improve the efficiency of 
thermoelectric materials. 
We found that the 3D Si PnCs with spherical pores have extreme low 
thermal conductivity (Chapter 4). The surfaces of the spherical pores are 
smooth in the PnCs. Because rough surface is more realistic in practical 
fabrication, it is meaningful to investigate how the rough surface could affect 
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the thermal conductivity of PnCs. Additionally, the electronic properties of Si 
PnCs with rough surface is worthy of being studied. 
The phonon band gaps exist at high frequencies in the 3D Si isotopic 
PnCs (Chapter 3), however, the criteria for the formation of the band gaps in 
THz in PnC is still unclear. Engineering the band gaps in PnCs is very 
important to control the thermal transport. Thus, theoretical work is needed to 
study the phonon band gaps of PnCs. 
Other geometry such as hexagonal, triangle pores in PnCs also should 
be investigated and compared with the results of PnCs with spherical pores. 
The pattern of the pores is another factor that could affect the thermal 
conductivity. Only simple cubic pattern are studied in this thesis, other pattern 
like hexagonal should be further investigated. 
The combination of different PnCs could also be interesting, because 
different PnCs could have band gaps at different frequencies. The phonons 
with frequencies in the range of band gaps cannot exist in these PnCs. Thus, 
we could expect that phonons with certain frequencies could be selected by 
strategy combinations of different PnCs. 
Considering that the macroscale PnCs with defects could be designed 
as cavity and filters, it is very meaningful to investigate the effect of defect on 
PnCs in nanoscale. It is probable to include defect in practical fabrication, and 
the defect might have strong effect on the thermal transport in PnCs, which 
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