Abstract. We consider, for p ∈ (1, 2) and q > 1, the p-Laplacian evolution equation with absorption
Introduction
We are interested in singular solutions for the parabolic p-Laplacian equation with absorption:
Here by a singular solution we always mean a non-negative and non-trivial solution which is continuous in R n × [0, ∞) \ {(0, 0)} and satisfies v(x, t) dx = ∞.
As one can see from the next section, a singular solution is either an FS or a VSS. Denote by δ(·) the Dirac delta function. Then (1.2) and (1.3) can be written in short as u(·, 0) = c δ (·) . Typical diffusion equations without absorption, such as the heat equation u t = ∆u, the porous media equation u t = ∆u m , and the parabolic p-Laplacian equation u t = div (|∇u| p−2 ∇u), admit only FSs; cf. [12] . One observes that (1.1) is invariant under any rotation of x and the scaling u → T λ (u) for any λ > 0, where
We call a singular solution of (1.1) self-similar if it is invariant under any rotation of x and under the scaling u → T λ (u) for any λ > 0, so that it necessarily takes the form u = t −α w(|x|t −αβ ), where w is defined on [0, ∞) and satisfies the following ODE: where the last condition is equivalent to (1.2) since, for r = |x|t −αβ , u(x, t) = |x| −1/β r 1/β w(r). Singular solutions, as can be seen from the standard heat equation u t − ∆u = 0, play a vital role in understanding the large time asymptotic behavior of solutions of the Cauchy problem of (1.1) with "fast" decaying initial data; see [7, 8, 10, 13, 24] and the references therein for some of their applications.
When p > 2, (1.1) is degenerate parabolic. Using an ODE shooting method, Peletier and Wang [22] proved that when q ∈ (p − 1, p − 1 + p/n), (1.1) admits a self-similar VSS. Uniqueness of such a self-similar VSS was later verified by Diaz and Saa [5] .
A complete investigation for all singular solutions of (1.1) for p > 2 was performed by Kamin and Vazquez [13] . They proved the following:
(1) when q ≥ p − 1 + p/n, (1.1) does not have any singular solution; (2) when p − 1 < q < p − 1 + p/n, there exist a unique VSS and, for every given c > 0, a unique FS with initial mass c; (3) when 0 < q ≤ p − 1, there does not exist any VSS but there exists, for any c > 0, a unique FS with initial mass c.
Actually, they provided the above classification for the following more general equation:
where φ(·) is in a certain class of non-negative functions that mimic u q . When p = 2, equation (1.1) becomes a semilinear heat equation
Brezis and Friedman [1] showed that there are singular solutions if and only if q ∈ (1, 1 + 2/n). Existence of VSS for the same range q ∈ (1, 1 + n/2) was later established by Brezis, Peletier, and Terman [2] . Relations between VSS and FS were discovered by Kamin and Peletier [9] . All singular solutions of (1.7) were classified by Oswald [20] . In this paper, we study the case
One notices that (1.1) becomes singular at points where |∇u| = 0.
In [3] , we studied self-similar singular solutions of (1.1), i.e., the ODE problem (1.5) under the constraint (1.8). We established the following result. 
The main structure of our proof of the theorem is adapted from that of Kamin and Vazquez [13] .
After the pioneering work of [1, 2, 8] on (1.7), there was work on singular solutions for the porous media equation with absorption
When m > 1, i.e., the slow diffusion case, Kamin, Peletier, and Vazquez [11] provide a complete classification of singular solutions of (1.9).
(1) When q ≥ m + 2/n, (1.9) has no singular solution at all. (2) When q ∈ (m, m + 2/n), there exists a unique VSS and, in addition, for every c > 0, a unique FS with initial mass c. (Existence of self-similar VSS was established by Peletier and Terman [21] whereas uniqueness of VSS was established by Kamin and Veron in [14] .) (3) When q ∈ (1, m], there does not exist any VSS but there exists, for every c > 0, a unique FS with initial mass c.
The corresponding results for FS were established by Kamin and Peletier in [10] . When m ∈ (max{0, 1 − 2/n}, 1), i.e., the fast diffusion case, Peletier and Zhao [23] proved that (1.9) has FS and VSS if and only if q ∈ (1, m + 2/n). Recently, Leoni [17] proved that when m ∈ (0, 1) and q > 1, (1.9) has a self-similar VSS if and only if m > max{0, 1 − 2/n} and q ∈ (1, m + 2/n). See also Leoni [18] , and a recent improvement of Kwak [15, 16] . More recently in [4] , we obtained uniqueness of FSs and VSSs for the PDE (1.9) for (m, q) in the same range as in [17] .
Our paper is organized as follows. In §2, we first show that a singular solution of (1.1) is either an FS or a VSS. Then we provide two upper bounds for any singular solution of (1. 
In §3, we establish the existence of FS and VSS when q ∈ (1, p−1+p/n). In fact, we show that an FS with initial mass c can be obtained as a limit of any sequence of solutions of (1.1), or of the more general (1.6), whose initial data approximate the measure cδ(·). A VSS can be obtained as the limit, as c → ∞, of FS with initial mass c.
At last, in §4, we prove the uniqueness of singular solutions. First we show the uniqueness of FS for the pure p-Laplacian evolution equation
The proof relies on a blow-up technique and a scaling invariance u → u h (x, t) of the equation (1.1), where
Then we establish the uniqueness of FS for (1.1). From the existence proof in §3, one derives that an FS of (1.1) is bounded by the unique FS of (1.10) with the same initial mass, which implies that the L 1 (R n ) difference of any two FSs of (1.1) with the same initial mass approaches zero as t → 0. The uniqueness then follows from a contraction principle, which asserts that the L 1 (R 1 ) difference of any two solutions of (1.1) is non-increasing in t.
Finally we prove the uniqueness of VSS of (1.1). We show that any VSS is an upper bound of any FS, so u ∞ , the limit of u c as c → ∞, is the minimal VSS; i.e., it is no bigger than any other VSS. With this minimality and scaling invariance of (1.1), we show that u ∞ is self-similar. As both u * and u ∞ are self-similar VSS, by Proposition 1, they are identical, which yields the uniqueness of VSS.
Properties of singular solutions and a non-existence result
In this section, we shall first establish certain properties of singular solutions of (1.1), and then prove that (1.1) does not have any singular solution when q ≥ p − 1 + p/n.
Lemma 2.1. Let p > 1 and φ(·) be a non-negative function on [0, ∞).
Assume that u is a singular solution of (1.6), i.e., a non-negative, non-trivial solution of
we conclude that a singular solution of (1.1) is either an FS or a VSS.
Proof. The proof given below follows the same idea as that in [11] .
By (1.2), for every ε > 0, there exists
, 0 < τ < t ≤ t ε , and sending δ → 0 we then obtain
Also noting that c ε is non-increasing in ε, sending ε 0 we then obtain that there
Notice that c = 0 would imply, for all ε > 0, that c ε = 0, i.e., sup x∈R n u(x, t) ≤ ε for all t ∈ (0, t ε ), which, by the maximum principle, implies that u ≤ ε for all (x, t) ∈ R n × (0, ∞), so that, as ε > 0 is arbitrary, u ≡ 0. Since u is non-trivial, we must have c ∈ (0, ∞) ∪ {∞}. This completes the proof.
Next we provide two upper bounds for singular solutions of (1.1).
Lemma 2.2. Assume that
(ii) If u is a singular solution to (1.6) with φ(·) ≥ 0, then for
(ii) Direct calculation shows that for any ε > 0, the function B(t + ε)
for all x 1 > 0 and t ≥ 0. The assertion (2.2) then follows from the invariance of the equation for u under the rotation of x.
, 2), then p 2−p > n, so that, for any R > 0 and any singular solution u of (1.6), |x|>R u(x, t) dx ≤ Bt
as t 0. Thus, (1.3) and (1.4) are equivalent to lim t 0 R n u(x, t) dx = c and lim t 0 R n u(x, t) dx = ∞, respectively.
With the upper bounds for singular solutions, we can now show that if (1.1) has a singular solution, then there exists a maximal singular solution, which has to be self-similar. 
) and w solves (1.5).
Proof. For each τ > 0, let u τ (x, t) be the solution of (1.1) in R n ×(τ, ∞) with initial value
Then as in the proof of the previous lemma,
Consequently, for any
. We denote this limit by u * , which is necessarily a solution of (1.1).
To show that u * is non-trivial, we need only show that u * is no less than any singular solution of (1.1). In fact, if u is a singular solution of (1.1), then from Lemma 2.2 and a comparison principle,
is non-trivial and is the maximal singular solution of (1.1) if (1.1) has a singular solution.
It remains to show that u * is self-similar. From the construction of u * , we see that u * is radially symmetric. Note that for any λ > 0, the function T λ (u
is a non-trivial and non-negative solution of (1.1) satisfying (1.2), so it is a singular solution of (1.1). Since u * is maximal, u * ≥ T λ (u * ) for all λ > 0. Observe that the operator T λ preserves the order; namely, if
) for all > 0 and λ > 0. In particular taking λ = 1/ and
Thus, u is self-similar and can be written in the form t 1/(q−1) w(|x|t Proof. According to our ODE result in Proposition 1, problem (1.1) does not have any self-similar singular solution when (1.8) and q ≥ p−1+p/n hold. The assertion of the theorem then follows from Lemma 2.3.
The above proof relies on the analysis of the ODE problem (1.5), i.e., Proposition 1. Below we provide another proof, which does not use any of the ODE result. The method may be applied to some other similar problems.
Another proof of Theorem 2.4. Suppose for the contrary that (1.1) has a singular solution u. Then for any t > 0 and R ∈ [0, 1), applying Lemma 2.2 (i) for |x| < R and (ii) for |x| > R yields
We consider several different cases. Case (1): p < 2n n+1 . In this case, p 2−p < n so that taking R = 0 in (2.4) and denoting by ω n the area of unit sphere in R n , we obtain
But this contradicts Lemma 2.1, which asserts that u satisfies either (1.
Hence, as in case (i) we get a contradiction.
Again, this is impossible. Case (4): p > 2n n+1 and q = p − 1 + p/n. In this case, we still have
In addition, as q > 1 and u(·, t) is uniformly bounded for every fixed t > 0, u
Define e(t) = R n u(x, t) dt and denote by R = R(t) the positive constant such that
(t).
Then, by the estimate (2.2), 
Sending τ 0 we get a contradiction. Summarizing Cases (1)- (4), we conclude that (1.1) has no singular solution when q ≥ p − 1 + p/n and p ∈ (1, 2).
Remark 2.2. In case (1) of the proof, we only used Lemma 2.2 (ii) and Lemma 2.1, so when p ∈ (1, 2n n+1 ), problem (1.6) has no singular solution, provided that φ is non-negative. In particular, (1.10) has no singular solution when 1 < p < 2n n+1 .
Remark 2.3. In proving the same non-existence theorem for the porous media equation u t = ∆u m − u q , where q > m + 2/n, in [10] (for m > 1) and in [23] (for m ∈ (max{1 − 2/n, 0}, 1)) the integral identity R n ζ∆u m = u m ∆ζ for a smooth test function ζ plays an essential role. Due to the quasi-linear nature of the pLaplacian operator, this technique cannot be used here. The proof provided here is elementary and straightforward and can be applied to the porous media equation with absorption to show the non-existence of singular solutions. It can also be applied to the non-existence of a singular solution to (1.6), where φ(·) is continuous, non-negative and satisfies lim inf u→∞ φ(u)u −q > 0 for q = p − 1 + p/n.
Existence of singular solutions
In the rest of this paper, we always assume that
We remark that the first condition implies that 1 < p − 1 + p/n, i.e., p > 2n n+1 . In this section, we shall establish the existence of FS and VSS for (1.1) under the assumption (3.1). For this purpose, we cite a few known results from [6] concerning the parabolic p-Laplacian equation for p ∈ ( 2n n+1 , 2). Existence [6] : Assume that φ(·) is non-negative and continuous. Then for any bounded and non-negative initial data, (1.6) has a unique (weak) solution.
Regularity [6] : Assume that u is a non-negative locally bounded solution of (1.6). Then both u and ∇u are locally Hölder continuous with the Hölder exponent and the Hölder norm depending only on p, n, and the local L ∞ bound of the solution. 
Contraction Principle: Assume that φ(·) is non-decreasing and u 1 and u 2 are solutions of (1.
The contraction principle follows by multiplying (1.6) by (u 1 − u 2 ) δ + (δ > 0), integrating over R n , and then sending δ → 0. We can now establish the existence of FS for (1.1). In fact, we do it for (1.6). 
Let c > 0 be given and let {ϕ j (·)} 
As u j ≤ u o j , {u j } is locally uniformly bounded. Consequently, by the regularity result [6] for locally bounded solutions of (1.6), the family {u j } ∞ j=1 is equicontinuous in any compact subset of R n × (0, ∞). Hence, we can find a function u and a subsequence, which we still denote by {u j }, such that, as j → ∞, u j → u uniformly in any compact subset of R n × (0, ∞). The limit function u is necessarily a (weak) solution of (1.6) in R n × (0, ∞). Now we show that u is a fundamental solution of (1.6) with initial mass c. First of all, by Fatou's lemma,
Next, we show that for any δ > 0,
For this purpose, let {φ j (x)} be a sequence such thatφ j is continuous and compactly supported in {x| |x| ≤ δ j } with lim j→∞ δ j → 0, thatφ j ≤ ϕ j , and that
Now letũ j be the solution of (1.6) with initial dataφ j . Notice that the function
. By rotational invariance, we then obtaiñ
Now we estimate the total mass ofũ j (·, t). From the differential equation, we have
Thus, for any fixed t > 0 and large j such that δ > δ j ,
Sending t 0 we then obtain (3.4). Finally, we show that u satisfies (1.2). Using the contraction principle (since φ is non-increasing), we have, for any t > 0,
As u o j (·, 0) = ϕ j and |x|≥ε ϕ j (x) dx → 0 as j → ∞, sending j → ∞ and using
Sending ε → 0 and using the rotational invariance, we then obtain the estimate
This shows that u satisfies (1.2). Hence, u is an FS with initial mass c.
As we shall show later, FSs are unique, so the whole sequence {u j } converges to u.
The following two corollaries follow by taking φ ≡ 0 and φ = u q in Theorem 3.1. Next we establish the existence of VSS of (1.1). Assume (3.1) . Then (1.1) has a VSS u ∞ which is the limit, as c → ∞, of the FS of (1.1) with initial mass c.
Theorem 3.4.

Proof. Let ζ(·) be any non-negative continuous function on
is a c δ-sequence, and we can apply Theorem 3.1 to obtain an FS u c of (1.1). Since for each j, ϕ c j is monotonic in c, u c is monotonic in c. Consequently, u ∞ (x, t) = lim c→∞ u c (x, t) exists. By the uniform estimates (2.1) and (2.2) for FSs, we know that u ∞ (·, t) is bounded for each t > 0 and satisfies also the estimates (2.1) and (2.2). By the local equicontinuity of {u c } (since they are locally uniformly bounded), u ∞ is a (weak) solution of (1.1). Also, the estimate (2.2) for u = u ∞ shows that u ∞ satisfies (1.2). Finally, since u ≥ u c for every c,
Thus, u ∞ satisfies (1.3). That is, u ∞ is a VSS of (1.1).
Remark 3.1. The same proof can be applied to show that (1.6) admits a VSS when φ is continuous, non-negative and non-decreasing, and satisfies
Uniqueness of singular solutions
In this section, we prove the uniqueness of singular solutions of (1.1) under (3.1). To do this, we first show the uniqueness of FS for (1.10), then the uniqueness of FS for (1.1), and finally the uniqueness of VSS for (1.1). 
Uniqueness of FS for
u t = div (|∇u| p−2 ∇u).E c (x, t) = Gt −1/k D(c) + |x|t −1/(nk) p/(p−1) −(p−1)/(2−p) , where k = k(p, n) := p − 2 + p/n, G = G(p, n) := p 2−p (p−1)/(2−p) nk 1/(2−p) ,
and D(c) is the unique constant such that
Proof. Notice that E c is invariant under the scaling
In addition, it is easy to verify that lim t 0 E c (x, t) = 0 for all x = 0, and
that E c satisfies (1.10). Hence, E c is an FS of (1.10) with initial mass c. Next we prove the uniqueness. Assume that u is any fundamental solution of (1.10) with initial mass c. We want to show that u = E c . We divide the proof into three steps.
Step 1. Consider the family {u h } h>0 , where
ht). Direct calculation shows that each u
h is a solution of (1.10). In addition, from Remark 2.1,
Furthermore, using Lemma 2.1 (ii),
Hence, by the regularity of solutions of (1.10), the family {u h (·, 1)} h>0 is equicontinuous in any bounded domain of R n , so that there exists a sequence {h j } ∞ j=1
, the Lebesgue dominated convergence theorem then gives that
Let v(x, t) be the solution to (1.10) in R n × (1, ∞) with initial data v(·, 1) = u o . Then, as both u h j and v are solutions of (1.10), the contraction principle shows that, for all t ≥ 1,
Step 2. Denote, for each h > 0,
By the contraction principle, e h (t) is a non-increasing function of t. Also, for any h > 0, by the scaling invariance 
Step 3. We first show that e o = 0. Suppose to the contrary that e o > 0. We define u and u as the solutions of (1.10) in R n × (1, ∞) with initial data
The comparison principle then gives
On the other hand, by the contraction principle,
Hence we obtain a contradiction. This contradiction shows that e o = 0. As e 1 (t) is non-increasing in t, 0 = e o = lim t 0 e 1 (t) then implies that e 1 (t) = 0 for all t > 0. Thus, u ≡ E c . The proof is completed. Proof. We need only prove the uniqueness of FS. The following proof follows the idea of [13] . Let v be an FS of (1.1) with initial mass c. We first show that v ≤ E c . In fact, for every τ > 0, let v τ be the solution to (1.10) for t > τ with initial value v τ = v on {t = τ }. Then by comparison, v τ ≥ v for all t > τ, so that when τ 1 ≤ τ 2 , v τ 1 ≥ v τ 2 for all t > τ 2 , i.e., {v τ } τ>0 is monotonic decreasing in τ . Consequently, the limit function w = lim τ 0 v τ exists there.
Uniqueness of FS of
By the upper bound for singular solutions (Lemma 2.2) and local regularity of solutions of (1.6), we know that for any t > 0, v τ (·, t) → w, as τ 0, uniformly in any compact set of R n and in L 1 (R n ). As R n v τ (x, t) dx is a constant equal to R n v(x, τ ) dx, which, by Remark 2.1, approaches c as τ → 0, we conclude that R n w(·, t)dx = c for all t. Thus, w is an FS of (1.6) with initial mass c. By uniqueness, w = E c . Consequently, v ≤ lim τ 0 v τ = E c .
Let u 1 and u 2 be any two FS solutions of (1.1) with initial mass c. Then u i ≤ E c for i = 1, 2, so that by the contraction principle, for any t > s > 0, Sending s 0 we conclude that u 1 (·, t) = u 2 (·, t), since all the integrals E c (·, s), u 1 (·, s), and u 2 (·, s) approach c as s 0. This completes the proof of the theorem. Proof. Let u ∞ be the VSS established in Theorem 3.4. We first show that u ∞ is the minimal singular VSS solution. Namely, any VSS of (1.1) is no less than u ∞ . Since u ∞ is the limit of u c , we need only show that any VSS of (1.1) is an upper bound of any FS of (1.1). For this purpose, let u be any VSS of (1.1). Let also c > 0 be any fixed constant. Since u satisfies ( Next we show that u ∞ is self-similar. Since u c is unique, it must be radially symmetric. As u ∞ is the limit, as c → ∞ of u c , so is u ∞ radially symmetric. Now following the same proof for the self-similarity of u * in the proof of Lemma 2.3 we can show that u ∞ is scaling invariant; namely, u ∞ = T (u ∞ ) for every > 0. Thus u ∞ is a self-similar solution of (1.1). Consequently, from Proposition 1, we see that u * = u ∞ . As u * is the maximal VSS and u ∞ the minimal VSS, we conclude that all VSS coincide with u * = u ∞ . This completes the proof of the theorem.
Uniqueness of VSS for u t = div (|∇u|
