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Resumo
Nesta tese apresenta-se uma arquitectura sobre sistemas de pesquisa guiados
na qual se prop~oe um conjunto de melhorias aos sistemas actuais ao nvel
da funcionalidade e usabilidade perante o utilizador nal.
A pesquisa de informac~ao e uma tarefa imprescindvel no quotidiano de
todos nos, quer a nvel do exerccio das nossas func~oes quer a nvel pessoal.
As diculdades e limitac~oes inerentes a este processo parecem ser aceites de
forma comum por todos os utilizadores destes sistemas. De facto, parece
lcito armar que aquilo que todos nos esperamos quando utilizamos um
sistema de pesquisa e encontrar rapidamente aquilo que procuramos e, de
prefere^ncia, que n~ao sejamos inundados de uma enorme quantidade de re-
sultados irrelevantes. Tudo isto parece apontar no sentido da objectividade
de resultados como o estado optimo a atingir.
O aparecimento da Web Sema^ntica abriu caminho para a evoluc~ao em
varios domnios, como sendo o da pesquisa, permitindo a evoluc~ao para
uma pesquisa sema^ntica. Esta, atraves da anotac~ao nos recursos, pode co-
nhecer signicativas melhorias em termos do resultado nal que oferece aos
utilizadores e caminhar assim no sentido da t~ao pretendida objectividade.
Para a atingir, n~ao nos podemos esquecer da forma como o utilizador in-
terage com o sistema de pesquisa de forma a transmitir-lhe o que pretende
pesquisar. Este e um ponto importante pois para dar respostas objectivas o
sistema tem de entender claramente a pesquisa que lhe esta a ser submetida.
A vis~ao optima da Web Sema^ntica e que a linguagem natural seja usada
para esta interacc~ao. No entanto, devido a algumas limitac~oes em garantir
a referida objectividade, outras abordagens te^m vindo a ser seguidas. Um
sistema guiado representa uma dessas abordagens.
A arquitectura que propomos usa justamente esta abordagem e foca-se
em diversos aspectos da funcionalidade e usabilidade destes sistemas. Garan-
tir a validade sintactica da express~ao de pesquisa parece uma preocupac~ao
mais ou menos comum dos sistemas guiados actuais. Mas a gramatica e
composta por mais do que a sintaxe; e tambem composta pela sema^ntica e
garantir a correcc~ao neste a^mbito e um aspecto importante. Outros aspec-
tos no a^mbito da funcionalidade incluem a extens~ao do tipo de pesquisas
possveis de realizar nos sistemas actuais.
A forma mais ou menos intuitiva, mais ou menos facil de interagir com
um qualquer sistema e hoje em dia uma preocupac~ao ja que tais aspectos po-
dem determinar a maior ou menor aceitabilidade por parte do publico alvo.
No caso dos sistemas de pesquisa, estudos demonstram que aliar a utiliza-
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c~ao de linguagem natural na construc~ao da express~ao com uma construc~ao
graca e uma prefere^ncia dos utilizadores [67]. Contribuir para uma maior e
melhor aproximac~ao das abordagens guiadas a linguagem natural e, ent~ao,
um desao que hoje se coloca e que abordamos na arquitectura proposta.
Alem disso, hoje em dia, falar de usabilidade e praticamente sinonimo da
possibilidade de individualizar o ambiente de utilizac~ao, sendo este outro
aspecto que tivemos em conta no desenho da arquitectura.
Nesta tese apresenta-se todo o trabalho de analise necessario para que
fosse possvel propor uma arquitectura para um sistema guiado que contem-
plasse varios aspectos a nvel da funcionalidade e usabilidade de forma a
contribuir para uma melhoria global nestes sistemas.
Os aspectos a nvel de implementac~ao, que permitem tornar esta ar-
quitectura num sistema real, s~ao tambem apresentados. O caso de estudo
em que nos baseamos para desenvolvimento do prototipo desenvolvido apli-
ca-se ao e-government local, mais concretamente aos formularios a que os
muncipes te^m acesso para usufruir de servicos online.
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Abstract
This thesis presents an architecture on guided search systems in which we
propose a set of enhancements to existing systems in terms of functionality
and usability to the end user.
Information search is an essential task in our daily lives, both within
the exercise of our functions or at the personal level. The diculties and
limitations inherent to this process seem to be accepted by all users of these
systems. In fact, it seems fair to say that what we all expect when using a
search system is to quickly nd what we are seeking and, preferably, not be
inundated with an enormous amount of irrelevant results. All this seems to
point to the objectivity of results as the optimum state to be achieved.
The emergence of the Semantic Web has opened the way for develop-
ments in several domain, such as information search allowing for a semantic
search which, by annotating resources, can meet signicant improvement in
terms of end result presented to users as well and walking towards the much
desired objective. To achieve this, we must not forget how the user interacts
with the search system so as to convey what he wants to search. This is an
important point because to give objective answers the system must clearly
understand the search expression which is being submitted. The optimal
view of the Semantic Web is that natural language is used for this inter-
action. However, due to some limitations in ensuring that objective, other
approaches have been followed. A guided system is one of such approaches.
The architecture we propose uses exactly this approach and focuses on
various aspects of functionality and usability of these systems. Ensuring
the syntactic validity of the search expression seems more or less a common
concern of current guided systems. But the grammar is composed of more
than syntax, is also composed of semantic and ensuring the correction in this
context is an important aspect. Other aspects of the functionality include
the extension of possible search expressions in current systems.
The more or less intuitive, more or less easy way to interact with any
system is now a concern as these aspects may determine the greater or lesser
acceptability by the target audience. In the case of search systems, studies
show that combining the use of natural language in the construction of ex-
pression with a graphical construction is a user preference [67]. Contribute
to a bigger and better approximation of guided approaches to natural lan-
guage is a challenge faced and dealt in the proposed architecture. Moreover,
today, talk about usability is virtually synonymous with the ability to indi-
vidualize the work environment, and this is another aspect that we had in
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mind when designing the architecture.
This thesis presents all the analytical work necessary to make it possible
to propose an architecture for a guided system that encompasses several
aspects in terms of functionality and usability in order to contribute to an
overall improvement in these systems.
Implementation level aspects, which turn this architecture into a real
system, are also presented. The case study which we use as the proto-
type development applies to the local e-government, specically the forms
to which residents have access to use online services.
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"The Semantic Web is not a separate Web but an extension
of the current one, in which information is given well-dened
meaning, better enabling computers and people to work in
cooperation.".
Tim Berners-Lee, James Hendler e Ora Lassila em Sci-
entic American Magazine, Maio de 2001.
1.1 Introduc~ao
A comunicac~ao interpessoal assume um papel preponderante em qualquer
sociedade. Anal, e atraves deste processo que duas pessoas interagem entre
si tornando-se assim integrantes de uma sociedade.
A necessidade de comunicac~ao remonta ha muitos seculos atras, quando
as pessoas adquiriam alimentos e objectos atraves de trocas, e onde o di-
nheiro era ainda inexistente. As sociedades cresceram e as pessoas que dela
faziam parte comecaram a car mais distantes. Ao longo dos tempos, esta
dista^ncia geograca foi sendo ultrapassada com o telegrafo, o telefone ou
o fax. A evoluc~ao da tecnologia favoreceu o aparecimento de, simultanea-
mente, novos meios e novos motivos para comunicar.
Por outro lado, a evoluc~ao da electronica potenciou o desenvolvimento
dos primeiros computadores ate aos que conhecemos hoje, extremamente
rapidos, com grande capacidade de armazenamento e com interfaces gracas
bastante apelativas. Mas nem sempre foi assim. Alias, duas das revoluc~oes
relacionadas com os computadores foram justamente a introduc~ao do com-
putador pessoal e a invenc~ao da interface graca [54]. Ha algumas decadas
atras, a interacc~ao do utilizador com o computador era feito atraves de uma
unica consola limitada em termos de usabilidade. O advento dos sistema
operativos Windows, MacOS ou o sistema graco X-Window trouxeram
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uma nova forma de interacc~ao em que a usabilidade e fortemente favore-
cida, atraves de ambientes multi-janela e uso do rato para acesso rapido
a funcionalidades. O aspecto da usabilidade e, alias, importante para a
popularizac~ao e maior utilizac~ao dos sistemas por parte do publico.
Esta evoluc~ao nos computadores a que nos referimos foi fortemente im-
pulsionada pelas descobertas no campo da electronica. Mas os computadores
n~ao foram os unicos: os telemoveis, as maquinas fotogracas, as ca^maras de
vdeo, etc., s~ao apenas alguns exemplos de equipamentos que quase todos
nos dispomos no dia-a-dia. E e com estes equipamentos que surgem novos
motivos para comunicar. De facto, hoje em dia e frequente recebermos no
nosso email uma fotograa de um amigo ou familiar tirada recentemente ou
ate no proprio dia. Os computadores permitem esta e muitas outras tarefas
e assumem-se fundamentais no que hoje e designado de Internet e que cons-
titui actualmente o principal meio de comunicac~ao. A Internet e denida
em [75] como um mecanismo para a disseminac~ao de informac~ao, e um meio
para a colaborac~ao e interacc~ao entre indivduos e os seus computadores
independentemente da sua localizac~ao geograca.
Colaborac~ao e de facto uma das palavras-chave quando se fala da ac-
tual rede. E isto porque todos nos podemos contribuir para o conheci-
mento global nela depositado, quer atraves das redes sociais, blogs, wikis,
etc. Fornecer informac~ao para a rede pressup~oe que outros facam uso dela.
No entanto, para se fazer uso de uma dada informac~ao, e preciso encontra-la
primeiro. E e aqui que surge o conceito de pesquisa. A pesquisa de in-
formac~ao e actualmente uma tarefa fundamental no dia-a-dia de todos nos,
e pode ser denida como a tarefa de, dado um conjunto de recursos, en-
contrar o subconjunto desses mesmos recursos que satisfazem determinados
criterios. Esta actividade e normalmente conseguida atraves dos denomina-
dos sistemas de pesquisa.
Sendo que a maior parte das informac~oes na Internet provem de pagi-
nas web, a colaborac~ao de cada um de nos pode justamente consistir em
criar uma destas paginas que, apos colocac~ao num servidor web, passa a
estar acessvel publicamente, directamente atraves de um URL, ou ent~ao
atraves de hiperligac~oes a mesma em outras paginas. Quando uma pesquisa
e efectuada, s~ao varios os para^metros tidos em conta para ordenar as hiperli-
gac~oes retornadas [96]. De uma forma geral, e considerado mais importante
aquilo que foi pesquisado mais vezes. Dois principais problemas adve^m desta
abordagem [89]: por um lado, este metodo e eciente quando consideramos
apenas conteudo estatico sendo que informac~ao recentemente adicionada na
rede n~ao e imediatamente considerada relevante e, por conseguinte, pos-
sui uma baixa classicac~ao; por outro lado, uma vez que a releva^ncia de
uma dada pagina e determinada pela maior ou menor procura da mesma,
a ordenac~ao das hiperligac~oes retornadas por uma pesquisa v~ao de encon-
tro ao que a maior parte das pessoas procuraria. Este facto faz com que
haja um grupo de utilizadores para os quais os resultados da pesquisa n~ao
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interessam. Para que o leitor melhor entenda, consideremos um exemplo
apresentado em [89]. A pesquisa por "Michael Jackson" retorna obviamente
como hiperligac~oes iniciais paginas relativas ao famoso cantor da musica
pop, o que ira de encontro ao pretendido pela maior parte dos utilizadores
que fazem esta pesquisa. No entanto, para utilizadores pertencentes ao a^m-
bito academico, ser-lhes-a mais relevante a pagina web de um reconhecido
professor com o mesmo nome. Mas com que facilidade a encontrara? Esta
quest~ao levanta o problema da ecacia no renamento de uma pesquisa, tal
como mencionado em [89]: "renar uma pesquisa e possvel mas pode ser
complicado". A realidade actual em termos de pesquisas e bem expressa em
[31] onde os autores referem que "a maior parte dos utilizadores conhecem a
frustrac~ao de pesquisar na rede: zero resultados ou ent~ao meio milh~ao deles".
Isto acontece pois a maior parte do conteudo da rede actual e vocacionado
para ser lido por humanos, e n~ao para ser manipulado por computadores
[14].
E esta vis~ao que a nova era | Web 3.0 ou Web Sema^ntica (WS) |
pretende modicar. Na era da WS, o conteudo das paginas web tera uma
estrutura e um signicado bem denido. A pesquisa tradicional estende-se
a uma pesquisa sema^ntica, ou seja, uma pesquisa com signicado.
A pesquisa por "artigos escritos por Eric Miller" e bastante especca
para um humano mas n~ao o e para uma maquina ja que esta n~ao sabe o
que e um artigo nem quem e o Eric Miller. Em vez de obtermos objecti-
vamente artigos escritos por Eric Miller, provavelmente s~ao-nos retornados
varios documentos onde aparece a palavra "Eric" ou a palavra "Miller" (e
o que podemos esperar caso se usem tecnicas tradicionais de obtenc~ao de
informac~ao - baseadas em palavras-chave).
Para que o conteudo dos recursos colocados na rede tenha signicado,
a WS apoia-se nos metadados, denidos em [12] como dados sobre dados.
Assim, para cada recurso colocado na rede devem fornecer-se informac~oes
sobre ele de forma a que as pesquisas incidam sobre essas informac~oes e
n~ao sobre o conteudo textual. Para o exemplo da pesquisa "artigos escritos
por Eric Miller" evoluir para uma pesquisa sema^ntica, os recursos devem ter
pelo menos informac~ao do tipo e do autor. No momento em que a pesquisa e
feita, as hiperligac~oes retornadas passam agora a ser aqueles cuja informac~ao
de tipo seja "artigo" e cuja informac~ao de autor seja "Eric Miller".
Mas como nos devemos expressar perante um sistema de pesquisa? Um
dos tradicionais tipos de pesquisa e a pesquisa Booleana, uma sintaxe que
especica o que deve estar presente num documento ou registo para que ele
seja retornado na pesquisa. O problema desta abordagem e que o utilizador
deve saber como expressar em termos booleanos uma dada express~ao e este
e um esforco que alguns utilizadores n~ao est~ao dispostos a fazer [31].
Como exemplo, consideremos que um dado utilizador pretende procu-
rar notcias sobre desporto e economia. Num sistema de busca como por
exemplo o Google, pode escrever "notcias desporto economia". Se, adi-
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cionalmente, n~ao quiser notcias sobre arte (ou melhor, nas que n~ao aparece
a palavra "arte"), deve escrever "notcias desporto economia -arte". O sm-
bolo '-' exclui dos resultados da pesquisa documentos que contenham uma
dada palavra. Em alguns sistemas de pesquisa a mesma express~ao deve ser
reescrita da seguinte forma: "notcias AND desporto AND economia NOT
arte". Alem de n~ao ser totalmente intuitivo, esta abordagem n~ao esta ao
alcance de todos os utilizadores.
A vis~ao optima da WS e permitir que os utilizadores se expressem uti-
lizando linguagem natural mas tal n~ao e ainda uma realidade por apresentar
duas principais limitac~oes. Por um lado, a incapacidade do sistema entender
a maior parte das quest~oes ou comandos [121] dado que as palavras podem
ter multiplos signicados (ambiguidade lexical) e uma express~ao complexa
pode ter varias estruturas (ambiguidade estrutural) [57]. Por outro lado,
os utilizadores necessitam de saber o que e possvel perguntar num domnio
especco [8]. Tal n~ao acontece nestes sistemas dado que o utilizador pode
inserir uma qualquer express~ao e n~ao tem feedback por parte do sistema
de pesquisa se este tem dados para responder. Nesta situac~ao, o utilizador
ca na duvida se formulou mal a quest~ao (e essa e a raz~ao para n~ao ter
obtido resultados) ou se efectivamente a quest~ao estava bem formulada mas
o sistema de pesquisa n~ao tem resposta para a mesma. A diferenca e subtil
mas importante. Suponhamos que um utilizador pretende saber quais os
cantores que moram em Espanha. Uma express~ao de pesquisa utilizando
linguagem natural poderia ser "cantores que moram em Espanha". Num sis-
tema sema^ntico, assume-se que os recursos est~ao anotados com informac~oes
relativas ao tipo da pessoa e local onde habita. Mas e se o tipo da pessoa for
"musico" e n~ao "cantor"? Se colocarmos "cantor" na express~ao de pesquisa
nada nos e retornado embora na verdade haja informac~ao; so que a mesma
deve ser pesquisada atraves de "musico" e n~ao "cantor"1.
Este breve exemplo sugere-nos que haja algum tipo de ajuda na cons-
truc~ao da pesquisa, o que esta na base dos sistemas guiados, uma das al-
ternativas possveis aos sistemas de linguagem natural. Estes sistemas n~ao
tentam interpretar a express~ao de pesquisa introduzida pois em vez disso
sugerem, em cada momento da construc~ao da express~ao, as unicas opc~oes
possveis, garantindo que a express~ao de pesquisa nal pode sempre ser res-
pondida. Poder ser respondida n~ao e, no entanto, garantia que existam
resultados. Mas nestes sistemas o utilizador n~ao ca na duvida se formulou
bem a quest~ao, limitac~ao apontada aos sistemas de linguagem natural. Como
exemplo, consideremos um sistema que gere informac~ao de livros e autores.
Num primeiro momento da construc~ao da express~ao as unicas duas opc~oes
possveis ser~ao justamente "livro" e "autor" para que o utilizador dena o
principal objecto de pesquisa. Se o utilizador escolher "livro", seguidamente
1Este e apenas um exemplo singelo e facilmente soluccionavel. Existem porem outros
que n~ao o s~ao.
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ser-lhe-~ao apresentadas caractersticas do mesmo tais como "ttulo", "edi-
tora" ou "ano de publicac~ao". Ja a idade, caracterstica do "autor", n~ao faz
sentido ser sugerida nesta fase.
Alguns dos metodos utilizados para construc~ao da express~ao nos sistemas
guiados actualmente existentes incluem o auto-complete e as interfaces gra-
cas, quer atraves de menu, grafo ou apresentac~ao hierarquica em arvore.
Um aspecto comum aos varios sistemas existentes, necessario no contexto
da abordagem guiada, e a existe^ncia de um componente que permite calcular
as proximas opc~oes possveis em cada fase da construc~ao da express~ao.
Dado estes sistemas constiturem uma alternativa aos sistemas de lin-
guagem natural e expectavel que dela tentem aproximar-se o maximo pos-
svel no que toca a exibilidade de construc~ao e facilidade de utilizac~ao para
o utilizador. Alias, aliar a utilizac~ao de linguagem natural na construc~ao da
express~ao com uma construc~ao graca e uma prefere^ncia dos utilizadores,
segundo estudos conduzidos e reportados em [67].
Os sistemas guiados actuais podem ainda evoluir, melhorando ao nvel da
funcionalidade e usabilidade perante o utilizador, contribuindo desta forma
para que o sistema se torne mais robusto em termos de validac~oes oferecidas
e tambem a nvel da experie^ncia para o utilizador.
1.2 Objectivos
O processo de pesquisa tem tre^s fases bem denidas [122]: construc~ao da
express~ao de pesquisa, obtenc~ao dos resultados e apresentac~ao dos mesmos.
Nesta tese, focamos o nosso estudo na primeira fase.
O principal objectivo desta tese e a denic~ao de uma arquitectura que
aborde os problemas que abaixo identicamos, e que represente uma melho-
ria no actual panorama de sistemas de pesquisa guiados. Nesta tese, s~ao
detalhadas as soluc~oes teoricas para cada um dos problemas identicados e,
de forma a possibilitar um melhor entendimento, as mesmas s~ao aplicadas no
sistema PRECISION2 [97], um sistema de pesquisa sema^ntico que se foca na
fase de construc~ao de express~oes de pesquisa. O PRECISION e suportado
por uma ontologia no domnio do e-government.
Conscientes que muito pode ainda ser feito nos actuais sistemas de
pesquisa guiados, focamos o nosso estudo nos aspectos da funcionalidade
e da usabilidade.
Na era da web sema^ntica parece-nos de todo logico que as express~oes de
pesquisa sejam validadas semanticamente e o utilizador informado em caso
de erro. Esta funcionalidade e importante do ponto de vista do utilizador
pois este olha para o sistema como um sistema com maior capacidade para
entender o que lhe e transmitido o que vai de encontro a um dos principais
2guided and PeRsonalized Expression ConstructIon with Semantic validatION
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objectivos da WS | maquinas que entendem. Como exemplo de uma va-
lidac~ao sema^ntica, considere-se a seguinte pesquisa sobre a idade: "pessoas
cuja idade e maior do que 50 anos e menor do que 40 anos". Embora sintacti-
camente valida, esta express~ao e semanticamente invalida dado que nenhuma
pessoa pode ter uma idade maior do que 50 e simultaneamente menor do que
40. Assim, a execuc~ao de uma dada pesquisa submetida pelo utilizador ao
sistema de pesquisa so deve acontecer se a mesma estiver correcta do ponto
de vista sintactico e sema^ntico simultaneamente. A incorporac~ao de uma
componente de validac~ao sema^ntica de express~oes em sistemas de pesquisa
e justamente no que se centra o nosso trabalho.
A correcta formulac~ao sema^ntica das express~oes permite que outras fun-
cionalidades sejam tambem includas. Neste sentido, nesta tese pretende
abordar-se, por um lado, a disponibilizac~ao de pesquisas comparativas alem
das tradicionais e mais comuns pesquisas do tipo "quantos...?" ou ainda
"quais...?". Por outro lado, a diferenciac~ao entre objectos de pesquisa ja que
alguns, isoladamente, poder~ao n~ao ter grande interesse pesquisar. Suponha-
mos uma biblioteca onde temos livros organizados em estantes. Considera-
mos que a informac~ao de estante e importante quando associada a um livro
e que, isoladamente, n~ao tem muito interesse, devendo por isso haver uma
distinc~ao entre o objectivo destes dois objectos de pesquisa. Finalmente,
em termos de funcionalidades, somos de opini~ao que e importante conhecer
como diferentes objectos se relacionam entre si. Numa pesquisa sobre livros,
podemos armar com certeza que um livro tem apenas um preco. Mas e
quantos autores pode ter? E quantas editoras? Estas s~ao quest~oes para
as quais temos de ter resposta de forma a garantirmos uma express~ao de
pesquisa que pode ser correctamente respondida. Se considerarmos que um
livro tem mais do que um autor, a pesquisa "livro cujo autor e A e B" e
admissvel; ja se o livro so tivesse um autor a mesma pesquisa seria errada.
Referindo-nos agora ao aspecto da usabilidade, consideramos ser impor-
tante a aproximac~ao da interface de um sistema guiado aquilo que e a vis~ao
optima da WS | utilizac~ao de linguagem natural para interagir com o sis-
tema de pesquisa. Sendo que num sistema guiado a express~ao e gracamente
construda, disponibilizar ao utilizador em tempo real uma vers~ao dessa ex-
press~ao em linguagem natural, e um passo na referida aproximac~ao. Embora
alguns sistemas possuam ja esta aproximac~ao, a mesma pode ser melhorada
se for includo suporte para os varios aspectos de funcionalidade que acima
referimos como as pesquisas comparativas ou a forma como diferentes ob-
jectos se relacionam entre si.
Ainda relativamente a usabilidade, moldar o ambiente de trabalho as
prefere^ncias do utilizador e algo a que assistimos crescentemente, da que
julgamos ser pertinente a inclus~ao de um gestor de sinonimos nestes sis-
temas. Se num dado sistema o conceito de valor monetario e designado de
"custo", um dado utilizador pode preferir utilizar a palavra "preco" para o
mesmo efeito. No momento de alterar a designac~ao, o sistema deve sugerir
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designac~oes alternativas com base num criterio levando tambem em linha de
considerac~ao que num sistema de pesquisa podem existir varios tipos de uti-
lizadores, cada um habituado a terminologias distintas. Um exemplo desta
situac~ao s~ao os portais governamentais onde os procedimentos e documentos
s~ao designados pelos funcionarios de uma dada forma e pelos cidad~aos de
outra forma.
Somos de opini~ao que a consecuc~ao dos objectivos a que nos propo-
mos nesta tese e que se ocupam de aspectos n~ao contemplados nos sistemas
guiados actuais, traz benefcios quer para o utilizador quer para o proprio
sistema de pesquisa. Para o primeiro, pois a garantia de validac~ao sema^ntica
permite-lhe ter maior seguranca nos resultados obtidos. Por outro lado, as
pesquisas comparativas, a diferenciac~ao entre objectos de pesquisa e a forma
como dois objectos se relacionam entre si alargam o leque possvel de ex-
press~oes de pesquisa. A usabilidade e igualmente um importante factor para
o utilizador na medida em que o mesmo pode individualizar o ambiente de
pesquisa moldando-o a sua prefere^ncia e potenciando a sua utilizac~ao. Fi-
nalmente, para o sistema de pesquisa a principal vantagem prende-se com a
reduc~ao de express~oes de pesquisa a processar, resultado da detecc~ao de ex-
press~oes semanticamente invalidas e que, por isso, n~ao devem ser submetidas
ao sistema.
1.3 E-Government
O e-government e o domnio de aplicac~ao do sistema que demonstra as
soluc~oes teoricas propostas nesta tese.
Sendo objecto de investigac~ao a nvel internacional ha ja varios anos, o
e-government tem como principal objectivo o uso das Tecnologias da Infor-
mac~ao e Comunicac~ao (TIC) para melhorar/reinventar a forma de interacc~ao
com os cidad~aos, age^ncias governamentais, empresas, empregados, etc. S~ao
varias as denic~oes existentes para o e-government, salientado-se aqui duas
que ilustram os conceitos mais importantes para esta tese: "refere-se ao uso
de tecnologia por parte do governo, mais concretamente aplicac~oes baseadas
na web, de forma a melhorar o acesso e a entrega de servicos governamentais
aos cidad~aos" [85] e ainda "O e-government permite aos cidad~aos interagir
e receber servicos das entidades governamentais nacionais ou locais vinte
e quatro horas por dia, sete dias por semana" [101]. Estas denic~oes re-
alcam a importa^ncia e a mudanca que o e-government traz quer para as
entidades governamentais quer para os cidad~aos no que se refere a ecie^ncia
e exibilidade nos servicos prestados.
O esforco de levar as TIC para o plano governamental tem sido um
esforco conjunto a nvel Europeu. A Comiss~ao Europeia usa o lema "colocar
os cidad~aos em primeiro lugar" para se referir ao principal objectivo do
e-government [60]. A interligac~ao de departamentos governamentais com
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as empresas e os cidad~aos possibilita que a prestac~ao de servicos publicos
se torne mais rapida e personalizada contribuindo para uma maior ecacia
dos servicos com a consequente diminuic~ao das las de espera nas varias
instituic~oes da administrac~ao o que permite libertar os cidad~aos e empresas
para outras tarefas. A democracia sai tambem reforcada com o aparecimento
do e-government ja que ha um estreitamento nas relac~oes de comunicac~ao
entre governo e empresas/cidad~aos.
Em Portugal, o Programa Cidades e Regi~oes Digitais3, nanciado pelo
programa POS Conhecimento4, no qual se enquadra o prototipo desen-
volvido nesta tese, visa desenvolver a Sociedade de Informac~ao e do Conhe-
cimento em cada uma das 25 regi~oes actualmente com projectos em curso.
Este programa assenta em quatro vertentes de intervenc~ao [103]:
 A dinamizac~ao regional (conteudos e servicos digitais) tem como ob-
jectivo a produc~ao de um portal regional onde se incluem conteu-
dos demonstradores das principais potencialidades e compete^ncias da
regi~ao, nas diferentes vertentes, que interessam os seus habitantes e
visitantes;
 O governo electronico local em banda larga tem como objectivo o
apoio a todo um conjunto de acc~oes (stios municipais, servicos on-
line, intranet, compras electronicas) estrategicas para a modernizac~ao
dos servicos da administrac~ao local e do seu relacionamento com os
cidad~aos;
 As acessibilidades te^m como objectivo o apoio a pontos publicos mu-
nicipais de acesso em banda larga essenciais para congurar qualidade
e abilidade no acesso a Sociedade do Conhecimento no territorio;
 As infra-estruturas te^m como objectivo o apoio a infra-estruturas de
base tecnologica (central de dados, redes camararias, entre outros)
com um papel central para assegurar a interoperabilidade entre os
diferentes actores do projecto e o territorio.
O prototipo desenvolvido no a^mbito desta tese incide sobre a area de in-
tervenc~ao correspondente ao governo electronico local em banda larga, mais
concretamente sobre os servicos on-line que incluem varias areas: agua,
saneamento, urbanismo, cemiterios, ocupac~ao da via publica, taxis, recur-
sos humanos, etc. Dentro de cada uma destas areas, existem ainda varios
servicos e a sua disponibilizac~ao on-line constitui um grande e importante
avanco na melhoria dos servicos aos cidad~aos. O uso do papel para fazer
estes pedidos requer o preenchimento de um formulario on-line que sera pos-
teriormente processado mediante uma serie de procedimentos pre-denidos.
Considerando o numero de cidad~aos e a grande quantidade de pedidos
diarios efectuados pelos mesmos, rapidamente se atinge um numero conside-
3http://www.cidadesdigitais.pt/
4http://www.posc.mctes.pt/
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ravel de formularios, surgindo a necessidade de melhorar as pesquisas sobre
os mesmos. Esta necessidade de pesquisa existe quer para os cidad~aos quer
para os funcionarios. Para os primeiros, porque podem pesquisar formularios
por si submetidos e o seu estado mas por outro lado porque informac~ao
sobre regulamentos, procedimentos e taxas aplicaveis tambem fazem parte
da disponibilizac~ao dos servicos on-line e, portanto, tambem constituem um
alvo de pesquisa. Para os segundos pois necessitam, no exerccio diario das
suas func~oes e quando solicitado pelos cidad~aos, de aceder a informac~ao
sobre pedidos de servicos por estes ultimos solicitados.
1.4 Estrutura da tese
Esta tese esta organizada em seis partes.
A Parte I apresenta uma introduc~ao ao tema de estudo abordado nesta
tese referindo os objectivos do mesmo. Nesta primeira parte introduzimos
tambem o e-government como domnio de aplicac~ao do prototipo desen-
volvido.
A Parte II apresenta o estado da arte relativo a pesquisa de informac~ao
e a pesquisa sema^ntica bem como os problemas identicados ao nvel dos
sistemas guiados de pesquisa. Assim, dedicamos o captulo 2 a pesquisa
de informac~ao onde falamos dos sistemas de recuperac~ao de informac~ao bem
como das varias fases de um processo de pesquisa. O captulo 3 e dedicado a
pesquisa sema^ntica onde comecamos por introduzir as ontologias | uma das
tecnicas de representac~ao do conhecimento. Seguidamente, introduzimos a
linguagem natural como forma preferencial de interacc~ao entre o utilizador e
o sistema de pesquisa, identicamos alternativas a esta interacc~ao e fazemos
a revis~ao dos principais sistemas guiados actuais. Finalmente, o Captulo 4
apresenta os problemas identicados nos sistemas guiados actuais.
A Parte III apresenta as soluc~oes teoricas propostas para melhoria dos
problemas identicados e e composto por quatro captulos. O Captulo 5
apresenta uma vis~ao geral de toda a soluc~ao de forma a que o leitor que
com uma ideia global do sistema proposto. Os proximos tre^s captulos in-
troduzem a soluc~ao teorica dos problemas abordados nesta tese. Cada um
destes captulos termina com uma secc~ao de conclus~oes onde os principais
aspectos de cada problematica s~ao resumidos. Assim, o Captulo 6 refere-se
a problematica da validac~ao sema^ntica de pesquisas. O Captulo 7 apre-
senta a soluc~ao adoptada para pesquisas comparativas, classes de pesquisa
e auxiliares e relac~oes de um-para-muitos bem como o modelo ontologico de
suporte ao sistema. Finalmente, o Captulo 8 refere-se as soluc~oes para os
problemas de usabilidade focando a componente de gerac~ao de linguagem
natural e a componente de gest~ao de sinonimos.
A Parte IV refere-se ao sistema PRECISION e e composto por tre^s cap-
tulos. O Captulo 9 faz uma introduc~ao quer ao domnio de aplicac~ao quer
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ao sistema desenvolvido. O Captulo 10 apresenta em detalhe a estrutura
da ontologia desenvolvida no a^mbito do e-government, mais concretamente
para uma administrac~ao local, e que serve como suporte ao sistema. O
Captulo 11 refere-se a implementac~ao propriamente dita do sistema onde e
apresentada inicialmente uma vis~ao geral e seguidamente um mapeamento
entre a arquitectura teorica e a soluc~ao pratica adoptada. Apos uma ex-
plicac~ao dos varios componentes que integram a soluc~ao e apresentada uma
demonstrac~ao de implementac~ao de regras sema^nticas bem como do processo
de gerac~ao de linguagem natural.
A Parte V apresenta as principais conclus~oes retiradas deste trabalho e
possveis linhas de trabalho futuras.
A Parte VI apresenta, antes das refere^ncias utilizadas neste estudo, os
anexos respeitantes a analise de casos de aplicac~ao de regras de validac~ao,
uma listagem actualizada de categorias e formularios que serviram de base









Neste captulo apresentamos varios conceitos relativos a
pesquisa de informac~ao. Assim, comecamos por abordar dis-
tintos tipos de informac~ao para de seguida introduzirmos os
sistemas de recuperac~ao de informac~ao e seus processos de-
talhando os mais importantes: indexac~ao, construc~ao da ex-
press~ao e obtenc~ao de informac~ao. Antes das conclus~oes
deste captulo, onde situamos o leitor naquelas que s~ao as
areas mais importantes para este trabalho, abordamos os as-
pectos da personalizac~ao de pesquisas e obtenc~ao de resulta-
dos.
2.1 Tipo de informac~ao
2.1.1 Introduc~ao
O advento da Internet, com maior relevo na ultima decada, trouxe a todos
nos uma grande facilidade na pesquisa de informac~ao. Porem, esquecemo-
-nos por vezes que a informac~ao que procuramos provem de dados que foram
processados. De facto, tudo comeca com os dados que, depois de serem
processados, d~ao origem a informac~ao que por sua vez da origem ao conhe-
cimento. Os dados s~ao assim factos do mundo real, em bruto e que, para se
tornarem em informac~ao, necessitam de um qualquer tipo de processamento.
Mas voltemos aos dados, pois s~ao eles a base da gerac~ao de informac~ao.
Ser~ao todos os dados do mesmo tipo? A verdade e que n~ao. Alguns obede-
cem a uma estrutura rgida, tal como os dados presentes numa tabela de uma
base de dados relacional. Outros, por exemplo como os documentos XML,
obedecem a uma estrutura mas que n~ao e totalmente rgida. Por outro lado,
ha outros tipos que n~ao seguem qualquer estrutura, como sendo documentos
de texto ou imagens. Estes tipos de dados podem ser considerados, respec-
tivamente, dados estruturados, semi-estruturados ou n~ao estruturados.
Magnani e Montesi apresentam, em [81], para cada tipo de dados, infor-
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Figura 2.1: Heterogeneidade do tipo de dados
mac~ao referente a linguagem de interrogac~ao de alto nvel e ao modelo logico
de dados. Baseados nesta informac~ao, apresentamos na gura 2.1 a infor-
mac~ao mais relevante para este estudo. Assim, na referida gura podemos
visualizar, mais a direita, o tipo de dados estruturado, do qual e exemplo,
como ja referimos, uma base de dados por usar uma estrutura rgida para
os dados nela representados. Como modelo logico de dados s~ao usadas as
tabelas e o SQL assume-se sem duvida como a linguagem de interrogac~ao
de alto nvel deste tipo de dados.
A meio visualizamos os dados semi-estruturados que, por apresentarem
uma estrutura n~ao rgida, te^m como exemplo os cheiros XML que usam,
como modelo logico de dados uma hierarquia de nos. O XQuery e hoje em
dia a linguagem de interrogac~ao de alto nvel para cheiros deste tipo.
Finalmente, do lado esquerdo, est~ao exemplos de dados n~ao estruturados,
como cheiros de texto, audio ou imagem. Estes n~ao possuem qualquer tipo
de estrutura sendo pesquisados atraves das interfaces desenvolvidas para o
efeito designadas de sistemas de pesquisa.
Este ultimo tipo de dados e esta forma de pesquisa e a que mais nos
importa para este estudo.
No que respeita a interrogac~ao de dados, Domenig e Dittrich [36] fazem
uma importante constatac~ao. Dado que os sistemas de gest~ao de bases de
dados (SGBD) armazenam os dados e a sua estrutura, a pesquisa que lhes e
submetida e exacta. Contrariamente a isto, e porque um sistema de pesquisa
armazena apenas os dados e n~ao a sua estrutura, as pesquisas s~ao neste caso
vagas. Os autores levam a comparac~ao destes dois sistemas mais alem e
analisam os seguintes aspectos:
 ecacia dos resultados
Duas medidas muito importantes quando se fala de ecacia nos sis-
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temas de pesquisa s~ao o recall e o precision, que ser~ao apresentados com
maior detalhe na secc~ao 2.2.3. Estes estimam, respectivamente, a per-
centagem de documentos relevantes obtidos relativamente ao numero
de documentos relevantes na colecc~ao e a percentagem de documen-
tos relevantes obtidos relativamente ao numero total de documentos
retornados. Para uma boa ecacia em sistemas de pesquisa, estes va-
lores devem ser o mais elevados possvel. Ja num SGBD este valor e
sempre 1, o que reecte a objectividade das consultas formuladas e dos
resultados obtidos.
 formulac~ao de pesquisas
Num SGBD, alem dos dados e guardada a sua estrutura, o que permite
fazer pesquisas exactas. Como ja referimos, um sistema de pesquisa
n~ao guarda a estrutura dos dados, pelo que a informac~ao n~ao pode
nunca ser obtida de uma forma exacta mas sim vaga.
 estrutura dos resultados
Uma pesquisa num SGBD retorna dados ao passo que num sistema de
pesquisa s~ao retornadas hiperligac~oes que d~ao acesso aos dados. Estas
hiperligac~oes n~ao podem ser sujeitas a nenhum tipo de processamento
no sentido de transformar a informac~ao obtida em algo mais util para
o utilizador.
 construc~ao do resultado
Um SGBD retorna um conjunto de tuplos, considerando um SGBD
relacional, enquanto que um sistema de pesquisa retorna um conjunto
de hiperligac~oes ordenadas pela sua releva^ncia.
Destes quatro aspectos, o que maior importa^ncia assume para o nosso
estudo e o segundo | formulac~ao de pesquisas | dado focarmo-nos justa-
mente na fase de construc~ao de express~oes de pesquisa e nos melhoramentos
a que este processo pode ser sujeito.
Antes de nos centrarmos no processo de pesquisa, e para terminarmos
esta introduc~ao, detalhamos de seguida os diversos tipos de dados para no
nal fazermos uma comparac~ao dos mesmos.
2.1.2 Dados estruturados
O que s~ao?
Segundo Losee [79], os dados estruturados est~ao organizados de uma forma
extremamente regular, tal como em tabelas, onde a forma de organizac~ao
se aplica de igual modo a todos os dados. Domenig e Dittrich d~ao uma
descric~ao mais detalhada considerando um dado estruturado se o mesmo
aderir a um esquema bem denido que o represente atraves de outros dados
ou ent~ao se o dado for do tipo atomico tal como um inteiro, um real ou um
caracter. Os autores denem um esquema como:
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 sendo denido a priori, ou seja, antes dos dados serem utilizados;
 sendo explcito, ou seja, e armazenado de forma distinta dos dados;
 sendo rgido, ou seja, os dados te^m obrigatoriamente de obedecer a
estrutura denida pelo esquema;
 sendo exposto, ou seja, pode ser interrogado atraves de pesquisas.
Tal como ja referimos, um exemplo s~ao os SGBD sobre os quais, devido a
natureza dos dados que armazenam, s~ao executadas pesquisas estruturadas
e tambem precisas.
Linguagens de acesso a dados estruturados
Estas linguagens necessitam de possuir mecanismos que lhes permitam tirar
partido da estrutura que os dados possuem. Alguns modelos de dados para
armazenar dados estruturados s~ao modelos relacionais ou orientados a ob-
jectos.
Ao falar de linguagens para acesso a dados estruturados e inevitavel falar
do SQL (Structured Query Language) que permite operac~oes como: denic~ao
de dados, interrogac~oes, actualizac~oes, inserc~oes ou remoc~oes.
2.1.3 Dados semi-estruturados
O que s~ao?
Os dados semi-estruturados n~ao possuem, tal como os dados estruturados,
uma forma de organizac~ao bem denida para todos os dados. Pode acontecer
de alguns terem uma estrutura denida e outros n~ao. Outros casos podem
acontecer em que o proprio dado contem informac~ao sobre si proprio, ou
seja, s~ao auto-descritivos.
Domenig e Dittrich apresentam as seguintes principais caractersticas
sobre os dados semi-estruturados:
 possuem estrutura mas a mesma n~ao e rgida e
 a denic~ao da estrutura n~ao esta necessariamente separada do dado,
ou seja, pode estar implcita.
Linguagens de acesso a dados semi-estruturados
Uma vez que a estrutura neste tipo de dados n~ao e rgida, algumas das
caractersticas normalmente presentes nas linguagens de acesso a dados semi-
-estruturados s~ao [36]:
 express~oes regulares atraves das quais a estrutura dos dados, mesmo
n~ao sendo rgida, pode ser especicada;
 navegac~ao na estrutura, como conseque^ncia da estrutura implcita;
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 coerc~ao de tipo, atraves do qual s~ao permitidas express~oes incom-
patveis quanto ao tipo;
 conjunto de resultados heterogeneos uma vez que nem todos os dados
te^m a mesma estrutura.
2.1.4 Dados n~ao estruturados
O que s~ao?
Os dados n~ao estruturados n~ao possuem qualquer informac~ao relativa a
forma como est~ao organizados, nem existem tags. Este tipo de dados pode,
no entanto, ser transformado no tipo semi-estruturado se forem atribudas
tags aos dados [79].
Domenig e Dittrich apresentam as seguintes caractersticas sobre os da-
dos n~ao estruturados:
 n~ao s~ao de um tipo atomico como inteiro, real ou caracter ou
 n~ao obedecem a um esquema ou
 o esquema n~ao dene nenhuma composic~ao para alem de bytes ou
caracteres.
Linguagens de acesso a dados n~ao estruturados
As pesquisas que acedem a este tipo de dados nunca s~ao totalmente satis-
feitas pois o utilizador n~ao conhece a estrutura com que est~ao representados
n~ao conseguindo por isso denir exactamente o que pretende.
Na sua forma mais simples, uma pesquisa sobre dados n~ao estruturados
e composta por palavras-chave. E por isso um tipo de pesquisa facil para o
utilizador uma vez que e intuitiva [36]. Outra forma ainda muito utilizada
de pesquisar sobre este tipo de dados e usando operadores booleanos tais
como AND, OR ou BUT. Estes e outros metodos de express~ao de pesquisas
ser~ao aprofundados ao longo do captulo dado constiturem o tema do nosso
trabalho.
2.1.5 Comparac~ao de tipos de dados
Apos introduzirmos os varios tipos de dados, fazemos nesta secc~ao uma
analise comparativa dos mesmos. Para tal, apresentamos na tabela 2.1 uma
comparac~ao segundo 5 aspectos distintos:
 tipos de pesquisa: qual a garantia de precis~ao que existe;
 ecacia dos resultados como conseque^ncia do tipo de pesquisa permi-
tido;
 forma de organizac~ao dos dados no que toca a rigidez;
 exemplos de linguagens de interrogac~ao;
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Tabela 2.1: Comparac~ao de tipos de dados
Para completar a analise comparativa destes tipos apresentamos alguns
exemplos simples ao nvel da estruturac~ao e consulta de informac~ao.
Assim, no que se refere a estruturac~ao da informac~ao temos que, num
SGBD (ou seja, dados estruturados), os dados seguem sempre uma estru-
tura rgida, denida, por exemplo, por uma tabela relacional. A gura 2.2
apresenta uma tabela de alunos constituda por 3 campos e 5 registos.
Figura 2.2: Exemplo de tabela num modelo relacional
A seguinte clausula de inserc~ao de dados, na linguagem SQL, mostra a
rigidez da informac~ao relacionada com um aluno.
i n s e r t i n to aluno (numero , nome , morada ) va lue s (1235 , 'Rui ' , ' Viana ' )
Ja num sistema semi-estruturado, os dados possuem estrutura mas a
mesma n~ao e rgida. Como exemplo, considere-se a informac~ao acerca de
um aluno de uma escola. Normalmente a numero e o nome s~ao informac~oes
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que existem sempre. Mas o telefone e a morada podem ou n~ao existir. Assim,
duas formas possveis para representar um dado de um aluno sera:
( numero , nome)
ou
(numero , nome , t e l e f on e , morada )
O cheiro XML que se segue mostra alguns dados que utilizam as duas























Por outro lado, e como ja referimos, a denic~ao da estrutura n~ao esta
necessariamente separada do dado. Como exemplo, se considerarmos que o
esquema de um aluno e:
s t r i n g aluno
e que a string tem o conteudo
( aluno nome : "Rui "; aluno numero : "1 4 1 6 "; a l uno t e l e f o n e ="962365874";
aluno morada="Viana ")
conclumos que o dado aluno se descreve a ele proprio.
No que se refere a dados n~ao estruturados, podemos considerar um
cheiro de texto com o seguinte conteudo:
Processo de equ i v a l e^ n c i a s : Informa se que o aluno Jo~ao Matias , apos
submiss~ao de um proce s so de equ iva l e^ n c i a s , e s ta dispensado da
f r equ e^ n c i a das unidades c u r r i c u l a r e s de Base de Dados e
Tecno log ias da Informac~ao .
Este exemplo de documento de texto mostra que toda a informac~ao nele
presente n~ao esta de forma alguma estruturada nem anotada, sendo que as
pesquisas sobre ele mais n~ao podem ser do que vagas.
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No que se refere a pesquisa de informac~ao, sobre um SGBD s~ao exe-
cutadas pesquisas precisas dada a estruturac~ao rgida da informac~ao. As-
sim, se um utilizador pretender obter a informac~ao "livros escritos por Dan
Brown" pode faze^-lo de uma forma exacta, e considerando que existe uma
tabela livro com um campo autor, da seguinte forma:
SELECT * FROM l i v r o WHERE autor = "Dan Brown"
Como resultado desta pesquisa, o utilizador ira sem duvida alguma obter
os livros cujo autor e Dan Brown. A mesma pesquisa efectuada num sistema
de pesquisa como o Google teria de ser a base de palavras chave e de variadas
tentativas de melhoria dos resultados obtidos. Uma primeira aproximac~ao
poderia ser t~ao generica quando o nome do autor:
Dan Brown
Outra um pouco mais especca poderia ser:
l i v r o s Dan Brown
De qualquer das formas, este tipo de pesquisa e sempre vaga dada a n~ao
estruturac~ao dos dados.
Conclumos desta forma esta secc~ao relativa a tipos de dados de onde se
salienta, e dado o foco do nosso estudo, as pesquisas vagas quando se trata
de dados n~ao estruturados e da impossibilidade de garantir ecacia total nos
resultados obtidos.
2.2 Sistemas de Recuperac~ao de Informac~ao
2.2.1 Introduc~ao
O conceito de obtenc~ao de informac~ao e um termo generico e que pode ser
utilizado em varios contextos do nosso dia-a-dia. Anal de contas, todos
nos temos de obter informac~oes quando, por exemplo, nos pretendemos di-
rigir a um stio que n~ao conhecemos, quando estamos doentes e precisamos
obter um medicamento ou quando nos deslocamos a um local onde neces-
sitamos apresentar identicac~ao. A obtenc~ao de informac~ao e assim tarefa
fundamental e indissociavel do quotidiano de qualquer ser humano. A forma
como obtemos informac~ao pode variar e pode consistir, por exemplo, na in-
teracc~ao com pessoas ou objectos.
O aparecimento da informatica facilitou em muito a consulta de infor-
mac~ao que passou a estar armazenada em computadores e acessvel atraves
dos denominados Sistemas de Recuperac~ao de Informac~ao (SRI).
Os SRI foram inicialmente utilizados para gerir a explos~ao na literatura
cientca ocorrida a meados do seculo XX [22], ao nvel de livros, jornais,
revistas e outros documentos. Actualmente porem, os Sistemas de Recupera-
c~ao da Informac~ao (SRI) est~ao vocacionados para a obtenc~ao de documentos
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que contenham determinadas informac~oes relevantes para o utilizador medi-
ante a pesquisa que o mesmo efectuou. A denic~ao dada por Manning traduz
isto mesmo [82]: a obtenc~ao de informac~ao e a procura de material (nor-
malmente documentos) de natureza n~ao estruturada (normalmente texto) a
partir de uma colecc~ao (normalmente armazenada em computadores) que
satisfaz uma dada necessidade de informac~ao.
O termo SRI foi criado por Calvin Moores por volta de 1950. Tal como
Escriva refere [39], nos nais dessa mesma decada, Luhn [125] tornou-se
o primeiro a aplicar a indexac~ao automatica ao concluir que a freque^ncia
com que as palavras aparecem num texto pode ser utilizada para denir
um grau de releva^ncia. Na decada de 60, Maron, Kuhns [84] e Stiles [117]
prosseguem o estudo de Luhn e introduzem associac~oes estatsticas entre
palavras-chave no sentido de melhorar o numero de documentos recuperados.
Salton e Yang [107] d~ao uma importante contribuic~ao nesta area quando
descobrem que termos que aparecem com demasiada freque^ncia n~ao s~ao os
mais representativos mas sim aqueles que aparecem com uma freque^ncia
media. Os autores deniram para o efeito o conceito de lista de stopwords.
Por outro lado, Crouch e Yang [33] foram os primeiros a desenvolver um
thesaurus automatico a partir de palavras chave que poderia ser usado para
indexar documentos e efectuar consultas. A este respeito, e no incio dos
anos 70, Bely, Borillo, Virbel e Siot-Decauville [10], realizaram o primeiro
thesaurus automatico a partir de resumos de documentos.
Em 1971, o primeiro trabalho de recuperac~ao de informac~ao foi levado a
cabo por Sparck Jones [65], que utilizou medidas de associac~ao entre palavras
chave baseando-se na freque^ncia da co-ocorre^ncia. Jones demonstrou que
se existem N documentos e um termo de indexac~ao aparece n vezes neles
ent~ao a esse termo de indexac~ao deveria ser dado um peso proporcional
a log(N=n) + 1 de forma a conseguir uma maior ecacia no processo de
recuperac~ao.
O conceito de realimentac~ao em SRI, que consiste em ter em conta o
resultado numa proxima iterac~ao, ca a dever-se a Rochio [105]. Em 1984,
Jones e Tait [65] apresentaram a expans~ao de consultas como uma forma
de obter varias outras consultas que expressavam a mesma necessidade da
consulta original.
O advento da Internet potenciou o uso destes sistemas passando-se a
aplicar os SRI a grandes volumes de dados. Por outro lado, este advento
mostrou algumas das limitac~oes dos SRI como sendo a incapacidade de tra-
balhar com documentos sem uma estrutura bem denida, sobre os quais
as operac~oes de consulta se tornam complexas o que torna a objectividade
difcil de alcancar.
Nos ultimos anos, constatou-se que por muito boas que possam ser as
tecnicas de indexac~ao, n~ao s~ao o suciente para garantir ecacia ao nvel
dos resultados. Para isto tambem contribui o facto de se ter comecado a
generalizar o conhecimento sobre linguagem natural e seu processamento a
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colecc~oes grandes, quando o seu melhor desempenho assenta sobre textos de
reduzida dimens~ao.
Com o objectivo de se avancar no estado da arte relativo a recuperac~ao
de informac~ao, foi criado o Programa TIPSTER1, sob a alcada do DARPA
(Defense Advanced Research Projects Agency), com os seguintes objectivos
em agenda:
 detecc~ao de documentos: capacidade de localizac~ao de documentos que
contem o tipo de informac~ao pretendido pelo utilizador quer a partir
de um texto ou de uma colecc~ao de documentos;
 extracc~ao de informac~ao: capacidade de localizac~ao de informac~ao es-
pecca dentro de um texto;
 resumo: capacidade de condensar o tamanho de um documento man-
tendo as suas ideias gerais.
Infelizmente, por falta de fundos, o TIPSTER terminou em 1998. No en-
tanto, foram feitos alguns avancos importantes enquanto o programa decor-
reu. Assim, durante a primeira fase que decorreu entre 1991 e 1994, os par-
ticipantes no programa avancaram na criac~ao de algoritmos para detecc~ao
de documentos e extracc~ao de informac~ao e melhorando tecnicas de medi-
das desses avancos, atraves de confere^ncias como as Message Understanding
Conferences (MUC) e Text Retrieval Conferences (TREC).
Na segunda fase do programa, que decorreu entre 1994 e 1996, os esforcos
centraram-se na criac~ao de uma arquitectura de software com o objectivo
de criar um standard nas tecnologias utilizadas. Finalmente a terceira fase
decorreu entre 1996 e 1998 e focou-se essencialmente no aspecto do resumo
e na continuac~ao dos projectos iniciados nas fases anteriores.
Para concluir, resta dizer que fruto deste programa e das confere^ncias
realizadas no seu a^mbito, houve francos melhoramentos nesta area tendo
surgido SRI bastante potentes como o SMART ou o INQUERY.
Dado o enorme trabalho e esforco investido neste campo, e natural que
assistamos ao surgimento de aplicac~oes em varios domnios. Tal e reforcado
pelo facto de que a pesquisa de informac~ao e uma actividade por quase
todos utilizada diariamente em varios domnios. Assim, para citar apenas
alguns exemplos, hoje em dia, podemos encontrar sistemas como a Biblioteca
Virtual em Saude2, que disponibiliza varios artigos no domnio da Saude ou
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Figura 2.3: Processos de obtenc~ao de informac~ao
2.2.2 Processos de obtenc~ao de informac~ao
Segundo [56], existem 3 processos basicos que um SRI tem de suportar: a
representac~ao do conteudo dos documentos, a representac~ao do que o uti-
lizador pretende e a comparac~ao das duas representac~oes.
O primeiro processo | representac~ao do conteudo dos documentos | e
denominado de indexac~ao. Este e um processo que n~ao tem participac~ao
do utilizador pois e um processamento feito previamente de modo a que
os resultados que produz possam ajudar no processo de pesquisa conduzido
pelo utilizador. A indexac~ao visa representar um documento quer pelas suas
palavras principais quer por determinadas partes como o ttulo ou o resumo.
O processo de representac~ao da necessidade do utilizador e normalmente
designada de construc~ao da express~ao de pesquisa e e a unica forma
que o utilizador tem de comunicar com o sistema.
Finalmente, a comparac~ao das duas representac~oes corresponde a com-
parac~ao dos recursos indexados com o que o utilizador pretende, resultando
num conjunto de recursos que s~ao apresentados ao utilizador como resul-
tado da pesquisa que o mesmo efectuou. Uma obtenc~ao ordenada por
releva^ncia visa apresentar os recursos de uma tal forma que os que s~ao apre-
sentados em primeiro lugar te^m uma maior probabilidade de serem aqueles
que o utilizador procura, diminuindo o tempo que o mesmo dispende neste
processo.
A gura 2.3 mostra a interligac~ao destes 3 principais processos de um SRI
assim como outros dois com menor relevo: pre-processamento da express~ao
de pesquisa e apresentac~ao dos resultados.
Para o estudo a que nos propomos, o processo de representac~ao da ne-
cessidade do utilizador e o mais importante pois focamo-nos na fase de cons-
truc~ao da express~ao de pesquisa.
28 Pesquisa de informac~ao
2.2.3 Avaliac~ao
Quando falamos de pesquisa de informac~ao, um dos aspectos mais impor-
tantes, sen~ao mesmo o mais importante, tem a ver com a qualidade dos
resultados retornados, ou seja, ate que ponto v~ao de encontro ao que o uti-
lizador procurava. Neste sentido, existem dois conceitos fundamentais na
medic~ao da ecacia dos resultados de uma pesquisa, que simbolizam assim
a qualidade geral de um sistema. Estamos a falar de recall e de precision.
Assim, o recall e uma medida que representa a capacidade do sistema em
retornar todos os itens relevantes e pode ser denido como:
recall = nr: de itens relevantes retornadosnr: de itens relevantes na coleccao
Por seu lado, a precision e uma medida que representa a capacidade do
sistema em retornar apenas os itens relevantes e pode ser denida como:
precision = nr de itens relevantes retornadosnr: total de itens retornados
Em conjunto, estas duas medidas permitem avaliar a qualidade de um
dado subconjunto de itens retornados como resposta a uma pesquisa do
utilizador. Como exemplo, considere-se a gura 2.4 onde e possvel ver:
 o conjunto total de recursos;
 o conjunto de itens relevantes (recursos 3, 4, 5, 6, 7, 8 e 9), num total
de 7;
 o conjunto de itens retornados (recursos 1, 2, 3 e 4), num total de 4;
 o conjunto de itens relevantes retornados (recursos 3 e 4), num total
de 2.
Para este exemplo o recall = 27  100% = 28:6% e a precision = 24 
100% = 50%.
Com base no recall e na precision, surge o F-Measure, uma medida cada





A qualidade de um sistema e tanto melhor quanto o valor de F-Measure
se aproximar de 1.
A melhoria da ecacia de um sistema de pesquisa passa necessariamente
pela melhoria dos 3 processos que descrevemos acima. No entanto, existem
outras tecnicas, como a realimentac~ao ou relevance feedback que tambem po-
dem contribuir para as referidas melhorias. O conceito de relevance feedback
baseia-se na ideia do envolvimento do utilizador no processo de obtenc~ao
de informac~ao com o objectivo de melhorar os resultados da pesquisa [82].
Trata-se de um processo iterativo com varios passos:
 utilizador faz uma pesquisa;
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Figura 2.4: Recall e precision
 sistema retorna resultados;
 utilizador classica resultados retornados como sendo relevantes ou
n~ao relevantes;
 sistema dene uma melhor representac~ao do pretendido com base na
informac~ao dada pelo utilizador;
 sistema retorna novo conjunto de resultados.
O processo explora a ideia de que pode ser difcil numa primeira pesquisa
denir exactamente o que se procura mas e relativamente simples para o
utilizador dizer se um dado documento e ou n~ao relevante para ele. Esta in-
formac~ao, por seu lado, e util para que o sistema consiga ir mais de encontro
ao que o utilizador procura.
Esta tecnica, no entanto, n~ao se aplica a todas as situac~oes [82], como
por exemplo:
 quando o utilizador escreve um termo de forma errada;
 quando o idioma dos documentos e o idioma utilizado na formulac~ao
da express~ao de pesquisa s~ao diferentes;
 quando o utilizador usa um dado termo para se referir a um dado
objecto e nos documentos e usado um sinonimo.
2.3 Mecanismos de Indexac~ao
Na secc~ao anterior introduzimos os tre^s processos basicos dentro de um pro-
cesso de obtenc~ao de informac~ao. O primeiro prende-se com a representac~ao
do conteudo de cada documento. A transformac~ao do conteudo de um dado
documento numa estrutura de dados pesquisavel chama-se indexac~ao [71].
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Embora tendo comecado por ser manual, esta tarefa e hoje feita com auxlio
de computadores. Os ndices assumem muita importa^ncia pois e atraves
desta informac~ao que e decidido se um dado documento e ou n~ao retornado
como resultado de uma pesquisa. Assim, do ponto de vista do processo de
pesquisa, pode inclusive dizer-se que assume maior importa^ncia do que o
proprio conteudo do documento. Este aspecto mostra a importa^ncia que
o mecanismo de indexac~ao assume. As proximas sub-secc~oes apresentam
os principais mecanismos genericos, como sendo os arquivos invertidos, os
arquivos de assinatura e as arvores patrcia.
Seguidamente, apresentamos algumas tecnicas que tanto podem ser apli-
cadas na fase de indexac~ao como na expans~ao da express~ao de pesquisa com
o m de melhorar a sua ecacia, como sendo a obtenc~ao de tokens, remoc~ao
de stopwords, etc.
2.3.1 Arquivos invertidos
Um ndice invertido [82] e constitudo por um dicionario de termos. Para
cada termo existe uma lista dos documentos nos quais aparece. Cada item na
lista e designada de posting e a lista e designada de posting list. O conjunto
das varias posting lists e designado de postings. A gura 2.5 apresenta os
varios constituintes de um ndice invertido.
Figura 2.5: Indices invertidos
Umndice deve ser criado anteriormente ao processo de pesquisa para se
beneciar inteiramente da informac~ao que ele disponibiliza. De acordo com
[82], os passos de construc~ao de um ndice invertido s~ao:
1. recolha dos documentos a ser indexados;
2. reduzir cada palavra de cada documento a um token;
3. processar os termos de forma a gerar uma lista de tokens normalizados,
que representam os termos indexados;
4. indexar os documentos em que cada termo aparece criando um ndice
invertido, que se suporta de um dicionario e de postings.
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Figura 2.6: Exemplo de aplicac~ao dos passos para a construc~ao de umndice
invertido
Figura 2.7: Construc~ao de um ndice invertido
A gura 2.6 apresenta um exemplo de aplicac~ao dos passos de construc~ao
de um ndice invertido.
Na descric~ao do passo 4 (criac~ao do ndice invertido), os autores fazem
refere^ncia a um identicador de cada documento (docID) indexado. Ondice
e assim constitudo por pares de token/docID (passo 1 da gura 2.7). O
passo seguinte na criac~ao do ndice e a ordenac~ao alfabetica dos termos
(passo 2 da gura 2.7). Como um termo normalmente aparece em mais
do que um documento, e por uma quest~ao de ecie^ncia em termos de ar-
mazenamento da informac~ao, termos iguais s~ao agrupados resultando num
dicionario e postings, sendo estes ultimos ordenados por docID (passo 3
da gura 2.7). Embora n~ao seja fundamental para um sistema de pesquisa
booleano, este dicionario possui informac~ao estatstica, como sendo o numero
de documentos que contem cada termo.
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Kat 0000 0100 0000 0001
ate 0001 1000 0000 0000
ter 0000 0000 1000 0100
eri 0100 0001 0000 0000
rin 0000 0100 0001 0000
ina 0010 0010 0000 0000
Katerina 0111 1111 1001 0101
Tabela 2.2: Exemplo de codicac~ao sobreposta
2.3.2 Arquivos de assinatura
Uma assinatura corresponde a um mapeamento de um registo em bits e exis-
tem dois metodos principais de efectuar este mapeamento [24]: assinatura
de palavras e codicac~ao sobreposta (em ingle^s superimposed coding).
Na assinatura de palavras, e feito o hashing dos identicadores (tambem
designados de n-grams) de um registo para padr~oes de bits | originando as
assinaturas de palavras | que concatenadas formam a assinatura do registo.
Na codicac~ao sobreposta, e feito o hashing de cada identicador em S
posic~oes de bits numa palavra de bits com um tamanho xo F e codica
(utilizando o bitwise OR) as assinaturas resultantes para gerar a assinatura
do registo. A tabela 2.2 apresenta um exemplo de codicac~ao sobreposta da
palavra Katerina com os seguintes para^metros:
 3-grams o que origina os triplos "Kat", "ate", "ter", "eri", "rin", "ina"
 F = 16
 S = 2
Existem varios tipos de arquivos de assinatura [24]. Um deles e o SSF
(sequential signature les) que e constitudo por um conjunto de assinatu-
ras, cada uma dizendo respeito a um registo a ser indexado. A resposta
a uma pesquisa e encontrada gerando a assinatura da express~ao da mesma
forma acima descrita e comparando-a com cada entrada do SSF atraves de
um bitwise AND. Outro tipo de arquivo de assinatura e o BSSF (bit-sliced
signature le) que tem como objectivo melhorar o tempo de processamento.
De acordo com Chen [28] o BSSF atinge uma performance, no melhor caso,
com uma melhoria de 50% relativamente ao SSF. No entanto, o custo de
armazenamento no BSSF duplica em relac~ao ao SSF e o custo de actualizac~ao
triplica.
2.3.3 Arvore Patrcia
Uma arvore patrcia e uma estrutura de dados que armazena o suxo das
palavras de tal forma que facilita a sua pesquisa. Barsky et al. d~ao a
seguinte denic~ao [7]: seja S uma palavra com uma seque^ncia de N carac-
teres. Denote-se por S[i,j], onde 0  i < j  N , a sub-palavra de S que
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comeca na posic~ao i e termina na posic~ao j. O suxo de S que comeca na
posic~ao i e a sub-palavra S[i,N]. A arvore de suxo para a palavra S com N
caracteres e a arvore construda a partir da raz com exactamente N folhas.
Cada nodo interno de uma arvore de suxo tem pelo menos dois nodos
lho e o arco tem a designac~ao da sub-palavra. Um exemplo e apresentado
na gura 2.8 [7] que representa a arvore de suxo da palavra S = abbabbaa.
Cada sub-palavra de S pode ser encontrada fazendo a travessia desde a raz
ate aos varios nodos terminais, pelos varios caminhos possveis.
Figura 2.8: Arvore de suxo
2.3.4 Mecanismos de processamento de termos
Alem dos mecanismos que acima explicitamos aplicados na fase de indexa-
c~ao, outros existem que podem igualmente ser aplicados embora n~ao sejam
exclusivos desta fase. Estes mecanismos, provenientes da area de proces-
samento natural da linguagem (PNL), visam eliminar as ambiguidades na
interpretac~ao dos textos. Assim, e natural que os sistemas de recuperac~ao de
informac~ao, muitas das vezes, os incorporem tanto no processo de indexac~ao
como no de expans~ao da express~ao de pesquisa. No entanto, os resultados
da aplicac~ao destes mecanismos de PNL na recuperac~ao de informac~ao nem
sempre te^m os melhores resultados [20], tendo de ser visto, caso a caso, se
tal constitui um benefcio ou um custo extra no processamento. Vejamos
ent~ao alguns desses mecanismos [20] [71].
Stemming
O stemming e o processo de mapear uma palavra no seu morfema (stem),
processo muitas vezes tambem designado de conation. Este n~ao tem de
corresponder a raiz lingustica da palavra, mas sim a uma porc~ao mnima
da palavra que lhe retire possveis ambiguidades sem alterar o seu signi-
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cado. Neste processo, podem ocorrer dois tipos de erros: understemming e
overstemming. O primeiro acontece quando se removem menos caracteres do
que se devia o que resulta no n~ao agrupamento de palavras que deveriam ser
agrupadas. Isto faz com que documentos relevantes n~ao sejam retornados.
deslocamento e reduz ido ao morfema "deslocam "
de s l o c a r e reduz ido ao morfema "de s l o ca "
Por outro lado, o overstemming acontece quando se removem demasiados
caracteres das palavras o que resulta em palavras distintas originarem o
mesmo morfema sendo por isso incorrectamente agrupadas. O overstemming
contribui desta forma para a obtenc~ao de documentos n~ao relevantes.





Estas tarefas s~ao executados pelos denominados stemmers com base num
dado algoritmo.
Truncagem
A truncagem consiste em fazer o conation manualmente, fazendo uso de
caracteres wildcard, para que a palavra faca match com varias. Por exemplo,
alguem interessado em pesquisar documentos relacionados com "jogo" pode
introduzir a pesquisa "jog?", o que iria fazer match com os termos "jogador",
"jogo", "jogavam", etc.
Weighting
Este processo consiste em atribuir um peso aos termos, quer termos a in-
dexar ou provenientes da express~ao de pesquisa. Os pesos s~ao normalmente
expressos na forma numerica e s~ao determinados a partir da freque^ncia com
que ocorrem nos documentos.
Stopwords
Designam palavras comuns, frequentemente usadas e que n~ao ajudam no
processo de pesquisa. Artigos, pronomes, preposic~oes ou adverbios s~ao al-
guns exemplos. Existem, no entanto, algumas situac~oes em que a remoc~ao
destas palavras acaba por ser incorrecto, como por exemplo em "base de
dados" que resulta em "base" e "dados" o que tem um signicado completa-
mente diferente do original. Para prevenir estas situac~oes, pode existir uma
lista de palavras (ou conjunto de palavras) que n~ao s~ao removidas. No exem-
plo dado, "base de dados" faria parte de tal lista n~ao sendo dela removida a
preposic~ao "de".
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Thesaurus
Representa um dicionario com sinonimos de termos e/ou relac~ao entre eles
e que e usado para realizar o conation dos termos.
Part-of-speech tagging
Tarefa de atribuir uma categoria sintactica a cada palavra num texto, elimi-
nando algumas ambiguidades. Por exemplo, "casas" pode referir-se ao subs-
tantivo moradia ("eu tenho duas casas") ou ao verbo referente ao acto de
casamento - casar - ("se te casas com ela, vais ter benefcios scais").
Compounds and statistical phrases
Consiste na indexac~ao de palavras compostas em vez de apenas uma. Uma
das tecnicas consiste na indexac~ao de pares adjacentes de non-stopwords que
aparecam no texto com uma freque^ncia superior a um dado threshold. O
custo desta tecnica, no entanto, pode ser elevada. Na pratica, pode ser usada
uma combinac~ao de indexac~ao usando palavras unicas e palavras compostas,
evitando problemas do genero:
 Palavra unica "Nova" retornar resultados como "Nova Iorque"
 Palavra composta "Sir Anthony Hopkins" n~ao retornar resultados con-
tendo "Anthony Hopkins"
Claricando se a pesquisa se refere a uma palavra unica ou composta,
pode trazer benefcios a recuperac~ao de informac~ao.
2.4 Modelos tradicionais de obtenc~ao de informac~ao
Uma vez vistos os principais metodos de indexac~ao de informac~ao, nesta
secc~ao apresentamos os principais modelos tradicionais de obtenc~ao de in-
formac~ao, ou seja, do processo que permite aceder a informac~ao armazenada
num dado sistema. Estes podem ser classicados em 3 categorias principais
e 11 modelos no total [38], de acordo com a gura 2.9. Nesta secc~ao ire-
mos apresentar apenas os mais utilizados e, por isso, os que assumem maior
releva^ncia.
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Figura 2.9: Modelos tradicionais de obtenc~ao de informac~ao
2.4.1 Modelos baseados em teoria de conjuntos
Estes modelos representam os documentos como um conjunto de palavras ou
frases sendo que as similaridades s~ao usualmente derivadas de operac~oes que
incidem sobre conjuntos. De entre os mais utilizados incluem-se o Modelo
Booleano nas suas diversas variantes; por outro lado, o modelo de Raciocnio
Baseado em Casos praticamente n~ao e utilizado pelo que n~ao entraremos em
maiores detalhes sobre ele.
Modelo Booleano
Para que o leitor entenda o modelo booleano assim como os conceitos basicos
que lhe est~ao subjacentes, consideremos um exemplo pratico. Suponhamos
que se pretende determinar quais os captulos do livro Fortaleza Digital que
contem as palavras livro AND pessoa AND NOT museu. A mais simples
forma de pesquisa num documento e ordenar a um computador que faca uma
pesquisa linear por cada um dos captulos e retornar aqueles que satisfazem o
pretendido. Embora este seja um processo eciente, em certos casos e preciso
mais [82]: para processar um grande conjunto de documentos rapidamente,
para permitir operac~oes de matching mais exveis ou para permitir uma
obtenc~ao ordenada. O modelo booleano usa termos que correspondem nor-
malmente a palavras de um documento. Com base na ocorre^ncia ou n~ao
de um determinado termo num documento ou parte dele e construda uma
matriz de incide^ncia. A gura 2.10 apresenta um exemplo de uma matriz
de incide^ncia relativa ao exemplo acima introduzido. Assim, as colunas re-
presentam os varios captulos e as linhas as varias palavras utilizadas. O
elemento (c, l) da matriz assume o valor 1 se o captulo na coluna c contem
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a palavra na linha l ; caso contrario assume o valor 0.
Figura 2.10: Matriz de incide^ncia
Para obter o resultado da pesquisa livro AND pessoa AND NOT museu,
e necessario primeiro obter o vector de cada termo. Assim, se olharmos para
as linhas da matriz de incide^ncia obtemos o vector de cada um dos termos
que indica quais os captulos em que aparecem; se olharmos para as colu-
nas obtemos o vector de cada captulo que indica quais os termos que nele
aparecem. Assim, para a pesquisa em quest~ao temos os seguintes vectores:
Vector do termo livro: 10011
Vector do termo pessoa: 10111
Vector do termo museu: 00011
Como pretendemos obter os captulos que n~ao contem a palavra museu
devemos obter o complemento do vector.
Complemento do vector do termo museu: 11100
Determinados os vectores deve ser feita a operac~ao bitwise AND, repre-
sentada na gura 2.11.
Figura 2.11: Operac~ao bitwise AND
Do resultado da operac~ao bitwise AND, podemos concluir que a resposta
para a pesquisa e apenas o Cap. 1.
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Este e um exemplo simples que permite ilustrar o funcionamento basico
de um modelo booleano, no qual podem ser utilizados os operadores AND,
OR e NOT. No entanto, na realidade, podemos ter milh~oes de documentos
onde procurar e cada um com extens~ao consideravel o que levanta a quest~ao
da melhor forma de construir a matriz. Uma observac~ao importante feita
pelos autores em [82] prende-se com o facto da matriz ser bastante esparsa,
onde os 1's s~ao poucos. Assim, uma melhor e mais eciente representac~ao
e apenas representar apenas os 1's. Este e a ideia central por detras do
conceito de ndices invertidos, apresentados na secc~ao 2.3.1.
As grandes vantagens deste modelo s~ao a clareza da sua utilizac~ao assim
como a possibilidade de ser estendido com outros operadores, como de pro-
ximidade ou widlcard. No que refere as limitac~oes, a principal sera talvez a
inexiste^ncia de ordem nos resultados retornados.
Modelo Booleano Estendido
Os sistemas baseados neste modelo n~ao possuem apenas os operadores do
modelo booleano apresentados na secc~ao anterior (AND, OR e NOT) ja que
a utilizac~ao de somente aqueles operadores n~ao conseguia satisfazer todas as
necessidades de pesquisa. Assim, os sistemas utilizam um modelo booleano
estendido onde eram usados operadores adicionais tais como o operador de
proximidade.
O operador de proximidade permite especicar que dois termos numa
pesquisa te^m de ocorrer proximos um do outro num documento, onde o
grau de proximidade pode ser medido pelo numero de palavras existentes
entre eles ou ent~ao por uma unidade de medida como sendo uma frase ou
um paragrafo [82].
Algumas das particularidades na construc~ao da pesquisa incluem:
 o espaco entre palavras representa a disjunc~ao delas (ao contrario das
convenc~oes para a web);
 o & e necessario explicitamente para representar o AND;
 /s e necessario explicitamente para representar um match na mesma
frase;
 /p e necessario explicitamente para representar um match no mesmo
paragrafo;
 /k e necessario explicitamente para representar um match nas k pala-
vras consecutivas;
 palavras entre aspas (ex.: "museu nacional") representam um match
de palavras consecutivas;
 o ponto de exclamac~ao (!) e necessario explicitamente para representar
um wildcard, ou seja, mus! faz match quer com musica quer com
museu.
A ttulo de exemplo, a pesquisa
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" c r i s t i a n o ronaldo " / s jog ! / s camp !
permite encontrar documentos que contenham, na mesma frase:
 a express~ao "cristiano ronaldo"
 palavras que se iniciem com "jog"como por exemplo "jogador"ou "jogo"
 palavras que se iniciem com "camp" como por exemplo "campe~ao" ou
"campeonato"
Por constituir uma extens~ao ao modelo booleano, este modelo apresenta
como vantagem o facto de permitir mais operadores para expressar uma
pesquisa. No entanto, este mesmo aspecto pode ser apontado como uma
desvantagem pois descrever uma consulta desta forma pode tornar-se, para
utilizadores menos experientes, trabalhoso e complexo.
Modelo de Conjunto Difuso
Este modelo baseia-se na teoria de conjuntos difusos, introduzido por Laft
Zadeh [153], que lida com palavras cujos limites n~ao est~ao perfeitamente
denidos. Cada termo de uma pesquisa pode ser denido como um conjunto
difuso e tem um grau de pertenca (entre 0 e 1) com cada documento [38].
A teoria difusa trabalha com valores intermedios ja que foi criada com o
objectivo de tratar incertezas e indecis~oes [153], como quando s~ao utilizadas
palavras como "mais ou menos", "talvez", "muito" e "pouco". Assim, n~ao
ha a noc~ao de pertencer ou n~ao pertencer a um conjunto mas sim a de
pertencer com uma dada releva^ncia. Quanto maior essa releva^ncia mais
proximo o grau de pertenca esta do valor 1; pelo contrario, quanto menor a
releva^ncia mais o grau de pertenca se aproxima de 0. Esta caracterstica do
modelo e tambem uma das suas vantagens pois "e possvel determinar se os
documentos s~ao ou n~ao s~ao relevantes a uma consulta, alem de ser possvel
tambem indicar o grau de releva^ncia destes documentos"[150].
O modelo difuso de recuperac~ao de informac~ao baseia-se na teoria de
conjuntos difusos. Existe uma redenic~ao dos operadores logicos de forma
a incluir pertenca parcial nos conjuntos, sendo que o processamento das
pesquisas do utilizador s~ao efectuadas de forma similar ao que acontece no
modelo booleano [51].
Como desvantagem deste modelo, Hiemstra aponta o facto de n~ao se
tornar clara a raz~ao do melhor desempenho que alguns operadores te^m re-
lativamente a outros [56].
2.4.2 Modelos Algebricos
Estes modelos representam os documentos e as express~oes de pesquisa geral-
mente sobre a forma de vectores ou matrizes. A similaridade entre o vector
da express~ao de pesquisa e o vector do documento e dado por um valor
escalar.
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Modelo de espaco vectorial
Este modelo foi desenvolvido por Salton com o intuito de o utilizar num
sistema de recuperac~ao de informac~ao denominado SMART.
Neste modelo, cada documento e representado por um vector e cada
dimens~ao do vector corresponde a um termo, tendo cada um a si associado
um peso que representa o grau de importa^ncia do termo no documento
[38]. Os termos que o documento n~ao possui te^m a si associado um grau
de importa^ncia de 0 e os que o documento possui te^m a si associado um
grau de importa^ncia calculado atraves de uma dada func~ao. Muitas vezes,
este calculo consiste na contagem do numero de ocorre^ncias do termo t no
documento d, denominado de freque^ncia do termo (term frequency no idioma
ingle^s ou simplesmente tf ) [82] que e denotado por:
tft;d
Relativamente a esta func~ao de calculo de peso, Manning interroga-se:
todos os termos de um documento s~ao igualmente importantes? [82] Con-
cluindo que n~ao, referem ainda que determinados termos te^m pouco ou
nenhum poder em determinar a releva^ncia. O exemplo dado e de uma
colecc~ao de documentos sobre a industria automovel onde a probabilidade
de a palavra automovel aparecer nos varios documentos e alta. Os autores
introduzem ent~ao um mecanismo para atenuar o efeito dos termos que ocor-
rem demasiadas vezes na colecc~ao para serem signicativos na determinac~ao
da releva^ncia.
Nesta seque^ncia, a freque^ncia na colecc~ao (collection frequency no idioma
ingle^s ou simplesmente cf ) e denida como o numero de ocorre^ncias de um
termo na colecc~ao. A ideia e ent~ao reduzir o peso tf de um termo por
um factor que aumenta com a freque^ncia na colecc~ao. Neste contexto, e
denida a freque^ncia no documento (document frequency no idioma ingle^s
ou simplesmente df t) como sendo o numero de documentos na colecc~ao
que contem o termo t. A tabela 2.3 apresenta um exemplo de como podem
diferir os valores encontrados para df e cf. Embora os valores de cf sejam
mais ou menos iguais para as palavras tentativa e seguro, os seus valores
de df s~ao substancialmente diferentes. Os documentos mais relevantes s~ao,




Tabela 2.3: Freque^ncia de colecc~ao versus freque^ncia de docu-
mento
De que forma ent~ao a freque^ncia do documento df de um termo e uti-
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lizada para escalar o seu peso? Seja N o numero total de documentos numa
colecc~ao, dene-se a inversa da freque^ncia do documento (inverse document





Desta forma, tem-se que o idf de termos raros e alto e o idf de termos
frequentes e baixo. A tabela 2.4 apresenta um exemplo.





Tabela 2.4: Exemplo de valores da inversa da freque^ncia do
documento
Finalmente, para calcular um peso composto para cada termo, s~ao com-
binadas as denic~oes de freque^ncia do termo e de inversa da freque^ncia do
documento (tf-idf ). Assim, para um dado termo t num documento d, o peso
e dado por:
tf   idft;d = tft;d  idft
Num modelo vectorial, um documento d pode ser visto como um vector
(e e denominado de ~V (d)) e onde cada elemento do vector e considerado
uma coordenada dimensional. Os varios documentos de uma colecc~ao po-
dem assim ser colocados num espaco vectorial. A similaridade entre dois
documentos d1 e d2 num espaco vectorial e calculada atraves da similari-




Algumas das vantagens que s~ao normalmente apontadas a este modelo
incluem o bom comportamento com colecc~oes genericas bem como a utiliza-
c~ao de uma func~ao de similaridade, que permite obter melhores resultados
do que, por exemplo, a exactid~ao do modelo booleano. Como desvantagem
poder-se-a apontar a ause^ncia de ortogonalidade entre termos que contribui
para que possam ser encontradas relac~oes inexistentes entre eles.
Modelo de espaco vectorial generalizado
O modelo de espaco vectorial parte do princpio que os vectores dos termos
s~ao ortogonais dois-a-dois, o que signica que s~ao linearmente independentes
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[123]. Wong et al. [152] apresentaram uma analise dos problemas desta
assumpc~ao e introduziram uma expans~ao ao modelo atraves da correlac~ao
entre termos que torna obsoleta a ortogonalidade dois-a-dois mas mantem
a assumpc~ao de que os vectores s~ao linearmente independentes. Os autores
apresentam um novo espaco, onde cada vector de termo ~ti e expresso como
uma combinac~ao linear de 2n vectores ~mr; r = 1::2
n.
Este e um modelo um pouco controverso n~ao lhe tendo sido apontadas
vantagens signicativas.
Modelo de Indexac~ao Sema^ntica Latente
Este modelo (em ingle^s latent semantic indexing ou simplesmente LSI )
surge para resolver alguns problemas identicados no espaco vectorial [82],
que constituem as principais vantagens do modelo de indexac~ao latente:
sinonmia (duas palavras diferentes que te^m o mesmo signicado como carro
e automovel) e polissemia (uma mesma palavra que pode ter dois signica-
dos, como secretaria).
Relativamente a sinonmia, o espaco vectorial n~ao consegue captar a re-
lac~ao entre palavras sinonimas resultando em dimens~oes separadas no espaco
vectorial. Consequentemente, a similaridade entre ~q  ~d, onde ~q representa,
por exemplo, carro e no documento ~d aparece automovel subestima a ver-
dadeira similaridade existente. Por outro lado, no que se refere a polissemia,
a similaridade entre ~q e ~d sobrestima a similaridade existente.
A indexac~ao de sema^ntica latente inicia-se com a construc~ao de uma
matriz de termo-documento, onde cada termo e representado por uma linha,
cada documento e representado por uma coluna e onde cada celula representa
o numero de vezes que um dado termo aparece num dado documento. Esta
e uma matriz que tende a ser muito grande e esparsa, com um rank (numero
de linhas ou colunas linearmente independentes) na ordem das dezenas de
milhares. Por esta raz~ao, na base da indexac~ao sema^ntica latente esta a
tecnica matematica Singular Value Decomposition (SVD) que visa construir
uma matriz com um rank menor do que o inicial, sobre a qual s~ao calculadas
as similaridades entre vectores.
Finalmente, uma das desvantagens que pode ser apontada a este modelo
e a perda de ecie^ncia relativamente ao modelo de espaco vectorial, por ser
necessario que cada pesquisa seja comparada com todos os documentos da
colecc~ao.
Rede neuronal
O modelo de rede neuronal consiste no uso de uma rede neuronal que inclui
tre^s camadas: pesquisa, palavras-chave e documentos [91]. Parte-se da ideia
de que quando o utilizador faz uma pesquisa, a mesma e associada com
uma palavra-chave atraves da qual s~ao obtidos os documentos relevantes na
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respectiva camada e de que a transic~ao de informac~ao entre cada par de
camadas pode ser substituda por uma rede neuronal, tal como ilustra a
gura 2.12.
Figura 2.12: Transic~ao de informac~ao numa rede neuronal (adaptado de
[91])
Assim, a rede neuronal 1 (gura 2.13) e constituda por tre^s camadas
[91]:
 camada de entrada: composta por N neuronios de entrada (x1; :::; xN )
onde cada um representa um caracter da express~ao de pesquisa, ou
seja, a camada de entrada representa uma palavra;
 camada escondida: composta por M neuronios y1; :::; yM que cons-
tituem a representac~ao intermedia da express~ao de pesquisa.
 camada de sada: composta por L neuronios k1; :::; kL onde cada um
representa uma palavra-chave.
Figura 2.13: Rede neuronal 1 (adap-
tado de [91])
Figura 2.14: Rede neuronal 2 (adap-
tado de [91])
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A rede neuronal 2 (gura 2.14) e composta por duas camadas:
 camada de entrada: constituda por neuronios que representam
palavras-chave k1; :::; kL. O neuronio desta camada corresponde ao
neuronio da camada de sada da rede neuronal 1.
 camada de sada constituda por neuronios que representam docu-
mentos d1; :::; dP .
Diferindo dos anteriores modelos que assentam sobretudo em vectores,
este modelo caracteriza-se essencialmente pela aprendizagem que vai sendo
feita pela propria rede o que constitui uma vantagem deste modelo. No en-
tanto, o modelo apresenta a limitac~ao de ser um pouco lento, nomeadamente
nas fases de treino e aplicac~ao.
2.4.3 Modelos Probabilsticos
Os modelos probabilsticos tratam o processo de recuperac~ao de informac~ao
tal como se de uma infere^ncia probabilstica se tratasse. As similaridades
s~ao calculadas como a probabilidade de um dado documento ser relevante
para um dada express~ao de pesquisa.
Dois dos modelos mais utilizados baseiam-se no Modelo Bayesiano e s~ao
a rede de infere^ncia e a rede de crencas.
Rede Bayesiana
As redes bayesianas apareceram por volta dos anos 80 e representam um
modelo de um grafo acclico dirigido (em ingle^s directed acyclic graph ou
simplesmente DAG) onde cada nodo representa uma variavel aleatoria e os
arcos a depende^ncia directa entre as correspondentes variaveis, sendo re-
presentados por uma seta [11]. Um arco desde o nodo Xi ate ao arco Xj
representa a depende^ncia estatstica entre as duas variaveis. Mais concreta-
mente, a seta indica que o valor do nodo Xj depende do valor do nodo Xi
ou, dito por outras palavras, a variavel Xi inuencia a variavel Xj . Neste
caso, Xi e o nodo pai e Xj o nodo lho.
A estrutura DAG e normalmente considerada a parte "qualitativa" do
modelo sendo que os para^metros quantitativos s~ao descritos de uma forma
consistente com a propriedade Markovian, onde a distribuic~ao de probabili-
dade condicional (em ingle^s conditional probability distribution ou simples-
mente CPD) de cada nodo depende apenas dos seus pais [11].
A principal vantagem deste modelo e que a topologia de rede pode ser
adaptada e usada em casos complexos. Por outro lado, o tempo gasto no
calculo das probabilidades e considerado demasiado elevado.
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2.5 Construc~ao da express~ao de pesquisa
Uma vez introduzido o processo de pesquisa e seus sub-processos, nesta
secc~ao apresentamos aquele que maior importa^ncia tem para esta tese: o
referente a representac~ao do que e pretendido pelo utilizador, ou seja, a
construc~ao da express~ao de pesquisa.
2.5.1 A Problematica
A construc~ao da express~ao por parte do utilizador assume grande importa^n-
cia no processo de obtenc~ao de informac~ao ja que a forma como o utilizador
expressa o que pretende pode determinar o melhor ou pior entendimento
por parte do sistema e, por conseguinte, contribuir para melhores ou piores
resultados. O utilizador deve, por isso, tentar ser o mais especco possvel
na descric~ao do que pretende consultar. Porem, varios problemas se colocam
nesta fase e de diferentes naturezas [151]:
 diculdade de interacc~ao com o sistema
 problemas de especicac~ao
 incerteza sobre a real necessidade de informac~ao
 problema do vocabulario
A minimizac~ao dos tre^s primeiros problemas referidos passa por um pro-
cesso interactivo e iterativo [151]. A medida que vai utilizando o sistema,
o utilizador comeca a ganhar um maior entendimento sobre o seu funciona-
mento. Nas primeiras interacc~oes o utilizador normalmente n~ao obtem um
retorno muito relevante pois n~ao especica da forma mais correcta o que
pretende mas com o tempo comeca a conseguir expressar-se com maior pre-
cis~ao.
A diculdade de interacc~ao tem a sua origem em diversos factores:
por um lado, nem sempre a interface e intuitiva; por outro, a linguagem
pode ser nova em relac~ao a outros sistemas ja conhecidos do utilizador e
existe um natural tempo de adaptac~ao ate este se familiarizar com o novo
sistema e conseguir utiliza-lo facilmente; nalmente, n~ao podemos descurar
o facto de a linguagem oferecida pelo sistema poder ser um pouco limitada
em termos de expressividade o que contribui para uma maior diculdade por
parte do utilizador na construc~ao da express~ao.
Um outro problema que pode surgir na fase de construc~ao prende-se com
um aspecto mais intrnseco a cada utilizador e que se refere a sua capacidade
(ou incapacidade) de mapear o que quer pesquisar para uma linguagem abs-
tracta | a utilizada pelo SRI. De facto, e reconhecida a diculdade que
muitas pessoas te^m em abstrair ou especicar os conceitos que necessitam,
sendo complicada a determinac~ao das palavras-chave mais adequadas e que
produzam melhores resultados. Este problema e conhecido como o pro-
blema da especicac~ao da pesquisa, e o facto de este se tratar de um
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processo iterativo ajuda a ultrapassar o problema pois a medida que tenta
varias pesquisas o utilizador tem a oportunidade de ir renando a pesquisa
a medida que vai percebendo quais as palavras-chave com as quais obtem
melhores resultados.
A incapacidade de mapeamento numa linguagem abstracta tambem pode
ter a ver com o proprio tema, pois quando este possui termos complicados ou
quando o utilizador n~ao o domina, pode ser mais difcil encontrar as palavras
chave adequadas. E muito provavel que, n~ao sendo totalmente conhecedor
do domnio em quest~ao, o utilizador desconheca os termos proprios e utilize
outros que n~ao s~ao os mais correctos e por isso n~ao ser~ao correctamente
entendidos pelo sistema.
Este aspecto remete-nos para um outro possvel problema nesta fase que
e o da incerteza sobre a real necessidade de informac~ao. E possvel
que haja casos em que o utilizador n~ao sabe exactamente como pesquisar a
informac~ao. Ele sabe o que quer mas n~ao tem conhecimento suciente sobre
o que quer para formular uma pesquisa. Suponhamos que um utilizador
pretende obter informac~ao sobre uma dada alergia que provoca irritac~ao da
pele, n~ao tendo mais informac~ao sobre a alergia em causa. A irritac~ao da pele
pode ser um sintoma pouco signicativo de forma que com esta informac~ao
se torna muito difcil o utilizador obter resultados relevantes.
Enquanto estes tre^s problemas que ate agora abordamos se ultrapassam
com a contnua utilizac~ao do sistema, o problema do vocabulario necessita
de soluc~oes concretas. Na secc~ao seguinte apresentamos algumas ideias.
2.5.2 Problema do vocabulario
Este problema surge porque a maior parte das func~oes em grandes sis-
temas partem do princpio que o utilizador escreve as palavras correctamente
[43]. No entanto, novos ou utilizadores pouco frequentes muitas vezes usam
palavras erradas o que impede a obtenc~ao dos resultados que pretendem.
Este aspecto e denominado de problema do vocabulario.
Na base do problema esta o facto de que ha muitas palavras que po-
dem ser utilizadas para denominar o mesmo conceito. Se a mesma palavra
para designar um dado conceito fosse utilizada quer pelo utilizador, quer
pelo designer ou pelo sistema, todos entenderiam do que se estava a falar.
No entanto, este problema e normalmente ignorado nos sistemas computa-
cionais sendo as palavras escolhidas por um designer tendo o utilizador de
as aprender de forma a utilizar ecientemente o sistema [43]
S~ao varias as propostas de soluc~oes encontradas na literatura para este
problema. No entanto, para n~ao nos alongarmos na explicac~ao apresentare-
mos algumas ideias gerais usando a denic~ao de Furnas et al.[43], por serem
sucientes para que o leitor entenda o problema em causa.
Estes autores referem que nos sistemas de recuperac~ao de informac~ao,
as palavras-chave que s~ao atribudos pelos sistemas de indexac~ao est~ao fre-
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quentemente em desacordo com as palavras que os utilizadores usam nas
pesquisas, o que conduz a um recall muito baixo.
Os autores conduziram um conjunto de testes que consistiram em inter-
rogar varias pessoas sobre a palavra que associam a um dado objecto. Um
desses testes e o estudo sobre conceitos de manipulac~ao de texto, do qual s~ao
apresentados na gura 2.15 alguns dados exemplo. Por exemplo, 22 pessoas
escolheram a palavra "change" para designar a operac~ao de manipulac~ao
"delete".
Figura 2.15: Dados exemplo sobre testes conduzidos por [43]
Sobre os testes efectuados, os autores concluram que as tabelas eram
muito esparsas e a raz~ao apontada para tal e que a escolha de palavras
tende a seguir a distribuic~ao de Zipf [154] caracterizada por:
 poucas palavras serem utilizadas frequentemente;
 a grande maioria das palavras serem utilizadas raramente;
 a maior parte das palavras serem aplicadas apenas a alguns objectos.
Furnas apresenta varias propostas para determinar qual a melhor desig-
nac~ao para os objectos. A primeira denomina-se nomeac~ao "Armchair"onde
a estrategia mais comum e serem os proprios designers a escolherem as
designac~oes tendo os utilizadores de utilizar essas mesmas designac~oes. Os
dados recolhidos revelaram que este metodo e altamente insatisfatorio ja que
pessoas n~ao treinadas falham em cerca de 80% ou 90% nas suas tentativas de
obtenc~ao de informac~ao. Mesmo que as designac~oes passem a ser escolhidas
por pessoas conhecedoras de cada area, os resultados n~ao sofrem grandes
alterac~oes.
Outra abordagem para determinar a melhor designac~ao para os objec-
tos e utilizar a palavra mais frequentemente escolhida por utilizadores reais.
Embora com melhores resultados que o metodo "Armchair", as falhas ocor-
rem em cerca de 65-85% das vezes. Estes dados levam os autores a concluir
que n~ao ha uma palavra boa para aceder a maior parte dos objectos.
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Dado o insucesso das estrategias que usam apenas uma palavra, segue-
-se outra abordagem que faz justamente uso de varias palavras em vez de
apenas uma. Esta estrategia e seguida, por exemplo, pelos catalogos das
bibliotecas. Esta estrategia, que faz uso de tre^s palavras escolhidas de forma
optima, apresenta resultados promissores. No entanto, o retorno marginal
quando s~ao utilizadas mais palavras diminui rapidamente. Por exemplo,
com 15 palavras apenas 60-80% das tentativas s~ao bem sucedidas.
Todas estas estrategias se baseiam no acesso a um vocabulario que n~ao
foi treinado, ou seja, os resultados apresentados no sucesso ou insucesso do
acesso de utilizadores n~ao treinados no vocabulario a utilizar. Neste con-
texto, os autores concluem que a utilizac~ao de varias palavras e o unico
caminho a seguir. No entanto, te^m de ser utilizados numa escala substan-
cialmente maior do que a normalmente utilizada. A tende^ncia para n~ao usar
grande numero de palavras ca a dever-se, na opini~ao dos autores, ao facto
de cada pessoa (por exemplo o designer) apenas conseguir lembrar-se de
cerca de uma dezena de palavras para designar um dado objecto. No en-
tanto, se forem utilizadas as palavras sugeridas por varias pessoas, e se cada
uma se recordar de mais ou menos uma dezena, facilmente se pode atingir
a centena de palavras alternativas para cada objecto.
O problema da precis~ao, medida fundamental no a^mbito de pesquisas, e
abordado tambem pelos autores. De facto, na gura 2.15 podemos consta-
tar que a palavra remove pode referir-se a delete (freque^ncia de 21), a move
(freque^ncia de 17), a replace (freque^ncia de 12) ou a transpose (freque^ncia
de 5). A palavra remove e assim um exemplo de imprecis~ao causado pela
globalidade de um termo. A imprecis~ao de um termo pode tambem ocorrer
pela polissemia (mesma palavra pode ter varios signicados). Com base nos
dados obtidos, os autores referem a importante conclus~ao de que a existe^n-
cia de varias palavras para designar os objectos n~ao tem custo na precis~ao
obtida. Alias, referem a tende^ncia observada de que termos pouco frequentes
conduzem a uma mais alta precis~ao.
2.5.3 Tipos de pesquisa
Existem varias formas de se construir a express~ao de pesquisa. Uma forma
ideal para o utilizador seria a escrita de linguagem corrente assumindo que
o sistema percebia na totalidade o que o utilizador pretendia. Mas isso nem
sempre acontece nesta aproximac~ao, como de seguida iremos detalhar. Nesta
seque^ncia, alem da linguagem natural existem outras formas de se efectu-
arem pesquisas tal como a utilizac~ao de operadores booleanos ou express~oes
regulares. De seguida, segue-se uma explicac~ao das formas de pesquisa mais
utilizadas.
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Linguagem natural
A utilizac~ao de linguagem natural, ainda que seja o objectivo desejavel em
sistemas de pesquisa, introduz varias limitac~oes.
Por um lado, a incapacidade de resposta objectiva as pesquisas, como
conseque^ncia do sistema n~ao ser capaz de correctamente interpretar uma
dada pesquisa. O autor em [112] levanta uma quest~ao pertinente pois se ate
na comunicac~ao diaria entre seres humanos o discurso e sujeito a diferentes
interpretac~oes, por que^ assumir que a linguagem natural, num dado domnio
de conhecimento no contexto da comunicac~ao com os computadores, tera um
melhor desempenho?
A mesma armac~ao de incapacidade de resposta objectiva as pesquisas e
sustentada em [121] onde os autores referem que ainda n~ao conseguimos, de
forma bem sucedida, usar linguagem natural para interrogar e comandar os
computadores. Para entender esta diculdade, os autores sugerem escrever
ou falar para um sistema que possua uma interface de linguagem natural
para constatarmos que esse mesmo sistema n~ao vai entender a maior parte
das quest~oes ou comandos.
A ambiguidade surge como outra conseque^ncia da incapacidade de uma
correcta interpretac~ao da pesquisa, tal como referido em [57]: o preco pela
utilizac~ao de texto livre que os utilizadores te^m de pagar e a ambiguidade.
As palavras podem ter multiplos signicados (ambiguidade lexical) e uma
express~ao complexa pode ter varias estruturas (ambiguidade estrutural).
Express~oes de pesquisa ambguas muitas vezes levam a resultados irrele-
vantes.
Por outro lado, estes sistemas pecam pela falta de informac~ao sobre o
que e possvel pesquisar. Pesquisas para as quais o sistema n~ao tem res-
posta, por falta de suporte, n~ao devem sequer ser permitidas executar pois
conduzem o utilizador a uma situac~ao de duvida onde este ca sem saber
se o sistema de pesquisa n~ao tem de facto resposta para a pesquisa ou se,
por outro lado, tem mas a pesquisa deve ser efectuada de outra forma, ja
que nem foi percebida pelo sistema. Este problema e designado de habi-
tability problem e e abordado por varios autores: "um utilizador n~ao sabe
exactamente o que pode perguntar | que tipo de pesquisas suporta o sis-
tema?" [121]; "os utilizadores necessitam de saber o que e possvel perguntar
num domnio especco" [8]; "Muitas vezes, os utilizadores tentam redenir
uma frase varias vezes quando anal a raz~ao para a falta de entendimento
por parte do sistema deve-se ao facto do sistema n~ao ter resposta a quest~ao
efectuada" [120].
E no contexto das limitac~oes da linguagem natural que surgem as tecnicas
de processamento natural da linguagem (PNL) com o objectivo de contribuir
para o melhoramento da interacc~ao do homem com a maquina. Um dos
problemas que o PNL procura abordar e a ambiguidade que existe quando
se interpreta uma dada frase ou express~ao em linguagem natural.
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A ambiguidade pode ser de dois tipos [61]: ambiguidade lexica ou am-
biguidade sintactica.
A ambiguidade lexica e originada pela homonmia que se refere a uma
mesma palavra com signicados diferentes e afectam a precis~ao das pesquisas
na medida em que retornam documentos que n~ao s~ao relevantes. Um exem-
plo e a palavra "secretaria" que pode ter mais do que um signicado. Por
um lado, pode representar uma pessoa e por outro uma mesa.
A s e c r e t a r i a e s ta par t ida ( s i g n i f i c a d o de mesa )
A minha s e c r e t a r i a p e s s oa l e a Ana ( s i g n i f i c a d o de pessoa )
A ambiguidade sintactica refere-se a frases que podem ter interpretac~oes
distintas e e causada por varios factores gramaticais. Vejamos o seguinte
caso.
A Ana encontrou a chave do car ro que t inha perdido .
Neste caso, a Ana tinha perdido a chave ou tinha perdido o carro? A
forma como a frase esta construda deixa esta duvida sendo passvel das duas
interpretac~oes. Um outro exemplo e a utilizac~ao de pronomes possessivos.
A Joana deu a Maria o seu l i v r o .
A quem pertence o livro? A Joana ou a Maria? Este e mais um caso de
ambiguidade sintactica proveniente do uso de linguagem natural.
Devido a estes problemas de interpretac~ao que nos surgem a nos, seres
humanos, certamente que as duvidas de um agente de software que faca
o processamento de express~oes em linguagem natural n~ao ser~ao inferiores;
ou seja, n~ao conseguir~ao fazer uma melhor interpretac~ao do que nos. Isto
leva a existe^ncia de varias outras formas de comunicac~ao com um sistema
de pesquisa. Por outro lado, mesmo com estas quest~oes, existem sistemas
que usam linguagem natural como forma de interacc~ao entre o utilizador e
o sistema, e muitas vezes fazem uso de desambiguac~ao para esclarecimento
do contexto a que uma dada palavra ou frase se referem.
Consideremos um dicionario online onde um utilizador faz a pesquisa
pela palavra "secretaria". Dado ser uma palavra homonima, em vez de o
sistema escolher qual a denic~ao a apresentar | se de mesa ou de pessoa
| o sistema pode desambiguar o contexto perguntando ao utilizador se se
refere a secretaria/objecto ou secretaria/pessoa. Apos o utilizador escolher
o contexto que lhe interessa | ou seja, apos desambiguar o contexto | o
sistema ja sabe exactamente a que e que o utilizador se refere e pode ent~ao
apresentar-lhe a denic~ao correcta.
De forma a minimizar os efeitos da ambiguidade, o processamento de
linguagem natural possui inumeras tecnicas que permitem processar uma
express~ao no sentido de conseguir uma interpretac~ao mais exacta. Este
processamento corresponde a fase de pre-processamento da express~ao de
pesquisa.
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Pesquisas booleanas
Como acima referimos, a linguagem natural apresenta ainda limitac~oes o que
origina o aparecimento de alternativas, sendo as pesquisas booleanas uma
delas.
O trabalho ja desenvolvido nesta area e muito amplo mas, apesar disso,
os resultados obtidos est~ao ainda longe de ser os pretendidos. Ainda assim,
este metodo de express~ao de pesquisa continua a ser muito utilizado, como
por exemplo em sistemas como o Google, e usa a noc~ao de logica booleana
onde s~ao disponibilizados operadores booleanos (AND, OR e NOT).
Para que seja clara a ideia por tras destas pesquisas, apresentamos de
seguida alguns exemplos. Para tal, consideremos alguma informac~ao relativa
a uma escola, mais concretamente cursos, departamentos e alunos.
Pesquisa: obtenc~ao de informac~ao que relacione cursos e alunos.
Para esta situac~ao deve ser utilizado o operador AND, que retorna os
documentos que possuem ambos os termos especicados. Quantos mais
termos forem usados, menor o numero de resultados.
Termo de pesquisa Numero de resultados
cursos 2097
alunos 9564
cursos AND alunos 1002
Tabela 2.5: Operador AND em logica booleana
Pesquisa: obtenc~ao de informac~ao de toda a escola.
Para esta situac~ao deve ser utilizado o operador OR, que agrega o con-
junto de resultados obtidos com um dado termo aos resultados obtidos com
um outro termo. Quantos mais termos forem usados, maior o numero de
resultados.




cursos OR alunos OR departamentos 10122
Tabela 2.6: Operador OR em logica booleana
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Pesquisa: obtenc~ao de informac~ao de cursos mas n~ao de departamentos.
Para esta situac~ao deve ser utilizado o operador NOT, que exclui dos
resultados retornados documentos que possuam o termo especicado.
Termo de pesquisa Numero de resultados
cursos 2097
departamentos 987
cursos NOT departamentos 1752
Tabela 2.7: Operador NOT em logica booleana
Poucos s~ao os sistemas de pesquisa actuais que requerem a escrita ex-
plcita de todos os operadores na construc~ao da express~ao de pesquisa. Nos
sistemas actuais, a utilizac~ao dos operadores e implcita em que o utilizador
insere varias palavras e os espacos s~ao entendidos como AND.
Pesquisa :
l i v r o s rowl ing
S im i l a r a :
l i v r o s AND rowl ing
Para se utilizar a noc~ao de OR, e necessario que o sistema de pesquisa
permita a escrita explcita, tal como referido acima, ou ent~ao que permita
uma pesquisa avancada que possibilite ao utilizador escolher o operador a
utilizar atraves, por exemplo, de um menu de opc~oes. Um outro exemplo
que faz uso tambem do operador NOT e:
Pesquisa :
l i v r o s rowl ing  chamber
S im i l a r a :
l i v r o s AND rowl ing AND NOT chamber
Nesta pesquisa, o utilizador expressa duas palavras que pretende encon-
trar nos resultados retornados e uma outra que n~ao pretende que conste
desses mesmos resultados.
Pesquisa por palavras-chave
A pesquisa por palavras chave e um caso particular da pesquisa booleana,
que introduzimos anteriormente. A pesquisa por palavras-chave e a tecnica
mais comum nos sistemas de pesquisa actuais como, por exemplo, o Google.
O utilizador insere um conjunto de palavras sendo-lhe retornados os docu-
mentos que contenham essas palavras. A obtenc~ao da informac~ao a retornar
assenta na existe^ncia de ndices criados com base numa lista de palavras (e
seus sinonimos) que descrevem o assunto de um texto.
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Pesquisa por conceito
Este tipo de pesquisa tem por objectivo a localizac~ao de informac~ao que
seja conceptualmente similar ao que o utilizador especicou na express~ao
de pesquisa. Este tipo de sistema normalmente organiza os resultados da
pesquisa em categorias. Se as categorias apresentadas n~ao forem de encontro
ao que o utilizador pretende, deve efectuar nova consulta. Se car agradado
com as categorias apresentadas, pode explorar o conteudo de cada uma.
Os sistemas de pesquisa por conceito te^m vindo a diminuir mas a sua
existe^ncia pode ser util em algumas situac~oes como por exemplo quando
o utilizador n~ao conhece bem o tema que esta a pesquisar e e-lhe util que
o resultado lhe seja apresentado sob a forma de categoria pois assim pode
ter informac~ao extra sobre a categoria podendo encontrar mais facilmente
aquilo que pesquisa.
Um exemplo deste tipo de sistema e o Quintura4, do qual se apresenta
um exemplo dos resultados da pesquisa pelo termo "weather" na gura 2.16.
Figura 2.16: Sistema de pesquisa por conceito | Quintura
Pesquisas restringidas por campos
Esta pesquisa consiste na restric~ao que alguns sistemas de pesquisa imp~oem
no sentido de apenas ser possvel indicar valores pretendidos para determi-
nados campos, como por exemplo "Nome" ou "Morada". Os sistemas que
utilizam este tipo de pesquisa fazem habitualmente uso de uma interface
baseada em formularios atraves dos quais os utilizadores fornecem os valo-
res para cada campo a m de efectuarem restric~oes.
Pesquisa por frase
Este tipo de pesquisa retorna documentos que possuam a frase especicada
e n~ao apenas termos soltos, como acontece com as pesquisas por palavra-
-chave. O Google, por exemplo, disponibiliza este tipo de pesquisa5 devendo
4http://www.quintura.com/
5http://www.google.com/support/websearch/bin/answer.py?answer=136861
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para isso o utilizador colocar a frase pretendida entre aspas. Desta forma,
apenas s~ao retornados documentos que possuam aquelas palavras exactas e
pela ordem apresentada sem qualquer alterac~ao.
Pesquisa por concorda^ncia
Uma pesquisa por concorda^ncia suporta-se de uma lista de concorda^ncia
que consiste na gerac~ao de uma lista alfabetica das principais palavras que
ocorrem num texto associado ao contexto em que aparece. O ConcorDance6
e uma interface de concorda^ncia, que faz uso de sistemas de busca como o
Google e o Yahoo para obter concorda^ncias para um dado termo inserido,
como ilustra a gura 2.17.
Figura 2.17: Sistema de pesquisa por concorda^ncia | ConcorDance
Pesquisa por proximidade
A pesquisa por proximidade permite especicar a dista^ncia (numero inter-
medio de caracteres ou palavras) a que os termos denidos na pesquisa se
encontram uns dos outros. Algumas variac~oes desta pesquisa contemplam
tambem a noc~ao de releva^ncia da ordem das palavras sendo apenas retorna-
dos documentos em que os termos aparecam na ordem em que foram especi-
cados na pesquisa. Alguns dos operadores de proximidade s~ao: NEAR,
NOT NEAR, FOLLOWED BY, NOT FOLLOWED BY, SENTENCE ou
ainda FAR.
Alguns sistemas de pesquisa que incluem a construc~ao de express~oes de
pesquisa com noc~ao de proximidade s~ao: Exalead7, Yahoo!8 ou Altavista9.
Sintaxe exemplo no Exalead :
( keyword1 NEAR/n keyword2 ) onde n e o numero de pa lavras
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Express~ao regular
As express~oes regulares permitem a obtenc~ao de informac~ao com bastante
precis~ao, fazendo uso de uma sintaxe de interrogac~ao poderosa mas tambem
complexa. O Google Search Code10 e um exemplo de sistema que permite a
utilizac~ao de express~oes regulares na procura de codigo aberto na Internet.
Este sistema faz uso do standard IEEE Posix Basic Regular Expressions
(BRE)11. A sintaxe BRE trata a maior parte dos caracteres como literais,
havendo depois alguns caracteres especiais expressos na tabela 2.8.
Descric~ao da aplicac~ao do caracter especial
. Faz match com qualquer caracter.
.ada faz match com "fada" e "nada"
[ ] Faz match com qualquer caracter inserido dentro dos pare^ntesis
[abc] faz match com "a", "b" ou "c"
[c-e] faz match com "c", "d" ou "e"
[cdex-z] ou [c-ex-z] fazem match com "c", "d", "x", "y" ou "z"
[fg]ato faz match com "fato" ou "gato"
[^] Faz match com qualquer caracter que n~ao esteja inserido dentro dos pare^ntesis
[^xyz] ou [^x-z] faz match com qualquer caracter que n~ao seja "x", "y" ou "z"
^ Faz match com a posic~ao inicial dentro da palavra ou linha
^[gf]ato faz match com "fato" ou "gato" mas apenas no incio da palavra ou
linha
$ Faz match com a posic~ao nal dentro da palavra ou linha
[fg]ato$ faz match com "fato" ou "gato"mas apenas no nal da palavra ou linha
* Faz match com o elemento precedente zero ou mais vezes.
ah*l faz match com "al", "ahl", "ahhl", ..., "ahhhhhhl"
? Faz match com o elemento precedente zero ou uma vez.
ah?l faz match com "al" e "ahl"
+ Faz match com o elemento precedente uma ou mais vezes.
ah+l faz match com "ahl", "ahhl", ...,"ahhhhhl"
j Este operador faz match com a express~ao anterior ao operador ou com a
seguinte
fghjuio faz match com "fgh" ou "uio"
Tabela 2.8: Caracteres especiais em express~oes regulares
10http://www.google.com.br/codesearch?hl=pt-BR
11http://standards.ieee.org/develop/wg/POSIX.html
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Pesquisa difusa
A pesquisa difusa assenta na procura de documentos que fazem match com
o termo de pesquisa fornecido pelo utilizador na express~ao, assim como com
variac~oes do mesmo. Estas variac~oes s~ao encontradas de forma semelhante
as correcc~oes gramaticais, com pequenas variac~oes nas palavras que podem
consistir em inserc~oes, remoc~oes ou substituic~oes.




Subs t i tu i c~ao
trama  > drama
Apresentamos acima diversos metodos como alternativa a utilizac~ao de
linguagem natural para a realizac~ao de pesquisas. A existe^ncia destes meto-
dos alternativos abre caminho para que, abdicando um pouco da liberdade
na formulac~ao de express~oes, seja possvel um melhor entendimento por parte
do sistema daquilo que o utilizador pretende obter contribuindo para uma
melhor satisfac~ao por parte deste na utilizac~ao de sistemas de pesquisa.
2.6 Outros aspectos da recuperac~ao de informac~ao
Uma vez vistos os aspectos fundamentais do processo de recuperac~ao de
informac~ao, introduzimos agora, n~ao com o intuito de fazer uma analise ex-
austiva mas sim apenas de introduzir, dois aspectos que s~ao tambem impor-
tantes ter em linha de conta neste estudo e que te^m cada vez mais releva^ncia.
Um desses aspectos e a apresentac~ao de resultados que representa a parte -
nal de um SRI; o outro aspecto prende-se com a personalizac~ao de pesquisas
que se refere a experie^ncia pessoal de cada utilizador quando utiliza o sis-
tema.
2.6.1 Apresentac~ao de resultados
A apresentac~ao de resultados corresponde a fase nal de um processo de
pesquisa onde os documentos relevantes obtidos pelo sistema s~ao apresenta-
dos ao utilizador nal.
A forma mais comum de apresentac~ao de resultados e a que hoje en-
contramos, por exemplo, no Google e que consiste na apresentac~ao vertical
de um conjunto de sumarios que descrevem cada documento (um exemplo
e apresentado na gura 2.18). Tipicamente, a informac~ao apresentada con-
siste no ttulo do documento, data, autor, fonte, tamanho bem como um
excerto do proprio documento. Este conjunto de informac~ao e normalmente
designada de substituto do documento (em ingle^s document surrogate)
[55].
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Figura 2.18: Apresentac~ao de resultados tpica
Marchionini refere que o substituto do documento tem como objectivo
principal ajudar o utilizador a perceber a informac~ao disponibilizada por
um dado documento, contrariamente aos metadados que te^m um proposito
mais orientado aos agentes de software [83].
A qualidade do substituto de um documento tem uma forte inue^ncia na
capacidade de o utilizador avaliar a sua releva^ncia o que tem conseque^ncia
directa na consulta ou n~ao do documento [55]. Mesmo um documento muito
relevante deixa de ser consultado se o substituto tiver fraca informac~ao. Os
autores referem ainda que alguns algoritmos de pesquisa usam como factor
de ranking dos documentos a qualidade da descric~ao dos mesmos.
Clark, a respeito da composic~ao que os substitutos devem ter, realizou
um estudo onde avaliou os clicks efectuados em cada um dos documentos
retornados [30]. Para tal, utilizaram uma tecnica de avaliac~ao denominada
de clickthrough inversion, que consiste na comparac~ao dos substitutos do
documento escolhido com o localizado directamente acima dele. A motivac~ao
para a escolha desta tecnica baseia-se no facto de que os utilizadores te^m
tende^ncia para escolher os documentos que aparecem no incio da lista [63] e
que, se n~ao o fazem e escolhem outro mais abaixo e porque o seu substituto
deve ser apelativo.
Clark et al. zeram a analise de 10.000 pares de substitutos, onde o
substituto A aparece acima do substituto B mas o B foi mais vezes escolhido.
As suas conclus~oes foram:
 sumario esta presente em B mas falta em A;
 sumario tem mais de 100 caracteres em B e menos de 25 no A;
 ttulo de B contem mais matches com os termos da pesquisa do que o
ttulo de A;
 ttulo de B comeca com uma frase contida na express~ao de pesquisa,
mas o ttulo de A n~ao;
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 ttulo, sumario e URL em conjunto para B contem uma corresponde^n-
cia para a pesquisa, enquanto que A n~ao;
 sumario para B contem uma corresponde^ncia para cada termo da
pesquisa; para A ha mais corresponde^ncias em determinados termos
mas alguns faltam;
 URL para B e da forma www. express~ao de pesquisa .com mas A n~ao
tem este formato;
 URL para B e mais pequeno, em termos e "/"do que A;
 URL de B e mais pequeno, em caracteres, do que A;
 Sumario de B passa um teste simples de leitura mas o de A n~ao.
Com base nesta analise, Clark concluiu que:
 onde possvel, todos os termos da express~ao de pesquisa devem apare-
cer no substituto, reectindo a relac~ao com a pagina correspondente;
 quando os termos da pesquisa est~ao presentes no ttulo, n~ao necessitam
aparecer no sumario;
 tamanho e complexidade dos URLs deve ser reduzido, e os URLs de-
vem ser seleccionados e apresentados de forma a dar e^nfase a relac~ao
com a express~ao de pesquisa.
Outro estudo sobre a apresentac~ao de resultados e apresentado em [64]
onde os autores conduziram estudos sobre a prefere^ncia por quatro tipos de
interfaces distintos. A primeira denominada I1 - Baseline tem um aspecto
similar ao oferecido pelo Google; a segunda e denominada de I2 - Baseline
+ TRS que incorpora adicionalmente as cinco frases com maior ranking,
encontradas atraves de um software desenvolvido e testado por [149]; a ter-
ceira e denominada de I3 - Baseline + Thumbnail que incorpora uma pre-
-visualizac~ao da pagina web e nalmente a quarta designa-se de I4 - Baseline
+ TRS + Thumbnail.
No estudo participaram dois grupos: um mais experiente (G1) e outro
menos experiente (G2). Os autores reportam no seu estudo varios tipos de
teste mas vamos aqui cingir-nos aos resultados sobre a avaliac~ao da interface.
A nvel da utilidade, o grupo G2 considerou a interface I2 a menos util para
completar as tarefas propostas. O grupo G1 considerou as interfaces I2 e I4
mais uteis do que a I1. Relativamente a ecacia, o grupo G2 considerou a
I4 a unica mais ecaz do que I1. Os dois grupos consideraram a I2 a menos
ecaz. No que se refere a prefere^ncia entre TRS e Thumbnail, os utilizadores
preferiram a primeira em 75% das tarefas que tiveram de desempenhar.
Como conclus~ao principal do estudo efectuado, os autores sugerem que
e mais seguro apresentar os resultados de uma dada pesquisa de uma forma
textual e tambem visual, ja que tal pode dar aos utilizadores um maior
controlo na selecc~ao da informac~ao a explorar.
De acordo com tudo o que acima referimos, esta fase n~ao deve de todo
ser descurada ja que, mesmo que os resultados obtidos sejam relevantes, se
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os mesmos n~ao forem apresentados ao utilizador de uma forma atractiva
e realcando o conteudo mais importante, o utilizador pode acabar por n~ao
escolher os primeiros resultados (supostamente mais relevantes) pondo assim
em causa a ecacia de todo o processo de pesquisa.
2.6.2 Personalizac~ao de pesquisas
A personalizac~ao e o processo de apresentar a informac~ao certa no momento
certo ao utilizador [114]. Para tal, e necessario conhecer o utilizador o que
um sistema consegue atraves da analise da informac~ao recolhida do uti-
lizador. A recolha da informac~ao pode ser feita de forma explcita ou im-
plcita.
A recolha explcita consiste, por exemplo, em pedir ao utilizador opini~ao
ou classicac~ao sobre determinados assuntos, paginas ou documentos de
forma a conhecer as suas prefere^ncias. Algumas das desvantagens deste tipo
de recolha s~ao [114] a possvel inconsiste^ncia ou incorrecc~ao que pode existir
na informac~ao fornecida pelo utilizador; o facto de o perl ser normalmente
estatico em contraste com as prefere^ncias do utilizador que podem variar ao
longo do tempo; ou ainda o facto de "incomodar" o utilizador com perguntas
a m de construir o perl. A recolha implcita e feita sem interacc~ao com
o utilizador e baseia-se essencialmente na observac~ao daquilo que e o com-
portamento do utilizador a nvel do tipo de paginas que consulta, quanto
tempo consulta cada tipo de paginas, etc.
Um importante aspecto relacionado com a personalizac~ao e que os pers
deveriam distinguir quais os interesses actuais daqueles que foram interesses
em tempos mais antigos. Por outro lado, comeca a ter-se em conta a noc~ao
de contexto, ou seja, a tarefa em que o utilizador se encontra actualmente
envolvido [90].
Dentro do a^mbito das pesquisas, em [114], os autores referem alguns sis-
temas que fazem uso de personalizac~ao. Um deles e o projecto OBIWAN
[44] onde os resultados s~ao classicados de acordo com uma ontologia que
resume os topicos de uma base documental. Os documentos s~ao reordenados
com base na proximidade da corresponde^ncia entre os seus conceitos e os dos
perl do utilizador. Outro sistema e o PERSIVAL [86], no a^mbito da medi-
cina, onde os utilizadores informam o sistema do contexto da sua pesquisa.
O sistema recolhe os conceitos desse contexto para fazer a expans~ao da
pesquisa retirando dos resultados retornados documentos que n~ao estejam
relacionados com o contexto que o utilizador especicou. O Competitive In-
telligence Spider and Meta Spider [27] e uma parte de uma aplicac~ao cliente
que recolhe e organiza documentos web na maquina cliente. O agente de
recolha pode reunir informac~ao directamente de paginas ou atraves de sis-
temas de pesquisa. Os documentos recolhidos s~ao analisados e os sintagmas
nominais s~ao extrados de forma a criar um dicionario pessoal que possa au-
xiliar o utilizador em pesquisas futuras. O utilizador pode ainda personalizar
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a pesquisa explicitamente seleccionando paginas especicas ou o numero de
paginas a recolher. O Personal Search Assistant [69] e uma aplicac~ao que
corre em background e que recolhe informac~ao em nome do utilizador atraves
da submiss~ao de express~oes de pesquisa a varios sistemas de pesquisa. Os
resultados s~ao armazenados localmente e analisados de forma a poderem ser
organizados conceptualmente. O utilizador cria manualmente uma base de
dados conceptual que representa a entrada para um agente responsavel por
criar o perl do utilizador que por sua vez e utilizado para ltrar o resultado
de pesquisas futuras.
A personalizac~ao de pesquisas apoia-se normalmente num sistema de
recomendac~ao, pelo que os introduzimos de seguida.
Sobre os sistemas de recomendac~ao
O principal objectivo de um sistema de recomendac~ao e fornecer aos uti-
lizadores sugest~oes personalizadas sobre produtos ou servicos em que pos-
sam estar interessados. Esta funcionalidade ajuda os utilizadores a gerir
de uma forma ecaz a grande quantidade de informac~ao existente assim
como a reduzir a complexidade das pesquisas [18]. A sua aplicac~ao estende-
-se por varios domnios como por exemplo a recomendac~ao de programas
de televis~ao [17], de paginas web [94], recomendac~ao de produtos em sites
de e-commerce [109], recomendac~ao de livros e CDs no Amazon [78], re-
comendac~ao de lmes no MovieLens [87] ou ainda recomendac~ao de tags
para associar a posts em blogs [113] ou fotograas [111]. Em quase todos
estes domnios, os mesmos tre^s problemas se colocam: o problema do novo
utilizador, do novo item e de sparsity.
Consideram-se normalmente tre^s estrategias para fazer recomendac~ao:
baseada em conteudos, colaborativa e hbrida (que combina as duas primei-
ras). A primeira estrategia de recomendac~ao recomenda itens similares aos
que o utilizador gostou no passado. A abordagem colaborativa identica
utilizadores cujos gostos sejam semelhantes aos do utilizador em quest~ao e
recomenda itens que esses utilizadores tenham gostado [6].
As abordagens baseadas em conteudos te^m dois principais problemas
[6]: 1) a extracc~ao n~ao e relevante em determinados tipos de conteudos
(normalmente devido ao formato, como por exemplo, um formato n~ao es-
truturado) levando a que haja pouca e fraca informac~ao para construir o
perl do utilizador e 2) overspecialization causada pela limitac~ao do sistema
em recomendar apenas itens com uma elevada classicac~ao relativamente ao
perl do utilizador. Estes dois problemas s~ao resolvidos pelas abordagens
colaborativas que, por seu lado, te^m tambem alguns problemas [1] tais como
o problema do novo utilizador (o sistema n~ao consegue fazer recomendac~oes
sem conhecer as prefere^ncias do utilizador), o problema do novo item (um
novo item n~ao e recomendado ate ter sido escolhido por um numero subs-
tancial de utilizadores) e o problema de sparsity (um reduzido numero de
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classicac~oes pode comprometer o sucesso do sistema colaborativo ja que o
mesmo depende da existe^ncia de uma grande quantidade de utilizadores).
Um importante aspecto relacionado com o problema de sparsity e abor-
dado em [113] relativamente a existe^ncia de um grande numero de tags unicas
como resultado da falta de um vocabulario controlado e partilhado.
Os tre^s problemas referidos s~ao normalmente resolvidos com sistemas de
recomendac~ao hbridos [1]. Relativamente ao problema do novo utilizador,
[53] e [93] atribuem os novos utilizadores a categorias reduzindo desta forma
o conjunto de itens recomendaveis o que facilita o processo de recomendac~ao.
[104] prop~oe tecnicas como a teoria da informac~ao, estatsticas agregada e
tecnicas personalizadas ou balanceadas.
O problema de sparsity e abordado em [102] onde a informac~ao constante
do perl do utilizador e usada quando e feito o calculo de similaridades.
Atributos como o genero, idade, codigo postal, educac~ao ou pross~ao s~ao
usados para atribuir o utilizador a um segmento demograco. A similaridade
entre dois utilizadores tambem considera o seu segmento demograco. O
autor refere-se a esta tecnica como ltragem demograca. Outra abordagem,
proposta por [23] e baseada em Constrained Spreading Activation (CSA)
e visa expandir o conjunto inicial de prefere^ncias guardadas no perl do
utilizador atraves de relac~oes sema^nticas explcitas entre conceitos de uma
ontologia.
Tecnicas propostas em [127] para abordar o problema de sparsity e do
novo item incluem voto por defeito, pre-processamento usando medias, l-
terbots e tecnicas de reduc~ao de dimensionalidade.
Quando se usa um paradigma colaborativo, a similaridade de utilizadores
e calculada tipicamente atraves da comparac~ao do padr~ao das classicac~oes
efectuadas por cada utilizador [102]. O mesmo autor refere que a ltragem
colaborativa pode igualmente ser utilizada para descobrir relac~oes entre os
itens e que esse conhecimento pode ser utilizado na estrategia de recomen-
dac~ao. Alias, estudos comprovam que algoritmos baseados em itens obte^m
um desempenho e qualidade superiores comparados com algoritmos basea-
dos em utilizadores [108].
Varios metodos para calcular similaridades s~ao encontrados na literatura:
similaridade baseada no cosseno, similaridade baseada na correlac~ao [108],
padr~oes similares [102], nvel de anidade (formula baseada em TF-IDF) [94]
e medidas assimetricas ou simetricas [111].
Apesar de cada vez mais usados, os sistemas de recomendac~ao necessi-
tam ter em conta os varios problemas que acima referimos de forma a que
contribuam ecazmente para a personalizac~ao.
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2.7 Conclus~oes
Dada a grande amplitude do tema da pesquisa de informac~ao, zemos ao
longo de todo este captulo uma pequena introduc~ao de varios aspectos re-
lativos aos processos inerentes a um SRI. De seguida, contextualizamos o
leitor naquelas que ser~ao as areas especcas nas quais iremos focar o nosso
trabalho.
No que refere ao tipo de dados, iremos focar-nos na pesquisa de da-
dos n~ao estruturados que s~ao representados atraves de documentos. Uma
das linguagens de interrogac~ao destes tipo de dados e, como ja referimos,
um portal de pesquisa que estara englobado na nossa soluc~ao de forma a
podermos efectuar as pesquisas.
Relativamente ao processo de pesquisa, enumeramos varios sub-processos.
Dentro deles, iremos trabalhar no referente ao processo de construc~ao de ex-
press~oes de pesquisa, atraves das quais o utilizador comunica ao sistema a
sua necessidade. Referimos alguns aspectos importantes no que se refere a
problematica da construc~ao da express~ao de pesquisa. Para o conjunto de
problemas identicados, interessam-nos especialmente dois problemas: o da
diculdade de interacc~ao com o sistema e o problema do vocabulario, mais
concretamente, a duvida sobre o que querem dizer as palavras. O nosso tra-
balho nesta tese ira abordar, entre outras, estas limitac~oes e fazer propostas
concretas para as solucionar.
Assim, e em jeito de conclus~ao, importa referir que o problema da
pesquisa de informac~ao esta ainda longe de ser resolvido dado que os sis-
temas actuais ainda n~ao permitem obter objectivamente a informac~ao que
um utilizador pretende. Este facto deixa, por isso, em aberto, a necessidade




Este captulo aborda o conceito de pesquisa sema^ntica. Inici-
amos com uma refere^ncia a representac~ao do conhecimento
e suas tecnicas. Seguidamente, apresentamos o conceito de
ontologia, seus tipos, conceitos fundamentais, ferramentas e
linguagens. O captulo completa-se com uma apresentac~ao
de varios sistemas de pesquisa bem como de sistemas guiados
de pesquisa.
3.1 Introduc~ao
No captulo anterior, introduzimos a pesquisa de informac~ao e referimo-nos
as limitac~oes existentes nos actuais sistemas de pesquisa que se prendem
fundamentalmente com a utilizac~ao de linguagem natural e com a ambi-
guidade que a mesma introduz. Este metodo, embora intuitivo e simples,
introduz a referida ambiguidade na interpretac~ao da express~ao de pesquisa
n~ao sendo possvel responder de forma exacta ao pretendido pelo utilizador.
Nos sistemas actuais de pesquisa, como por exemplo o Google, e muito facil
perdermo-nos ou obtermos informac~ao irrelevante numa dada pesquisa que
efectuamos. Na realidade, e por vezes muito complicado encontrar objecti-
vamente determinado tipo de informac~ao como por exemplo "artigos escritos
por Eric Miller". Esta pesquisa e bastante especca para um humano mas
n~ao o e para uma maquina ja que esta n~ao sabe o que e um artigo nem
quem e o Eric Miller. O mais provavel e obtermos varios documentos onde
aparece somente o nome Eric ou ent~ao Miller (e o que podemos esperar
caso se usem tecnicas tradicionais de obtenc~ao de informac~ao - baseadas em
palavras-chave). Uma das raz~oes para a obtenc~ao destes resultados e o pro-
cesso de indexac~ao se basear na freque^ncia com que os termos aparecem nos
documentos esquecendo por completo a noc~ao de contexto e de signicado.
Mas tal torna-se talvez inevitavel dado que a maior parte do conteudo que
hoje encontramos na Internet destina-se a ser lido e interpretado por hu-
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manos, e n~ao para ser manipulado por computadores. Da a diculdade que
existe ao nvel do processo de indexac~ao em levar em conta o signicado.
Muito do trabalho actual feito pelos computadores a nvel de conteudo
para a Internet prende-se com a apresentac~ao de documentos, imagens ou
paginas web. O computador consegue, por exemplo, descobrir onde est~ao os
cabecalhos ou as hiperligac~oes de uma pagina, o ttulo ou autor de um docu-
mento mas n~ao consegue, de forma exacta, perceber o objectivo e signicado
de uma pagina tal como: "esta e a pagina do Instituto Politecnico de Viana
do Castelo e esta hiperligac~ao redirecciona para as formac~oes actualmente
oferecidas". O mesmo acontece com imagens ou vdeos cujo conteudo n~ao
possui nenhum tipo de informac~ao que o descreva.
Assim, para melhorar a pesquisa de informac~ao torna-se necessario que
os sistemas consigam entender aquilo que o utilizador quer para conseguirem
responder de forma objectiva. Para tal, uma das coisas necessarias e que os
recursos possuam informac~oes que possam ser uteis as pesquisas, como por
exemplo, o nome do autor, a data em que foi criado, etc.
A evoluc~ao da actual rede para a Web Sema^ntica | Web 3.0 | prop~oe
tornar claro o signicado dos recursos atraves da anotac~ao com metadados
[3] | dados sobre os proprios dados | e que caracterizam o recurso. Por
exemplo, uma documento qualquer pode a si ter associados metadados como
autor, ano de criac~ao ou tipo de documento (relatorio, memorando, etc.).
E a partir desta ideia que surge o conceito de ontologia que e, dentro da
Web Sema^ntica, o que mais nos interessa. Uma ontologia permite descrever
conceitos de um dado domnio, assim como relac~oes entre eles, de uma forma
que seja entendida pelas maquinas. Desta forma, se um utilizador estiver
interessado em obter documentos do tipo "artigo", o sistema tera de procurar
nos metadados dos recursos aqueles que possuam o tipo de documento com
o valor "artigo".
Baseadas na associac~ao de metadados aos recursos, as pesquisas sema^nti-
cas podem ser signicativamente melhoradas em relac~ao as pesquisas tradi-
cionais [52]. O objectivo ultimo e ideal a atingir com a pesquisa sema^n-
tica e permitir ao utilizador o uso de linguagem natural para expressar
aquilo que deseja encontrar. Exemplos destas pesquisas s~ao: "qual a idade
da Madonna?", "quais os livros escritos por Nicholas Sparks?", etc. Con-
siderando o exemplo acima da pesquisa de documentos, ao adicionar-lhes
metadados, seria possvel especicar por exemplo Eric Miller como sendo o
autor do documento e ainda que o seu tipo era um artigo. Dado que a WS
visa associar identicadores n~ao so a documentos mas tambem a pessoas,
conceitos e relac~oes, seria possvel, no exemplo acima, identicar claramente
quem e a pessoa Eric Miller e denir a sua relac~ao com um artigo em par-
ticular, ou com todos os artigos que tenha escrito.
No remanescente deste captulo iremos comecar por abordar a represen-
tac~ao do conhecimento, seguida de uma explicac~ao detalhada do mecanismo
que mais nos interessa dentro da tese que s~ao as ontologias, seus conceitos
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fundamentais, ferramentas e linguagens. Antes de apresentarmos as con-
clus~oes, apresentamos uma secc~ao sobre sistemas de pesquisa sema^ntica onde
abordamos varios tipos de interface com o utilizador e onde apresentamos
varios sistemas de pesquisa bem como sistemas guiados de pesquisa.
3.2 Representac~ao do conhecimento
O conhecimento e, hoje em dia, fundamental em praticamente qualquer
empresa na sua vertente estrategica pois permite uma melhor tomada de
decis~ao. Mas antes do conhecimento existir, e necessario que existam os
dados e que a partir deles se gere informac~ao. Os dados mais n~ao s~ao do que
factos do mundo real que isoladamente pouco signicam. Quando tratados
geram informac~ao que, por seu lado, gera o conhecimento.
A representac~ao do conhecimento surge como um dos principais desaos
na area da Intelige^ncia Articial (IA). De entre varias denic~oes existentes,
a representac~ao do conhecimento pode ser vista como a forma como o co-
nhecimento e transmitido a uma maquina de forma a que esta conheca o
signicado e consiga manipula-lo. No fundo, o fundamento da representac~ao
do conhecimento vai de encontro ao que Minski armou ha mais de tre^s
decadas: "Como fazer as maquinas entenderem as coisas? [88].
3.2.1 Tecnicas de representac~ao
Os sistemas de organizac~ao do conhecimento te^m como objectivo estrutu-
rar a informac~ao sendo essencialmente uteis quando se manipulam grandes
quantidades de dados. Podemos dividir as principais formas de organizac~ao
do conhecimento em tre^s tipos: tipo universal, baseados em listas de termos
e baseados em grafos.
Tipo universal
A estrutura de facetas (feature structure) e o mais conhecido tipo universal
para representac~ao interna da informac~ao, tendo sido inicialmente utilizada
por volta de 1930 para tratamento de aspectos especcos dos segmentos
fonologicos da lingustica teorica. Por volta de 1960 o uso destas estruturas
tornou-se mais generalizado quando foram estendidas a fonologia gerativa e
posteriormente, em 1980, ao desenvolvimento de formalismos gramaticais.
Finalmente, desde 1990 ate ao presente passaram tambem a ser utilizadas ao
nvel de trabalho teorico ou computacional, tais como analise, lexicologia e
sema^ntica formal. No entanto, hoje em dia ja n~ao s~ao muito utilizadas, tendo
sido ultrapassadas por ontologias, com superior capacidade de express~ao.
Ainda relativamente a estrutura de facetas, a descric~ao da informac~ao e
efectuada atraves da criac~ao de varios compartimentos que associam o nome
de um atributo a um valor. O valor pode ser atomico ou uma outra estrutura
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de facetas [77]. No exemplo que se segue, correspondente a informac~ao da
palavra comprador [2], alguns atributos te^m valores atomicos (como por
exemplo genero) e outros valores complexos (exemplo radical).
[ name  > comprador
genero  > mascul ino
cat  > adjectivo nomeComum
numero  > s i n gu l a r
r a d i c a l  > [
name  > comprar
Cla  > v . t r .
Conjugac~ao  > 1
Fonet ica  > k~oprar
FrasesExemplo  > <
O Miguel comprou um car ro novo .
A F i l i p a comprou mais um l i v r o .
O advogado comprou as testemunhas .




Sistemas baseados em listas de termos
As listas nas quais se baseiam estes sistemas s~ao normalmente de estrutura




Um dicionario e uma colecc~ao organizada, geralmente de forma alfabetica,
de um conjunto de palavras ou outras unidades lexicais de uma lngua ou
de qualquer ramo do saber humano, seguidas da sua signicac~ao, da sua
traduc~ao ou de outras informac~oes sobre as unidades lexicais1.
As principais caractersticas de dicionarios s~ao [77]:
 e um documento simples para denic~ao de termos que requerem uma
claricac~ao;
 e criado durante o levantamento de requisitos, e e continuamente
actualizado em cada ciclo de desenvolvimento, a medida que surgem
novas palavras;
 e feito em paralelo a especicac~ao de requisitos, aos casos de uso e ao
modelo conceptual.
Um dicionario apenas fornece a descric~ao explicativa de um conceito e,
as vezes, alguma informac~ao adicional como por exemplo ver imagem. Na
1Esta denic~ao da palavra dicionario pode ser consultada no Dicionario Prebiram da
Lngua Portuguesa, em http://www.priberam.pt/dlpo/default.aspx?pal=dicionario, ace-
dido em 28 de Fevereiro de 2011
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denic~ao da palavra dicionario, existe justamente uma hiperligac~ao para
uma imagem de um dicionario.
Indices
Umndice e uma lista em ordem alfabetica dos termos relevantes que surgem
num documento, ou conjunto de documentos, mapeados para a sua locali-
zac~ao nos referidos documentos, ou seja, o ndice mapeia os termos para os
locais onde aparecem a informac~ao sobre eles [77].
Como exemplos, temos a informac~ao disponibilizada nos livros referente
a pagina onde cada palavra aparece; a pesquisa de um livro numa biblioteca
da informac~ao do piso e estante onde o mesmo esta armazenada.
Sistemas baseados em grafos
Estes sistemas baseiam-se na determinac~ao de associac~oes entre os termos
atraves de um conjunto de relac~oes sema^nticas. Entre os sistemas mais




 Folksonomies e personomies
Taxonomias
A palavra taxonomia deriva do grego (taksis | classicac~ao | e nomos
| regra) e representa a cie^ncia da classicac~ao. Uma taxonomia segue
uma estrutura hierarquica denindo varias relac~oes pai-lho. Por inere^ncia
da relac~ao hierarquica, o lho tem todos os atributos do pai e outros que
lhe pertencam apenas a ele. A gura 3.1 apresenta um exemplo de uma
Figura 3.1: Exemplo de uma taxonomia
taxonomia que representa uma hierarquia do conceito veculo. Sendo que
uma sub-classe tem as propriedades da super-classe, podemos dizer que um
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barco (uma possvel insta^ncia da classe Agua que e, por sua vez, sub-classe
da classe Veculo) tem as caractersticas de um veiculo de agua e tambem
de um veculo generico.
Thesaurus
Um thesaurus e uma extens~ao de uma taxonomia de forma a tornar mais
completa a descric~ao de um dado domnio, fazendo uso de outras relac~oes
entre classes alem da simples hierarquia . Algumas das relac~oes de sinonmia
e hierarquias s~ao [77]:
 uso: refere outro termo de um conceito, ou seja, um sinonimo
 termo generico ou superior: relac~ao que especica a super-classe;
 termo especco: relac~ao que especica as sub-classes;
 termo relacionado: refere outro termo n~ao relacionado hierarquica-
mente e sem ser um sinonimo;
 nota de contexto: texto junto ao termo explicando o seu signicado
dentro do thesaurus.
Um exemplo de um thesaurus esta ilustrado na gura 3.2, baseado na
taxonomia da gura 3.1.
Figura 3.2: Exemplo de um thesaurus
Ontologias
Uma ontologia permite a descric~ao de conceitos especcos de um domnio
num formato mais completo e complexo de forma a ser entendido pelas
maquinas. Pela importa^ncia que assumem nesta tese, a proxima secc~ao e-
-lhes dedicada.
Folksonomies e Personomies
Estes conceitos s~ao, juntamente com as ontologias, de especial interesse para
o nosso estudo. S~ao por alguns considerados um sistema de organizac~ao do
Representac~ao do conhecimento 69
conhecimento na medida em que, por exemplo tal como as ontologias, te^m
como objectivo a organizac~ao da informac~ao.
Os conceitos de folksonomy e personomy baseiam-se num processo de
tagging que pode ser denido como um acto de organizar atraves de rotu-
lagem [45] ou como um acto de adicionar palavras-chave aos objectos [111].
Por seu lado, uma personomy e uma colecc~ao de todas as atribuic~oes de um
utilizador [59] e uma folksonomy e uma colecc~ao das personomies [70]. A
palavra folksonomy e uma junc~ao das palavras taxonomy e folk e representa
por isso as estruturas conceptuais criadas pelas pessoas [59] e e denida por
Gruber como a emergente rotulagem de muitos conceitos pelas pessoas num
contexto social [48]. A gura 3.3 representa estes conceitos.
Figura 3.3: Personomies e folksonomies
Estes conceitos comecaram a surgir com maior relevo por volta de 2004,
no a^mbito do que e a esse^ncia da Web 2.0: uma rede colaborativa. Neste sen-
tido, surgiram varias aplicac~oes sociais como a anotac~ao de fotograas ou de
bookmarking social, atraves das quais os utilizadores classicam informac~ao
de uma forma global e conjunta para depois facilitar a sua pesquisa.
De facto, a actividade de tagging tornou-se um habito crescente com o
aparecimento de aplicac~oes como Del.icio.us (http://delicious.com), CiteU-
Like (http://www.citeulike.org), Facebook (http://www.facebook.com),
BibSonomy (http://www.bibsonomy.org) ou Flickr (http://www.ickr.com).
A actividade de tagging encontra-se fortemente associada as tarefas de
pesquisa, navegac~ao e partilha. A este respeito, Lamere [74] refere que as
tags s~ao muitas vezes utilizadas simplesmente para melhorar as pesquisas
enquanto Fu et al. [42] defendem que a popularidade de tagging surge dos
seus benefcios para suportar pesquisas pessoais online, da capacidade para
navegar pelo conteudo usando tags, e para organizar e partilhar conteudos
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com tags. Sood et al. [113] corroboram esta ideia armando que a explos~ao
de conteudos na web criados pelos utilizadores deu origem aos sistemas de
tagging destinadas a anotac~ao desse conteudo com meta-informac~ao, usual-




A partilha de conhecimento esta na esse^ncia da WS, sendo tal apenas pos-
svel se a informac~ao for estruturada e contextualizada. E precisamente neste
contexto que o conceito de ontologia e mais amplamente utilizado. Elas
permitem a descric~ao de conceitos especcos de um domnio num formato
entendido pelas maquinas. Elas denem estruturas uniformes partilhadas
que denem como a informac~ao esta agrupada e como e classicada, inde-
pendentemente da linguagem de programac~ao usada ou da sintaxe usada
para representar os dados.
A raz da palavra "ontologia" e grega e tem origem em "ontos" (ser) e
"logia"(estudo), sendo por isso, de um ponto de vista mais losoco, a cie^ncia
que estuda o ser ou a existe^ncia. A palavra foi sendo adaptada para outros
domnios e, do ponto de vista da organizac~ao da informac~ao, pode denir-
se ontologia como uma tecnica de organizac~ao da informac~ao que se baseia
na denic~ao de categorias para classicar as coisas de um dado domnio,
no estabelecimento de relac~oes entre elas e na obtenc~ao de conhecimento
a partir da mesma. Uma das denic~oes mais utilizadas para ontologia e a
dada por Tom Gruber [50]: "uma ontologia dene um conjunto de primitivas
representativas com as quais se modela um domnio de conhecimento ou
discurso. As primitivas representativas s~ao tipicamente classes, atributos e
relac~oes. As denic~oes das primitivas representativas incluem informac~ao
acerca do seu signicado e restric~oes a sua aplicac~ao logica.".
Nas secc~oes anteriores, introduzimos os dicionarios, ndices, taxonomias
e thesaurus. Juntamente com as ontologias, todos eles [77]:
 s~ao abordagens para estruturar, classicar, modelar e representar con-
ceitos de um dado domnio;
 contribuem para que um dado conjunto de pessoas use a mesma nomen-
clatura para determinados objectos;
Embora existam aspectos em comum, estas abordagens s~ao distintas
como ilustra a gura 3.4. Enquanto que numa ontologia se pode descrever
qualquer relac~ao binaria que se julgue importante num thesaurus apenas se
podem utilizar relac~oes especcas. A taxonomia limita-se a especicar a
relac~ao de classe/subclasses criando uma hierarquia. Os ndices disponibi-
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Figura 3.4: Relac~ao entre ontologia, thesaurus, taxonomia, ndice e di-
cionario
lizam informac~ao dos locais onde cada contexto e referenciado ao passo que
os dicionarios fornecem descric~oes dos conceitos.
Existem algumas ontologias relativas a determinados conceitos que po-
dem ser reutilizadas na denic~ao de uma nova ontologia. S~ao alguns exem-
plos:
 Dublin Core2: ontologia que permite descrever documentos.
 FOAF (Friend of a friend)3: ontologia que descreve pessoas, suas acti-
vidades e relac~oes entre elas.
 SKOS (Simple Knowledge Organization System)4: ontologia que per-
mite expressar a estrutura e conteudo de esquemas conceptuais tais
como dicionarios, taxonomias, glossarios ou terminologias.
 SIOC (Semantically-Interlinked Online Communities Project)5: on-
tologia que permite expressar a informac~ao presente em blogs, foruns
e outras paginas de discuss~ao.
Assim, por exemplo, a ontologia expressa na gura 3.5 utiliza as on-
tologias Dublin Core e FOAF para expressar informac~ao relativa a pessoas.
Atraves do elemento foaf:name especica-se o nome da pessoa e atraves do







Figura 3.5: Exemplo de ontologia
3.3.2 Tipos de ontologias
As ontologias podem ser classicadas de acordo com variados aspectos como,
por exemplo, a linguagem, o objectivo ou a dimens~ao. Assim, por exemplo,
em [9], os autores apresentam a seguinte classicac~ao de ontologias:
 Ontologias representativas ou meta-ontologias
Estas ontologias capturam as primitivas de representac~ao utilizadas
para formalizar o conhecimento numa dada famlia ou sistema de re-
presentac~ao de conhecimento.
 Ontologias genericas ou de nvel superior
Estas ontologias capturam as varias categorias de entidades existentes
no mundo. O conhecimento representado nestas ontologias n~ao per-
tence a um domnio especco nem responde a um problema concreto.
 Ontologias de domnio
Estas s~ao ontologias mais especcas representando conhecimento de
um dado domnio, como por exemplo bibliotecas, universidades, aero-
portos, etc. As relac~oes existentes entre os varios conceitos tambem
esta expresso na ontologia.
 Ontologias aplicacionais
Estas ontologias est~ao relacionadas com metodos de resoluc~ao de pro-




S~ao tre^s os principais componentes de uma ontologia6: classes, insta^ncias e
propriedades.
As classes representam um conceito de um dado domnio, como Livro,
Editora ou Autor. Uma classe tem insta^ncias e propriedades a ela asso-
ciadas. As insta^ncias caracterizam os objectos do domnio representado pela
classe e podemos ve^-las como os dados propriamente ditos. As propriedades
representam as caractersticas de uma classe e permitem tambem relacionar
classes entre si. As primeiras s~ao denominadas de propriedades datatype e
as segundas de propriedades object.
Uma propriedade datatype pertence a uma dada classe (domain da pro-
priedade) e e de um dado tipo (string, int, long, etc), sendo denominado de
range da propriedade. Um exemplo e a propriedade Titulo da classe Livro,
com o tipo de dados string.
Uma propriedade object permite denir uma relac~ao entre duas classes.
Um exemplo e a propriedade livro tem editora cujo domain e a classe Livro
e cujo range e a classe Editora.
Existe ainda um terceiro tipo de propriedade, as propriedades annota-
tion, que podem ser utilizadas para adicionar metadados as classes, insta^n-
cias, propriedades datatype e propriedades object.
Uma das linguagens para denir ontologias e o OWL, que permite en-
riquecer o signicado das propriedades atraves do uso das caractersticas
das propriedades, que incluem as caractersticas funcional, inversa funcional,
transitiva e simetrica. Introduz-se aqui apenas a noc~ao de caracterstica fun-
cional, por assumir importa^ncia ao longo desta tese.
Dizer que uma propriedade e funcional signica que, para uma dada
insta^ncia, pode haver no maximo uma outra insta^ncia que esta relacionada
a si atraves dessa propriedade. Um exemplo de uma propriedade funcional
e a propriedade isBirthMother - apenas se pode ter uma m~ae.
3.3.4 Ferramentas e linguagens
A primeira ferramenta para criac~ao de ontologias chama-se OntoLingua
Server [40] e surgiu em 1990 desenvolvida pelo Knowledge Systems La-
boratory da Universidade de Stanford. Esta ferramenta usa a linguagem
OntoLingua [49] embora permita a traduc~ao para as linguagens Loom, Pro-
log, Corbat's IDL, Clips, etc. A linguagem OntoLingua foi desenvolvida em
1992 e baseia-se em logica de primeira ordem. E uma linguagem muits-
simo completa permitindo representar conceitos, taxonomia de conceitos,
relac~oes n-arias, func~oes, axiomas, insta^ncias e procedimentos. Esta grande
expressividade da linguagem tornou difcil a construc~ao de mecanismos de
raciocnio, n~ao sendo disponibilizado nenhum com a propria linguagem.
6Nesta descric~ao sera utilizada a terminologia OWL.
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Igualmente por volta de 1990, o Information Sciences Institute per-
tencente a Universidade de South Carolina desenvolveu a ferramenta On-
toSaurus [119], que usa a linguagem Loom [80]. Esta linguagem foi desen-
volvida em simulta^neo com a OntoLingua e foi inicialmente destinada a re-
presentac~ao do conhecimento em geral e n~ao especicamente de ontologias.
Assenta em regras de produc~ao e permite representar os seguintes com-
ponentes ontologicos: conceitos, taxonomia de conceitos, relac~oes n-arias,
func~oes, axiomas e regras de produc~ao.
Em 1997, o Knowledge Media Institute pertencente a Open University
desenvolveu a ferramenta WebOnto [37] que e um editor para ontologias
OCML [73]. O OCML foi desenvolvido em 1993 e as suas denic~oes s~ao
similares a da OntoLingua, permitindo a denic~ao de mais alguns compo-
nentes como sendo as regras dedutivas e de produc~ao.
As tre^s ferramentas mencionadas acima foram criadas com o proposito
de permitir a facil criac~ao e edic~ao de ontologias numa dada linguagem
especca (OntoLingua, Loom e OCML respectivamente), sendo ferramentas
isoladas e sem grandes capacidades de extensibilidade.
Nos ultimos anos assistiu-se ao aparecimento de uma nova gerac~ao de
ferramentas ontologicas, muito mais ambiciosas do que as anteriores. S~ao
ferramentas extensveis, com arquitecturas baseadas em componentes de
tal forma que novos modulos podem facilmente ser integrados de modo
a disponibilizar novas funcionalidades. Desta gerac~ao de ferramentas s~ao
exemplos o Protege [95], o WebODE [4] e o OntoEdit [118].
Por outro lado, a crescente utilizac~ao da Internet levou ao aparecimento
de linguagens ontologicas que tirassem partido das caractersticas da Web.
S~ao as chamadas web-based ontology languages ou ontology markup lan-
guages. Quando a linguagem eXtensible Markup Language (XML) [134]
surgiu, em 1996, foi largamente adoptada como linguagem standard para
troca de informac~ao na Web. Posteriormente, em 1999, o W3C criou o
Resource Description Framework (RDF) [133] como uma linguagem para
descrever recursos Web e o RDF Schema [131] que e a linguagem de descri-
c~ao do vocabulario do RDF, ou seja, uma extens~ao sema^ntica do RDF que
disponibiliza mecanismos para descrever grupos de recursos relacionados e
de relac~oes entre esses recursos. A combinac~ao do RDF e do RDF Schema
e vulgarmente designada por RDF(S), permitindo representac~oes de con-
ceitos, taxonomia de conceitos e relac~oes binarias. No contexto da Web
Sema^ntica, foram desenvolvidas quatro novas linguagens como extens~oes ao
RDF(S): Ontology Inference Layer (OIL) [41], DARPA Agent Markup Lan-
guage (DAML + OIL) [128], Web Ontology Language (OWL) [129] e OWL
2 [139].
A OIL e uma proposta de representac~ao e camada de infere^ncia web-based
para ontologias, que combina as primitivas de modelac~ao das linguagens
frame-based com a sema^ntica formal e servicos de raciocnio.
O DAML+OIL e baseado nas linguagens RDF e RDF Schema e estende
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estas linguagens com primitivas de modelac~ao mais ricas proprias das lin-
guagens frame-based.
O OWL, linguagem actualmente preponderante ao nvel de denic~ao de
ontologias, foi desenhado para ser usado por aplicac~oes que necessitam pro-
cessar o conteudo da informac~ao em vez de apenas apresenta-la a humanos.
O OWL facilita a interpretac~ao da informac~ao por parte das maquinas re-
lativamente ao XML, RDF ou RDF Schema, uma vez que disponibiliza
vocabulario adicional juntamente com uma sema^ntica formal. O OWL tem
tre^s sub-linguagens [58] : OWL-Lite, OWL-DL e OWL-Full. O OWL-Lite
e a sub-linguagem mais simples sintacticamente. E destinada a situac~oes
onde s~ao sucientes simples hierarquias de classes assim como restric~oes.
O OWL-DL e substancialmente mais expressivo do que o OWL-Lite e e
baseado em Logicas de Descric~ao (Description Logics - que origina o suxo
DL) que e uma linguagem de representac~ao do conhecimento que possibilita
um raciocnio automatico. Finalmente, o OWL-Full e a mais expressiva das
tre^s sub-linguagens. E destinada a situac~oes onde e mais importante o poder
de expressividade do que a garantia de obter conhecimento, n~ao sendo por
isto possvel um raciocnio automatico com esta linguagem.
O OWL 27 surgiu em 2009 e possui varias novas funcionalidades relati-
vamente ao OWL [141] de entre as quais se destacam o aumento do poder
de expressividade de denic~ao de conjuntos de classes que obedecem a dadas
restric~oes, de propriedades e de operac~oes sobre valores das propriedades. O
OWL 2 possui tre^s pers [142]: OWL 2 EL, OWL 2 QL e OWL 2 RL. O
primeiro e particularmente util em aplicac~oes que utilizam ontologias com
um grande numero de propriedades e/ou classes. O segundo perl e util
quando as aplicac~oes lidam com grande volume de insta^ncias e onde a tarefa
de interrogac~ao das mesmas e a mais importante. Finalmente, o terceiro
perl e vocacionado para aplicac~oes que necessitam de efectuar raciocnio
sem sacricar o poder de expressividade.
Alem das ferramentas para criac~ao de ontologias, a que acima nos re-
ferimos, existem outros tipos de ferramentas [21] que visam a integrac~ao,
avaliac~ao e vericac~ao, interrogac~ao, anotac~ao e aprendizagem.
A nvel de integrac~ao, as ferramentas existentes visam criar um unico
espaco com informac~ao proveniente de varias ontologias que podem usar
diferentes formatos. A nvel de avaliac~ao e vericac~ao, as ferramentas te^m
como objectivo avaliar a qualidade das ontologias para o que usam a forma-
lidade das linguagens. Alguns dos erros comummente detectados s~ao erros
sintacticos ou redunda^ncias.
No que se refere a interrogac~ao, a mesma passa a ser possvel a partir
do momento em que as ontologias s~ao instanciadas, pois passam a ser bases
de conhecimento. Sobre estas, as ferramentas de interrogac~ao podem obter
diversas informac~oes uteis no domnio da aplicac~ao.
7Descrito com maior detalhe no ape^ndice D
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Sendo a anotac~ao uma tarefa essencial que esta na base da WS, surgem
ferramentas justamente com esse a^mbito, de forma a que as paginas web,
que podem ser de diferente natureza, possam ser enriquecidas. Por exemplo,
o sistema OntoWebber8 permite o desenvolvimento de websites para o qual
s~ao utilizadas ontologias para controlar varios aspectos: aspecto, navegac~ao,
apresentac~ao, conteudo ou ainda perl do utilizador.
Finalmente, indicamos ainda a aprendizagem como outro domnio para
a utilizac~ao de ferramentas ontologicas. O objectivo destas ferramentas e
auxiliarem no processo de construc~ao de ontologias ja que este pode ser um
processo bastante demorado e complexo. Assim, as ferramentas de apren-
dizagem utilizam varias fontes de dados das quais recolhem informac~ao que
constitui um ponto de partida para quem constroi a ontologia.
3.3.5 As ontologias na Web Sema^ntica
Actualmente, as principais aplicac~oes das ontologias giram em torno da Web
Sema^ntica. Este e um conceito muito vasto pelo que ate agora apenas nos
focamos nas ontologias, sub-parte da WS que mais nos interessa. No en-
tanto, para que o leitor que um pouco mais contextualizado no papel que
as ontologias desempenham na WS, vamos explicar sumariamente em que
consiste.
A WS pressup~oe que as paginas disponibilizadas na rede tenham um
signicado mais rico de forma a que utilizadores e agentes de software tra-
balhem colaborativamente e estes ultimos possam fazer uso dessa informac~ao
para tarefas cada vez mais sosticadas sem intervenc~ao humana.
Neste sentido, um conjunto de padr~oes foi e continua a ser desenvolvido
no sentido de permitir identicar e descrever a relac~ao a varios nveis entre
os varios recursos existentes na rede. Esse conjunto de padr~oes formam as
diversas camadas da Arquitectura da WS (ou Semantic Web Cake) que se
encontram representadas na gura 3.6, ilustrac~ao criada por Tim Berners-
-Lee [147]. A mesma deve ser lida de baixo para cima ja que as tecnologias
de uma dada camada fazem uso das tecnologias da camada abaixo.
A gura 3.6 permite visualizar claramente a camada em que se situam
as ontologias e tambem a existe^ncia de muitas outras camadas que podem
ser agrupadas em tre^s categorias de tecnologias:
 tecnologias de hipertexto (URI/IRI e XML);
 tecnologias estandardizadas para aWS (RDF, RDFS, OWL e SPARQL);
 tecnologias ainda n~ao estandardizadas (todas as restantes).
8http://www-db.stanford.edu/OntoAgents/OntoWebber/
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Figura 3.6: Camadas da Web Sema^ntica
Tecnologias de hipertexto
URI/IRI
URI e um acronimo para Universal Resource Identier e representa uma
seque^ncia de caracteres usados para identicar um dado recurso. Um URI
pode ser classicado como um localizador (URL) ou como um nome (URN)
[13]. O termo URL e um acronimo para Uniform Resource Locator refere-se
ao subconjunto de URI que representam recursos atraves do seu mecanismo
de acesso principal (como por exemplo a localizac~ao na rede), em vez de os
identicarem atraves de um qualquer atributo que possuam. O termo URN
e um acronimo para Uniform Resource Name refere-se ao subconjunto de
URI que representam os recursos de uma forma unica e persistente mesmo
quando os mesmos deixam de existir.
Os URLs s~ao os mais usualmente utilizados ja que denem como aceder
a um dado recurso. Exemplos incluem o URL www.w3c.org, que representa
uma pagina, ou ainda http://www.ietf.org/rfc/rfc2396.txt que representa um
cheiro de texto.
XML
XML e um acronimo para eXtensible Markup Language [134] e representa
uma forma estandardizada e semi-estruturada de representar a informac~ao
de uma forma simples e generica o que potencia a sua utilizac~ao na WWW.
Dado a WS assentar na interligac~ao de variada informac~ao, e fundamental
que um documento XML possa usar vocabularios de diferentes fontes o que
e conseguido atraves dos namespaces XML. A atribuic~ao de um namespace
a cada vocabulario permite identicar univocamente elementos e atributos,
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eliminando ambiguidades no caso de existirem nomes iguais nos diferentes


























Como ja indicamos, RDF e um acronimo para Resource Description Frame-
work [133], ou seja, uma plataforma comum para descric~ao de recursos. Esta
plataforma e fundamentalmente vocacionada para representar metadados
que possam ser processados por maquinas em vez de serem apenas apresen-
tados aos humanos. Qualquer coisa que possua uma identidade pode ser
representada em RDF. Pode, por isso, ser usado para representar conteudos
ou servicos disponibilizados na Web, mas n~ao so. Pode tambem ser usado
para representar objectos e coisas do mundo real, como por exemplo pessoas.
O RDF representa a informac~ao de uma forma muito semelhante aquela que
nos, humanos, usamos para descrever algo a alguem: usando uma frase. Em
RDF, uma frase e composta por:
<s u j e i t o><predicado><objecto>
O sujeito e a coisa a que a frase se refere. O predicado identica uma
propriedade ou caracterstica do sujeito e o objecto e o valor da propriedade
identicada pelo predicado.
Em RDF, ao sujeito da-se o nome de Recurso, ao predicado o nome de
Propriedade e ao objecto o nome de Valor da propriedade. A frase e denomi-
nada de triplo RDF. Os documentos RDF s~ao escritos em XML. A linguagem
XML usada pelo RDF e denominada de RDF/XML. A grande vantagem do
uso do XML pelo RDF assenta no facto de desta forma a informac~ao RDF
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poder ser facilmente trocada entre diferentes tipos de computadores usando
diferentes tipos de sistemas operativos e linguagens de programac~ao.
Frase: O autor de Digital Fortress e Dan Brown.
Recurso: Digital Fortress
Propriedade: autor
Valor da propriedade: Dan Brown
Frase RDF em XML
<?xml ve r s i on ="1.0"?>
<RDF>
<Descr i cao about="D i g i t a l Fo r t r e s s ">
<autor>Dan Brown</autor>
< l i v r o>Dig i t a l Fort re s s</ l i v r o>
</Descr icao>
</RDF>
Um conjunto de triplos RDF da origem a um grafo RDF que representa
um conjunto de metadados. A gura 3.7 ilustra a forma de representac~ao
de um triplo RDF e a gura 3.8 a forma de representac~ao de um grafo.
Figura 3.7: Frase RDF
Figura 3.8: Grafo RDF
RDFS
O RDF permite descrever informac~ao acerca de um recurso. As propriedades
RDF representam caractersticas dos recursos mas podem tambem represen-
tar relac~oes entre esses recursos. No entanto, o RDF n~ao disp~oe de mecanis-
mos para descric~ao dessas relac~oes. Este e um dos papeis do RDF Schema
(RDFS) [131]. A situac~ao ilustrada na gura 3.9 representa dois recursos e
a relac~ao de matrimonio entre eles.
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Figura 3.9: Representac~ao de relac~ao entre dois recursos
Uma possvel representac~ao desta informac~ao com RDF seria:
<?xml ve r s i on ="1.0" encoding="ISO 8859 1"?>
<rd f :RDF xmlns : rd f = "http ://www.w3 . org /1999/02/22/ rdf syntax ns">




<rd f : d e s c r i p t i o n about ="http :// exemplo . com/Maria">
<nome>Maria</nome>
<nascido em>Porto</nascido em>
<rd f : d e s c r i p t i on>
</casado com>
</rd f : d e s c r i p t i on>
</rd f :RDF>
O RDF n~ao permite representar informac~oes importantes tais como:
 Noc~ao de homem e mulher;
 Tanto homem como mulher s~ao uma pessoa;
 A que classe se refere a propriedade casado com (qualquer coisa pode
ter a si associada esta propriedade?) - domain;
 Qual o tipo do valor da propriedade casado com (uma pessoa pode ser
casada com uma casa?) - range
O RDF Schema e, ent~ao, uma extens~ao sema^ntica ao RDF que disponi-
biliza mecanismos de descrever grupos de recursos e as relac~oes entre esses
recursos. Todas as coisas descritas s~ao recursos e, por isso, insta^ncias de
rdfs:Resource, que e assim a super-classe.
No exemplo do matrimonio, o RDFS permite denir o recurso Pessoa
<rd f : De s c r ip t i on ID="Pessoa">
<rd f : type r e s ou r c e="http ://www.w3 . org /TR/1999/
PR rdf schema 19990303#Class "/>
<r d f s : subClassOf
rd f : r e s ou r c e="http ://www.w3 . org /TR/1999/
PR rdf schema 19990303#Resource"/>
</rd f : Descr ipt ion>
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sendo Mulher e Homem suas sub-classes.
<rd f : De s c r ip t i on ID="Homem">
<rd f : type r e s ou r c e="http ://www.w3 . org /TR/1999/
PR rdf schema 19990303#Class "/>
<r d f s : subClassOf rd f : r e s ou r c e="#Pessoa"/>
</rd f : Descr ipt ion>
<rd f : De s c r ip t i on ID="Mulher">
<rd f : type r e s ou r c e="http ://www.w3 . org /TR/1999/
PR rdf schema 19990303#Class "/>
<r d f s : subClassOf rd f : r e s ou r c e="#Pessoa"/>
</rd f : Descr ipt ion>
OWL
Como o proprio nome indica, Web Ontology Language (OWL) e uma lin-
guagem para ontologias web. Embora tenha havido linguagens anteriores
para desenvolver ontologias, elas n~ao eram compatveis com a arquitectura
da WWW nem t~ao pouco da WS. O OWL assume-se ent~ao como uma lin-
guagem pertencente a famlia da representac~ao do conhecimento e, sendo
baseada na logica descritiva, traz a capacidade de racocinio (reasoning) a
WS. O OWL faz parte da vis~ao da WS que preve^ um futuro onde a infor-
mac~ao presente na Web tem um signicado exacto e pode ser processada por
computadores podendo assim estes integrar as varias informac~oes presentes
na rede.
Nesta seque^ncia, o OWL representa uma extens~ao ao RDFS permitindo
construc~oes mais avancadas ao nvel do vocabulario para descrever a sema^n-
tica das frases RDF, tais como denic~ao de cardinalidade, restric~oes sobre
valores, caractersticas das propriedades (transitiva, funcional, inversa, etc).
Alem disso, acrescenta varias capacidades as ontologias como a distribuic~ao
atraves de varios sistemas, escalabilidade na Web e compatibilidade com
standards Web.
O OWL, que se tornou uma recomendac~ao do W3C em 2004, utiliza
XML, de forma a que a informac~ao possa facilmente ser trocada entre di-
ferentes tipos de computadores utilizando sistemas operativos e linguagens
diferentes.
SPARQL
O SPARQL e uma linguagem de interrogac~ao e tambem um protocolo de
acesso a dados para a WS. O RDF ja se armou como standard na repre-
sentac~ao de recursos. No entanto, a possibilidade de efectuar interrogac~oes
sobre essas representac~oes era uma lacuna, ate ao aparecimento do SPARQL.
Este permitiu a denic~ao de um mecanismo comum de interrogac~ao entre
as varias aplicac~oes sema^nticas, ja que qualquer fonte de dados que possa
ser mapeada em RDF, pode fazer uso do SPARQL. Para que as aplicac~oes
e servicos possam utilizar a potencialidade de interrogac~ao do SPARQL, e
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necessario um protocolo de acesso a dados, o que o SPARQL tambem e.
O SPARQL consiste em tre^s especicac~oes. A principal e a especicac~ao
que dene a linguagem de interrogac~ao [136]. Complementar a ela, e a es-
pecicac~ao que dene o formato XML do resultado das interrogac~oes [137].
Finalmente, existe a especicac~ao do protocolo de acesso a dados [135], que
usa WSDL9 2.0 para denir protocolos HTTP e SOAP10 para remotamente
interrogar bases de dados RDF.
A criac~ao de interrogac~oes SPARQL pressup~oe o entendimento de alguns
conceitos. Primeiro, torna-se necessario perceber quais os triplos RDF gera-
dos quando se cria uma dada ontologia. Tal e fundamental para se conseguir
construir uma query SPARQL, que assenta na denic~ao de um conjunto de
triple patterns, conjunto esse denominado de basic graph pattern.
Um exemplo
Nesta secc~ao, apresentamos um pequeno exemplo que pretende auxiliar no
melhor entendimento das ideias e conceitos ate agora apresentados. Assim,
considere-se a ontologia com a estrutura de classes e propriedades ilustrada
na gura 3.10 e com as insta^ncias representadas na gura 3.11.
Figura 3.10: SPARQL - Estrutura de classes e propriedades
Figura 3.11: SPARQL - Insta^ncias da ontologia
9WSDL e um acronimo para Web Service Description Language e e uma linguagem
para descrever o servico.
10SOAP e um acronimo para Simple Object Access Protocol e e um protocolo para troca
de informac~oes estruturadas.
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Esta ontologia possui 42 triplos RDF, em que 21 correspondem a estru-
tura da ontologia (informac~oes gerais, denic~ao de classes e propriedades)
e outros 21 as insta^ncias. As guras 3.12 e 3.13 representam os triplos da
estrutura e das insta^ncias da ontologia, respectivamente. Os prexos uti-
lizados s~ao:





Um triple pattern e um triplo RDF a excepc~ao de que tanto o sujeito,
como o predicado e o objecto podem ser variaveis. Assim, a query SPARQL
que permite obter todos os triplos possui um triple pattern apenas com
variaveis:
s e l e c t ?a ?b ? c
wheref
?a ?b ? c
g
Figura 3.12: Triplos RDF da estrutura da ontologia
Uma query simples consiste em duas partes: a clausula SELECT que
identica as variaveis que s~ao apresentadas como resultado e a clausula
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WHERE que identica o basic graph pattern que e utilizado para obter
os triplos RDF. Esta obtenc~ao e feita atraves de um match com o grafo
RDF, em que o resultado e um sub-grafo RDF onde cada triplo pode ser
substitudo pelas variaveis.
Figura 3.13: Triplos RDF das insta^ncias da ontologia
Se ao sujeito, predicado ou objecto for atribudo um valor e n~ao uma
variavel ent~ao apenas ser~ao retornados os triplos que facam match com o
valor especicado. Na query SPARQL seguinte, apenas s~ao obtidos triplos
em que o predicado se rera ao custo. Na ontologia exemplo existem tre^s
triplos que fazem match com o triple pattern especicado, apresentados na
gura 3.14.
PREFIX a : <http ://www. semanticweb . org / on t o l o g i e s /book example . owl#>
PREFIX xsd : <http ://www.w3 . org /2001/XMLSchema#>
s e l e c t ? l i v r o ? va l o r
wheref
? l i v r o a : custo ? va l o r
g
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Figura 3.14: Triplos RDF resultantes da query SPARQL
Tecnologias n~ao estandardizadas
Para completar a vis~ao da arquitectura da gura 3.6, falta apresentar algu-
mas camadas que fazem uso de tecnologias ainda n~ao estandardizadas.
O RIF (Rule Interchange Format) sera responsavel pelo suporte de regras
na WS. O objectivo n~ao e a denic~ao de uma linguagem unica de regras pois,
de acordo com [146] seria impossvel que uma mesma linguagem servisse os
propositos dos varios paradigmas usados na representac~ao do conhecimento
ou da modelac~ao do negocio. O objectivo do RIF centra-se ent~ao na denic~ao
de um standard para troca de regras entre diferentes sistemas o que, ainda
assim, n~ao e tarefa simples dada a pequena partilha a nvel de sintaxe e
sema^ntica entre os varios sistemas que utilizam sistemas de regras (como a
logica de primeira ordem ou a programac~ao logica). A criptograa, a prova
e a conanca ir~ao trazer a WS a garantia de que as frases RDF provem de
fontes dedignas. A ultima camada ira permitir aos utilizadores utilizar as
aplicac~oes da WS.
3.4 Sistemas de pesquisa sema^ntica
A crescente utilizac~ao da WS e suas potencialidades favoreceu novos desen-
volvimentos em varias areas no sentido de conhecer melhoramentos. Uma
dessas areas e a pesquisa de informac~ao, introduzida no captulo anterior,
que, aliada as tecnologias da WS, pode ser estendida para uma pesquisa
sema^ntica contribuindo assim para melhorar os resultados obtidos.
Sendo que qualquer sistema de pesquisa possui uma interface com o
utilizador, apresentamos nesta secc~ao varios tipos que essas interfaces podem
assumir.
3.4.1 Tipos de interface com o utilizador
Como ja referimos anteriormente, a utilizac~ao de linguagem natural e a vis~ao
optima da pesquisa sema^ntica. No entanto, e tambem como ja referimos, os
resultados actualmente conseguidos com o uso de linguagem natural est~ao
longe de ser os ideais. Nesta seque^ncia, apresentamos de seguida uma secc~ao
sobre a utilizac~ao de linguagem natural onde referimos alguns dos principais
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problemas. Posteriormente, apresentamos algumas alternativas ao uso de
linguagem natural, fazendo uma analise comparativa das varias opc~oes.
Linguagem natural
Como ja indicamos, o uso de linguagem natural para expressar a intenc~ao
de pesquisa constitui a vis~ao ideal da pesquisa sema^ntica. No entanto, os
sistemas que fazem uso de linguagem natural para construc~ao da express~ao
de pesquisa (como por exemplo o NLP-Reduce [68]) apresentam ainda limi-
tac~oes relevantes.
Como ja referimos na secc~ao 2.5.3, a incapacidade de dar uma resposta
objectiva a uma dada pesquisa e um dos problemas que actualmente se
verica nestes sistemas. Tal deriva da incapacidade por parte do sistema
em, por um lado, entender o que o utilizador pretende e, por outro, ter
acesso a informac~ao que caracterize os recursos de modo a saber quais s~ao
relevantes para a pesquisa.
Outro problema da utilizac~ao de linguagem natural e a ambiguidade que
a mesma introduz, dado haver palavras que podem ter varios signicados, o
que p~oe em causa a qualidade dos resultados retornados.
Finalmente, o outro problema que identicamos nos sistemas que uti-
lizam linguagem natural e a falta de informac~ao sobre o que e possvel
pesquisar, levando a que o utilizador n~ao consiga aproveitar ao maximo
as potencialidades do sistema.
Alternativas
Como alternativa ao uso de linguagem natural, os seguintes metodos s~ao
utilizados em sistemas actuais de pesquisa sema^ntica [98]:
 capacidade de navegac~ao sobre as insta^ncias da ontologia, onde uma
ontologia e apresentada ao utilizador de uma forma hierarquica, per-
mitindo a navegac~ao directa atraves das classes e insta^ncias da ontolo-
gia.
 utilizac~ao de palavras-chave em que o utilizador insere palavras-chave
que s~ao processadas usando mecanismos de processamento natural da
linguagem e posteriormente comparadas com os metadados associados
aos recursos. Desambiguac~ao do contexto e por vezes usado nestes
sistemas.
 pesquisas baseadas em formularios onde e apresentada ao utilizador
uma aplicac~ao com caixas de texto correspondentes as propriedades
das insta^ncias pelas quais o utilizador pode fazer uma restric~ao atraves
da especicac~ao do valor pretendido numa dada propriedade.
 utilizac~ao de sintaxes denidas no proprio sistema podendo nessas sin-
taxes incluir-se algumas tags para obter informac~oes especcas.
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 pesquisas guiadas nas quais o sistema guia o utilizador na construc~ao
da express~ao de pesquisa apresentando-lhe apenas as opc~oes possveis
a cada momento obtidas da ontologia.










Pesquisas baseadas em formularios
Swoogle [34]
OntoWeb.org [62]






Tabela 3.1: Metodos de construc~ao e sistemas associados
A navegac~ao sobre as classes da ontologia da informac~ao ao utilizador
sobre aquilo que pode pesquisar o que constitui uma vantagem desta abor-
dagem. O mesmo acontece com as pesquisas baseadas em formularios ja que
as caixas de texto correspondem as propriedades e, desta forma, o utilizador
conhece no momento da pesquisa aquilo por que pode fazer restric~oes. As
pesquisas guiadas tambem possuem esta vantagem mas s~ao mais completas
que as anteriores ja que na navegac~ao sobre insta^ncias o utilizador n~ao tem
normalmente noc~ao da relac~ao entre as varias classes limitando-se a navegar
individualmente por cada uma. Ja nas pesquisas baseadas em formularios,
este aspecto pode conhecer algumas melhorias mas ainda assim n~ao se apre-
senta como uma soluc~ao viavel quando o numero de classes e signicativo
assim como o numero de propriedades de cada classe. A apresentac~ao de
todos estes conceitos na forma de caixas de texto torna-se inviavel e fraco
em termos de usabilidade. Finalmente, na pesquisa guiada, o utilizador
constroi a pesquisa por fases, indicando o que pretende visualizar e depois
as restric~oes. As relac~oes entre as classes s~ao utilizadas na interface destes
sistemas de forma a mostrarem ao utilizador apenas o que e possvel em
cada fase.
Os tre^s metodos referidos ate agora (navegac~ao sobre insta^ncias, pesquisas
baseadas em formularios e pesquisas guiadas) te^m tambem como vantagem
o facto de conseguirem perceber, sem ambiguidade e de forma objectiva,
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por que campos o utilizador esta a fazer restric~ao e que campos quer vi-
sualizar. Isto faz com que as respostas fornecidas v~ao de encontro ao que o
utilizador quer e haja assim uma diminuic~ao do numero de resultados que
n~ao correspondem ao pretendido.
Este, alias, e um dos problemas que se pode apontar ao metodo que
faz uso de palavras-chave. Este metodo tem actualmente grande relevo no
campo das pesquisas mas obtermos documentos que n~ao nos interessam
apenas porque contem as palavras-chave que inserimos na pesquisa e uma
realidade que serve de motivac~ao a desenvolvimentos nesta area. Como van-
tagem desta abordagem alguns poder~ao apontar a liberdade na formulac~ao
da pesquisa.
Finalmente, no que se refere a utilizac~ao de sintaxes de um dado sistema,
o grande inconveniente e a necessidade de aprendizagem e familiarizac~ao com
uma nova linguagem o que pode constituir um problema para utilizadores
esporadicos ou menos conhecedores destas tecnologias. No entanto, apos
dominar a sintaxe, um utilizador pode efectuar pesquisas de forma a que
sejam entendidas pelo sistema sem ambiguidade.
3.4.2 Exemplos de sistemas
Nesta secc~ao apresentam-se as principais caractersticas dos sistemas acima
apresentados que usam o metodo de navegac~ao sobre insta^ncias, palavras-
-chave, pesquisas baseadas em formularios ou ainda sintaxes proprias. Os
sistemas que utilizam uma abordagem guiada, e pela importa^ncia que as-
sumem nesta tese, s~ao apresentados separadamente na secc~ao 3.4.3.
Ontoweb.org
O portal OntoWeb.org e a componente central de uma comunidade criada
com o mesmo nome, cujo principal objectivo e os seus membros terem acesso
a variada informac~ao relacionada com a rede OntoWeb, que armazena varia-
da informac~ao relativa aos seus membros, investigadores, etc., assim como de
actividades de investigac~ao (projectos, eventos, etc.). O projecto, que visa
po^r em pratica as potencialidades das ontologias e WS, teve o seu termino
em 2004.
O portal OntoWeb.org, na sua vers~ao nal, integra informac~ao deste e
de outros dois portais pertencentes a iniciativa OntoWeb: o portal OntoWeb
RoadMap e o portal OntoWeb Edu. O portal assenta numa unica ontologia
partilhada, contendo os conceitos pertencentes aos tre^s portais: Application,
Business-Scenario, Document, Educational Resource, Event, File, Favorite,
Folder, Image, Job, Language, Link, Methodology, News Item, Ontology,
Organization, Person, Project, Tool, Topic e Featured Content.
Cada membro da comunidade OntoWeb pode publicar informac~ao an-
otada semanticamente que e posteriormente includa na base de conheci-
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mento, cando disponvel para todos os outros utilizadores, tirando partido
da conceptualizac~ao partilhada expressa pela ontologia utilizada. O uso da
ontologia revelou melhoria nos resultados das pesquisas quando comparada
com as pesquisas tradicionais, devido a denic~ao de conceitos e relac~oes de
hierarquia entre eles. As relac~oes sema^nticas s~ao exploradas para permitir
navegar atraves dos conceitos, renando ou alargando as pesquisas.
No que se refere a indexac~ao de informac~ao, existe um mecanismo au-
tomatico sempre que existe adic~ao/alterac~ao ou remoc~ao de uma insta^n-
cia/conceito. O administrador dene um ndice sobre um conceito e e feito
um varrimento completo as directorias e cheiros, adicionando ao ndice os
resultados obtidos. Desta forma, o portal suporta pesquisa e navegac~ao pela
informac~ao de uma forma eciente e rapida.
Em termos de navegac~ao da ontologia, e possvel: (1) visualizar a es-
trutura hierarquica das classes da ontologia sob a forma de uma arvore
construda dinamicamente e (2) visualizar uma insta^ncia em particular.
Em termos de pesquisas, e possvel efectuar dois tipos:
 pesquisa baseada numa palavra-chave: onde s~ao apresentados ao uti-
lizador as insta^ncias relacionadas assim como o conceito especco a
que se referem para que o utilizador possa restringir ainda mais a sua
pesquisa. No caso de o utilizador inserir varias palavras-chave, o sis-
tema procura relac~oes entre esses dois conceitos e, no caso de existirem,
apresenta-os;
 pesquisa baseada em formularios: neste tipo de pesquisa e apresentado
um formulario ao utilizador onde este pode especicar um determinado
valor para as propriedades, funcionando assim como ltro no resultado
da pesquisa.
Semantic MediaWiki
A Semantic MediaWiki (SMW) e uma extens~ao gratis da MediaWiki - sis-
tema que sustenta a Wikipedia11 | que ajuda na pesquisa, organizac~ao,
tagging, browsing e partilha de conteudo. Este e um sistema bastante usado
actualmente para a construc~ao de portais com suporte sema^ntico. A Wikipe-
dia, tal como a conhecemos, possui apenas documentos que os computadores
n~ao conseguem perceber nem processar. A SMW adiciona anotac~oes sema^n-
ticas que trazem a Wiki o poder da WS.
As anotac~oes na SMW podem ser vistas como uma extens~ao do sistema
de categorias existentes na Wiki. As categorias mais n~ao representam do
que uma forma de classicar artigos de acordo com um dado criterio12.
Por exemplo, adicionar [[Category: Cities]] a um artigo permite descrever




mais alem permitindo anotar qualquer hiperligac~ao ou excerto de texto que,
sendo legvel para um humano, n~ao e para um computador.
Vejamos o seguinte exemplo "e a capital da Alemanha e tem uma po-
pulac~ao de 3,396,990 pessoas" e muito diferente de "joga futebol na Ale-
manha e ganha 3,396,990 dolares por ano". A SMW permite anotar
texto de forma a dar-lhe um signicado concreto, atraves da associac~ao de
propriedades ao mesmo. Ainda relativamente ao exemplo anterior, as pro-
priedades "capital de" e "selecc~ao de futebol" s~ao totalmente diferentes; assim
como "populac~ao" tem um signicado totalmente diferente de "salario".
Esta adic~ao permite ir alem da mera categorizac~ao de artigos. O que
anteriormente estava apenas descrito textualmente num artigo (exemplo:
Berlim e a capital da Alemanha) pode agora ser expresso atraves de pro-
priedades associadas aos artigos, sendo esta informac~ao passvel de ser pro-
cessada por ferramentas de software. Em termos de classicac~ao de paginas,
o uso de propriedades e o fundamento da anotac~ao sema^ntica na SMW, por
exemplo: [[capital of::Germany]].
A SMW tem varias interfaces que permitem a consulta de dados13. O
acesso as mesmas e facultado atraves de uma FactBox que e uma caixa no
fundo das paginas Wiki que apresenta a informac~ao sema^ntica relativa a
pagina actual. Nela, s~ao disponibilizadas, atraves de cones, as seguintes
interfaces:
 Special: SearchByProperty : recebe uma propriedade e um valor, sendo
retornadas todas as paginas que tenham essa propriedade com esse
valor;
 Special:Browse: recebe uma pagina inicial e mostra toda a informac~ao
sema^ntica associada;
 Special:PageProperty : recebe uma pagina e uma propriedade sendo
listados todos os valores da propriedade naquela pagina.
Alem destas, existem outras que permitem visualizar informac~ao sobre
propriedades e seus tipos:
 Special: Properties: lista as propriedades que aparecem nas anotac~oes
sema^nticas, organizadas por freque^ncia de utilizac~ao;
 Special: UnusedProperties: lista propriedades que n~ao est~ao a ser usa-
das em nenhuma anotac~ao e que podem por isso ser apagadas.
 Special: WantedProperties: lista das propriedades que s~ao usadas mas
n~ao te^m uma pagina descritiva associada. Tal n~ao e desejavel ja que
n~ao estando bem denido o signicado da propriedade, a compreens~ao
do seu signicado ca comprometida assim como a qualidade e ecacia
das pesquisas;
 Special: Types: lista os tipos de dados disponveis para as propriedades.
13http://semantic-mediawiki.org/wiki/Help:Browsing interfaces
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A pesquisa sema^ntica na SMW e disponibilizada aos utilizadores atraves
de uma linguagem simples de interrogac~ao que pode ser posta em pratica
na pagina Special: Ask14. As pesquisas sema^nticas denem duas coisas: (i)
quais as paginas a seleccionar e (ii) qual a informac~ao a apresentar. Por
exemplo, para pesquisar as coisas localizadas na Alemanha deveria escrever-
-se, na parte correspondente a (i), a condic~ao [[Located in::Germany]]. Adi-
cionalmente, poderamos querer ver a populac~ao associada, para o que se
deveria colocar, na parte correspondente a (ii), a express~ao "?Population".
Na especicac~ao da condic~ao de pesquisa, podem ser usados varios ope-
radores e funcionalidades, dos quais se salientam os seguintes:
 Combinac~ao de criterios
Exemplo: [[Category:Actor]] [[born in::Boston]] [[height::180cm]] |
retorna actores nascidos em Boston e que mecam 180cm.
 Wildcards
Obtenc~ao de dados para a qual informac~ao sobre uma dada propriedade
exista. Exemplo: [[born in::+]] | retorna paginas para as quais a pro-
priedade "born in" esteja especicada.
 Maior do que
 Menor do que
 Diferente
 Comparac~ao de string
 Uni~ao de conjuntos de pesquisas
 Ordenac~ao de resultados
Squiggle
O Squiggle e uma plataforma que permite a customizac~ao de sistemas de
pesquisa relativo a um domnio especco. Por si so, n~ao e um sistema
de pesquisa. Possui um sistema sintactico bastante rapido e eciente con-
seguindo obter o conceito pretendido mesmo que escrito incorrectamente ou
em varias lnguas. A componente sintactica do sistema e conseguida, entre
outras tecnicas, atraves do Lucene15. Por outro lado, o Squiggle usa tam-
bem o Sesame16, para armazenamento e pesquisa sema^ntica sobre a base de
conhecimento descrita usando RDF e o modelo SKOS. Desta forma, esta
arquitectura consegue ultrapassar as limitac~oes sintacticas aliadas a escrita
e ao mesmo tempo melhorar os resultados retornados usando a pesquisa
sema^ntica.






 Conceptual Indexer : que recebe como input os conteudos a indexar
e a ontologia de domnio e produz uma serie de ndices. Existem
dois ndices principais a considerar: um ndice Lucene, util na fase
de pesquisa sintactica; e um ndice referente a parte sema^ntica que
corresponde a um repositorio Sesame com todos os triplos que ir~ao
ajudar para retornar resultados para as pesquisas;
 Semantic Searcher : efectua uma pesquisa sintactica e sema^ntica sobre
os ndices produzidos pelo Conceptual Indexer para retornar os resul-
tados obtidos assim como sugest~oes semanticamente relacionadas.
O Squiggle tem as seguintes funcionalidades:
 Pesquisa sintactica: pesquisa sintactica tradicional sobre os ndices
sintacticos gerados;
 Interpretac~ao sema^ntica da pesquisa: ao mesmo tempo que e feita a
pesquisa sintactica, o Squiggle identica possveis signicados da ex-
press~ao. O Squiggle faz esta operac~ao comparando o conteudo da
pesquisa com as denominac~oes preferidas (skos:prefLabel), as alterna-
tivas (skos:altLabel) e as incorrectamente escritas (skos:hiddenLabel).
Quando encontra uma corresponde^ncia, apresenta essa sugest~ao na
forma de "Quis dizer...?". Esta funcionalidade permite desambiguar o
contexto e renar a pesquisa;
 Pesquisa sema^ntica: depois de desambiguado o contexto da pesquisa, e
feita uma pesquisa sobre os ndices sema^nticos gerados e apresentados
os resultados obtidos;
 Sugest~oes sema^nticas: depois de desambiguado o contexto da pesquisa,
e concreto para o sistema de pesquisas o conceito a que o utilizador
se refere. Desta forma, o sistema sugere pesquisas relacionadas com
o conceito em quest~ao, auxiliando-se das relac~oes denidas entre os
varios conceitos.
Swoogle
O Swoogle e um sistema de pesquisa sema^ntica que permite incidir as pes-
quisas sobre cheiros que representem ontologias e documentos em geral. A
forma de composic~ao de uma express~ao de pesquisa e descrita em [35] e a
indexac~ao e feita pelo Swoogle apenas sobre as partes do documento que
mais contribuem semanticamente para a interpretac~ao do mesmo, ou seja, a
URL do documento, termos descritos pelo documento, descric~oes explicitas
e espaco de nomes utilizados.
Em termos de express~ao de pesquisa, o utilizador pode fazer uma pesquisa
por palavras-chave (uma ou varias) ou ent~ao renar a pesquisa usando uma
pesquisa mais avancada que permite ltrar por determinados campos:
 Metadados basicos: URL, descric~ao, espaco de nomes, etc;
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 Metadados do documento: hasEncoding, hasLength, hasMd5sum, has-
Filetype, hasDateLastmodied, hasDateCache;
 Metadados RDF: hasGrammar, hasCntTriple, hasOntoRatio, hasC-
ntSwtDef, hasCntInstance.
Os tipos de pesquisas possveis incluem ainda intervalos (exemplo: data
de modicac~ao entre X e Y), operadores booleanos ou pesquisas com uso de
wildcard.
Conclus~oes
A obtenc~ao de resultados objectivos so e possvel se o sistema de pesquisa
entender claramente o que o utilizador pretende pesquisar. A utilizac~ao
da linguagem natural na escrita da express~ao de pesquisa, e como ja foi
referido, embora ideal n~ao e ainda totalmente compreendida pelos sistemas
de pesquisa. Podemos ent~ao concluir que existe aqui um claro trade-o en-
tre o nvel de exibilidade na construc~ao da express~ao e a objectividade dos
resultados obtidos. Na gura 3.15 apresentamos a nossa vis~ao sobre a com-
parac~ao dos seis metodos de construc~ao da express~ao de pesquisa analisados,
relativamente a dois aspectos: proximidade ao uso de linguagem natural e
nvel de objectividade atingido. Relativamente a este ultimo aspecto, con-
sideramos apenas para o efeito desta comparac~ao dois nveis: atinge garan-
tidamente resultados objectivos (apenas e so se a pesquisa e totalmente
entendida) e n~ao atinge garantidamente resultados objectivos.
Figura 3.15: Analise comparativa dos metodos de construc~ao
3.4.3 Sistemas guiados
Na secc~ao 3.4.1 apresentamos as limitac~oes dos sistemas que utilizam a lin-
guagem natural como forma de interacc~ao entre o sistema de pesquisa e o
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utilizador. As raz~oes apresentadas levaram-nos a explorac~ao de cinco alter-
nativas distintas (apresentadas na secc~ao 3.4.1) a esse metodo: navegac~ao
sobre insta^ncias, palavras-chave, pesquisas baseadas em formularios, sin-
taxes proprias do sistema e pesquisas guiadas.
Um dos principais aspectos que pretendemos melhorar nos sistemas de
pesquisa sema^nticos e a objectividade dos resultados obtidos e a garantia
de que apenas s~ao retornados aqueles recursos que cumprem todos (e n~ao
apenas alguns!) dos criterios denidos na consulta. Conforme justicamos
na secc~ao 3.4.1, o metodo que faz uso de palavras-chave n~ao permite atingir
este objectivo pelo que n~ao serve os nossos propositos. No que se refere
ao metodo que usa uma sintaxe propria, pelo investimento de tempo que
implica a sua aprendizagem, este metodo tambem n~ao nos parece o mais
ecaz.
Os tre^s metodos restantes | navegac~ao sobre insta^ncias, pesquisas com
base em formularios e pesquisas guiadas | todos permitem atingir o nosso
principal objectivo. No entanto, e como justicado na secc~ao 3.4.1, a pesquisa
guiada prevalece sobre o metodo de navegac~ao sobre insta^ncias pois nestas
ultimas perde-se o conhecimento do relacionamento entre classes. Ja sobre a
pesquisa baseada em formularios, a pesquisa guiada conhece melhorias prin-
cipalmente quando lidamos com grande quantidade de informac~ao. Final-
mente, e por se tratar de uma pesquisa guiada, em cada fase da construc~ao
da express~ao o utilizador e ajudado pelo sistema visualizando apenas o que
faz sentido em cada momento o que constitui outra vantagem desta abor-
dagem. O conjunto destas raz~oes justica a escolha por nos efectuada deste
metodo alternativo a linguagem natural.
Seguidamente e feita uma exposic~ao dos sistemas de pesquisa sema^ntica
mais signicativos que utilizam uma abordagem guiada, de forma a poste-
riormente ser possvel identicar pontos de melhoria nos mesmos. A analise
destes sistemas foi efectuada de forma a aferir o grau de proximidade que
conseguem garantir relativamente a utilizac~ao de linguagem natural que,
como ja referimos, constitui o ponto optimo a atingir tanto nos sistemas de
pesquisa como na WS. A raz~ao do esforco para conseguir esta aproximac~ao
e justicado por alguns estudos [67] efectuados com diferentes sistemas de
pesquisa, uns mais vocacionados para a parte graca, outros para linguagem
natural e outros ainda para a facilidade de uso. A conclus~ao dos autores apos
elaborac~ao de questionarios aos participantes no ensaio e a de que a utiliza-
c~ao conjunta de linguagem natural e de uma qualquer forma de interacc~ao
graca e do agrado dos utilizadores.
Os sistemas analisados nesta secc~ao s~ao o Ginseng, o Semantic Crystal,
o LingoLogic e o TAMBIS. Todos eles constituem uma alternativa ao uso da
linguagem natural como forma de interacc~ao entre o utilizador e o portal de
pesquisa, usando uma abordagem guiada na construc~ao da express~ao, embo-
ra cada um com diferentes metodologias para implementar essa abordagem.
Um aspecto comum a estes sistemas e o facto de n~ao tentarem entender nem
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interpretar a express~ao de pesquisa.
Ginseng
O Ginseng (guided input natural language search engine for the Seman-
tic Web.) e um sistema de pesquisa para a WS que usa uma construc~ao
guiada da express~ao de pesquisa, tendo sido desenvolvido pelo pelo Dynamic
and Distributed Information Systems Group17 (DDIS), da Universidade de
Zurique. Segundo os autores, os utilizadores comuns sentem problemas ao
nvel da formulac~ao de express~oes booleanas n~ao sendo por isso tipicamente
usadas nos sistemas de pesquisa [15]. Assim, o objectivo do Ginseng foi
colmatar a diculdade que os utilizadores pudessem sentir na formulac~ao de
pesquisas usando as tecnologias da WS, cuja base de informac~ao e descrita
usando uma linguagem formal, cuja compreens~ao esta praticamente fora do
alcance da maior parte dos utilizadores.
Para atingir o seu proposito, o Ginseng usa uma gramatica de inter-
rogac~ao que e dinamicamente estendida a partir da estrutura da ontologia
utilizada. A gramatica estendida e usada para efectuar o parse de pesquisas
que se assemelham fortemente a lngua inglesa. Esta forte semelhanca e
conseguida atraves da abordagem guiada que o sistema segue. A medida
que o utilizador escreve a express~ao de pesquisa, um parser incremental que
faz uso da gramatica procura na mesma entradas que correspondam as le-
tras que o utilizador introduziu de forma a formarem uma palavra correcta
evitando assim erros gramaticais. A forma de o utilizador ir construindo
a express~ao e progressiva sendo as possveis opc~oes apresentadas automati-
camente de acordo com os caracteres que o utilizador vai digitando, como
mostra a gura 3.16.
O Ginseng n~ao faz a interpretac~ao logica ou sintactica da express~ao nem
usa um vocabulario pre-denido. Estes dois aspectos constituem a principal
diferenca entre o Ginseng e os sistemas que usam linguagem natural. O
vocabulario do Ginseng, obtido das ontologias e enriquecido com sinonimos
adicionados nas mesmas, e o unico acessvel ao utilizador podendo este facto
ser visto como uma limitac~ao. No entanto, visto sobre outra perspectiva, este
aspecto assegura que todas as express~oes s~ao correctamente interpretadas.
Figura 3.16: Construc~ao de pesquisas no Ginseng
17http://www.i.uzh.ch/ddis/
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A arquitectura do sistema assenta em quatro partes fundamentais [66]
ilustradas na gura 3.17: um compilador da gramatica, uma gramatica ge-
rada parcialmente de uma forma dina^mica, um parser incremental e uma
camada de acesso as ontologias.
A gramatica possui uma parte estatica que contem as regras indepen-
dentes denidas em cada ontologia carregada no sistema. Essas regras de-
nem as estruturas base possveis para as express~oes, tais como: express~oes
genericas (geralmente comecadas por What), express~oes que retornam sim
ou n~ao e express~oes que retornam numeros (geralmente comecadas por How
many). Adicionalmente, dene regras para a conjunc~ao e disjunc~ao das
varias partes da express~ao.
Para cada ontologia, o compilador cria as regras necessarias de forma
a estender a gramatica. A gramatica estendida e utilizada para sugerir
ao utilizador as possveis opc~oes dependendo da fase de construc~ao da ex-
press~ao de pesquisa. Estas opc~oes s~ao obtidas atraves do parser incremental
e desta forma o sistema evita a inserc~ao de uma express~ao errada do ponto
de vista gramatical. Terminada a construc~ao da express~ao, o Ginseng faz
a sua traduc~ao, novamente usando a gramatica, para SPARQL, de forma a
executa-la. A camada de acesso as ontologias usa a plataforma Jena18.
Figura 3.17: Arquitectura geral do Ginseng
Semantic Crystal
O Semantic Crystal, tambem desenvolvido pelo DDIS, aposta fortemente na
componente graca para a construc~ao da express~ao de pesquisa o que, na
opini~ao dos autores, e uma mais valia para os utilizadores nais [67].
A abordagem escolhida para a representac~ao graca da express~ao de
pesquisa e uma combinac~ao de tre^s factores: (i) da linguagem de interro-
gac~ao graca baseada em grafos denominada QGraph [19], (ii) da ferramenta
18http://jena.sourceforge.net/
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graca de interrogac~ao InfoCrystal [115] e (iii) da representac~ao tpica de
um triplo RDF.
A representac~ao do QGraph, ilustrada na gura 3.18, possui ainda muito
formalismo para um utilizador comum pelo que os autores s~ao de opini~ao
que esta representac~ao teria de ser simplicada.
Figura 3.18: Representac~ao de uma express~ao no QGraph
O InfoCrystal e uma ferramenta de representac~ao graca para obtenc~ao
de informac~ao espaco vectorial e booleana. As ideias subjacentes a este
sistema, aliada ao QGraph e a tpica representac~ao de um triplo RDF, resul-
taram numa nova representac~ao de uma express~ao em SPARQL, utilizada
no Semantic Crystal, ilustrada na gura 3.19. A express~ao de pesquisa
representada na gura e "Da-me os rios que uem atraves dos estados que
te^m uma cidade chamada Springeld", a mesma ilustrada na gura 3.18
usando o QGraph.
Figura 3.19: Representac~ao de uma express~ao no Semantic Crystal
A interface e independente do domnio podendo ser utilizada para inter-
rogar bases de conhecimento OWL armazenadas na web ou localmente. A
ontologia e apresentada ao utilizador sobre a forma de um grafo onde s~ao
apresentadas as classes e as relac~oes entre elas (ver gura 3.20). A constru-
c~ao da express~ao e feita atraves da escolha de uma classe, apos o qual s~ao
apresentadas num menu as varias propriedades da mesma, garantindo tam-
bem a construc~ao de uma express~ao correcta. Apos escolha da propriedade,
e actualizado o dashboard que representa a express~ao de pesquisa. Sobre
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as propriedades datatype e possvel especicar se devem ser utilizadas como
valor de restric~ao ou como output da express~ao. Para que a express~ao de
pesquisa possa ser executada deve haver pelo menos uma sada. A medida
que o utilizador constroi a express~ao de pesquisa, a correspondente express~ao
na linguagem SPARQL e apresentada na interface.
Figura 3.20: Apresentac~ao da ontologia para pesquisa no Semantic Crystal
LingoLogic
A principal motivac~ao para o desenvolvimento do LingoLogic foi combater o
habitability problem. Para tal, os autores sugerem uma abordagem baseada
em menus que especicam express~oes em linguagem natural. A semelhanca
dos anteriores e dentro da losoa de um sistema guiado, o LingoLogic n~ao
pretende entender a express~ao de pesquisa que o utilizador constroi.
A construc~ao da express~ao e feita atraves de menus, como ilustra a gura
3.21, sendo esta abordagem escolhida para evitar que o utilizador construa e
execute express~oes que o sistema considere invalidas. Na opini~ao dos autores,
esta forma de construc~ao e acessvel ate a utilizadores n~ao treinados para
utilizar o sistema.
O utilizador constroi a express~ao de pesquisa escrevendo ou escolhendo a
opc~ao pretendida atraves do menu, que e auxiliado por uma gramatica e por
um parser preditivo. A escolha de uma dada opc~ao no menu activa o parser
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que, com recurso a uma gramatica e a um dicionario, faz o processamento
de uma palavra ou frase de cada vez, calcula as proximas palavras ou frases
possveis e devolve para a interface. A especicac~ao de valores pode ser
conseguido com recurso a uma janela de pop-up intitulada Choice expert,
tambem visvel na gura 3.21.
A gramatica e o dicionario (que dene a lngua que o sistema reconhece)
s~ao tambem utilizados para traduzir a express~ao para uma linguagem de
pesquisa (como por exemplo SQL), sendo a traduc~ao obtida enviada para
o correspondente sistema de gest~ao de base de dados para obtenc~ao dos
resultados. Este aspecto demonstra a orientac~ao desta ferramenta para cons-
truc~ao de pesquisas cujos dados se encontram em bases de dados relacionais.
Figura 3.21: Interface de construc~ao do LingoLogic
A arquitectura do sistema, ilustrado na gura 3.22, tem os seguintes
componentes [121]:
 uma interface com o utilizador que apresenta um conjunto de opc~oes
possveis num menu. A opc~ao escolhida e ent~ao enviada para um
parser ;
 uma gramatica e um dicionario que denem a lngua que o sistema
reconhece, assim como a forma de traduc~ao para uma dada linguagem
(como por exemplo SQL);
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 um parser que usa a gramatica e o dicionario para fazer o parse palavra
a palavra ou frase a frase e calcula as proximas palavras ou frases
possveis enviando-as para a interface.
Figura 3.22: Arquitectura do LingoLogic
TAMBIS
O projecto TAMBIS, desenvolvido por um grupo da Universidade de Man-
chester, visa disponibilizar aos utilizadores um acesso transparente a bases
de dados que armazenam conceitos biologicos. Para tal, o TAMBIS disp~oe de
uma funcionalidade que se prende com a possibilidade de formular pesquisas
sobre essas bases de dados de uma forma guiada.
No que respeita a arquitectura do TAMBIS, na gura 3.23, a mesma
assenta em cinco componentes principais distribudos por tre^s camadas [116]:
uma camada de apresentac~ao, uma camada de mediac~ao e uma camada
de involucro. Realcamos tambem a existe^ncia de tre^s modelos: modelo
conceptual, de mapeamento e fsico.
O modelo fsico trata do armazenamento dos recursos, descritos usando
a linguagem CPL | Collection Programming Language. A ontologia global
e composta pela unicac~ao, num nvel conceptual, dos varios componentes
registados, aos quais se acede atraves das func~oes do CPL. As fontes de
informac~ao tornam-se invisveis para o utilizador sendo acedidas atraves de
express~oes de pesquisa independentes do domnio. Por m, o papel do mode-
lo de mapeamento e transformar a express~ao de pesquisa baseada nos termos
conceptuais em classes e metodos da camada fsica. Estes mapeamentos
constituem o SSM | TAMBIS Source and Service Model.
No que respeita a interface, a mesma e graca e baseada em forms na
qual o utilizador pode navegar na ontologia ou fazer express~oes de pesquisa
mais complexas sem necessitar de memorizar os termos ou mesmo saber
de que fontes de dados eles provem. Goble et. al descrevem as seguintes
funcionalidades da interface:
 navegac~ao sobre a ontologia, para que os utilizadores possam saber que
informac~ao podem obter e como devem formular a pesquisa. A inter-
face pode assim ser vista como um guia educacional para a informac~ao
disponvel.
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 construc~ao e manipulac~ao controlada e incremental das express~oes de
pesquisa atraves da interacc~ao com uma representac~ao graca da on-
tologia.
 instanciac~ao de determinados conceitos com valores.
 identicac~ao de conceitos que devem aparecer nos resultados.
Figura 3.23: Arquitectura do TAMBIS
A interface que permite a construc~ao guiada de express~oes auxilia-se de
um modelo de conceitos biologicos (base de conhecimento) descritos usando
a linguagem GRAIL DL. A gura 3.24 apresenta o ambiente de gerac~ao de
pesquisas, que consiste num visualizador da ontologia, centrado no conceito
Protein. Em seu redor, aparecem os conceitos relacionados, podendo ser
propriedades, subclasses, superclasses, etc. Nesta fase, o utilizador pode
escolher um desses conceitos circundantes que passa a ocupar a posic~ao
central sendo as posic~oes circundantes recalculadas. Apos escolher o conceito
pretendido para a pesquisa, uma componente de manipulac~ao da express~ao
apresenta ao utilizador todos os criterios que podem ser aplicados ao conceito
de forma a restringir a informac~ao a obter (os autores referem-se a esta
funcionalidade como especializac~ao do conceito).
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Figura 3.24: Interface do TAMBIS
Analise comparativa
A metodologia seguida por cada um dos sistemas para atingir uma abor-
dagem guiada de construc~ao e diferente. O Ginseng utiliza um sistema de
auto-complete a medida que o utilizador vai introduzindo caracteres na ex-
press~ao. O LingoLogic tambem permite inserc~ao de texto mas baseia-se
sobretudo numa construc~ao atraves da escolha de opc~oes disponibilizadas
num menu. O Semantic Crystal aposta numa interface baseada em grafos
enquanto o TAMBIS numa interface baseada em janelas com forte predomi-
na^ncia de bot~oes para selecc~ao de opc~oes.
Um aspecto comum a todos eles, necessario no contexto da abordagem
guiada, e a existe^ncia de um componente que permite calcular as proximas
opc~oes (palavra ou frase) possveis mediante a express~ao actual. E o que
denominamos parser preditivo.
Dado constiturem uma alternativa a linguagem natural, e expectavel
que tentem aproximar-se o maximo possvel desta abordagem no que toca a
exibilidade de construc~ao e facilidade de utilizac~ao para o utilizador. A este
respeito, o Ginseng e o LingoLogic s~ao os mais aproximados ao esconderem
os formalismos inerentes as ontologias e ao introduzirem uma interface intui-
tiva. Por seu lado, n~ao disponibilizam uma interface graca de construc~ao da
express~ao o que constitui uma mais-valia, de acordo com estudos conduzidos
e reportados em [67], onde os utilizadores manifestam a sua prefere^ncia por
uma combinac~ao das duas formas de construc~ao: usando linguagem natural
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e usando uma construc~ao graca.
O aspecto graco e mais trabalhado principalmente no sistema Semantic
Crystal embora na ontologia apresentada ao utilizador para possibilitar a
construc~ao da express~ao, alguns dos seus formalismos sejam ainda encon-
trados. Por exemplo, na gura 3.20 existe uma ligac~ao denominada passe
entre as classes Road e State que n~ao e totalmente esclarecedora no que
toca ao seu signicado, ou seja, a sua sema^ntica o que pode constituir uma
diculdade na utilizac~ao do sistema para a construc~ao de pesquisa. A in-
terface graca do TAMBIS e, na nossa opini~ao, menos trabalhada do que o
Semantic Crystal tornando a construc~ao da express~ao mais confusa.
Por outro lado, o mapeamento da construc~ao graca para linguagem
natural e inexistente no Semantic Crystal. No TAMBIS, a literatura da
alguns exemplos que, no entanto, n~ao s~ao totalmente esclarecedores.
Em suma, nenhum dos sistemas apresenta uma combinac~ao satisfatoria
de linguagem natural e ambiente graco que permita a construc~ao de ex-
press~oes de pesquisa.
Por outro lado, analisando as caractersticas dos sistemas guiados actu-
ais, conclumos que a incorporac~ao de uma validac~ao sema^ntica da express~ao
pode contribuir para uma melhoria nestes sistemas. Por outro lado, alargar
o a^mbito do tipo de pesquisas permitidas assim como a forma como os con-
ceitos se relacionam entre si s~ao mais dois aspectos n~ao contemplados nos
sistemas actuais e que representam um avanco nas potencialidades destes
sistemas. No que se refere a aproximac~ao a linguagem natural, ha ainda
lugar a melhorias relativamente ao que e oferecido pelos sistemas actuais.
Finalmente, e para melhorar a usabilidade, a possibilidade de permitir a
individualizac~ao da interface de pesquisa constitui outra melhoria nestes sis-
temas.
3.5 Conclus~oes
Representar o conhecimento e uma tarefa necessaria ha ja muitos anos e tem
havido muita evoluc~ao nesta area ja que quanto melhor for essa represen-
tac~ao, melhores resultados dela se consegue retirar. No fundo, o objectivo
principal ao manipularmos dados, informac~ao e conhecimento e de facto
tirarmos dele o maximo proveito para nos ajudar em variadas tarefas como
a tomada de decis~oes, pesquisa de informac~ao, interoperabilidade entre sis-
temas, etc.
A Web Sema^ntica traz novas formas de representar o conhecimento,
atraves da linguagem RDF/OWL e das ontologias. Estas representam uma
forma de organizac~ao do conhecimento bastante mais complexas do que ou-
tras como dicionarios, ndices, taxonomias ou thesaurus. Nas ontologias e
possvel classicar conceitos e especicar varios tipos de relac~oes entre eles
sendo por isso a forma mais completa de representar informac~ao na Web
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Sema^ntica.
De facto, esta potencialidade que as ontologias trazem tem uma grande
inue^ncia na pesquisa de informac~ao pois a melhoria neste campo passa
justamente por um maior entendimento por parte do sistema quer do que o
utilizador pretende quer dos recursos de forma a poder responder de forma
objectiva as pesquisas dos utilizadores.
As ontologias assumem assim um papel muito importante nas varias apli-
cac~oes que hoje em dia fazem uso da sema^ntica, de entre as quais destacamos
a pesquisa de informac~ao por estar na base deste trabalho.
Relativamente aos sistemas de pesquisa sema^ntica, e preciso equacionar
como e feita a interacc~ao entre o sistema e o utilizador. Sendo que a uti-
lizac~ao de linguagem natural n~ao e ainda satisfatoria a nvel de resultados
obtidos, outras formas de interacc~ao s~ao por nos apresentadas tais como:
navegac~ao sobre insta^ncias, pesquisas baseadas em formularios, pesquisas
guiadas, sintaxes proprias ou palavras-chave.
As quatro primeiras alternativas apontadas te^m como vantagem comum
o facto de conseguirem perceber objectivamente o que o utilizador pretende.
As pesquisas guiadas oferecem maiores funcionalidades ao utilizador na me-
dida em que o v~ao informando do que pode consultar (o que n~ao acontece na
abordagem de navegac~ao sobre insta^ncias), n~ao possuem o problema de vi-
sualizac~ao quando existem muitas classes e propriedades (o que acontece na
abordagem de pesquisas baseadas em formularios) e s~ao faceis e intuitivas de
utilizar (contrariamente a abordagem de sintaxes proprias). A abordagem
que utiliza palavras-chave e a mais utilizada hoje em dia mas n~ao permite
garantir a objectividade nos resultados obtidos. Conclumos assim haver
um trade-o entre exibilidade de construc~ao e garantia de objectividade
nos resultados. O optimo e conseguir o maximo de ambos os aspectos. No
entanto, na impossibilidade imediata de o conseguir, optamos por escolher
para o restante do nosso estudo a que nos parece, dadas as raz~oes apre-





Este captulo apresenta os problemas identicados nos sis-
temas analisados no estado da arte incluindo uma analise
demonstrativa dos mesmos assim como os objectivos a que
nos propomos.
4.1 Introduc~ao
Um importante aspecto na construc~ao da express~ao de pesquisa e garantir
que a mesma e valida. A forma mais comum de validac~ao e a validac~ao sin-
tactica. No entanto, a validac~ao sema^ntica pode trazer benefcios quer para
os utilizadores quer para o proprio sistema, como adiante falaremos. Esta
validac~ao previne express~oes como "livros cujo numero de paginas e superior
a 500 e inferior a 200". Embora sintacticamente correcta esta express~ao e
incorrecta do ponto de vista sema^ntico.
O aspecto de validac~ao engloba-se na funcionalidade do sistema. Outro
aspecto importante prende-se com a usabilidade. Ja referimos que a vis~ao
optima da WS e a utilizac~ao de linguagem natural para interacc~ao com o
sistema de pesquisas. Sendo que num sistema guiado a interacc~ao e feita
atraves da sugest~ao (por parte do sistema)/escolha (por parte do utilizador)
de opc~oes de forma a ir construindo a express~ao, e importante haver uma
forma de aproximac~ao a linguagem natural, tal como defendido em [67].
Julgamos que o mais importante para a maior parte dos utilizadores sera
mesmo que a express~ao em linguagem natural gerada seja de simples leitura
e entendimento.
Ainda no que se refere a usabilidade, e importante referir um factor
muito relevante actualmente e que se prende com a possibilidade de moldar
o ambiente de pesquisa de acordo com as prefere^ncias de um dado utilizador,
em que os conceitos lhe aparecem com palavras escolhidas por ele proprio.
Analisando as pesquisas permitidas nos sistemas guiados actuais, cons-
tatamos que as pesquisas contemplam apenas express~oes de pesquisa gerais
("quais os livros..?"), de resposta fechada (quest~oes cuja resposta e, por
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exemplo, 'Sim' ou 'N~ao') ou que retornam numeros. Nenhum deles contem-
pla a possibilidade de executar pesquisas comparativas, o que representa
uma limitac~ao nestes sistemas.
Por outro lado, constatamos ainda que nos sistemas de pesquisa sema^n-
ticos as ontologias desempenham um papel preponderante ja que denem,
entre outras coisas, o que e possvel pesquisar. No entanto, nessas ontologias
verica-se que todas as classes te^m o mesmo papel no processo de pesquisa.
Pensamos ser util distinguir o papel que as classes desempenham podendo
umas ser utilizadas para denir o que se pretende pesquisar e outras, por
exemplo, para restringir informac~ao. Ainda no que se refere a ontologia,
vericamos ainda a relac~ao de um-para-um entre as classes. No entanto,
podia ser util haver a possibilidade de denir relac~oes de um-para-muitos de
forma a que pesquisas como "Quais os livros cujos autores s~ao 'Nick Stevens
e Isabel Stevens'?" fossem possveis.
Considerando os pontos focados ate aqui, podemos engloba-los em dois
aspectos principais nos quais concentramos o nosso estudo: funcionalidade
e usabilidade dos sistemas guiados.
A principal limitac~ao que enderecamos no que se refere a funcionalidade
e ent~ao a inexiste^ncia de validac~ao sema^ntica das express~oes sema^nticas.
Ainda em termos de problemas ao nvel da funcionalidade, identicamos
outros aspectos que poder~ao ainda ser sub-classicados de limitac~oes pos-
sveis nas consultas permitidas em sistemas actuais tais como a inexiste^ncia
de suporte para pesquisas comparativas, a inexiste^ncia de capacidade de dis-
tinguir classes com papeis diferentes no processo de pesquisa e a inexiste^ncia
de suporte para ontologias que possuam classes que se relacionem de uma
forma de um-para-muitos.
Por outro lado, no que se refere a usabilidade do sistema, identicamos
duas principais limitac~oes: reduzida aproximac~ao a linguagem natural e
inexiste^ncia da possibilidade de redenir a designac~ao de conceitos.
Estes cinco problemas constituem o foco desta tese sendo de seguida
explicado com maior detalhe cada um deles.
4.2 Validac~ao sema^ntica
4.2.1 Introduc~ao
A validac~ao sintactica de express~oes e a validac~ao mais comum encontrada
nos sistemas de pesquisa sema^ntica. Nos sistemas guiados, garantir ex-
press~oes sintacticamente correctas e parte intrnseca da abordagem assistida
que estes sistemas adoptam, uma vez que ao conduzir o utilizador, estes
sistemas automaticamente previnem que sejam construdas express~oes sin-
tacticamente incorrectas.
No entanto, na literatura encontra-se por vezes a express~ao "frases gra-
maticalmente incorrectas" como em [16] onde os autores referem acerca do
Validac~ao sema^ntica 107
sistema Ginseng: "guia o utilizador atraves de um conjunto de possveis
express~oes evitando express~oes incorrectas gramaticalmente". Nesta fase
torna-se importante reforcar que a gramatica inclui mais do que a sintaxe;
inclui tambem a sema^ntica.
A sintaxe e a parte da gramatica que lida com a forma como as palavras
s~ao combinadas de forma a formar frases enquanto que a sema^ntica lida com
o signicado das mesmas. Assim, e possvel que uma frase esteja correcta
do ponto de vista sintactico e incorrecto do ponto de vista sema^ntico, como
acontece na pesquisa "Quais os livros cujo ttulo e 'Fortaleza Digital' e 'O
Smbolo Perdido'?".
A incorporac~ao de validac~ao sema^ntica na express~ao de pesquisa impede
a execuc~ao de express~oes que n~ao fazem sentido, com varios benefcios, quer
para o utilizador quer para o sistema.
Um sistema de pesquisa com validac~ao sema^ntica teria a capacidade de
alertar o utilizador para possveis enganos que tenha feito na denic~ao das
restric~oes (por exemplo: preco igual a 10¿ e preco diferente de 10¿). Aler-
tar o utilizador para esta situac~ao impede que os resultados obtidos (que
neste caso seria um conjunto vazio pois o preco n~ao pode obedecer as duas
restric~oes) originem duvida: "Sera que a express~ao esta errada ou n~ao ha re-
sultados para esta pesquisa?". Uma express~ao de pesquisa semanticamente
validada que origine um conjunto vazio de resultados, permite que o uti-
lizador conclua, sem margem para duvidas, que a informac~ao que procura
n~ao esta presente no portal de pesquisas, o que e muito positivo na perspec-
tiva do utilizador.
Do ponto de vista do sistema, efectuar a validac~ao sema^ntica previa
a execuc~ao da express~ao permite evitar que o sistema seja sobrecarregado
de pesquisas que n~ao fazem sentido e que n~ao v~ao retornar os resultados
correctos ao utilizador.
4.2.2 Objectivos
A validac~ao sema^ntica de express~oes de pesquisa pressup~oe a previa denic~ao
das validac~oes a efectuar. Nesta secc~ao detalhamos os tre^s tipos de proble-
mas que identicamos e classicamos de redunda^ncia, incoere^ncia e dupli-
cac~ao de valores. Consideramos existir redunda^ncia numa dada express~ao
de pesquisa quando ha uma restric~ao que pode ser excluda por n~ao excluir
mais resultados do que as restantes restric~oes. Por outro lado, consideramos
existir incoere^ncia quando existem duas restric~oes que s~ao impossveis de
satisfazer simultaneamente. Passamos de seguida a explicar em pormenor
cada um dos problemas identicados.
Redunda^ncia do tipo 1
Sucede quando numa pesquisa se quer introduzir uma nova restric~ao (adi-
ante designada de nr) que n~ao se traduz em mais exclus~oes aos dados do
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que os restringidos pela actual express~ao de pesquisa (adiante designada de
cur exp).
Nesta situac~ao, o domnio de valores denidos por cur exp e igual ao
domnio de valores resultante da adic~ao de nr a cur exp. Por esta raz~ao,
nr pode ser ignorada. As guras 4.1 e 4.2 apresentam dois exemplos que
demonstram a ocorre^ncia de redunda^ncia do tipo 1. Um exemplo utiliza
o tipo de dados string e outro utiliza o tipo de dados numerico1(embora a
mesma situac~ao possa ser aplicada ao tipo data, decimal ou double ou outros
similares).
Figura 4.1: Redunda^ncia do tipo 1 (string)
Figura 4.2: Redunda^ncia do tipo 1 (restantes tipos)
Redunda^ncia do tipo 2
Sucede quando nr, em conjunto com uma restric~ao ja existente em cur exp,
tornam-se redundantes pois n~ao excluem nenhum valor do domnio inicial,
devendo por isso nr ser ignorada. Se o utilizador pretende de facto que a
pesquisa obedeca as duas restric~oes, tal e equivalente a n~ao adicionar nr e
a remover a restric~ao com a qual nr se torna redundante.
1Na soluc~ao que propomos, a forma de tratar ambos os casos e diferente o que justica
a separac~ao
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Nesta situac~ao, a pesquisa sem nenhuma ou com as duas restric~oes re-
torna os mesmos resultados; no entanto, o processamento inerente as duas
situac~oes e diferente do ponto de vista de prestac~ao, como sera mostrado na
proxima secc~ao.
As guras 4.3 e 4.4 apresentam dois exemplos que demonstram a ocor-
re^ncia de redunda^ncia do tipo 2.
Figura 4.3: Redunda^ncia do tipo 2 (string)
Figura 4.4: Redunda^ncia do tipo 2 (restantes tipos)
Redunda^ncia do tipo 3
Sucede quando nr torna redundante uma outra restric~ao ja existente em
cur exp, ja que o domnio nal e o mesmo denido apenas e so por nr. Neste
caso, se o utilizador pretende de facto adicionar nr, ent~ao deve primeiro
remover a restric~ao com a qual nr se torna redundante e posteriormente
adicionar nr. O sistema n~ao deveria fazer isto automaticamente pois ao
vericar que a introduc~ao de nr torna uma outra restric~ao redundante o
utilizador pode constatar que, na verdade, n~ao era aquela a restric~ao que
queria efectuar.
110 Problemas identicados
As guras 4.5 e 4.6 apresentam dois exemplos que demonstram a ocor-
re^ncia de redunda^ncia do tipo 3.
Figura 4.5: Redunda^ncia do tipo 3 (string)
Figura 4.6: Redunda^ncia do tipo 3 (restantes tipos)
Incoere^ncia
Sucede quando e impossvel um recurso obedecer a nr em conjunto com
uma outra restric~ao ja existente em cur exp, resultando num domnio de
valores vazio. Neste caso, o sistema n~ao deve permitir que a nova restric~ao
seja adicionada. Desta forma, esta a alertar o utilizador para uma situac~ao
de incoere^ncia (em que o resultado sera certamente vazio pois e impossvel
satisfazer as duas restric~oes simultaneamente) permitindo-lhe corrigir a ex-
press~ao de pesquisa de acordo com o que realmente pretende.
As guras 4.7 e 4.8 apresentam dois exemplos que demonstram a ocor-
re^ncia de incoere^ncia.
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Figura 4.7: Incoere^ncia (string)
Figura 4.8: Incoere^ncia (restantes tipos)
Duplicac~ao de valores
Sucede quando, numa relac~ao de 1:N, os valores de comparac~ao de um dado
conjunto incluem valores repetidos, como por exemplo na express~ao:
Quais os l i v r o s cu jo s autore s s~ao John Smith , Carl Johnson e John
Smith?
Embora sendo uma pesquisa valida, a mesma introduziria sobrecarga no
sistema, pelo que e considerada semanticamente incorrecta. Neste caso, ao
adicionar o ultimo autor, o sistema deveria alertar o utilizador para o facto
de que ja introduziu esse mesmo autor e n~ao permitir que fosse novamente
adicionado.
4.2.3 Motivac~ao
A motivac~ao para o desenvolvimento de regras sema^nticas que validem as
express~oes de pesquisa baseia-se fundamentalmente em dois aspectos:
1. informar o utilizador caso uma express~ao semanticamente incorrecta
esteja a ser construda;
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2. evitar sobrecarga de pesquisas no sistema.
Noticac~ao do utilizador
Suponhamos que um dado utilizador pretende obter os livros com preco




Suponhamos tambem que o utilizador se engana ao escrever a segunda





Se o utilizador n~ao se aperceber do erro, e-lhe retornado um conjunto
vazio o que leva a que o utilizador pense que n~ao existem livros nas condic~oes
pretendidas o que n~ao corresponde a realidade. O que, de facto, sucedeu foi
um engano por parte do utilizador, n~ao detectado pelo sistema o
que impossibilita a noticac~ao do utilizador.
Dotar o sistema de pesquisa de reconhecimento sema^ntico da express~ao
previne assim que situac~oes destas sucedam, garantindo ao utilizador que o
resultado obtido corresponde a uma pesquisa semanticamente valida e que
determinados enganos do utilizador, que levam a pesquisas impossveis, s~ao
detectados e reportados.
Tempos de execuc~ao
Na secc~ao anterior, foram apresentados os tipos de erros sema^nticos identi-
cados. Nesta secc~ao, apresentam-se as conclus~oes retiradas de um conjunto
de testes aos tempos de execuc~ao de express~oes semanticamente invalidas.
Para o efeito, deniram-se quatro cenarios de teste:
1. No caso de redunda^ncias de tipo 1 (guras 4.1 e 4.2) e tipo 3 (guras
4.5 e 4.6), se as mesmas n~ao forem detectadas, a express~ao de pesquisa
submetida ao sistema possui uma restric~ao redundante;
2. No caso de redunda^ncia de tipo 2 (guras 4.3 e 4.4), se a mesma n~ao
for detectada, a express~ao submetida ao sistema possui duas restric~oes
redundantes;
3. No caso de incoere^ncia (guras 4.7 e 4.8), se a mesma n~ao for detec-
tada, a express~ao submetida ao sistema e na totalidade redundante
dado que sempre tera como resultado um conjunto vazio;
4. No caso de duplicac~ao de valores, se a mesma n~ao for detectada, a
express~ao submetida ao sistema possui tantas restric~oes redundantes
quantas o numero de duplicac~oes existentes.
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Os testes conduzidos para cada um destes cenarios pretendem aferir do
tempo extra dispendido no processamento da express~ao semanticamente in-
valida relativamente a express~ao correcta, o que representa a sobrecarga
colocada sobre o sistema de pesquisas. Adicionalmente, para perceber a re-
lac~ao entre o tempo extra dispendido e a dimens~ao da ontologia, os testes
foram elaborados sobre quatro ontologias com tamanhos distintos.
Cada express~ao foi executada 10 vezes seguidas, correspondendo os tem-
pos apresentados a media obtida nas varias execuc~oes. A unidade de tempo
s~ao segundos.
Para execuc~ao dos testes foi utilizado o TDB2 vers~ao 0.8.5, que e uma
componente do JENA3 para armazenamento e interrogac~ao de triplos RDF.
Apresentam-se de seguida os detalhes, tempos obtidos e conclus~oes reti-
radas de cada um dos quatro cenarios que acima identicamos.
Analise de desempenho
Cenario 1:
Este cenario visa comparar uma express~ao semanticamente valida (exp1 )
com uma express~ao redundante de tipo 1 ou 3 (exp2 ), onde se verica uma
restric~ao redundante. O exemplo utilizado para este teste usa uma express~ao
redundante de tipo 1.
Express~ao de pesquisa exp1
Quantos livros te^m um preco igual a 80¿?
SELECT count (* )
WHERE f
?a a : dp pr i c e ? p r i c e .
FILTER ( xsd : i n t e g e r (? p r i c e ) = 80)
g
Express~ao de pesquisa exp2
Quantos livros te^m um preco igual a 80¿ e inferior a 100¿?
SELECT count (* )
WHERE f
?a a : dp pr i c e ? p r i c e .
FILTER ( xsd : i n t e g e r (? p r i c e ) = 80 && xsd : i n t e g e r (? p r i c e ) < 100)
g
Para o primeiro teste foram geradas quatro ontologias (adiante desig-
nadas de ont1 , ont2, ont3 e ont4 ) de forma a que o numero de triplos
devolvido na execuc~ao da pesquisa fosse sempre o mesmo. Para tal, todas




ontologia ont1 tem um total de 600.078,00 triplos, ont2 tem um total de
1.800.078,00 triplos, ont3 tem um total de 3.000.058,00 triplos e ont4 tem
um total de 4.200.078,00 triplos.
O objectivo deste teste foi obter os tempos de execuc~ao das duas ex-
press~oes de pesquisa em cada uma das quatro ontologias. A tabela 4.1
apresenta os tempos obtidos. A ultima linha apresenta a media obtida tal
como descrito acima.
exp1 exp2
ont1 ont2 ont3 ont4 ont1 ont2 ont3 ont4
1,442 2,034 2,895 3,702 1,988 2,72 3,212 4,183
1,537 2,19 2,83 3,47 1,958 2,602 3,337 4,059
1,502 2,056 2,767 3,725 1,861 2,61 3,434 4,796
1,502 2,219 2,783 3,423 1,843 2,75 3,214 4,189
1,544 2,118 2,769 3,593 1,966 2,68 3,061 3,925
1,411 2,1 2,79 3,618 1,846 2,704 3,299 3,955
1,48 2,043 2,652 3,515 1,916 2,548 3,067 3,991
1,448 2,083 2,798 3,55 1,815 2,813 3,155 4,105
1,561 2,218 2,831 3,688 1,865 2,569 3,22 4,091
1,58 2,08 2,828 3,548 1,915 2,607 3,071 4,069
1,5007 2,1141 2,7943 3,5832 1,8973 2,6603 3,207 4,1363
Tabela 4.1: Tempos de execuc~ao - Cenario 1
Considerando ont1, temos um diferencial, em media, de 0,3966s entre
as duas pesquisas, o que corresponde a um aumento no processamento da
express~ao na ordem dos 26,43%. Fazendo a mesma analise para ont2, temos
um diferencial, em media, de 0,5462s, o que corresponde a um aumento de
25,84%. Considerando ont3, temos um diferencial, em media, de 0,4127s
entre as duas pesquisas, o que corresponde a um aumento de 14,77%. Fi-
nalmente, considerando ont4, temos um diferencial, em media, de 0,5531s,
o que corresponde a um aumento de 15,44%.
A analise destes dados, ilustrados na gura 4.9, permite tirar duas con-
clus~oes:
 a existe^ncia de uma restric~ao redundante tem um consideravel peso
adicional no processamento da express~ao de pesquisa (20% conside-
rando a media dos aumentos nas quatro ontologias);
 o aumento do diferencial n~ao esta directamente associado a dimens~ao
da ontologia (de facto, nas ontologias maiores a proporc~ao do aumento
do processamento e menor).
Cenario 2:
Este cenario visa comparar uma express~ao semanticamente valida (exp1 )
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com uma express~ao redundante de tipo 2 (exp2 ), que possui duas restric~oes
redundantes.
Figura 4.9: Tempos de execuc~ao - Cenario 1
Express~ao de pesquisa exp1
Quantos livros existem cujo ttulo contem 'tit'?
SELECT count (* )
WHERE f
?a a : d p t i t l e ? t i t l e .
FILTER regex (? t i t l e , "^ t i t ")
g
Express~ao de pesquisa exp2
Quantos livros existem cujo ttulo contem 'tit', cujo preco e superior a
79¿ ou menor ou igual a 79¿?
SELECT count (* )
WHERE f
?a a : d p t i t l e ? t i t l e .
?a a : dp pr i c e ? p r i c e .
FILTER regex (? t i t l e , "^ t i t ")
FILTER ( xsd : i n t e g e r (? p r i c e ) > 79 j j xsd : i n t e g e r (? p r i c e ) <= 79)
g
A tabela 4.2 apresenta os tempos obtidos.
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exp1 exp2
ont1 ont2 ont3 ont4 ont1 ont2 ont3 ont4
4,233 9,097 14,224 18,204 6,371 15,916 35,069 49,688
3,987 9,087 13,51 18,046 5,846 14,425 22,447 31,737
3,953 9,07 13,926 17,658 6,169 13,8 22,411 29,494
4,069 8,839 14,332 18,392 5,832 13,753 22,135 29,168
3,877 8,785 13,684 18,114 6,415 14,234 22,498 29,185
3,975 9,648 13,241 17,95 5,767 13,966 22,497 30,383
4,025 9,753 13,349 17,962 5,85 14,537 22,43 31,283
3,89 9,644 13,71 18,087 6,007 13,681 22,731 30,322
4,064 8,644 13,407 18,241 5,919 13,366 22,772 30,271
3,888 8,888 13,349 18,191 6,104 14,308 22,374 30,427
3,9961 9,1455 13,6732 18,0845 6,028 14,1986 23,7364 32,1958
Tabela 4.2: Tempos de execuc~ao - Cenario 2
Para este cenario que retrata redunda^ncia de tipo 2, onde existem duas
restric~oes redundantes, o desempenho deteriora-se bastante mais relativa-
mente ao Cenario 1.
Assim, considerando ont1, temos um diferencial, em media, de 2,0319s
entre as duas pesquisas, o que corresponde a um aumento no processamento
da express~ao na ordem dos 50,85%. Fazendo a mesma analise para ont2,
temos um diferencial, em media, de 5,0531s, o que corresponde a um au-
mento de 55,25%. Considerando ont3, temos um diferencial, em media,
de 10,0632s entre as duas pesquisas, o que corresponde a um aumento de
73,60%. Finalmente, considerando ont4, temos um diferencial, em media,
de 14,1113s, o que corresponde a um aumento de 78,03%.
A analise destes dados, ilustrados na gura 4.10, permite tirar duas
conclus~oes:
 a existe^ncia de duas restric~oes redundantes tem um peso adicional no
processamento da express~ao de pesquisa signicativamente maior do
que no Cenario 1 (rondando neste caso os 64% considerando a media
dos aumentos nas quatro ontologias);
 o aumento do diferencial esta neste caso directamente associado a di-
mens~ao da ontologia.
Cenario 3:
Neste cenario n~ao existem comparac~oes a efectuar ja que toda a express~ao
se torna redundante e, por isso, o custo extra corresponde ao tempo total de
execuc~ao da express~ao. Alguns tempos de execuc~ao mediante a complexida-
de da express~ao de pesquisa ja foram reportados nos cenarios anteriores.
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Figura 4.10: Tempos de execuc~ao - Cenario 2
Exemplo de express~ao de pesquisa para este cenario
Quantos livros existem cujo preco e igual a 80¿ e igual a 53¿?
SELECT count (* )
WHERE f
?a a : dp pr i c e ? p r i c e .
FILTER ( xsd : i n t e g e r (? p r i c e ) = 80 && xsd : i n t e g e r (? p r i c e ) = 53)
g
Cenario 4:
Neste cenario, o custo extra esta relacionado com o numero de restric~oes re-
dundantes. No Cenario 1 foram ja apresentados alguns tempos obtidos com
uma restric~ao redundante e no Cenario 2 alguns tempos com duas restric~oes
redundantes, pelo que n~ao ser~ao efectuados mais testes para este cenario.
Exemplo de express~ao de pesquisa para este cenario
Quantos livros existem cujos autores s~ao 'A', 'B' e 'B'?
SELECT count (* )
WHERE f
? t i t l e a : book has authors A .
? t i t l e a : book has authors B .
? t i t l e a : book has authors B
g
Apresentamos aqui a informac~ao de tempos obtidos em 4 cenarios distin-
tos que visam ilustrar a deteriorac~ao na prestac~ao obtida de um sistema de
pesquisa quando existem restric~oes redundantes. Assim, quando temos uma
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restric~ao redundante, vericamos que, em media e considerando 4 ontologias
de tamanho distinto, existe um aumento de 20% no tempo de processamento.
Ja com duas restric~oes, esse aumento e de 58%.
Como e possvel constatar atraves da analise destes cenarios, o peso
de uma restric~ao desnecessaria numa express~ao de pesquisa e signicativo
(o incremento e na ordem dos 20%) o que se traduz numa sobrecarga do
sistema de pesquisa. Tal e evitavel com a incorporac~ao de uma componente
que permita efectuar a validac~ao sema^ntica de express~oes garantindo que n~ao
s~ao submetidas ao sistema de pesquisa express~oes com restric~oes redundantes
entre si contribuindo assim para uma melhoria da prestac~ao do mesmo e




Outro aspecto que nos parece necessario abordar prende-se com o tipo de
pesquisas permitidas num sistema de pesquisa, ja que existem varios tipos
de informac~ao que deles se pode obter. Actualmente, e porque o metodo
que utiliza palavras-chave e ainda o que domina, fazemos pesquisas do tipo
"artigos Tim-Berners Lee" na expectativa de encontrarmos documentos do
tipo artigo cujo autor e Tim-Berners Lee; ou ainda "monumentos Franca
construdos 1500"na expectativa de encontrarmos os monumentos que foram
construdos em Franca no ano de 1500.
Actualmente, os sistemas de pesquisa n~ao sabem responder objectiva-
mente a estas pesquisas ja que n~ao conseguem saber, por exemplo, de que
tipo e o documento, quem o escreveu ou ainda o ano de construc~ao de um
dado monumento.
Ja quando falamos de pesquisa sema^ntica, esta subentendido um com-
pleto entendimento da informac~ao acerca dos recursos, por parte do sistema.
Desta forma, outro tipo de pesquisa com maior complexidade passa a ser
possvel, ja que o sistema sabe que Tim-Berners Lee corresponde ao au-
tor e que e do tipo string. Da mesma forma sabe que, para responder a
segunda pesquisa, necessita de ter informac~ao do ano de construc~ao, do
tipo int, associado aos monumentos e devolver aqueles cujo ano e igual a
1500. O conhecimento de toda esta informac~ao possibilita que sejam exe-
cutadas pesquisas com resposta objectiva alem da tradicional igualdade:
"escritor e Tim-Berners Lee" ou "ano e igual a 1500". Podemos agora con-
struir pesquisas que facam contagens ("Quantos...?") ou ainda outro tipo
de comparac~ao como "escritor n~ao e Tim-Berners Lee" ou "ano e infe-
rior a 1700". Estas ultimas intitulam-se de pesquisas comparativas e s~ao
as que mais nos interessam neste estudo uma vez que n~ao suportadas pelos
sistemas de pesquisa actuais nem t~ao pouco nos sistemas sema^nticos guia-
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dos. Nos sistemas actuais, como por exemplo o Google, se executarmos uma
pesquisa como "livros cujo ano de publicac~ao e inferior a 2000" certamente
n~ao iremos obter os resultados obtidos ja que o operador "e inferior a" n~ao e
reconhecido como um operador mas sim como mais uma palavra-chave que
sera comparada com o conteudo textual dos documentos.
4.3.2 Exemplo e objectivo
Facamos agora a analise de algumas express~oes de pesquisa possveis de
executar nos sistemas guiados actuais4.
 Ginseng
{ What state borders Mississippi? ; What are the capitals of the
states that border Nevada? (pesquisas gerais);
{ Is there a city that is the highest point of a state? (pesquisa de
resposta fechada);
{ How many rivers run through Texas? (pesquisas que retornam
numeros).
 Semantic Crystal
{ Give me the titles of the movies that have an actor with the family
name Depp and that were distributed in the year 2000.
 LingoLogic
{ List the elephants whose herd is .....
 TAMBIS
{ nd all protein motifs;
{ nd all motifs occurring in guppy proteins.
Os exemplos de pesquisas que encontramos na literatura representam o
que mais tipicamente se executa, ja que n~ao suportam pesquisas compara-
tivas. No entanto, estas seriam uteis para obter, por exemplo, a seguinte
informac~ao relacionada com as pesquisas acima:
 Quais os estados cujo numero de habitantes e inferior a 100.000 pes-
soas?
 Ttulo dos lmes cujo autor tem o nome de famlia que inclui 'Depp'?
 Ttulo dos lmes cujo ano de distribuic~ao e superior a 2002?
O nosso objectivo relativamente a pesquisas comparativas passa assim
por propor uma soluc~ao para sistemas guiados de pesquisa sema^nticos que
4As express~oes s~ao apresentadas em ingle^s pois s~ao transcritas directamente da liter-
atura de cada um dos sistemas.
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permita a construc~ao de express~oes de pesquisa sema^nticas utilizando ope-
radores de comparac~ao, com as devidas restric~oes que possam existir em
termos de tipos de dados.
Isto permitira alargar o leque de possveis express~oes e consequentemente
o tipo de informac~ao que o utilizador pode obter de um sistema de pesquisa
guiado.
4.4 Classes de pesquisa e auxiliares
4.4.1 Introduc~ao
Um sistema de pesquisa sema^ntico faz uso de uma ontologia para representar
os conceitos pesquisaveis. Mas e o que se entende por pesquisavel? Sera
que faz sentido todos os conceitos o serem? Cremos que alguns conceitos
n~ao possuem informac~ao relevante por si so mas apenas quando aparecem
associados a outros como uma caracterstica deles. Assim, deve haver forma
de diferenciar estes dois tipos de conceitos de forma a que quando o utilizador
selecciona o que pretende visualizar apenas lhe aparecam os conceitos que,
isoladamente, fazem sentido pesquisar. Os outros, porque possuem uma
relac~ao com eles, aparecer~ao numa fase posterior de pesquisa para efectuar
restric~ao de dados.
4.4.2 Exemplo e objectivo
Para melhor claricar a necessidade e a pertine^ncia da separac~ao entre
classes de pesquisa e classes auxiliares, consideremos uma ontologia com
a constituic~ao representada na gura 4.11 e as insta^ncias representadas na
gura 4.12.
 classe livro, com as seguintes propriedades:
{ propriedade datatype denominada ttulo
{ propriedade datatype denominada autor
{ propriedade object denominada livro tem localizac~ao
 classe localizac~ao, com as seguintes propriedades:
{ propriedade datatype denominada piso
{ propriedade datatype denominada estante
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Figura 4.11: Ontologia demonstrativa de classes de pesquisa e auxiliares
Figura 4.12: Insta^ncias das classes livro e localizac~ao
Tendo em conta a ontologia e as insta^ncias introduzidas, a execuc~ao da





A pertine^ncia e releva^ncia desta informac~ao, por si so, pode ser ques-
tionada dado que a mesma faz mais sentido quando associada, no caso da
ontologia demonstrativa, a informac~ao de um livro. Este facto faria da classe
localizac~ao uma classe auxiliar e n~ao de pesquisa.
Na pesquisa "Quais os livros existentes?", a classe auxiliar e utilizada
como informac~ao complementar no resultado da pesquisa, como mostram os
resultados abaixo:
Forta l e za D i g i t a l ; Dan Brown ; l o c a l i z a c ~a o 1 (P1/E2)
Harry Potter ; J .K. Rowling ; l o c a l i z a c ~a o 2 (P2/E1)
Juntos ao Luar ; Nicho las Sparks ; l o c a l i z a c ~a o 4 (P1/E4)
A classe auxiliar localizac~ao pode tambem ser util para restringir dados,
como na pesquisa "Quais os livros cujo piso e igual a 2", em que a informac~ao
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retornada seria:
Harry Potter ; J .K. Rowling ; l o c a l i z a c ~a o 2 (P2/E1)
O objectivo que delineamos e ent~ao o de propor uma soluc~ao para um sis-
tema de pesquisa sema^ntico que permita a distinc~ao entre classes de pesquisa
e classes auxiliares de forma a que seja possvel diferenciar a importa^ncia
que assumem nas pesquisas.
Isto permitira reduzir a informac~ao que aparece ao utilizador nos varios
momentos da construc~ao da express~ao de pesquisa e denir de forma clara
aquilo que e pesquisavel daquilo que e informac~ao complementar podendo
igualmente ser utilizado a nvel de restric~oes.
4.5 Relac~oes 1:N
4.5.1 Introduc~ao
Um sistema de pesquisa sem componente sema^ntica n~ao tem informac~ao
sobre os recursos possveis de pesquisar. Desta forma, e como ja referimos,
procurar por documentos de um dado tipo ou escritos por uma dada pessoa
torna-se de difcil resposta objectiva.
Numa era n~ao sema^ntica, n~ao se coloca por isso a hipotese de obter
respostas adequadas a pesquisas em que determinada informac~ao de um
recurso pode ter mais do que um valor possvel, como por exemplo, a procura
de documentos escritos pela pessoa A e pela pessoa B simultaneamente.
Estamos aqui a introduzir a noc~ao de relac~ao de um-para-muitos entre
conceitos da ontologia, como extens~ao a tradicional relac~ao de um-para-
-um a que estamos habituados nos sistemas de pesquisa actuais. Assim, as
ontologias de suporte aos sistemas de pesquisa sema^ntica devem passar a
suportar a denic~ao dos dois tipos de relac~ao entre conceitos.
4.5.2 Exemplo e objectivo
Tomando como exemplo algumas express~oes de pesquisa utilizada na litera-
tura dos sistemas guiados actuais, facilmente nos apercebemos da limitac~ao
que a inexiste^ncia de suporte para relac~oes de 1:N acarreta e das (relevantes!)
pesquisas que n~ao s~ao possveis efectuar.
Relativamente a pesquisa What are the capitals of the states that border
Nevada? (Quais as capitais de estado que fazem fronteira com o Nevada?)
e lcito o utilizador querer igualmente saber as capitais de estado que fazem
fronteira n~ao com um determinado estado mas com dois simultaneamente
originando a pesquisa "Quais as capitais de estado que fazem fronteira com
os estados A e B?". Tal pesquisa n~ao e possvel nos sistemas guiados actuais.
A incorporac~ao de uma soluc~ao que permita denir relac~oes de um-para-
-um e de um-para-muitos entre conceitos de uma dada ontologia e o objectivo
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que delineamos para este problema identicado.
Isto permitira outro nvel de precis~ao nas pesquisas ja que se faz uso da
informac~ao de relacionamento entre conceitos sendo possvel obter determi-
nada informac~ao de um dado conceito (ex: livro) que esteja associado a um
numero exacto de insta^ncias de outro conceito (ex: autor).
4.6 Gerac~ao de linguagem natural
4.6.1 Introduc~ao
A gerac~ao de express~oes em linguagem natural num sistema guiado tem
como principal proposito a aproximac~ao a sistemas de pesquisa que utilizem
a linguagem natural como forma de interacc~ao entre o utilizador e o sistema
de pesquisa. Como explicamos na secc~ao 3.4.1, a linguagem natural n~ao se
revela ainda uma opc~ao viavel em termos de garantia de entendimento por
parte de um sistema de pesquisa o que leva a procura de outras soluc~oes.
Neste sentido, e pertinente referir que estudos demonstram que os uti-
lizadores preferem aliar o uso de linguagem natural a uma interface gra-
ca no processo de construc~ao de express~oes de pesquisa [67]. Na verdade,
nenhum dos sistemas analisados no estado da arte disponibiliza estas duas
funcionalidades, vericando-se que uns sistemas se direccionam mais para a
parte graca | n~ao incluindo por completo a parte de linguagem natural
(por exemplo o Semantic Crystal e o TAMBIS) | e outros para a parte
de linguagem natural (por exemplo o Ginseng e o LingoLogic). Destes ulti-
mos o LingoLogic e o que melhor alia as duas funcionalidades ja que possui
uma interface graca baseada em menus e gera uma express~ao em linguagem
natural para o utilizador. No entanto, melhorias podem ainda ser propostas.
4.6.2 Exemplo e objectivos
Nesta secc~ao apresentamos um pequeno exemplo que pretende demonstrar os
principais objectivos que motivam a identicac~ao da componente de gerac~ao
de linguagem natural em sistemas guiados como ponto de melhoria.
Consideremos ent~ao as seguintes restric~oes, pela ordem apresentada, ja
devidamente transformadas para linguagem natural.
 Numero de paginas e superior a 200
 Nome da editora e Editora Sextante
 Numero de paginas e inferior a 300
 Localizac~ao da editora e Lisboa
 Preco e superior a 5¿
A inexiste^ncia de qualquer tipo de regra ou processamento na gerac~ao
da express~ao em linguagem natural, resulta na seguinte express~ao nal a
apresentar a utilizador:
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livros cujo numero de paginas e superior a 200
e cujo nome da editora e Editora Sextante e
cujo numero de paginas e inferior a 200 e cuja
localizac~ao da editora e Lisboa e cujo preco e
superior a 5¿
Identicam-se na express~ao acima os seguintes problemas, que resultam
numa express~ao de difcil e confusa leitura:
 as restric~oes sobre a mesma propriedade n~ao se encontram agrupadas;
 todas as restric~oes se encontram concatenadas usando a conjunc~ao5
n~ao fazendo uso de vrgulas;
 excessivo uso da palavra cujo e do nome da propriedade.
Alem destes problemas, outros aspectos devem ser considerados, no mo-
mento de implementac~ao de uma componente desta ndole:
 momentos da construc~ao da express~ao de pesquisa em que deve ser
feita a gerac~ao de linguagem natural;
 diversidade de conjunc~oes permitidas numa dada pesquisa;
 ordem de apresentac~ao de restric~oes;
 formas de agrupamentos de restric~oes.
O nosso objectivo passa assim por resolver os problemas que acima iden-
ticamos, de forma a que a express~ao de pesquisa do exemplo apresentado
se torne clara e de facil leitura, tal como abaixo se apresenta.
livros cujo numero de paginas e superior a
200 e inferior a 300, cujo preco e superior a
5¿, cujo nome da editora e Editora Sextante
e cuja localizac~ao da editora e Lisboa.
4.7 Sinonimos - Alternativas de designac~ao para
conceitos da ontologia
4.7.1 Introduc~ao
A maior parte dos estudos conduzidos relativamente a sistemas de pesquisa
sema^ntica, incluindo os que seguem uma abordagem guiada que s~ao os mais
5Nota para o leitor n~ao portugue^s: E importante neste momento claricar a nomen-
clatura que iremos usar ao longo desta tese relativamente a forma de unir restric~oes. No
idioma portugue^s, uma conjunc~ao e uma palavra invariavel que serve para conectar orac~oes
ou dois termos de mesma func~ao sintactica, estabelecendo entre eles uma relac~ao de de-
pende^ncia ou de simples coordenac~ao. Assim, e e ou s~ao ambos conjunc~oes sendo que e
primeira e uma conjunc~ao coordenativa aditiva e a segunda uma conjunc~ao coordenativa
disjuntiva. Ao longo deste tese, iremos utilizar simplesmente a palavra conjunc~ao para
designar quer o "e" quer o "ou".
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relevantes para o nosso estudo, tratam o problema da interpretac~ao da ex-
press~ao de pesquisa inserida pelo utilizador de forma a melhorar o resultado
das pesquisas. No entanto, um importante aspecto e normalmente descu-
rado nas propostas encontradas na literatura. Referimo-nos a usabilidade
da interface em relac~ao ao utilizador do sistema. Mais concretamente, e
porque a usabilidade pode dizer respeito a varios aspectos, referimo-nos a
impossibilidade de o utilizador mudar a designac~ao com que os conceitos lhe
s~ao apresentados, moldando a experie^ncia de utilizac~ao do sistema as suas
prefere^ncias. Como mencionado pelos autores em [106], um utilizador deve-
ria poder ter um produto adaptado as suas necessidades o que lhe permite
expressar a sua individualidade. A personalizac~ao de interfaces e, de resto,
uma pratica comum em varias aplicac~oes hoje em dia atraves do uso de
skins que permitem alterar a apare^ncia de uma aplicac~ao de varias formas:
mudando a imagem de fundo, a cor de fundo ou ate o estilo de interacc~ao.
Na gura 3.16 referente ao sistema Ginseng, vemos a palavra magazine
como uma das opc~oes sugeridas para construc~ao da pesquisa. Um dado uti-
lizador poderia preferir, por exemplo, a palavra journal para se referir a este
conceito. A releva^ncia da possibilidade de alterac~ao de uma designac~ao e
ainda maior se o utilizador n~ao entender o signicado da palavra/express~ao
associada a um dado conceito. No Semantic Crystal, na gura 3.20, a per-
tine^ncia desta funcionalidade torna-se mais evidente dadas as relac~oes en-
tre classes ser representada usando os conceitos directamente importados
da ontologia tais como "hasM", "passe", "hasLa". Atraves de um gestor de
sinonimos, o utilizador poderia mudar a designac~ao "hasM"para "has moun-
tain" por exemplo, cando mais claro o conceito.
Outro importante aspecto a ter em conta e que os sistemas de pesquisa
te^m, na maior parte dos casos, diferentes tipos de utilizadores, cada um usan-
do diferentes designac~oes para os mesmos conceitos. Como exemplo, con-
sideremos um portal de e-government onde se podem identicar pelo menos
dois tipos de utilizadores: os cidad~aos e os administrativos. Enquanto estes
ultimos conhecem os termos tecnicos para os documentos e procedimentos,
os cidad~aos podem n~ao conhecer e usam por isso outras designac~oes.
Ao permitir a criac~ao de sinonimos, diferentes designac~oes passam a
existir para o mesmo conceito o que torna necessaria a existe^ncia de um
criterio de escolha no momento de apresentac~ao ao utilizador.
4.7.2 Exemplo e objectivo
A aplicac~ao de um gestor de sinonimos num sistema de pesquisa ca evidente
ao analisarmos a forma como os conceitos s~ao apresentados em alguns dos
sistemas introduzidos no estado da arte. Tal evide^ncia e maior, por exemplo,
no caso do TAMBIS e do SemanticCrystal, onde, como acabamos de indicar,
as designac~oes apresentadas s~ao os proprios nomes das classes e propriedades
denidas na ontologia que, na maior parte dos casos, assemelham-se mais
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a codigos do que a conceitos expressos de uma tal forma que o utilizador
facilmente entenda.
Na gura 3.20, que mostra a forma como a ontologia e apresentada ao
utilizador no sistema Semantic Crystal, facilmente se constata a formalidade
com que os conceitos s~ao representados:
 classes representadas por "Moun" ou "LoPo";
 relac~ao entre "State" e "Mount" e representada por "hasM"; relac~ao
entre "State" e "Road" e representada por "passe".
O nosso objectivo passa ent~ao por incorporar num sistema de pesquisa
sema^ntico a capacidade de denir novas designac~oes para os conceitos da
ontologia, favorecendo assim o entendimento e a individualidade de cada
utilizador. Por outro lado, e perante varias alternativas de designac~oes para
os conceitos, surgira em determinadas situac~oes a duvida de qual o conceitos









Este captulo apresenta uma vis~ao geral de alto nvel da
soluc~ao proposta nesta tese para os problemas identicados,
introduzindo previamente o processo de construc~ao e a arqui-
tectura tpica de um sistema guiado de pesquisa sema^ntica dos
existentes na actualidade para depois mostrar de que forma
a arquitectura proposta representa uma extens~ao a primeira.
5.1 Introduc~ao
Actualmente, s~ao varios os sistemas de pesquisa disponibilizados na Internet.
Quando consideramos a sua evoluc~ao para a WS, esperamos deles outro
nvel de exactid~ao, interpretac~ao e entendimento do que se pretende numa
pesquisa.
A preocupac~ao sobre a qualidade e satisfac~ao que o utilizador obtem ao
utilizar o sistema de pesquisa, deve ser uma constante ao longo do desen-
volvimento de um sistema guiado. Qualidade remete-nos para o nvel de
objectividade naquilo que e a func~ao essencial de um sistema de pesquisa:
encontrar respostas ou resultados para as quest~oes colocadas por um dado
utilizador. O conjunto de resultados e inexistente quando uma pesquisa n~ao
tem signicado, ou seja, quando e semanticamente incorrecta. Este e um
dos principais pontos que abordamos nesta tese.
A satisfac~ao por parte do utilizador e mais evidente quando a interacc~ao
com o sistema de pesquisa e facilitado, quer atraves de mecanismos que per-
mitam expressar o que se pretende de uma forma mais natural quer atraves
de mecanismos que permitam ajustar o ambiente de pesquisa a prefere^ncia
do utilizador, conduzindo a uma melhor percepc~ao do que se pode pesquisar.
Outras funcionalidades podem ser adicionadas a um sistema deste tipo
para que as pesquisas possam abranger mais situac~oes (como por exemplo
pesquisa comparativa ou diferentes tipos de relac~oes entre conceitos) e, ao
mesmo tempo, continuem a ser validadas sob o ponto de vista sema^ntico.
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Partindo de todos estes pressupostos, identicados no captulo anterior,
nesta tese propomos uma arquitectura que pretende dar suporte a todas as
soluc~oes que se prop~oem e que e apresentada neste captulo. Assim, em
primeiro lugar, expomos um sistema tpico de pesquisa sema^ntico relativa-
mente ao processo de construc~ao e sua arquitectura. De seguida, apresen-
tamos o sistema proposto onde referimos os objectivos, a arquitectura, os
componentes e o processo de construc~ao. As diferentes soluc~oes propostas
s~ao explicadas nos captulos seguintes.
5.2 Um sistema tpico de pesquisa sema^ntico
Antes de introduzirmos a arquitectura do sistema que aborda os problemas
por nos identicados e enderecados nesta tese, parece-nos pertinente mostrar
primeiramente o processo de construc~ao e arquitectura que suportam um
tpico sistema de pesquisa sema^ntica actual.
5.2.1 Processo de construc~ao
O processo de construc~ao de uma express~ao de pesquisa obedece sempre
a determinados passos, quer se trate de uma pesquisa sobre um sistema
sema^ntico ou n~ao. A diferenca principal consiste na arquitectura subjacente
e da objectividade dos resultados retornados.
Assim, quando o utilizador recorre a um dado sistema de pesquisa para
obter informac~ao, deve sempre indicar o que pretende pesquisar, como por
exemplo livros ou documentos.
Quais os livros existentes?
Quais os documentos existentes?
Seguidamente, pode especicar mais concretamente o que pretende vi-
sualizar acerca dos livros ou documentos, como por exemplo ttulo ou ISBN
(relativamente ao livro) ou tipo de documento (relativamente ao documento).
Qual o ttulo dos livros existentes?
Qual o ISBN dos livros existentes?
Qual o tipo dos documentos existentes?
O utilizador deve restringir informac~ao acerca do que esta a pesquisar,
escolhendo uma dada caracterstica e inserindo a restric~ao que pretende.
S~ao exemplos a restric~ao de livros com mais de 200 paginas ou editadas pela
editora FCA; ou ainda documentos que sejam artigos.
Qual o ttulo dos livros cujo numero de paginas e superior a 200?
Quais os livros cuja editora e FCA?
Quais os documentos cujo tipo e artigo?
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Finalmente, o utilizador pode combinar varias restric~oes de forma a cons-
truir uma express~ao de pesquisa mais complexa, tal como:
Qual o ttulo dos livros cujo numero de paginas e superior a 200 e inferior
a 300 ou cujo nome da editora e FCA ou cujo nome do autor e Jo~ao ou
cujo preco e inferior a 25¿?
A gura 5.1 ilustra o processo tpico de construc~ao de uma express~ao de
pesquisa.
Figura 5.1: Processo de construc~ao tpico
5.2.2 Arquitectura
A arquitectura tpica de um sistema de pesquisa necessita de possuir um
componente que permita a interacc~ao entre o utilizador e o sistema. Esse
componente e o portal de pesquisa. Embora possa utilizar diferentes for-
mas de apresentac~ao, o objectivo nal e comum a todos os sistemas desta
natureza: permitir que o utilizador construa a express~ao de pesquisa e vi-
sualize os resultados da mesma.
Seguidamente, e por se tratar de um sistema de pesquisa sema^ntico, e
necessario que os conceitos do domnio em causa sejam classicados e rela-
cionados entre si, de forma a que tenham um signicado. Tal e conseguido
atraves da criac~ao de uma ou mais ontologias que contem:
 o que e possvel pesquisar;
 como e que a informac~ao pesquisavel se relaciona entre si;
 qual a informac~ao sobre a qual incidem as pesquisas.
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A comunicac~ao entre a interface de pesquisa e a ontologia e normalmente
efectuada atraves de uma camada de acesso a ontologia.
Um dos pressupostos fundamentais de um sistema de pesquisa sema^ntica
guiado e de que existe uma ajuda ao utilizador no processo de construc~ao
de uma express~ao de pesquisa, da o seu nome. Para tal o sistema deve
saber ajudar o utilizador no que se refere aos conceitos possveis de serem
utilizados em cada momento do processo de construc~ao, e tendo em conta
a express~ao de pesquisa actual. Tal e conseguido no que designamos parser
preditivo.
Finalmente, existe um outro componente que n~ao e comum a todos os
sistemas mas pela sua importa^ncia ja se encontra em alguns. Este compo-
nente e responsavel por aproximar o mais possvel a utilizac~ao da interface
da linguagem natural | optima na vis~ao da WS.
Consideramos assim serem cinco os componentes fundamentais (sendo
que um consideramos opcional) de uma arquitectura tpica de sistema guiado
de pesquisa sema^ntico:
 interface de pesquisa;
 ontologias;
 camada de acesso a ontologia;
 parser ;
 componente de aproximac~ao a linguagem natural.
Figura 5.2: Arquitectura tpica
A gura 5.2 ilustra a arquitectura que temos vindo a apresentar, com
os cinco componentes que referimos. Sempre que a interface de pesquisa
necessita de informac~ao da ontologia, a mesma e obtida atraves da invocac~ao
da camada de acesso a ontologia. Por outro lado, o portal de pesquisa invoca
o parser preditivo sempre que necessita de saber quais as opc~oes possveis
para o utilizador prosseguir com a construc~ao da express~ao. Para tal, o
parser necessita aceder as ontologias que contem informac~ao, entre outra,
do relacionamento entre conceitos.
Esta arquitectura e generica e comum a um qualquer sistema de pesquisa
actual que utilize informac~ao sema^ntica e adopte uma losoa guiada.
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5.3 O sistema proposto
5.3.1 Objectivos
O objectivo desta tese e a denic~ao de uma arquitectura que contribua para
uma melhoria no actual panorama de sistemas guiados, abordando o con-
junto de problemas identicados no captulo 4 e que resumimos de seguida.
Agrupamos os problemas identicados em dois aspectos principais: fun-
cionalidade e usabilidade. Dentro do primeiro inclui-se a inexiste^ncia de
validac~ao sema^ntica das express~oes de pesquisa, a impossibilidade de cons-
truc~ao de uma pesquisa sema^ntica comparativa, a impossibilidade de dife-
renciar o papel que cada classe representa no processo de construc~ao e a
impossibilidade de relacionar classes de uma forma de um-para-muitos.
No que se refere ao aspecto da usabilidade, englobamos aqui a maior
aproximac~ao de um sistema guiado a linguagem natural e a impossibilidade
de criar diferentes designac~oes para os conceitos.
A tabela 5.1 apresenta um resumo e uma nomenclatura dos aspectos e
problemas que abordamos.




(P3) Classes de pesquisa e auxiliares
(P4) Relac~oes 1:N
Usabilidade
(P5) Gerac~ao de linguagem natural
(P6) Gestor de sinonimos
Tabela 5.1: Aspectos e problemas abordados na soluc~ao pro-
posta
5.3.2 A arquitectura
Relativamente a arquitectura tpica que apresentamos na gura 5.2, a soluc~ao
que propomos precisa de mais componentes no sentido de solucionar os
problemas identicados assim como a alterac~ao em alguns. Analisamos
primeiramente o papel na nova arquitectura dos componentes ja introduzidos
como fazendo parte de uma arquitectura tpica. Assim, a arquitectura pro-
posta mantem os 5 elementos tpicos sendo que 3 deles se mantem inalterados
no que toca ao seu objectivo e funcionalidade disponibilizada: a interface de
pesquisa, a camada de acesso a ontologia e o parser preditivo. No que se
refere aos restantes dois componentes, existem pequenas alterac~oes. Assim,
a ontologia de domnio alem de classicar os conceitos pesquisaveis, obedece
na arquitectura que propomos a um dado modelo ontologico com o objectivo
de que a construc~ao da ontologia siga determinadas regras no sentido de dar
resposta a alguns dos problemas identicados. Quanto ao componente de
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aproximac~ao a linguagem natural, ele encarrega-se, no sistema que propo-
mos, de gerar uma express~ao em linguagem natural correspondente a que e
construda gracamente.
Alem destes componentes, na arquitectura proposta introduzimos um
conjunto de novos componentes com o m de melhorar os aspectos da fun-
cionalidade e usabilidade dos sistemas guiados. Estes componentes s~ao:
 um componente de validac~ao sema^ntica que assegura a validade
sema^ntica da express~ao que se auxilia de uma base de regras;
 uma componente de representac~ao da express~ao de pesquisa,
que serve o interca^mbio de informac~ao entre o portal e as componentes
de validac~ao sema^ntica e gerac~ao de linguagem natural;
 uma componente de denic~ao comparativa que especica quais os
operadores de comparac~ao disponibilizados mediante natureza e tipo
de dados da propriedade utilizada por uma dada restric~ao e que auxi-
liam no momento da construc~ao da referida restric~ao;
 um componente de gest~ao de sinonimos que contribui para que o
utilizador possa tornar a utilizac~ao do sistema mais agradavel e de facil
percepc~ao que, por sua vez, faz uso de uma base global e individual
de sinonimos.
A arquitectura geral da soluc~ao encontra-se expressa na gura 5.3, onde
se encontram assinalado o(s) componente(s) envolvidos na soluc~ao para cada
um dos problemas, identicados na tabela 5.1. A parte da arquitectura
apresentada a sombreado representa a extens~ao relativa a uma arquitectura
tpica de um sistema guiado de pesquisa.
Como se pode observar, o componente central e a interface ou portal de
pesquisa, atraves do qual o utilizador interage com o sistema que, por sua
vez, interage com os restantes tre^s componentes principais: o componente
de validac~ao sema^ntica, o componente de gerac~ao de linguagem natural e o
componente de gest~ao de sinonimos.
5.3.3 Os componentes
Uma vez apresentada a arquitectura geral do sistema proposto, introduzimos
nas proximas secc~oes o papel que cada um dos seus componentes tem na
arquitectura proposta.
Interface de pesquisa
A interface de pesquisa sera o ponto de comunicac~ao com o utilizador. A
interacc~ao deste componente com os componentes de validac~ao sema^ntica e
de gerac~ao de linguagem natural sera efectuado atraves do componente de
representac~ao da express~ao.
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Figura 5.3: Vis~ao geral da arquitectura
Em termos de abordagem, a interface sera guiada de forma a auxiliar
o utilizador na construc~ao da express~ao de pesquisa. Utilizara alguns ele-
mentos gracos para apresentac~ao das possveis opc~oes em cada fase da
construc~ao sendo, em tempo-real, apresentada a correspondente express~ao
em linguagem natural ao utilizador.
Ontologia de domnio
A ontologia de domnio visara, fundamentalmente, armazenar o conheci-
mento necessario dos metadados dos conceitos pesquisaveis no sistema de
pesquisa. Adicionalmente, e tendo sido identicados tre^s problemas concre-
tos ao nvel da funcionalidade que te^m a ver directamente com a informac~ao
que se armazena na ontologia e a sua organizac~ao | impossibilidade de re-
alizar pesquisas comparativas, de diferenciar o papel das classes no processo
de construc~ao de express~oes e de construir express~oes em que as classes se
relacionem de uma forma de um-para-muitos |, a ontologia deve seguir um
modelo ontologico, constitudo por um conjunto de regras de construc~ao com
o objectivo de solucionar os problemas referidos.
O mesmo modelo e tambem util na componente de gerac~ao de linguagem
natural e no gestor de sinonimos. Os objectivos do modelo denem-se ent~ao
os seguintes:
 mecanismos que permitam realizar pesquisas comparativas;
 mecanismos que permitam diferenciar o papel que as classes te^m no
processo de construc~ao;
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 mecanismos que permitam descrever as classes e propriedades de forma
clara para o utilizador, quer ao nvel da interface graca quer ao nvel
de express~oes em linguagem natural.;
 mecanismos que permitam especicar como as classes se relacionam
entre elas.
Camada de acesso a ontologia
A camada de acesso a ontologia sera utilizada pelos componentes do sis-
tema sempre que e necessario obter, por exemplo, informac~ao de classes
pesquisaveis ou propriedades datatype1 ou object2 de uma dada classe.
Esta informac~ao e maioritariamente utilizada a nvel da interface graca
para apresentar ao utilizador e permitir assim que o mesmo possa construir
a express~ao de pesquisa. Esta camada funciona por isso, a semelhanca do
que acontece em qualquer sistema guiado, como mediador de comunicac~ao
entre o portal de pesquisa e a ontologia.
Parser preditivo
O parser preditivo cumpre o papel tradicional de servir como auxlio ao
utilizador no processo de construc~ao de pesquisa. Atraves deste componente,
e possvel obter as opc~oes possveis em cada momento do processo de cons-
truc~ao da express~ao facilitando esta tarefa ao utilizador na medida em que
o mesmo sabe que apenas visualiza palavras ou express~oes que contribuem
para uma express~ao valida.
Componente de gerac~ao de linguagem natural
Como ja referimos, este e um componente que existe em alguns sistemas
guiados actuais. Ao lidarmos no nosso sistema com pesquisas comparativas
ou relac~oes de 1:N, a construc~ao das frases deve seguir uma sintaxe especca
sendo esta uma diferenca e ao mesmo tempo melhoria face aos componentes
existentes.
Assim, este componente e responsavel por gerar a express~ao em lin-
guagem natural correspondente a express~ao construda gracamente. Este
componente e acedido pela interface graca em tre^s momentos da construc~ao
da express~ao de pesquisa, e pela seguinte ordem:
1. escolha da classe de pesquisa;
2. escolha da propriedade principal;
3. sempre que uma nova restric~ao (validada semanticamente) e adicionada
1Uma propriedade datatype pertence a uma dada classe (domain da propriedade) e e
de um dado tipo (range da propriedade).
2Uma propriedade object permite denir uma relac~ao entre duas classes.
O sistema proposto 137
O processo de gerac~ao da express~ao em linguagem natural utiliza um con-
junto de regras que visam garantir uma correcta gerac~ao da express~ao e uma
melhoria a partir das opc~oes que o utilizador foi seleccionando gracamente.
Componente de validac~ao sema^ntica
Este componente sera responsavel por garantir que a express~ao de pesquisa
se mantem semanticamente valida a medida que novas restric~oes v~ao sendo
adicionadas.
Este componente intervem no processo de construc~ao de uma express~ao
no momento em que e necessario validar se a adic~ao de uma dada restric~ao r
a uma dada express~ao de pesquisa exp a mantem semanticamente correcta.
Para tal, r sera validada com todas as restric~oes de exp que incidam sobre
a mesma propriedade. Este processo de validac~ao terminara assim que um
erro sema^ntico for detectado.
Para o processo de validac~ao, o componente de validac~ao sema^ntica ira
auxiliar-se de uma base de regras sema^ntica que dene quais as validac~oes
a efectuar quando uma dada restric~ao e adicionada no sistema. Esta base
de regras e obtida tendo em conta determinados factores que determinam
os casos possveis.
Componente de representac~ao da express~ao de pesquisa
Este componente ira permitir a representac~ao de uma express~ao de pesquisa
e serve de interacc~ao entre a interface de pesquisa e o componente de gerac~ao
de linguagem natural e o componente de validac~ao sema^ntica.
A comunicac~ao entre os tre^s componentes em quest~ao (portal, compo-
nente de gerac~ao de linguagem natural e componente de validac~ao sema^ntica)
sera feito utilizando este componente de representac~ao que ira permitir que
haja uma forma uniforme de tratar a express~ao de pesquisa entre os varios
componentes da arquitectura que dela fazem uso.
Componente de denic~ao comparativa
A denic~ao dos operadores de comparac~ao suportados no sistema, mediante
os tipos de dados denidos, e fundamental para o processo de construc~ao da
express~ao de pesquisa, mais concretamente quando uma restric~ao sobre um
dado conceito e adicionada. Neste momento, e mediante o tipo de dados do
conceito seleccionado, s~ao apresentados os varios operadores possveis.
A sua clara denic~ao e conhecimento por parte do utilizador e importante
para que possa ter conhecimento do tipo de pesquisas que pode efectuar.
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Componente de gest~ao de sinonimos
Ira ser atraves deste componente que o utilizador consegue individualizar o
seu ambiente de pesquisa, denindo a palavra/express~ao que mais lhe agrada
para referenciar um dado conceito.
Uma importante parte implementada por este componente dene um
criterio que permite decidir quais as designac~oes a sugerir ao utilizador,
havendo tre^s cenarios em que o criterio e invocado: quando um utilizador
novo acede a interface de construc~ao, quando um utilizador ja registado
acede a interface de construc~ao e quando um utilizador quer alterar a desig-
nac~ao de um conceito.
A forma como foi implementado o componente procura combater varios
problemas como o problema de sparsity3 ou ainda o problema do novo item4.
Para tal, ira auxiliar-se dos conceitos de folksonomies e personomies. A in-
formac~ao nelas constante constitui a base de sinonimos, fundamental para
o componente de gest~ao de sinonimos, mais concretamente para a aplicac~ao
do criterio de escolha.
5.3.4 O processo de construc~ao
Num sistema que siga a arquitectura proposta, as fases de construc~ao tpicas
ilustradas na gura 5.1 s~ao comuns ao processo de construc~ao. No entanto,
e como resultado dos problemas que enderecamos e que se focam justamente
na fase de construc~ao de express~oes, existem algumas novas vericac~oes/fases
no dito processo no sistema que propomos.
Assim, uma express~ao de pesquisa e constituda por varias partes, umas
obrigatorias e outras opcionais. A parte obrigatoria e a especicac~ao do que
o utilizador pretende pesquisar | a que chamamos de classe de pesquisa.
Uma pesquisa que so contenha a classe de pesquisa e uma pesquisa geral,
que n~ao contem especicac~ao da informac~ao concreta a visualizar (adiante
designado de propriedade principal) nem restric~oes. Estas duas partes s~ao,
por isso, opcionais.
Ate esta fase do processo de construc~ao, existe ja uma diferenca conside-
ravel relativamente ao processo introduzido na gura 5.1 ja que a gerac~ao de
linguagem natural e feita a medida que a express~ao vai sendo construda. As-
sim, quando e escolhida a classe de pesquisa, a correspondente express~ao em
linguagem natural e automaticamente realizada e apresentada ao utilizador.
Se a propriedade principal for escolhida (pois e opcional) a express~ao em
linguagem natural e novamente gerada.
A fase de construc~ao de uma restric~ao e tambem bastante diferente re-
lativamente a um processo tpico, fruto dos problemas que abordamos na
3Existe^ncia de uma grande quantidade de designac~oes unicas para os conceitos.
4Quando uma nova designac~ao e criada coloca-se o problema de como ela sera sugerida
uma vez que sendo nova n~ao foi ainda escolhida.
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nossa soluc~ao.
A fase de construc~ao de uma restric~ao comeca pela especicac~ao da pro-
priedade. Se uma propriedade datatype for escolhida, e necessario especi-
car o operador de comparac~ao e o valor de comparac~ao (no caso de uma
propriedade funcional) ou os valores de comparac~ao (no caso de uma pro-
priedade n~ao funcional). Se uma propriedade object for escolhida e previa-
mente necessario escolher a propriedade datatype da classe a qual a dita pro-
priedade se refere e so posteriormente especicar o operador e o(s) valor(es)
de comparac~ao.
Construda a restric~ao, a mesma e validada com a express~ao actual. Em
caso de erro sema^ntico, o mesmo e enviado ao utilizador permanecendo a
express~ao de pesquisa inalterada. Em caso de inexiste^ncia de erro sema^ntico,
a restric~ao e adicionada a express~ao de pesquisa e a express~ao em linguagem
natural com a nova restric~ao e gerada pelo sistema.
A gura 5.4 apresenta o processo de construc~ao na soluc~ao que propo-
mos. Os passos nela apresentados com sombreado representam novos passos
relativamente ao processo de construc~ao tpico.
Figura 5.4: Processo de construc~ao no nosso sistema
Exemplo demonstrativo
Para que o leitor melhor entenda o processo de construc~ao explicado na
secc~ao anterior, damos de seguida um pequeno exemplo. Consideremos para
tal uma classe livro com duas propriedades datatype: titulo e preco e uma
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propriedade object denominada tem autor que referencia a classe autor que,
por seu lado, possui uma propriedade datatype denominada nome.
Quando o leitor selecciona a classe de pesquisa livro e automaticamente
gerada a express~ao em linguagem natural, correspondendo esta express~ao a
mais simples que pode ser construda neste sistema. A parte do processo
de construc~ao envolvida nesta express~ao esta representada a cor verde na
gura 5.5. A express~ao gerada em linguagem natural da pesquisa seria:
todos os l i v r o s e x i s t e n t e s
Se o utilizador quiser fazer uma restric~ao pelo preco do livro (exemplo:
preco > 10¿), o processo de construc~ao ja e mais completo. A express~ao
gerada em linguagem natural da pesquisa seria:
todos os l i v r o s e x i s t e n t e s cujo preco e maior do que 10n t exteuro
N~ao existe, neste caso, nenhum erro sema^ntico pelo que a restric~ao e
adicionada a express~ao de pesquisa a a express~ao em linguagem natural
actualizada. A parte do processo de construc~ao envolvida nesta express~ao
esta representada com as cores amarela, rosa e roxo na gura 5.5.
Nesta fase, o utilizador pode pretender visualizar apenas o ttulo do
livro, seleccionando para isso a propriedade principal titulo, resultando na
express~ao em linguagem natural:
t t u l o dos l i v r o s e x i s t e n t e s cujo preco e maior do que 10n t exteuro
A parte do processo de construc~ao envolvida nesta express~ao esta repre-
sentada a cor laranja na gura 5.5.
Uma outra restric~ao que o utilizador pode querer fazer e restringir pelo
nome do autor Dan Brown (considera-se a conjunc~ao and para unir as res-
tric~oes). Dessa forma, tera de ser utilizada a propriedade object tem autor.
Neste caso, o processo de construc~ao envolve a parte representada a amarelo,
cinzento e roxo na gura 5.5. A express~ao gerada em linguagem natural da
pesquisa seria:
t t u l o dos l i v r o s e x i s t e n t e s cujo preco e maior do que 10n t exteuro ~e
cujo nome do autor e Dan Brown
Finalmente, se o autor adicionar uma nova restric~ao sobre o preco (exem-
plo: preco < 8¿), tal ira resultar num erro sema^ntico ja que n~ao e possvel
um livro ter um preco superior a 10¿ e inferior a 8¿ simultaneamente.
Assim, a parte do processo envolvida inclui a parte amarela, rosa e azul na
gura 5.5, que da origem a uma noticac~ao ao autor do tipo do erro ocorrido
n~ao havendo lugar a actualizac~ao da express~ao de pesquisa em linguagem
natural uma vez que a restric~ao n~ao e valida.
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Figura 5.5: Exemplo do processo de construc~ao no nosso sistema
5.4 Conclus~oes
A arquitectura proposta para o sistema representa uma extens~ao daquilo que
constitui uma arquitectura tpica de um qualquer sistema guiado da actuali-
dade. Essa extens~ao e concretizada com a existe^ncia de novos componentes
que contribuem para uma melhoria ao nvel da usabilidade e funcionalidade
nos sistemas guiados.
Na esse^ncia destas propostas de melhoria esta uma tomada de conscie^ncia
que deve haver um contnuo trabalho no sentido de melhorar aquilo que e
a experie^ncia de um utilizador quando usa um sistema de pesquisa, quer
ao nvel de resultados obtidos, quer ao nvel de detecc~ao de incorrecc~oes
na express~ao de pesquisa, quer ao nvel de experie^ncia de utilizac~ao. As
propostas de melhoria efectuadas s~ao neste sentido.
Embora tenhamos acima referido dois aspectos nos quais nos focamos
(usabilidade e funcionalidade), pensamos que ca mais coerente sub-dividir
os problemas englobados no aspecto da funcionalidade em dois distintos.
Assim, e porque a resoluc~ao de tre^s dos quatro problemas identicados ao
nvel de funcionalidade, passa pela obedie^ncia das regras denidas no modelo
ontologico, consideremos a partir deste momento a classicac~ao de aspectos
e problemas representada na tabela 5.2, que e como organizamos os seguintes
captulos que apresentam as soluc~oes propostas para cada um dos problemas
identicados.
Assim, no captulo 6 apresentamos o aspecto da funcionalidade relativo
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a validac~ao sema^ntica de pesquisas. No captulo 7, referimo-nos ao mode-
lo ontologico apresentando os objectivos e regras do modelo, bem como a
soluc~ao para pesquisas comparativas, classes de pesquisa e auxiliares e re-
lac~oes de 1:N. Finalmente, no captulo 8, apresentamos as soluc~oes relativas
ao aspecto da usabilidade, quer a nvel de gerac~ao de linguagem natural quer
a nvel da gest~ao de sinonimos.
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Este captulo descreve a soluc~ao proposta sobre o acres-
cento de funcionalidade sema^ntica a um sistema de pesquisa
atraves da inclus~ao de regras de validac~ao sema^ntica.
6.1 Introduc~ao
Este captulo visa detalhar a soluc~ao teorica por nos proposta para a incor-
porac~ao de uma componente de validac~ao sema^ntica num sistema guiado de
pesquisa sema^ntica. Esta incorporac~ao visa contribuir para uma melhoria a
nvel da funcionalidade disponibilizada nestes sistemas.
A validac~ao sintactica e o tipo de validac~ao mais comum em varios tipos
de sistema que actualmente encontramos, sendo a sema^ntica descurada. No
entanto, ambas fazem parte daquilo que designamos de gramatica. Este
componente visa justamente garantir express~oes gramaticalmente correctas,
ou seja, sintactica e semanticamente. A justicac~ao para que ambas sejam
consideradas e o facto de que uma express~ao embora possa estar sintactica-
mente correcta, pode estar semanticamente incorrecta. A express~ao pesquisa
"Quais os livros cujo ttulo e 'Fortaleza Digital' e 'O Smbolo Perdido'?" e
disto mesmo um exemplo ja que se encontra semanticamente incorrecta (um
livro n~ao pode ter simultaneamente dois ttulos).
Como referimos na secc~ao 3.4.3, o sistema Ginseng foca-se apenas na
parte sintactica da express~ao de pesquisa. Este e um ponto comum com os
restantes sistemas guiados existentes na actualidade e que foram introduzi-
dos na secc~ao 3.4.3 como o LingoLogic, o TAMBIS ou o Semantic Crystal.
A soluc~ao que propomos para implementar a validade sema^ntica baseia-
-se num conjunto de regras por nos denidas apos um trabalho previo de
analise de casos, como adiante iremos explicar.
Antes de proceder a enumerac~ao de alguns pressupostos do processo de
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validac~ao sema^ntica, torna-se necessario claricar o leitor relativamente a
alguns conceitos, nomeadamente a propriedades funcionais e n~ao funcionais.
Recordamos que se entende por propriedade funcional uma propriedade que,
para um dado valor, apenas pode ter um outro a si associado atraves dessa
propriedade. Um bom exemplo e a propriedade isBirthMother ja que apenas
se pode ter uma m~ae. Um outro exemplo e a propriedade livroTemEditora:
um livro pode ter no maximo uma editora. Ja no caso de uma propriedade
n~ao funcional, pode haver varios valores associados a um outro atraves dessa
propriedade. Por exemplo, a propriedade livroTemAutores indica que um
livro pode ter a si associados varios autores.
No que se refere a integrac~ao num portal de pesquisa, a validac~ao sema^n-
tica deve efectuar-se sempre que uma restric~ao e adicionada a express~ao de
pesquisa, existindo por isso a noc~ao de restric~ao a ser inserida e restric~ao
ja constante da express~ao de pesquisa. A gura 6.1 representa a adic~ao de
uma nova restric~ao | denominada new r | (a) a uma express~ao de pesquisa
vazia ou ent~ao (b) com seis restric~oes onde tre^s delas incidem sobre a pro-
priedade funcional propf1 (r1, r3 e r6); outra sobre a propriedade funcional
propf2 (r4); outra sobre a propriedade n~ao funcional propnf1 (r2) e outra
sobre a propriedade n~ao funcional propnf2 (r5).
Figura 6.1: Exemplo de adic~ao de restric~ao
Quando uma restric~ao sobre uma propriedade funcional e adicionada e
a express~ao de pesquisa actual n~ao contem nenhuma restric~ao (exemplo a),
a adic~ao da nova restric~ao n~ao esta sujeita a nenhuma validac~ao, conforme
ilustra a gura 6.2.
Figura 6.2: Adic~ao de restric~ao sobre propriedade funcional a um conjunto
vazio
Dado uma propriedade n~ao funcional possuir como valor de comparac~ao
um conjunto de valores, uma restric~ao deste tipo deve ser validada isolada-
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mente antes de ser validada com as restantes, conforme ilustra a gura 6.3.
A raz~ao desta validac~ao isolada prende-se com o facto de a propria restric~ao
sozinha poder possuir erros, como por exemplo o numero de elementos do
conjunto de valores ser igual a 1, o que e incorrecto dado se tratar de uma
propriedade n~ao funcional.
Figura 6.3: Validac~ao isolada de restric~ao sobre propriedade n~ao funcional
Se ja existirem restric~oes na express~ao de pesquisa, a nova restric~ao e va-
lidada semanticamente com cada uma das outras que incidem sobre a mesma
propriedade apenas (ja que, na nossa soluc~ao, n~ao contemplamos a compro-
vac~ao de erros sema^nticos entre restric~oes que incidem sobre propriedades
diferentes).
No caso da nova restric~ao incidir sobre a propriedade funcional propf1,
a mesma deve ser validada com as restric~oes r1, r3 e r6, tal como ilustra a
gura 6.4.
Figura 6.4: Adic~ao de restric~ao sobre propriedade funcional
No caso da nova restric~ao incidir sobre a propriedade n~ao funcional
propnf1, a mesma deve ser validada com a restric~ao r2, conforme ilustra
a gura 6.5.
Figura 6.5: Adic~ao de restric~ao sobre propriedade n~ao funcional
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O processo de validac~ao tem em conta a nova restric~ao construda (new -
r) e a express~ao actual (adiante designada de cur exp). A validac~ao tem dois
objectivos, como ja referimos na secc~ao 4.2.2. Em primeiro, alertar o uti-
lizador para enganos que possa estar a cometer na formulac~ao da express~ao
de pesquisa (e que v~ao contribuir para um resultado errado por parte do sis-
tema que o utilizador pode aceitar como sendo a resposta verdadeira a sua
pesquisa quando na verdade resulta de um erro na formulac~ao da mesma).
Em segundo, evitar a sobrecarga do sistema com pesquisas que n~ao estando
semanticamente correctas n~ao deveriam sequer ser executadas.
Recordamos aqui os tipos de problemas que podem ocorrer ao validar
duas restric~oes:
 A redunda^ncia do tipo 1 sucede quando a adic~ao de new r n~ao se
traduz em mais exclus~oes aos dados do que os restringidos por cur -
exp.
 A redunda^ncia do tipo 2 sucede quando new r, em conjunto com uma
restric~ao ja existente em cur exp, tornam-se redundantes pois n~ao ex-
cluem nenhum valor do domnio inicial, devendo por isso new r ser
ignorada.
 A redunda^ncia do tipo 3 sucede quando new r torna redundante uma
outra restric~ao ja existente em cur exp, ja que o domnio nal e o
mesmo denido apenas e so por new r.
 A incoere^ncia sucede quando e impossvel um recurso obedecer a new r
em conjunto com uma outra restric~ao ja existente em cur exp, resul-
tando num domnio de valores vazio.
 A duplicac~ao de valores sucede quando, numa relac~ao de 1:N, os valores
de comparac~ao de um dado conjunto incluem valores repetidos, como
por exemplo na express~ao: Quais os livros cujos autores s~ao John
Smith, Carl Johnson e John Smith?.
Para melhor elucidarmos o tipo de regras que suportam o processo de va-
lidac~ao sema^ntica, consideremos como exemplo a pesquisa "livros cujo preco
e inferior a 15¿". A esta express~ao pretende adicionar-se a nova restric~ao
"preco e igual a 10¿". Sabemos, da matematica, que ao dizermos "preco
inferior a 15¿", estamos a referir-nos a um intervalo desde 1 (considerando
apenas numeros inteiros positivos) ate 14 inclusive. Ora, o valor 10 da nova
restric~ao esta includo neste intervalo pelo que a adic~ao da nova restric~ao a
express~ao de pesquisa torna redundante a restric~ao ja existente na express~ao
("preco e inferior a 15¿") o que conduz a uma situac~ao de redunda^ncia de
tipo 3. Assim, os erros sema^nticos que podem ocorrer ao efectuar uma
validac~ao sema^ntica sobre propriedades funcionais podem advir do uso de:
 um dado operador sobre uma mesma propriedade mais do que uma
vez (Exemplo: numero de paginas e 100 e numero de paginas e 300 );
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 operadores distintos sobre a mesma propriedade (Exemplo: numero de
paginas e 100 e numero de paginas e inferior a 300 ).
No que se refere as propriedades n~ao funcionais, Ao formar express~oes
de pesquisa envolvendo classes que se relacionam entre si com uma relac~ao
do tipo 1:N, tornam-se possveis tre^s tipos de express~oes:
Tipo de pesquisa 1 (TP1)
 Exemplo: livros cujo nome do autor e Pedro;
 Interpretac~ao: nesta pesquisa, embora a relac~ao entre livro e autor
seja de 1:N, o utilizador escolheu seleccionar todos os livros com um
autor apenas (com o nome Pedro).
Tipo de pesquisa 2 (TP2)
 Exemplo: livros cuja idade dos autores e superior a 50 anos;
 Interpretac~ao: nesta pesquisa, o utilizador faz uso da relac~ao de 1:N,
embora especique apenas um valor de comparac~ao para a idade dos
autores.
As regras aplicadas a estes dois tipos de pesquisa s~ao as anteriormente
explicadas para o caso das PF.
Tipo de pesquisa 3 (TP3)
Nesta pesquisa, varios valores s~ao especicados para a propriedade corres-
pondente ao nome do autor. Este e o tipo de pesquisa que sera mais apro-
fundado, sendo de seguida dados alguns exemplos de pesquisas possveis e
sua interpretac~ao.
 Exemplo1: livros cujos nomes dos autores s~ao [Jo~ao e Pedro]
Interpretac~ao: livros com dois autores cujos nomes s~ao, respectiva-
mente, Jo~ao e Pedro.
 Exemplo2: livros cujos nomes dos autores s~ao [Jo~ao e Pedro] ou [Jo~ao,
Pedro e Rogerio]
Interpretac~ao: livros com dois autores cujos nomes s~ao, respectiva-
mente, Jo~ao e Pedro ou livros com tre^s autores cujos nomes s~ao, res-
pectivamente, Jo~ao, Pedro e Rogerio.
 Exemplo3: livros cujos nomes dos autores s~ao [Jo~ao e Pedro] ou n~ao
s~ao [Pedro e Rogerio]
Interpretac~ao: livros com dois autores cujos nomes s~ao, respectiva-
mente, Jo~ao e Pedro ou livros com dois autores cujos nomes n~ao s~ao,
respectivamente, Pedro e Rogerio.
As regras de validac~ao sema^ntica sobre PNF visam detectar e prevenir
redunda^ncia, incoere^ncia e duplicac~ao de valores nas restric~oes que podem
advir do uso de:
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 um operador sobre uma dada propriedade (Exemplo: livros cujos
nomes dos autores s~ao [Jo~ao e Pedro]);
 um operador sobre uma dada propriedade mais do que uma vez (Exem-
plo: nome dos autores s~ao [Jo~ao e Pedro] e nomes dos autores s~ao
Pedro e Rogerio]);
 dois operadores distintos sobre a mesma propriedade (Exemplo: nomes
dos autores s~ao [Jo~ao e Pedro] e nomes dos autores n~ao s~ao [Jo~ao e
Pedro]).
Em relac~ao as PF, e como ja acima referimos, acresce uma nova situac~ao
de validac~ao no caso das PNF, que se prende com express~oes com apenas
uma restric~ao. Tal validac~ao torna-se necessaria pela relac~ao de 1:N exis-
tente entre classes que origina a especicac~ao de conjuntos de valores de
comparac~ao (e n~ao apenas um, como acontece nas PF) que necessitam de
validac~ao.
Como podemos ver, podem dar-se diferentes situac~oes em func~ao de di-
versos para^metros. Por isso, o nosso primeiro objectivo e justamente tratar
de identicar os casos possveis para que possamos concluir se s~ao semanti-
camente validos ou n~ao.
A determinac~ao dos varios casos de analise exigiu uma previa reex~ao
sobre quais os factores que se tornam relevantes para a sua analise. A secc~ao
que se segue detalha esses mesmos factores. Os tipos de dados contemplados






Estes s~ao os tipos de dados mais comuns em processos de pesquisa e,
portanto, os que foram utilizados. No entanto, a adic~ao de novos tipos de
dados pode ser efectuada de forma bastante simples.
Numa pesquisa generica, as restric~oes s~ao normalmente expressas uti-
lizando operadores de comparac~ao que permitem denir o subconjunto de
valores pretendido. Esses operadores de comparac~ao dependem da natureza
da propriedade. A analise dos operadores de comparac~ao que fazem sentido
usar mediante o tipo de dados/natureza da propriedade, levou a separac~ao
entre o tipo de dados string e todos os outros ja que o tipo de comparac~oes
que podemos realizar, por exemplo, com uma propriedade do tipo integer
podemos igualmente realizar com propriedades do tipo date, decimal ou
double.
A utilizac~ao de propriedades n~ao funcionais pode rapidamente tornar
uma express~ao de pesquisa complexa e de difcil percepc~ao para o utilizador
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o que esta longe de ser o pretendido para um sistema de pesquisa, que se
quer de facil e intuitiva utilizac~ao. Por esta raz~ao, os operadores possveis
com este tipo de propriedade foi restringido em relac~ao as propriedades
funcionais.
A tabela 6.1 apresenta os operadores possveis, mediante o tipo de da-
dos (string ou restantes tipos) e natureza da propriedade (funcional ou n~ao
funcional), podendo ser feita a combinac~ao dos mesmos (como por exemplo
do operador is com o operador is greater than para conseguir a noc~ao de "e
maior ou igual a").
Como e possvel vericar na tabela 6.1, e tal como referimos acima, os
operadores possveis sobre propriedade n~ao funcionais foram restringidos em
relac~ao as propriedades funcionais. Um exemplo que fundamenta a decis~ao
tomada e a utilizac~ao do operador contains sobre uma propriedade n~ao fun-
cional da qual a seguinte express~ao de pesquisa e um exemplo:
l i v r o s cujo nome dos autore s contem ' ac '
Na pesquisa acima, camos na duvida se todos os nomes de autores te^m
de possuir os caracteres 'ac' ou se basta apenas um deles possuir. Para
soluccionar esta duvida, poderamos considerar a extens~ao da pesquisa para
l i v r o s onde pe lo menos um dos nomes dos autore s contem ' ac '
No entanto, somos de opini~ao que tal traria alguma complexidade e,
talvez mais importante, a real necessidade de execuc~ao deste tipo de pesquisa
n~ao nos parece assim t~ao evidente.
Outro exemplo que podemos considerar incide sobre o tipo de dados
inteiro:
l i v r o s cuja idade dos autore s e 31 , 42 e 53
Nesta pesquisa, estamos a procurar livros com tre^s autores | por exem-
plo A1, A2 e A3 | cujas idades s~ao 31, 42 e 53. Mas qual dos autores deve
ter 31 anos? A1, A2 ou A3? Mais uma vez, esta e uma express~ao que origina
duvidas o que nos levou a excluir este tipo de operador quando lidamos com
propriedades n~ao funcionais.
Tipo de dados Prop. funcional Prop. n~ao funcional
String
Is Are
Is not Are not
Contains {




Is greater than {
Is lesser than {
Tabela 6.1: Operadores suportados mediante tipo de dados e na-
tureza da propriedade.
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Este conjunto de operadores permite expressar as pesquisas mais ha-
bituais. Como referimos acima, exclumos alguns operadores que poderiam
originar express~oes de alguma forma ambguas.
6.2 Factores relevantes para identicac~ao de casos
Uma vez decididos os operadores que queremos considerar, passamos a referir
os seis factores que identicamos como sendo decisivos para a identicac~ao
de casos. Estes factores s~ao:
 tipo de dados
 operador de comparac~ao
 natureza da propriedade
 conjunc~ao entre restric~oes
 ordem das restric~oes
 valor de comparac~ao
De seguida apresenta-se uma analise detalhada de cada um deles e da sua
inue^ncia na denic~ao de casos.
6.2.1 Factor: tipo de dados
De acordo com as duas categorias denidas (string e restantes tipos) e clara
a necessidade de considerar este factor na analise e denic~ao de casos ja que
as operac~oes de comparac~ao num e noutro caso s~ao distintas e, portanto,
ter~ao de ser denidas comprovac~oes diferentes para cada um deles.
6.2.2 Factor: operador de comparac~ao
Os operadores de comparac~ao das duas restric~oes em analise devem ser tidos
em conta no momento de denic~ao dos casos pois dependendo dos operadores
utilizados, o caso e diferente. A gura 6.6 apresenta dois exemplos.
No primeiro caso, e porque e usada no exemplo a conjunc~ao or, a valida-
c~ao a efectuar de forma a garantir que as duas restric~oes s~ao semanticamente
validas conjuntamente e garantir que o valor de comparac~ao e diferente
nas duas restric~oes, uma vez que se fossem iguais e dado usarem o mesmo
operador is, as restric~oes seriam repetidas o que se considera incorrecto do
ponto de vista sema^ntico.
Ja no segundo caso, dados os operadores de comparac~ao serem distintos
(is e is lesser than), a validac~ao a efectuar e diferente do primeiro caso ja
que a validade sema^ntica se verica se o valor de comparac~ao da segunda
restric~ao for menor ou igual ao valor de comparac~ao da primeira restric~ao.
Factores relevantes para identicac~ao de casos 151
Figura 6.6: O operador de comparac~ao como factor de identicac~ao de casos
6.2.3 Factor: natureza da propriedade
As propriedades funcionais e n~ao funcionais distinguem-se essencialmente
pelo valor de comparac~ao. No primeiro caso, trata-se de um valor de um
tipo primitivo enquanto que no segundo e um conjunto de valores.
As duas situac~oes necessitam de validac~oes distintas, como por exemplo
a validac~ao de duplicados que apenas faz sentido no caso de propriedades
n~ao funcionais.
6.2.4 Factor: conjunc~ao entre restric~oes
A conjunc~ao e um factor relevante na analise de casos uma vez que a alte-
rac~ao da conjunc~ao utilizada para unir duas restric~oes altera por completo
o resultado obtido para a pesquisa, embora por vezes n~ao seja imediata a
percepc~ao da diferenca entre a utilizac~ao de uma e de outra conjunc~ao (and e
or) e, portanto, a comprovac~ao sema^ntica a realizar e diferente. A gura 6.7
apresenta um exemplo da releva^ncia da conjunc~ao como factor fundamental
na analise de casos.
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Figura 6.7: A conjunc~ao como factor de identicac~ao de casos
6.2.5 Factor: ordem das restric~oes
O resultado da validac~ao sema^ntica de duas restric~oes r1 e r2 e diferente se
r1 for considerada a nova restric~ao ou se, ao contrario, a nova restric~ao for
considerada r2. Assim, a gura 6.8 mostra um exemplo de como as mesmas
duas restric~oes podem gerar tipos de redunda^ncia diferentes, consoante a
ordem de comparac~ao.
Figura 6.8: A ordem das restric~oes como factor de identicac~ao de casos
6.2.6 Factor: valor de comparac~ao
Por valor de comparac~ao entendemos o valor que e especicado conjunta-
mente com um operador de comparac~ao associado a uma dada propriedade.
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Por exemplo, na restric~ao
name i s John
podemos identicar a propriedade name, o operador is e o valor de com-
parac~ao John.
Assim, os valores de comparac~ao das duas restric~oes a validar deve ser
considerado no momento de analise de casos possveis. Mediante os opera-
dores de comparac~ao varias situac~oes devem ser consideradas: se os valores
s~ao iguais, diferentes, se um esta contido no outro, se um e maior do que
outro, etc.
6.3 Identicac~ao e analise de casos
Uma vez vistos todos os factores que inuenciam a identicac~ao de casos,
introduzimos nesta secc~ao as varias combinac~oes possveis dos 5 primeiros
factores identicados para de seguida analisarmos as varias situac~oes que
podem ocorrer em cada uma delas, em func~ao dos valores de comparac~ao
(sexto factor identicado).
6.3.1 Analise de combinac~oes
As combinac~oes possveis s~ao encontradas tendo em conta os factores an-
teriores com excepc~ao do ultimo (valor de comparac~ao), que identica as
situac~oes possveis de cada combinac~ao identicada. Esses factores, como
acabamos de ver, s~ao:
 o tipo de dados da propriedade sobre a qual incidem as restric~oes;
 a natureza da propriedade sobre a qual incidem as restric~oes;
 os operadores de comparac~ao utilizados em cada uma das restric~oes;
 a conjunc~ao utilizada para unir as restric~oes;
 a ordem das restric~oes, ou seja, qual a nova e qual a pertencente a
express~ao de pesquisa.
Quando a propriedade e do tipo funcional, cada operador deve ser ana-
lisado com todos os outros o que perfaz quatro combinac~oes possveis. Con-
siderando o factor da conjunc~ao, cada uma dessas quatro combinac~oes e
desdobrada em duas, para cada uma das conjunc~oes, perfazendo um total
de oito combinac~oes por cada operador.
Aplicando a mesma analise, quando a propriedade e do tipo n~ao fun-
cional, o total de combinac~oes por operador e de 4, dado haver apenas dois
operadores denidos. Cada restric~ao que utiliza uma propriedade n~ao fun-
cional deve ainda ser analisada separadamente de forma a denir a validac~ao
a aplicar a lista de valores de comparac~ao. Este aspecto da origem a uma
combinac~ao mais simples dado ter em conta apenas um operador. Uma
combinac~ao e ent~ao denida como:
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Uma combinac~ao e constituda pelo operador da nova restri-
fc~ao, pelo operador da restric~ao com a qual a primeira esta
a ser validada, pelo tipo de dados e natureza da propriedade
datatype das restric~oes em causa e pela conjunc~ao utilizada.
Uma combinac~ao tambem pode ser simples, quando
tem em conta apenas o operador (analise isolada de
restric~oes sobre propriedades do tipo n~ao funcional).
Dada a denic~ao acima, alguns exemplos de combinac~oes s~ao:
Exemplo 1:
Combinac~ao : S t r ing / ( i s , i s not ) / f unc i ona l / conjunc~ao and
Este exemplo de caso refere-se a validac~ao sema^ntica da adic~ao de uma nova
restric~ao que utiliza o operador is com uma restric~ao existente na express~ao
de pesquisa que utiliza o operador is not, ambas sobre uma propriedade
funcional do tipo string, unidas pela conjunc~ao and.
Um exemplo da aplicac~ao desta combinac~ao e a adic~ao da nova restric~ao
t i t l e i s 'Da Vinc i Code '
a express~ao de pesquisa
books whose t i t l e i s not ' D i g i t a l Fort re s s '
utilizando a conjunc~ao and.
Exemplo 2:
Combinac~ao : S t r ing / ( i s not , i s ) / f unc i ona l / conjunc~ao and nn
Este exemplo de caso e similar ao anterior sendo a diferenca a ordem
das restric~oes que, como referimos acima, e um factor relevante na denic~ao
de casos. Assim, este caso refere-se a validac~ao sema^ntica da adic~ao de
uma nova restric~ao que utiliza o operador is not com uma restric~ao exis-
tente na express~ao de pesquisa que utiliza o operador is, ambas sobre uma
propriedade funcional do tipo string, unidas pela conjunc~ao and.
Um exemplo da aplicac~ao desta combinac~ao e a adic~ao da nova restric~ao
t i t l e i s not 'Da Vinc i Code '
a express~ao de pesquisa
books whose t i t l e i s ' D i g i t a l Fort re s s '
utilizando a conjunc~ao and.
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As guras 6.9 e 6.10 ilustram as varias combinac~oes identicadas.
Figura 6.9: Combinac~oes possveis - tipo string
Figura 6.10: Combinac~oes possveis - restantes tipos
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6.3.2 Analise de situac~oes
De acordo com o ultimo factor identicado referente ao valor de comparac~ao,
dene-se situac~ao como:
Uma situac~ao corresponde a uma dada condic~ao
que e aplicada aos valores de comparac~ao.
O exemplo de uma situac~ao pode ser a condic~ao de "igualdade" aplicada
aos valores 10 e 15, situac~ao que, obviamente, n~ao se cumpre. No entanto,
nem todas as situac~oes se aplicam as varias combinac~oes identicadas, pois
algumas n~ao se aplicam. Por exemplo, a condic~ao de "contido" n~ao se aplica
a uma combinac~ao cujos operadores sejam o is, pois essa e uma condic~ao
especicamente direccionada a combinac~oes em que pelo menos um dos ope-
radores e o contains ou o does not contain. Nesta seque^ncia, segue-se uma
analise das situac~oes a ter em conta em cada uma das 74 combinac~oes pos-
sveis identicadas acima. Para esta analise, a conjunc~ao pode ser ignorada
dado que as situac~oes a considerar n~ao dependem deste factor, mas sim
apenas dos valores que aparecem nas restric~oes. Isto porque, dado que a
combinac~ao possui informac~ao dos dois operadores utilizados no processo
de validac~ao, deles, e apenas deles, e possvel obter as situac~oes envolvidas.
Dado que a analise realizada mostrou que as situac~oes s~ao comuns a varias
combinac~oes, denimos grupos de combinac~oes estando as situac~oes associ-
adas aos grupos e n~ao a cada combinac~ao concreta. Denimos assim a noc~ao
de caso como:
Um caso e uma particularizac~ao (ou instanciac~ao)
de uma combinac~ao a uma situac~ao determinada.
Com base nos operadores que contemplamos, identicamos ainda as
seguintes situac~oes possveis, por tipo de dados, apresentadas na tabela 6.2.




(S3) Valor n~ao contido no outro
(S4) Valor contido no outro
(S5) Valor contido no outro ou vice-versa
(S6) Conjuntos iguais
(S7) Conjuntos distintos




(S11) Valor menor do que o outro
(S12) Valor maior do que o outro
Tabela 6.2: Tipos de situac~oes
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A tabela 6.3 apresenta grupos de combinac~oes e as situac~oes que devem
ser tidas em conta. A coluna a direita apresenta o total de casos resultantes.
Sendo que cada combinac~ao ainda tera de ser analisada tendo em conta
as duas conjunc~oes, a ultima coluna apresenta o numero de combinac~oes
multiplicado por dois que resulta no numero total de casos.
Combinac~oes Situac~oes Total
is ; is ; string
S1; S2 8 * 2 = 16
is not ; is not ; string
is ; is not ; string
is not ; is ; string
is ; is ; restantes tipos
S9; S10 8 * 2 = 16
is not ; is not ; restantes tipos
is ; is not ; restantes tipos
is not ; is ; restantes tipos
is ; contains ; string
S1; S3; S4 24 * 2 = 48
is ; does not contain ; string
is not ; contains ; string
is not ; does not contain ; string
contains ; is ; string
does not contain ; is ; string
contains ; is not ; string
does not contain ; is not ; string
contains ; contains ; string
S1; S3; S4 6 * 2 = 12
does not contain ; does not contain ; string
contains ; does not contain ; string
S1; S3; S4; S5 8 * 2 = 16
does not contain; contains ; string
is ; is greater than ; restantes tipos
S9; S11; S12 24 * 2 = 48
is ; is lesser than ; restantes tipos
is not ; is greater than ; restantes tipos
is not ; is lesser than ; restantes tipos
is greater than ; is ; restantes tipos
is lesser than ; is ; restantes tipos
is greater than ; is not ; restantes tipos
is lesser than ; is not ; restantes tipos
is greater than ; is greater than ; restantes tipos
S9; S11; S12 6 * 2 = 12is lesser than ; is lesser than ; restantes tipos
is greater than ; is lesser than ; restantes tipos
S9; S11; S12 6 * 2 = 12
is lesser than ; is greater than ; restantes tipos
are ; are ; string
S6; S7 8 * 2 = 16
are ; are not ; string
are not ; are not ; string





Tabela 6.3: Grupos de combinac~oes e situac~oes associadas
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A informac~ao resumo apresentada ao longo destas tabelas perfaz um
conjunto de 98+2 casos, sendo que dois deles incidem sobre combinac~oes
simples onde o factor conjunc~ao n~ao e relevante, o que n~ao acontece nos
restantes 98 casos que dever~ao, no momento de analise, ter em conta esse
factor. Isto perfaz um total de (98 * 2) + 2 = 196 + 2 = 198 casos possveis.
Para nalizar esta secc~ao, damos de seguida alguns exemplos de adic~ao
de restric~oes a express~oes de pesquisa e os casos correspondentes. Para tal,
consideremos a seguinte express~ao de pesquisa:
books whose t i t l e conta in s ' d i g i t a l ' and whose p r i c e i s 10 euro
Consideremos agora a adic~ao de algumas restric~oes e vejamos qual o caso
resultante.
Restric~ao 1
Consideremos a conjunc~ao and e seja a nova restric~ao a adicionar a
express~ao de pesquisa a seguinte:
t i t l e i s ' d i g i t a l f o r t r e s s '
A tabela 6.4 identica a combinac~ao e as situac~oes a ter em conta.
Descric~ao da combinac~ao
Operador da nova restric~ao is
Operador da restric~ao existente contains
Natureza da propriedade funcional
Tipo de dados string
Conjunc~ao and
Situac~oes aplicaveis
S1 / S3 / S4
Tabela 6.4: Descric~ao da combinac~ao e situac~oes aplicaveis (I)
Para a combinac~ao apresentada ha 3 casos possveis, sendo que o exem-
plo recai na situac~ao S4 ja que "digital" esta contido em "digital fortress".
O detalhe da analise deste caso pode ser consultado no ape^ndice A e tem o
numero 6.
Restric~ao 2
Consideremos a conjunc~ao and e seja a nova restric~ao a adicionar a
express~ao de pesquisa a seguinte:
p r i c e i s not 12 euro
A tabela 6.5 identica a combinac~ao e as situac~oes a ter em conta.
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Descric~ao da combinac~ao
Operador da nova restric~ao is not
Operador da restric~ao existente is
Natureza da propriedade funcional




Tabela 6.5: Descric~ao da combinac~ao e situac~oes aplicaveis (II)
Para a combinac~ao apresentada ha 2 casos possveis, sendo que o exemplo
recai na situac~ao S10 ja que 12 e diferente de 10. O detalhe da analise deste
caso pode ser consultado no ape^ndice A e tem o numero 103.
Estes dois exemplos visam elucidar o leitor no que se refere a deter-
minac~ao do caso dadas uma express~ao de pesquisa e uma nova restric~ao,
assim como as situac~oes que para identicar o dito caso devem ser tidas em
considerac~ao.
6.3.3 Analise de casos
Apos termos identicados os casos possveis, e necessario proceder a sua
analise com o objectivo de vericar se o mesmo e ou n~ao semanticamente
valido. Tal torna-se importante pois determina se a adic~ao de uma dada res-
tric~ao por parte de um utilizador e ou n~ao valida e se a mesma e adicionada
a express~ao actual.
A analise de cada caso e feita com recurso a teoria de conjuntos e logica
de predicados e implica a denic~ao de tre^s conjuntos. O primeiro conjunto
denomina-se Y e representa o domnio de valores resultante da aplicac~ao da
nova restric~ao. O segundo conjunto, denominado deW, representa o domnio
de valores resultante da aplicac~ao da restric~ao ja existente e o terceiro con-
junto, denominado de Z, determina a uni~ao ou intersecc~ao dos dois primeiros,
mediante a conjunc~ao utilizada. Em alguns casos simples, e apenas utilizado
o conjunto Y para efectuar a vericac~ao. O conjunto X representa o domnio
global de valores.
No caso de Z=W, ou seja, no caso de o conjunto resultante da adic~ao da
nova restric~ao a express~ao de pesquisa ser igual ao conjunto resultante da
restric~ao ja constante da express~ao de pesquisa, obtem-se uma redunda^ncia
de tipo 1. No caso de Z=Y, ou seja, no caso de o conjunto resultante
da adic~ao da nova restric~ao a express~ao de pesquisa ser igual ao conjunto
resultante da nova restric~ao, obtem-se uma redunda^ncia de tipo 3. Uma
redunda^ncia de tipo 2 obtem-se quando Z=X para o tipo string e quando
Z = R+0 para os restantes tipos, ou seja, quando o conjunto resultante da
adic~ao da nova restric~ao a express~ao de pesquisa coincide com o domnio
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global de valores. Uma pesquisa incoerente obtem-se quando Z = ;, ou seja,
quando e impossvel que haja valores que satisfacam as restric~oes denidas.
Finalmente, convem ressalvar que os casos cuja situac~ao de analise sejam
valores iguais e usem os mesmos operadores, tanto se pode aplicar uma
redunda^ncia de tipo 1 ou 3 ja que os domnios s~ao iguais. Opta-se neste caso
por assinalar uma redunda^ncia de tipo 1 para desta forma a nova restric~ao
ser ignorada n~ao causando impacto na express~ao de pesquisa actual.
De seguida, apresentamos alguns exemplos de analise de casos e termi-
namos esta secc~ao com algumas conclus~oes sobre os resultados obtidos da
analise efectuada a todos os casos possveis. Os exemplos que se seguem
pretendem ilustrar o leitor de como e feita a analise de casos. Dada a sua
extens~ao, a analise detalhada dos 198 casos possveis apresenta-se nos anexos
A e B.
Alguns exemplos
Para apresentac~ao de analise de casos de exemplo com o tipo de dados string
considere-se o seguinte conjunto:
X = f[DigitalFortress]; [DaV inciCode];
[TheLostSymbol]; [DaV inciCodeDecoded]g
Caso 1
Considere-se que a actual express~ao de pesquisa e:
books whose t i t l e conta in s 'Da Vinc i Code '
e que o utilizador pretende adicionar a nova restric~ao, atraves da conjunc~ao
and, correspondente a:
t i t l e i s 'Da Vinc i Code '
Com esta informac~ao, temos ja o necessario para identicac~ao da combi-
nac~ao:
 operador da nova restric~ao: is
 operador da restric~ao ja existente: contains
 natureza da propriedade: funcional
 tipo de dados: string
 conjunc~ao: and
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Da analise da tabela 6.3, vericamos que as situac~oes que se podem
aplicar s~ao:
S1   Valores i g u a i s
S3   Valor n~ao cont ido no outro
S4   Valor cont ido no outro
Sendo que os valores de comparac~ao das duas restric~oes s~ao iguais a 'Da
Vinci Code', o caso e composto pela combinac~ao acima referida e pela si-
tuac~ao S1. Aplicando a teoria de conjuntos e a logica de predicados temos
a seguinte vericac~ao:
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g




Uma vez que o conjunto resultante da adic~ao da nova restric~ao a ex-
press~ao de pesquisa (Z) e igual ao conjunto denido pela nova restric~ao (Y),
conclui-se que este caso resulta numa redunda^ncia de tipo 3.
Caso 2
Considere-se que a actual express~ao de pesquisa e:
books whose t i t l e i s not ' D i g i t a l Fort re s s '
e que o utilizador pretende adicionar a nova restric~ao, atraves da conjunc~ao
and, correspondente a:
t i t l e i s not 'Da Vinc i Code '
Com esta informac~ao, temos ja o necessario para identicac~ao da com-
binac~ao:
 operador da nova restric~ao: is not
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 operador da restric~ao ja existente: is not
 natureza da propriedade: funcional
 tipo de dados: string
 conjunc~ao: and
Da analise da tabela 6.3, vericamos que as situac~oes que se podem
aplicar s~ao:
S1   Valores i g u a i s
S2   Valores d i f e r e n t e s
Sendo que os valores de comparac~ao das duas restric~oes s~ao diferentes, o caso
e composto pela combinac~ao acima referida e pela situac~ao S2. Aplicando a
teoria de conjuntos e a logica de predicados temos a seguinte vericac~ao:
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DigitalFortress]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] ^ x 6= [DigitalFortress]g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : x 6=
[DigitalFortress]g
= Y \W
= f[DaV inciCodeDecoded]; [TheLostSymbol]g
Desta vericac~ao podemos concluir que este caso e valido pois o uti-
lizador pretende todos os livros a excepc~ao de dois: o 'Da Vinci Code' e o
'Digital Fortress', n~ao havendo lugar a nenhuma violac~ao sema^ntica.
Caso 3
Considere-se que a actual express~ao de pesquisa e:
books whose p r i c e i s 15 euro
e que o utilizador pretende adicionar a nova restric~ao, atraves da conjunc~ao
and, correspondente a:
p r i c e i s 10 euro
Com esta informac~ao, temos ja o necessario para identicac~ao da com-
binac~ao:
Identicac~ao e analise de casos 163
 operador da nova restric~ao: is
 operador da restric~ao ja existente: is
 natureza da propriedade: funcional
 tipo de dados: restantes tipos
 conjunc~ao: and
Da analise da tabela 6.3, vericamos que as situac~oes que se podem
aplicar s~ao:
S9   Valores i g u a i s
S10   Valores d i f e r e n t e s
Sendo que os valores de comparac~ao das duas restric~oes s~ao diferentes, o caso
e composto pela combinac~ao acima referida e pela situac~ao S10. Aplicando
a teoria de conjuntos e a logica de predicados temos a seguinte vericac~ao:
Y = fx 2 R+0 : x = 10 ^ x = 15g
Y = ;
Desta vericac~ao podemos concluir que este caso resulta numa pesquisa
incoerente pois um livro n~ao pode ter dois precos distintos simultaneamente.
6.3.4 Conclus~oes
Apos termos apresentado alguns exemplos de como e efectuada a analise de
cada caso, referimos nesta secc~ao as principais conclus~oes retiradas dessa
mesma analise. Um importante aspecto e o pequeno numero de casos vali-
dos. Na verdade, a analise permitiu identicar um grande numero de casos
em que se detecta algum tipo de redunda^ncia, incoere^ncia ou duplicac~ao de
valores. Assim, considerando os 92 casos de analise relativos a PF do tipo
string, detectaram-se:
 20 casos de redunda^ncia de tipo 1;
 15 casos de redunda^ncia de tipo 2;
 20 casos de redunda^ncia de tipo 3;
 13 casos de incoere^ncia;
 0 casos de duplicac~ao de valores;
 24 casos validos.
Figura 6.11: Resumo de casos sobre
PF de tipo string
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Relativamente aos 88 casos dos restantes tipos de dados, detectaram-se:
 25 casos de redunda^ncia de tipo 1;
 9 casos de redunda^ncia de tipo 2;
 19 casos de redunda^ncia de tipo 3;
 15 casos de incoere^ncia;
 0 casos de duplicac~ao de valores;
 20 casos validos.
Figura 6.12: Resumo de casos sobre
PF dos restantes tipos
Finalmente, no que se refere aos 18 casos sobre PNF, detectaram-se:
 6 casos de redunda^ncia de tipo 1;
 3 casos de redunda^ncia de tipo 2;
 2 casos de redunda^ncia de tipo 3;
 3 casos de incoere^ncia;
 2 casos de duplicac~ao de valores;
 2 casos validos.
Figura 6.13: Resumo de casos sobre
PNF
Os gracos apresentados nas guras 6.14 e 6.15 apresentam conclus~oes
gerais da analise de casos levada a cabo.
No primeiro, pode vericar-se que existe uma maior predomina^ncia de
casos redundantes de tipo 1, seguidos dos casos validos, posteriormente os
casos redundantes de tipo 3, de incoere^ncia, casos redundantes de tipo 2 e,
nalmente, casos de duplicac~ao de valores.
Por seu lado, o graco da gura 6.15 mostra a releva^ncia da denic~ao
das regras sema^nticas ja que, nos 198 casos, apenas 46 s~ao validos, o que
corresponde a 23,23% do total dos casos. Assim, em 76,76% dos casos o sis-
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tema de pesquisas sera alvo de sobrecarga, se o mesmo n~ao possuir detecc~ao
e prevenc~ao de express~oes semanticamente incorrectas.
Obviamente, esta e uma analise directa dos dados. Temos conscie^ncia de
que a probabilidade de o utilizador inserir uma pesquisa valida e superior a
de inserir uma incorrecta, pelo que as percentagens dadas n~ao s~ao absolutas.
Figura 6.14: Resumo geral de casos Figura 6.15: Casos validos/invalidos
6.4 Inviabilidade dos reasoners
Apos termos identicado os casos e procedido a sua analise, tornou-se ne-
cessario encontrar uma forma de proceder a implementac~ao da componente
de validac~ao sema^ntica.
A primeira abordagem experimentada para a implementac~ao do processo
de validac~ao foi a utilizac~ao de reasoners, por nos parecer ser a aproximac~ao
mais adequada, dados os servicos por eles disponibilizados. Um reasoner e
uma aplicac~ao que permite inferir conseque^ncias logicas a partir de um con-
junto de axiomas denidos. Dos servicos disponibilizados por um reasoner
dentro do a^mbito do OWL, destacamos:
 a vericac~ao de consiste^ncia, atraves da qual o reasoner detecta as
classes que n~ao podem ter insta^ncias. Este conceito e denido em
[148] como:
Uma classe OWL e considerada impossvel de ser satisfeita
se, pela sua descric~ao, e impossvel a mesma ter insta^ncias.
 a detecc~ao de classes equivalentes, cujo conceito e denido em [143]
como:
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Duas classes s~ao consideradas equivalentes se
contem exactamente os mesmos indivduos.
Para a implementac~ao desta abordagem, necessitamos igualmente ter
em conta as denominadas OWL Class Descriptions, das quais as ontologias
fazem uso para a sua denic~ao. As mesmas s~ao denidas em [130] como:
Uma descric~ao de classe descreve uma classe OWL, quer
pelo nome da classe ou atraves da especicac~ao da ex-
tens~ao da classe de uma classe anonima. O OWL dis-
tingue seis tipos de descric~oes de classe: 1. um iden-
ticador de classe (refere^ncia URI); 2. uma enumerac~ao
exaustiva de indivduos que conjuntamente formam as in-
sta^ncias da classe; 3. uma restric~ao sobre uma pro-
priedade; 4. a intersecc~ao de duas ou mais descric~oes
de classes; 5. a uni~ao de duas ou mais descric~oes de
classes; 6. o complemento de uma descric~ao de classe.
Finalmente, necessitamos dos conceitos adicionais de classe universal
(owl:Thing), que representa o conjunto de todas as insta^ncias e de classe
vazia (owl:Nothing), que representa um conjunto vazio de insta^ncias.
Apresentados os conceitos necessarios para a implementac~ao desta abor-
dagem, e para que melhor se entenda a sua necessidade, recordemos o pro-
blema que procuramos solucionar: dada uma express~ao de pesquisa e uma
nova restric~ao que a ela pretende ser adicionada, e necessario concluir sobre
a sua validade sema^ntica. Denimos, no captulo 4.2.2, varios objectivos a
atingir com a validac~ao sema^ntica. Para os atingir, a nossa abordagem passa
por denir tre^s classes (para o que usamos o conceito de OWL Class Descrip-
tion) | duas (C1 e C2) para as restric~oes a validar semanticamente e outra
(C3) que represente a uni~ao ou a intersecc~ao delas, mediante a conjunc~ao
escolhida.
Para os varios tipos de redunda^ncia, necessitamos que o reasoner seja
capaz de detectar a igualdade entre classes (conceito de equivalentClasses),
sendo que na redunda^ncia de tipo 2, essa igualdade verica-se entre C3 e o
domnio global de valores (conceito de owl:Thing). Ja para a incoere^ncia,
necessitamos que o reasoner seja capaz de detectar a igualdade entre C3 e
um conjunto vazio (conceito de owl:Nothing).
De forma a podermos ter uma maior conanca nos resultados obtidos,
utilizamos tre^s reasoners distintos, disponibilizados como plugins no Protege
4.1 RC3: o HermiT 1.3.4, o Pellet e o FaCT++.
Sendo esta a abordagem preferencial por utilizar tecnologias relacionadas
com a propria WS, a mesma tornar-se-ia inviavel se alguns dos objectivos
delineados n~ao fossem possveis de atingir. Para comprovar a validade desta
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aproximac~ao, realizamos alguns testes para alguns dos casos denidos, dos
quais apresentamos de seguida alguns exemplos. O mapeamento das ex-
press~oes para descric~oes de classe OWL e apresentado utilizando a sintaxe
Functional-Style, uma sintaxe tpica do OWL e a qual nos referimos no
ape^ndice D.
Exemplo 1
Restric~ao nova: = 10
Restric~ao existente: < 15
Conjunc~ao: and
Este exemplo resulta numa redunda^ncia de tipo 3, ou seja, Z=Y, tal como
se pode comprovar na vericac~ao abaixo.
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x < 15g
= ]1; 15[
Z = Y \W
= f10g
= Y
Espera-se, por isso, por parte do reasoner, que o mesmo detecte a equivale^n-
cia entre Z e Y.
Mapeamento da express~ao para descric~oes de classe OWL
Ontology (
Dec la ra t i on ( Class ( a : i n t e r ) )
Equ iva l entC la s s e s ( a : i n t e r Ob j e c t In t e r s e c t i onOf ( a : r e s t 2 a : r e s t 1 ) )
Dec la ra t i on ( Class ( a : r e s t 1 ) )
Equ iva l entC la s s e s ( a : r e s t 1 DataHasValue ( a : dp "10"^^ xsd : i n t e g e r ) )
SubClassOf ( a : r e s t 1 owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 2 ) )
Equ iva l entC la s s e s ( a : r e s t 2 DataSomeValuesFrom ( a : dp
DatatypeRest r i c t i on ( xsd : i n t xsd : maxExclusive "15"^^ xsd : i n t e g e r ) ) )
SubClassOf ( a : r e s t 2 owl : Thing )
Dec la ra t i on ( DataProperty ( a : dp) )
SubDataPropertyOf ( a : dp owl : topDataProperty )
DataPropertyRange ( a : dp xsd : i n t )
)
Relativamente as descric~oes de classe, temos que:
 Y corresponde a a:rest1
 W corresponde a a:rest2
 Z corresponde a a:inter que, por seu lado, e a intersecc~ao de a:rest1 e
a:rest2
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Retorno do reasoner
SubClassOf ( a1 : i n t e r a1 : r e s t 2 )
Equ iva l entC la s s e s ( a1 : i n t e r a1 : r e s t 1 )
Interpretac~ao
Como referimos acima, esperava-se que o reasoner detectasse a equivale^ncia
entre Z e Y, ou seja, a:inter e a:rest1. Tal efectivamente aconteceu tal como
se pode comprovar no excerto abaixo que mostra a referida equivale^ncia.
Equ iva l entC la s s e s ( a1 : i n t e r a1 : r e s t 1 )
Exemplo 2
Restric~ao nova: = 10
Restric~ao existente: != 10
Conjunc~ao: or
Este exemplo resulta numa redunda^ncia de tipo 2, ou seja, Z=X, tal como
se pode comprovar na vericac~ao abaixo.
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y [W
= R+0
Espera-se, por isso, por parte do reasoner, que o mesmo detecte a equivale^n-
cia entre Z e X.
Mapeamento da express~ao para descric~oes de classe OWL
Ontology (
Dec la ra t i on ( Class ( a : union ) )
Equ iva l entC la s s e s ( a : union ObjectUnionOf ( a : r e s t 2 a : r e s t 1 ) )
Dec la ra t i on ( Class ( a : r e s t 1 ) )
Equ iva l entC la s s e s ( a : r e s t 1 DataHasValue ( a : dp "10"^^ xsd : i n t e g e r ) )
SubClassOf ( a : r e s t 1 owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 2 ) )
Equ iva l entC la s s e s ( a : r e s t 2 ObjectComplementOf (DataHasValue (
a : dp "10"^^ xsd : i n t e g e r ) ) )
SubClassOf ( a : r e s t 2 owl : Thing )
Dec la ra t i on ( DataProperty ( a : dp) )
SubDataPropertyOf ( a : dp owl : topDataProperty )
DataPropertyRange ( a : dp xsd : i n t )
)
Relativamente as descric~oes de classe, temos que:
 Y corresponde a a:rest1
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 W corresponde a a:rest2
 Z corresponde a a:union que, por seu lado, e a uni~ao de a:rest1 e
a:rest2
Retorno do reasoner
Equ iva l entC la s s e s ( owl : Thing a1 : union )
Interpretac~ao
Como referimos acima, esperava-se que o reasoner detectasse a equivale^ncia
entre Z e X, ou seja, a:union e owl:Thing. Tal efectivamente aconteceu tal
como se pode comprovar no excerto abaixo que mostra a referida equivale^n-
cia.
Equ iva l entC la s s e s ( owl : Thing a1 : union )
Exemplo 3
Restric~ao nova: != 10
Restric~ao existente: > 15
Conjunc~ao: and
Este exemplo resulta numa redunda^ncia de tipo 1, ou seja, Z=W, tal como
se pode comprovar na vericac~ao abaixo.
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x > 15g
= ]15;1[
Z = Y \W
= ]15;1[
= W
Espera-se, por isso, por parte do reasoner, que o mesmo detecte a equivale^n-
cia entre Z e W.
Mapeamento da express~ao para descric~oes de classe OWL
Ontology (
Dec la ra t i on ( Class ( a : i n t e r ) )
Equ iva l entC la s s e s ( a : i n t e r Ob j e c t In t e r s e c t i onOf ( a : r e s t 2 a : r e s t 1 ) )
Dec la ra t i on ( Class ( a : r e s t 1 ) )
Equ iva l entC la s s e s ( a : r e s t 1 ObjectComplementOf (
DataHasValue ( a : dp "10"^^ xsd : i n t e g e r ) ) )
SubClassOf ( a : r e s t 1 owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 2 ) )
Equ iva l entC la s s e s ( a : r e s t 2 DataSomeValuesFrom ( a : dp DatatypeRest r i c t i on
( xsd : i n t xsd : minExclus ive "15"^^ xsd : i n t e g e r ) ) )
SubClassOf ( a : r e s t 2 owl : Thing )
Dec la ra t i on ( DataProperty ( a : dp) )
SubDataPropertyOf ( a : dp owl : topDataProperty )
DataPropertyRange ( a : dp xsd : i n t )
)
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Relativamente as descric~oes de classe, temos que:
 Y corresponde a a:rest1
 W corresponde a a:rest2
 Z corresponde a a:inter que, por seu lado, e a intersecc~ao de a:rest1 e
a:rest2
Retorno do reasoner
SubClassOf ( : i n t e r : r e s t 2 )
SubClassOf ( : i n t e r : r e s t 1 )
Interpretac~ao
Como referimos acima, esperava-se que o reasoner detectasse a equivale^ncia
entre Z e W, ou seja, entre a:inter e a:rest2. No entanto, tal n~ao acontece
como se pode visualizar no excerto correspondente ao retorno do reasoner.
Exemplo 4
Restric~ao nova: = 15
Restric~ao existente: = 17
Conjunc~ao: and
Este exemplo resulta numa incoere^ncia, ou seja, Z=;, tal como se pode
comprovar na vericac~ao abaixo.
Y = fx 2 R+0 : x = 10 ^ x = 15g
Y = ;
Espera-se por parte, por parte do reasoner, que o mesmo detecte a equiva-
le^ncia entre Z e o conjunto vazio.
Mapeamento da express~ao para descric~oes de classe OWL
Ontology (
Dec la ra t i on ( Class ( a : i n t e r ) )
Equ iva l entC la s s e s ( a : i n t e r Ob j e c t In t e r s e c t i onOf ( a : r e s t 2 a : r e s t 1 ) )
SubClassOf ( a : i n t e r owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 1 ) )
Equ iva l entC la s s e s ( a : r e s t 1 DataHasValue ( a : dp "15"^^ xsd : i n t e g e r ) )
SubClassOf ( a : r e s t 1 owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 2 ) )
Equ iva l entC la s s e s ( a : r e s t 2 DataHasValue ( a : dp "17"^^ xsd : i n t e g e r ) )
SubClassOf ( a : r e s t 2 owl : Thing )
Dec la ra t i on ( DataProperty ( a : dp) )
SubDataPropertyOf ( a : dp owl : topDataProperty )
DataPropertyRange ( a : dp xsd : i n t )
)
Relativamente as descric~oes de classe, temos que:
 Y corresponde a a:rest1
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 W corresponde a a:rest2
 Z corresponde a a:inter que, por seu lado, e a intersecc~ao de a:rest1 e
a:rest2
Retorno do reasoner
SubClassOf ( a1 : r e s t 2 a1 : i n t e r )
SubClassOf ( a1 : r e s t 1 a1 : i n t e r )
Interpretac~ao
Conforme referimos acima, esperava-se que o reasoner detectasse a equiva-
le^ncia entre Z e conjunto vazio, ou seja, entre a:inter e owl:Nothing. No
entanto, essa detecc~ao n~ao sucedeu, como se pode visualizar no excerto cor-
respondente ao retorno do reasoner.
Exemplo 5
Restric~ao nova: = 1
Restric~ao nova: != 1
Conjunc~ao: and
Este exemplo resulta numa incoere^ncia, ou seja, Z=;, tal como se pode
comprovar na vericac~ao abaixo.
Y = fx 2 R+0 : x = 15g
= f15g
W = fx 2 R+0 : x 6= 15g
= R+0 nf15g
Z = Y \W
= ;
Espera-se, por isso, por parte do reasoner, que o mesmo detecte que Z equi-
vale ao conjunto vazio.
Mapeamento da express~ao para descric~oes de classe OWL
Ontology (
Dec la ra t i on ( Class ( a : i n t e r ) )
Equ iva l entC la s s e s ( a : i n t e r Ob j e c t In t e r s e c t i onOf ( a : r e s t 2 a : r e s t 1 ) )
Dec la ra t i on ( Class ( a : r e s t 1 ) )
Equ iva l entC la s s e s ( a : r e s t 1 DataHasValue ( a : dp "1"^^ xsd : i n t e g e r ) )
SubClassOf ( a : r e s t 1 owl : Thing )
Dec la ra t i on ( Class ( a : r e s t 2 ) )
Equ iva l entC la s s e s ( a : r e s t 2 ObjectComplementOf (
DataHasValue ( a : dp "1"^^ xsd : i n t e g e r ) ) )
SubClassOf ( a : r e s t 2 owl : Thing )
Dec la ra t i on ( DataProperty ( a : dp) )
SubDataPropertyOf ( a : dp owl : topDataProperty )
DataPropertyRange ( a : dp xsd : i n t )
)
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Relativamente as descric~oes de classe, temos que:
 Y corresponde a a:rest1
 W corresponde a a:rest2
 Z corresponde a a:inter que, por seu lado, e a intersecc~ao de a:rest1 e
a:rest2
Retorno do reasoner
Equ iva l entC la s s e s ( owl : Nothing : i n t e r )
Interpretac~ao
Conforme referimos acima, esperava-se que o reasoner detectar a equivale^n-
cia entre Z e o conjunto vazio, ou seja, entre a:inter e owl:Nothing. Essa
detecc~ao e feita com sucesso por parte do reasoner como mostra o excerto
abaixo que identica a equivale^ncia entre as classes a1:inter e owl:Nothing.
Equ iva l entC la s s e s ( owl : Nothing : i n t e r )
Antes de apresentarmos estes exemplos, referimos que esta abordagem
se tornaria inviavel caso algum dos objectivos delineados n~ao fosse possvel
atingir. Efectivamente, tal aconteceu, como e possvel constatar atraves dos
resultados dos varios exemplos que acima apresentamos, dos quais se conclui
que o reasoner permitiria inferir correctamente algumas situac~oes mas, ao
mesmo tempo, outras n~ao seriam correctamente interpretadas.
Os 5 exemplos que aqui descrevemos s~ao uma amostra dos testes que efec-
tuamos com varios casos. Se em determinados objectivos encontramos sem-
pre um padr~ao (detecc~ao sempre feita ou nunca feita), noutros esse padr~ao
n~ao existe. Assim, relativamente a utilizac~ao de um reasoner para detectar
os problemas denidos, podemos concluir que:
Problema Conclus~ao
Redunda^ncia de tipo 1 Existe^ncia de padr~ao: Nunca detectado.
Redunda^ncia de tipo 2 Existe^ncia de padr~ao: Sempre detectado.
Redunda^ncia de tipo 3 Existe^ncia de padr~ao: Sempre detectado.
Incoere^ncia Inexiste^ncia de padr~ao: Umas vezes detectado e
outras n~ao.
Tabela 6.6: Conclus~oes da utilizac~ao de um reasoner
Relativamente aos testes efectuados, e ainda importante referir que os
resultados foram iguais nos tre^s reasoners. Este comportamento e motivado
pela incapacidade dos reasoners para chegar a conclus~ao de que determina-
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dos conjuntos s~ao equivalentes. Sem fazer uma analise profunda dos motivos
que levam a estas limitac~oes, por n~ao ser objectivo desta tese, o que podemos
concluir e que esta aproximac~ao e inviavel para a comprovac~ao de casos.
6.5 Soluc~ao adoptada para validac~ao sema^ntica
6.5.1 Introduc~ao
Apos termos concludo que a primeira aproximac~ao seguida para proceder a
comprovac~ao de casos era inviavel, denimos uma segunda aproximac~ao que
consistiu em denir um mecanismo ad-hoc de comprovac~ao dos 198 casos
para concluir acerca da sua validade sema^ntica. Esta soluc~ao consiste na
denic~ao de um conjunto de regras que especiquem os casos possveis e os
seus resultados, e que denominaremos de regras sema^nticas.
Assim, por exemplo, para o caso n. 35, a combinac~ao e constituda por:
 operac~ao da nova restric~ao: does not contain
 operac~ao da restric~ao existente: is
 tipo de dados: string
 natureza da propriedade: funcional
 conjunc~ao: and
Assim, e sendo a situac~ao de analise a condic~ao de contido, a regra sema^n-
tica resultante pode ser denida como:
IF ( (OP1 = DNC) AND (OP2 = I ) AND (TIPO DADOS = STRING) AND
(NAT PROP = FUNCIONAL) AND (CONJUNCAO = AND) AND
(VALOR REST DNC CONTIDO EM VALOR REST I) ) THEN
VIOLACAO INCOERENCIA
Uma regra sema^ntica pode dividir-se em tre^s partes:
 as cinco primeiras condic~oes que identicam a combinac~ao;
 a sexta condic~ao que representa a situac~ao;
 o resultado da regra.
Das seis condic~oes, as cinco primeiras s~ao identicativas e a unica com-
parac~ao efectuada entre valores e na sexta condic~ao. Uma regra sema^ntica
pode assim ser denida como:
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Uma regra sema^ntica no contexto de pesquisas
que utilizam operadores de comparac~ao e,
no limite, a comprovac~ao de se se da uma
situac~ao para uma determinada combinac~ao.
A regra sema^ntica estabelece assim a relac~ao
entre um caso e o resultado da aplicac~ao
da situac~ao: validez ou invalidez sema^ntica
(com indicac~ao do objectivo violado).
A fase de analise de casos assume especial importa^ncia na soluc~ao desen-
volvida para a implementac~ao de validac~ao sema^ntica ja que e o seu principal
suporte. A informac~ao proveniente desta analise e armazenada numa estru-
tura que constitui a base de regras. Esta, juntamente com um componente
de validac~ao que faz uso da referida base de regras, s~ao os constituintes da
soluc~ao para a implementac~ao de validac~ao sema^ntica. De forma a tornar o
processo de validac~ao um circuito completo, torna-se necessaria a existe^ncia
de uma interface graca que permita a construc~ao de express~oes de pesquisa
de uma forma guiada. A gura 6.16 ilustra a vis~ao geral da soluc~ao que
permite a validac~ao sema^ntica de express~oes.
O processo e despoletado por um utilizador que vai construindo uma ex-
press~ao de pesquisa. Sempre que se torna necessaria uma validac~ao sema^n-
tica da restric~ao, e invocado o componente de validac~ao que deve obter do
conjunto de restric~oes ja constantes da express~ao de pesquisa actual, as res-
tric~oes que devem ser validadas com a nova restric~ao (que s~ao as que incidem
sobre a mesma propriedade). Seguidamente, para cada duas restric~oes em
validac~ao, e obtida a combinac~ao correspondente e, com base na situac~ao, e
obtida a regra sema^ntica, que contem informac~ao da validade ou invalidade
do caso.
Seguidamente, explicamos sumariamente a base de regras denidas, no
que respeita ao seu conteudo, mais concretamente as situac~oes aplicadas a
cada conjunto de dois operadores.
6.5.2 A base de regras
Apos efectuada a analise de casos e possvel denir a base de regras sema^nti-
cas, da qual constam 198 regras, uma por cada caso identicado. A referida
base possui a regra sema^ntica associada a cada caso, sendo que a regra
contem informac~ao da validade ou invalidade do caso (com indicac~ao do
objectivo violado).
Desta forma, sendo a base de regras linear, encontrar a regra para um
determinado caso, tornar-se-ia uma tarefa demorada, ja que, no pior dos
cenarios, teriam de ser percorridos os 198 casos.
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Figura 6.16: Vis~ao geral da soluc~ao para implementac~ao de regras sema^nticas
Foi ent~ao necessario denir uma organizac~ao eciente para tornar mais
celere o processo de obtenc~ao da regra sema^ntica correspondente ao caso
que se esta a analisar. Para tal, o primeiro que se pode observar e que
existem conjuntos de regras que coincidem nas cinco primeiras condic~oes
(que denem uma combinac~ao). Portanto, podemos agrupar as ditas regras
da seguinte forma:
IF ( (CONJUNCAO = . . . ) AND (TIPO DADOS = . . . ) AND (OP1 = . . . ) AND (OP2
= . . . ) )
THEN
IF (SITUACAO = . . . ) THEN
VALIDADE = . . . AND
OBJECTIVO = . . .
ENDIF
IF (SITUACAO = . . . ) THEN
VALIDADE = . . . AND
OBJECTIVO = . . .
ENDIF
. . . .
IF (SITUACAO = . . . ) THEN
VALIDADE = . . . AND
OBJECTIVO = . . .
ENDIF
ENDIF
Assim, obtemos um total de 74 destas novas "regras compostas" (uma
por combinac~ao). Uma vez que estas novas regras te^m uma estrutura co-
mum no que se refere as cinco condic~oes iniciais, podemos organizar as ditas
condic~oes em forma de arvore. Tal arvore, que seguira a estrutura generica
apresentada na gura 6.17, tera 4 nveis e um total de 74 folhas (cada uma
correspondendo a uma combinac~ao ou, o que e o mesmo, a uma regra com-
posta).
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Figura 6.17: Arvore para instanciac~ao da combinac~ao (I)
Por outro lado, apresentamos nas varias tabelas da gura 6.18, o con-
teudo da base de regras em termos das varias situac~oes aplicadas a cada
combinac~ao bem como do resultado obtido. As sub-celulas com fundo verde
representam os casos que resultam numa validade sema^ntica. Por outro lado,
as sub-celulas com fundo amarelo representam os casos que resultam numa
invalidade sema^ntica.
Como ja referimos, a ordem das restric~oes e importante, pelo que as
colunas representam o operador da nova restric~ao e as linhas o operador da
restric~ao existente na express~ao de pesquisa. A tabela (g) da gura 6.18 n~ao
segue esta estrutura dada a informac~ao ser mais simples, representando as
situac~oes a aplicar isoladamente a restric~oes que utilizam propriedades n~ao
funcionais.
Cada uma das celulas destas tabelas (74 no total) corresponde-se com
uma das folhas da estrutura de arvore apresentada anteriormente, na gura
6.17. Assim, por exemplo, a gura 6.19 apresenta uma parte da arvore
denida, que representa quatro combinac~oes, que permitem ter acesso di-
recto as celulas correspondentes da tabela da gura 6.18 (neste caso as 4
celulas da primeira coluna da tabela (a)).
Com esta organizac~ao em arvore, podemos ver que apos a instanciac~ao
da combinac~ao, o numero maximo de casos a considerar e de 4 (este valor
corresponde ao numero maximo de situac~oes que existe nas folhas da arvore)
que, como facilmente se constata, representa uma signicativa reduc~ao face
aos 198 casos possveis se a base de regras fosse organizada de uma forma
linear.
Podemos ainda aprofundar mais esta analise e ver que o numero de
situac~oes a vericar pode ainda ser menor ja que o utilizador, as vezes, pode
apenas querer saber se o caso e ou n~ao valido e n~ao estar interessado em
saber qual o objectivo violado. Neste cenario, teramos de ter apenas em
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conta as combinac~oes que possuem situac~oes que resultam numa validade
sema^ntica, que s~ao apenas 32 das 74.
Figura 6.18: Validade das situac~oes de cada combinac~ao
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Figura 6.19: Arvore para instanciac~ao da combinac~ao (II)
6.6 Conclus~oes
A analise de casos efectuada representa um importante estudo no a^mbito da
implementac~ao de uma componente de validac~ao sema^ntica pois permite-
-nos ter uma ideia bastante concreta do numero de casos semanticamente
incorrectos que podem ocorrer. Os resultados obtidos a partir dessa analise
justica na nossa opini~ao a incorporac~ao de um componente desta natureza
num sistema de pesquisa sema^ntico ja que contribui para evitar situac~oes de
sobrecarga no mesmo. Por outro lado, a forma como contribui para alertar
o utilizador para enganos na construc~ao da express~ao de pesquisa e tambem
um aspecto positivo a realcar.
Tendo havido um maior foco nas propriedades funcionais, somos de
opini~ao que o aumento de validac~oes ao nvel das propriedades n~ao funcionais
levaria a que houvesse mais situac~oes detectadas de express~oes semantica-
mente incorrectas, reforcando a necessidade e pertine^ncia de um componente
desta natureza.
Por outro lado, a denic~ao dos casos possveis com base nos conceitos de
combinac~ao e situac~ao permitiu a criac~ao de uma base de regras com uma
organizac~ao eciente para conseguir o objectivo de um comportamento ade-





Este captulo apresenta um modelo de ontologia que tem
como objectivo dar suporte a algumas funcionalidades que
contribuem para uma melhoria do processo de construc~ao de
express~oes de pesquisa.
7.1 Introduc~ao
Como temos vindo a referir, o principal objectivo desta tese e a denic~ao
de uma arquitectura que aborde alguns problemas a nvel da funcionali-
dade e usabilidade em sistemas guiados de pesquisa sema^ntica. Ao nvel da
funcionalidade, alem da validac~ao sema^ntica de express~oes de pesquisa apre-
sentada no captulo 6, identicamos duas limitac~oes e uma funcionalidade
de auxlio as consultas possveis nos sistemas guiados actuais. As duas limi-
tac~oes que referimos prendem-se com a impossibilidade de realizar pesquisas
comparativas e de construir express~oes em que as classes se relacionem de
uma forma de um-para-muitos. A funcionalidade de auxlio que considera-
mos util tem a ver com a diferenciac~ao do papel que as diferentes classes de
uma dada ontologia te^m no processo de construc~ao de express~oes.
Existem varios tipos de informac~ao que se pode obter de um sistema
de pesquisa. Actualmente, e porque a objectividade dos resultados n~ao e
ainda garantida, colocamos algumas palavras-chave na tentativa de obter
uma listagem de alguns recursos que v~ao de encontro ao especicado. Um
exemplo e "livros dan brown". Efectuamos este tipo de pesquisa porque
sabemos, por experie^ncia, que n~ao adianta expressar com exactid~ao o que
pretendemos, como por exemplo se pretendessemos obter apenas os livros
de Dan Brown que foram lancados no ano de 2005. Mas com a introduc~ao
da WS e a anotac~ao dos recursos, um sistema de pesquisa passa a ter um
maior conhecimento sobre os recursos conseguindo assim dar respostas mais
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objectivas. Este facto abre caminho para tipos de pesquisa mais especcos
como sendo as pesquisas comparativas, das quais e um exemplo a express~ao
"livros de dan brown cujo preco e inferior a 20¿". Este tipo de pesquisa
comparativa constitui uma extens~ao aos tipos de pesquisa mais comuns que
te^m como retorno um numero, uma resposta do tipo "Sim" ou "N~ao" ou
ainda uma listagem de hiperligac~oes como resultado de uma pesquisa geral.
No que se refere a diferenciac~ao do papel das classes no processo de
construc~ao de uma express~ao de pesquisa, tal torna-se util para facilitar o
processo de construc~ao ao utilizador ja que lhe aparecem apenas as classes
que em cada momento podem ser utilizadas. Outra justicac~ao para esta
separac~ao e que algumas classes apenas fazem sentido quando aliadas a
outras e n~ao isoladamente. Assim, teramos classes que permitem especicar
o que se pretende pesquisar e outras que podem servir para restringir valores.
Finalmente, o ultimo aspecto que abordamos relativamente a funcionali-
dade prende-se com a forma como as classes de uma ontologia se relacionam
entre elas. A mais comum forma de relacionamento entre classes e de um-
-para-um. No entanto, e muito comum querermos procurar, por exemplo,
por livros escritos pelos autores A e B o que, se n~ao houver forma de rela-
cionar classes usando uma relac~ao de um-para-muitos, n~ao e possvel.
A soluc~ao por nos proposta para enderecar estes problemas passa pela
denic~ao de um modelo ontologico que obedeca a determinadas regras de
construc~ao e que resolva assim os problemas identicados. Estas regras cor-
respondem a um dado conjunto de anotac~oes que devem estar presentes nas
classes e propriedades, atraves das quais o sistema consegue saber que tipo
de comparac~oes e possvel efectuar com cada propriedade, quais as classes
de pesquisa e auxiliares bem como o tipo de relacionamento entre classes.
Este modelo ontologico denido introduz tambem os elementos necessarios
para auxiliar os componentes de gerac~ao de linguagem natural e gestor de
sinonimos, introduzidos no captulo seguinte.
Atraves da denic~ao de um modelo ontologico que dote o sistema de
pesquisa deste tipo de informac~ao, o leque de express~oes de pesquisa possveis
de construir aumenta relativamente ao que e permitido nos sistemas guiados
actuais.
Nas seguintes secc~oes abordamos os varios aspectos que identicamos
ao nvel da funcionalidade terminando este captulo com a introduc~ao do
modelo ontologico que suporta a implementac~ao dos referidos aspectos.
7.2 Pesquisas comparativas
AWeb Sema^ntica parte do pressuposto que todos os recursos podem ser "en-
tendidos" por agentes de software. As pesquisas comparativas em sistemas
de pesquisa sema^nticos necessitam deste pressuposto, ou seja, necessitam
que seja uma garantia o facto de conhecerem variada informac~ao acerca dos
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recursos.
As comparac~oes que fazemos dependem do tipo de dados na medida
em que e diferente, por exemplo, comparar numeros de comparar palavras.
Assim, quando e efectuada uma restric~ao que usa uma dada propriedade,
conhecer o seu tipo de dados e fundamental para determinar as comparac~oes
que podem ser efectuadas.
Por outro lado, a denic~ao dos operadores de comparac~ao suportados
pelo sistema tambem e tarefa necessaria para que no momento da construc~ao
da restric~ao, e mediante o tipo de dados e natureza da propriedade associada,
seja possvel apresentar as formas de comparac~ao possveis. Assim, mais do
que a denic~ao de todos os operadores suportados torna-se necessaria a sua
associac~ao a cada tipo de dados e natureza da propriedade.
Resumindo, de forma a possibilitar pesquisas comparativas, os seguintes
aspectos necessitam ser garantidos:
 denic~ao dos operadores de comparac~ao e dos tipos de dados suporta-
dos;
 denic~ao da associac~ao entre os operadores de comparac~ao, tipos de
dados e natureza da propriedade;
 denic~ao do tipo de dados de cada propriedade datatype, atraves do
axioma rdfs:range, denido em [130] como:
Para uma propriedade e possvel denir
(multiplos) axiomas rdfs:range. Sintac-
ticamente, rdfs:range e uma propriedade
embutida que liga uma propriedade (uma
insta^ncia da classe rdf:Property) a uma
descric~ao de classe ou a um intervalo
de dados. Um axioma rdfs:range arma
que os valores desta propriedade devem
obrigatoriamente pertencer a extens~ao da
classe da descric~ao da classe ou a valo-
res no intervalo de dados especicado.
A denic~ao do range de cada propriedade corresponde a uma regra de
construc~ao do modelo ontologico. Dos tre^s pontos atras indicados, os dois
primeiros prendem-se com denic~oes a nvel de sistema. Relativamente aos
tipos de dados suportados, eles s~ao: date, decimal, double, integer e string1.
Quanto aos operadores suportados, eles dependem do tipo de dados e da
natureza da propriedade, que pode ser funcional ou n~ao funcional. Recor-
damos que se entende por propriedade funcional uma propriedade que, para
1Recordamos que consideramos estes tipos de dados os sucientes pois s~ao os mais
comuns, embora seja possvel amplia-los sem diculdade.
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um dado valor, apenas pode ter um outro a si associado atraves dessa pro-
priedade. No captulo 6 apresentamos os operadores de comparac~ao supor-
tados e aqui os recordamos:
 utilizando propriedades funcionais e sobre o tipo de dados string : is;
is not ; contains e does not contains.
 utilizando propriedades funcionais e sobre os restantes tipos de dados:
is; is not ; is greater than e is lesser than.
 utilizando propriedades n~ao funcionais e sobre o tipo de dados string :
are e are not.
Tendo isto em conta, o sistema podera assim limitar a escolha apenas
aos operadores disponveis dado o tipo de dados e a natureza da propriedade
em causa.
Como exemplo de construc~ao de pesquisas comparativas, consideremos
as seguintes pesquisas sobre a ontologia apresentada na gura 7.1:
1. Pesquisa 1, com as seguintes caractersticas:
 pesquisa sobre nomes de livros;
 restric~ao sobre a propriedade "piso" da classe "localizacao";
 relac~ao entre classes do tipo funcional (dada pela propriedade ob-
ject denominada "livro tem localizacao").
No momento de construc~ao da restric~ao, e mais concretamente
quando a propriedade "piso"e escolhida, o sistema obtem os ope-
radores de comparac~ao possveis mediante o tipo de dados e na-
tureza da propriedade. Sendo estas, respectivamente, o tipo int e
a natureza funcional, os operadores de comparac~ao possveis s~ao:
{ is
{ is not
Figura 7.1: Ontologia demonstrativa para o modelo ontologico
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{ is greater than
{ is lesser than
2. Pesquisa 2, com as seguintes caractersticas:
 pesquisa sobre preco de livros;
 restric~ao sobre a propriedade "nome l" da classe "livro".
No momento de construc~ao da restric~ao, e mais concretamente
quando a propriedade "nome" e escolhida, o sistema obtem os
operadores de comparac~ao possveis mediante o tipo de dados e
natureza da propriedade. Sendo estas, respectivamente, o tipo





{ does not contain
3. Pesquisa 3, com as seguintes caractersticas:
 pesquisa sobre nomes de livros;
 restric~ao sobre a propriedade "nome a" da classe "autor";
 relac~ao entre classes do tipo n~ao funcional (dada pela propriedade
object denominada "livro tem autores").
No momento de construc~ao da restric~ao, e mais concretamente
quando a propriedade "nome" e escolhida, o sistema obtem os
operadores de comparac~ao possveis mediante o tipo de dados e
natureza da propriedade. Sendo estas, respectivamente, o tipo




7.3 Classes de pesquisa e auxiliares
A distinc~ao entre estes dois tipos de classe visa distinguir aquilo que s~ao
conceitos pesquisaveis num dado domnio daqueles que n~ao o s~ao.
Esta distinc~ao tem inue^ncia no papel que cada classe desempenha no
processo de construc~ao de pesquisa assim como no momento em que a mesma
intervem. O papel das classes de pesquisa e representar aquilo que o uti-
lizador pretende visualizar numa dada consulta. Por outro lado, as classes
auxiliares servem como complementaridade da informac~ao retornada numa
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pesquisa ou ainda para permitir a restric~ao de dados atraves de restric~oes
as suas propriedades.
Na seque^ncia do papel que cada tipo assume, o momento em que cada
tipo de classe participa no processo de construc~ao de uma express~ao e tam-
bem diferente. Assim, as classes de pesquisa s~ao as unicas que aparecem
no momento em que o utilizador escolhe o que pretende visualizar. Ao n~ao
apresentar as classes auxiliares, as opc~oes de escolha possveis s~ao reduzidas
facilitando esta fase do processo ao utilizador. Ja no momento de efectuar
restric~oes, as classes que aparecem ao utilizador ja incluem as classes auxi-
liares, propriedades datatype da classe de pesquisa seleccionada assim como
as restantes classes de pesquisa denidas na ontologia.
A soluc~ao proposta para efectuar a distinc~ao entre classes de pesquisa
e classes auxiliares assenta na inclus~ao em cada classe de uma anotac~ao
referindo se a mesma e de pesquisa ou auxiliar. Uma propriedade de ano-
tac~ao e denida em [58] como:
As propriedades de anotac~ao podem ser uti-
lizadas para adicionar informac~ao (metada-
dos | dados sobre dados) a classes, in-
sta^ncias e propriedades datatype e object.
Consideremos um processo de construc~ao de uma express~ao de pesquisa
utilizando a ontologia apresentada na gura 7.1:
1. No momento inicial de escolha da classe de pesquisa, as seguintes
classes s~ao apresentadas ao utilizador:
 classe "livro" | classe do tipo pesquisa
 classe "autor" | classe do tipo pesquisa
Neste caso n~ao e apresentada a classe "localizacao", por se tratar
de uma classe auxiliar e n~ao de pesquisa.
2. Se for escolhida a classe de pesquisa "livro" as seguintes classes e pro-
priedades aparecem disponveis para efectuar restric~oes:
 nome do livro | propriedade datatype da classe "livro"
 preco do livro | propriedade datatype da classe "livro"
 autores do livro | propriedade object que referencia uma classe
de pesquisa
 localizac~ao do livro | propriedade object que referencia uma
classe auxiliar
Neste caso aparece informac~ao das propriedades datatype asso-
ciadas a classe de pesquisa, bem como informac~ao das restantes
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classes de pesquisa ou auxiliares que com a classe "livro" est~ao
relacionadas.
3. Se for escolhida a classe de pesquisa "autor" a seguinte propriedade
aparece disponvel para efectuar restric~oes:
 nome do autor | propriedade datatype da classe "autor"
Neste caso n~ao e apresentada mais informac~ao pois a classe "au-
tor" n~ao possui nenhuma propriedade object que a relacione com
as classes "autor" ou "localizacao".
7.4 Relac~oes 1:N
A incorporac~ao da possibilidade de representar classes que se relacionam
de uma forma de um-para-muitos aumenta o leque de consultas possveis
de realizar num sistema de pesquisa. A soluc~ao proposta para implemen-
tar relac~oes de 1:N entre duas classes de uma ontologia e a utilizac~ao da
propriedade owl:FunctionalProperty, denida em [130] como:
Uma propriedade funcional e uma pro-
priedade que apenas pode ter um (unico)
valor y para cada insta^ncia x, i.e., n~ao
podem existir dois valores distintos y1 e
y2 tais que os pares (x, y1 ) e (x, y2 )
ambos sejam insta^ncias desta propriedade.
Desta forma, todas as propriedades object da ontologia devem especicar
se s~ao ou n~ao s~ao funcionais. Devem ser denidas como propriedades object
funcionais as propriedades que estabelecam uma ligac~ao entre classes que
se relacionem de uma forma um-para-um e como propriedades object n~ao
funcionais as que estabelecam uma ligac~ao entre classes que se relacionem
de uma forma um-para-muitos.
Na ontologia representada na gura 7.1 existe apenas uma relac~ao n~ao
funcional, representada pela propriedade object denominada "livro tem au-
tores".
7.5 O modelo ontologico
7.5.1 Objectivos
As regras denidas para a construc~ao de uma ontologia d~ao origem a um
modelo ontologico que devera ser seguido de forma a que uma ontologia
possa ser utilizada por um sistema que siga a arquitectura proposta.
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Este modelo ontologico serve varios propositos. Alem da obvia resoluc~ao
dos problemas identicados a nvel de limitac~oes a consultas possveis nos
sistemas guiados actuais, o modelo e util tambem em outras componentes
do sistema, como sendo o componente de gerac~ao de linguagem natural e no
gestor de sinonimos. Os objectivos de denic~ao do modelo s~ao ent~ao:
 permitir a denic~ao dos conceitos pesquisaveis atraves da denic~ao de
classes de pesquisa ou auxiliares.
A distinc~ao entre classes de pesquisa e auxiliares permite que as classes
possam assumir diferentes nveis de importa^ncia na construc~ao da ex-
press~ao de pesquisa.
Tal diferenciac~ao e conseguida atraves da anotac~ao anot type class que
deve ser denida para todas as classes. Esta anotac~ao tem dois valores
possveis: SEARCH (para as classes de pesquisa) e AUXILIARY (para
as classes auxiliares).
 associac~ao de um range as propriedades datatype | pesquisas com-
parativas.
Esta associac~ao torna-se imprescindvel de forma a ser possvel obter os
operadores de comparac~ao associados ao tipo de dados da propriedade
datatype escolhido para construir uma dada restric~ao.
 denic~ao do tipo de relac~ao entre duas classes | relac~oes 1:N.
A forma como duas classes se relacionam e fundamental estar ex-
presso no modelo ontologico de forma a que o sistema saiba que tipo
de pesquisas deve permitir. A relac~ao entre duas classes e expressa
pela caracterstica funcional para representar relac~oes de 1:1 e da in-
existe^ncia desta mesma caracterstica para representar relac~oes de 1:N.
 associac~ao de uma palavra as classes/propriedades para formac~ao da
express~ao de pesquisa nal | componente de gerac~ao de lin-
guagem natural.
A palavra/express~ao que e apresentada ao utilizador no momento da
construc~ao de pesquisa nem sempre e a palavra ou express~ao que deve
ser utilizada para gerar a express~ao nal em linguagem natural. No
entanto, as palavras/express~oes que cada um escolhe te^m o intuito de
ajudar a claricar o conceito e n~ao est~ao pensadas para gerar uma
correcta express~ao com recurso a linguagem natural. Vejamos um
exemplo.
Consideremos uma relac~ao de 1:N entre as classes "livro" e "autor". Ao
construir uma pesquisa com uma restric~ao sobre livros que possuam
apenas um autor poderamos ter:
nome do autor e A
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No entanto, se quisermos usar de facto a relac~ao de um-para-muitos e
especicar varios autores teramos por exemplo:
nomes dos autore s s~ao A e B
Verique-se que no primeiro caso temos "nome" e no segundo temos
"nomes".
Assim, a palavra/express~ao utilizada para gerar a express~ao nal e o
valor da anotac~ao anot exp for queryPF ou anot exp for queryPNF.
Todas as classes e ambos os tipos de propriedade devem ter denida
a primeira anotac~ao e apenas as propriedades datatype cujo domain e
um classe que esteja envolvida numa relac~ao de um-para-muitos devem
ter igualmente a segunda. Exemplos de construc~ao de express~oes em
linguagem natural s~ao demonstrados em detalhe na secc~ao 8.2.
 associac~ao de um smbolo identicativo do valor de uma propriedade
| componente de gerac~ao de linguagem natural.
Algumas propriedades possuem um signicado que e melhor expres-
so/entendido quando associados a um determinado smbolo. E disto
um exemplo a propriedade "preco"que e normalmente identicada com
o smbolo ¿ no nal, como nas pesquisas:
l i v r o s cujo preco do l i v r o e supe r i o r a 15 euro
pes soas cujo peso e supe r i o r a 70 kgs .
Tal representac~ao e feita atraves da anotac~ao anot after restriction -
value, que deve ser utilizada por todas as propriedades datatype cujo
valor faca sentido estar associado a um dado smbolo.
 associac~ao de uma palavra identicadora da classe/propriedade para
apresentar na interface | gestor de sinonimos e interface de
pesquisa.
Cada conceito deve ter uma palavra ou express~ao que identique o seu
signicado, embora o mesmo possa ser alterado por cada utilizador
atraves do gestor de sinonimos. No entanto, e necessario haver uma
designac~ao por omiss~ao para cada conceito que exista pois pode acon-
tecer de nenhum utilizador querer alterar a sua designac~ao.
Tal e conseguido atraves da anotac~ao anot short descr que deve ent~ao
ser associada a todas as classes e propriedades.
O uso das tre^s ultimas propriedades ser~ao vistas com maior pormenor
no captulo 8.
7.5.2 Regras de construc~ao
Considerando os objectivos descritos na secc~ao anterior, apresenta-se de
seguida um resumo das regras de construc~ao a que uma ontologia deve obe-
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decer de forma a poder ser utilizada com o sistema, assim como alguns
exemplos. Para tal, considere-se a ontologia ilustrada na gura 7.1.
Classes
Regras de construc~ao
As seguintes regras de construc~ao para classes est~ao denidas:
RC1: todas as classes devem possuir uma anotac~ao com a designac~ao
anot type class com dois valores possveis: SEARCH (para as classes de
pesquisa) e AUXILIARY (para as classes auxiliares).
RC2: as classes de pesquisa devem, adicionalmente, possuir a anotac~ao
anot exp for queryPF, que representa a express~ao que e utilizada para for-
mar a express~ao de pesquisa em linguagem natural.
RC3: as classes de pesquisa devem, adicionalmente, possuir a anotac~ao
anot short descr, cujo valor e utilizado para apresentar na interface ao uti-
lizador de forma a que ele possa escolher a classe pretendida. Esta anotac~ao
deve, por isso, ter um valor associado que claramente identique a classe.
Exemplos
No exemplo da gura 7.1, as classes "livro" e "autor" s~ao classes de pesquisa
enquanto que a classe "localizacao" se considera uma classe auxiliar. Apre-
senta-se abaixo a representac~ao de cada uma utilizando o formato RD-
F/XML, onde e possvel constatar que:
 as classes "livro"e "autor"possuem o valor "SEARCH"para a anotac~ao
anot type class indicando que s~ao classes de pesquisa;
 a classe "localizacao" possui o valor "AUXILIARY" para a anotac~ao
anot type class indicando que se trata de uma classe auxiliar;
 apenas as duas classes de pesquisa possuem as anotac~oes anot exp -
for queryPF e anot short descr ;
<owl : Class rd f : about="&ontdemo ; autor">
<ano t t yp e c l a s s rd f : datatype="&xsd ; s t r i n g ">SEARCH</
ano t type c l a s s>
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g ">autor</
ano t sho r t de s c r>
<anot exp for queryPF rd f : datatype="&xsd ; s t r i n g ">
autore s
</anot exp for queryPF>
</owl : Class>
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<owl : Class rd f : about="&ontdemo ; l i v r o ">
<ano t t yp e c l a s s rd f : datatype="&xsd ; s t r i n g ">SEARCH</
ano t type c l a s s>
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g "> l i v r o </
ano t sho r t de s c r>
<anot exp for queryPF rd f : datatype="&xsd ; s t r i n g ">
l i v r o s
</anot exp for queryPF>
</owl : Class>
<owl : Class rd f : about="&ontdemo ; l o c a l i z a c a o ">
<ano t t yp e c l a s s rd f : datatype="&xsd ; s t r i n g ">AUXILIARY</




As seguintes regras de construc~ao para propriedades datatype encontram-
-se denidas:
RD1: todas as propriedades datatype devem possuir a anotac~ao anot -
exp for queryPF, que representa a express~ao que e utilizada para formar a
express~ao de pesquisa em linguagem natural.
RD2: todas as propriedades datatype devem possuir a anotac~ao anot -
short descr, que e utilizada para apresentar na interface ao utilizador de
forma a que ele possa escolher a propriedade pretendida. Esta anotac~ao
deve, por isso, ter um valor associado que claramente identique a pro-
priedade.
RD3: a anotac~ao anot exp for queryPNF deve igualmente ser associ-
ada a todas as propriedades datatype cujo domain e uma classe que esta
envolvida numa relac~ao de um-para-muitos. Consideremos como exemplo
as classes "autor" e "livro", sendo que a relac~ao entre elas e de um livro para
um ou mais autores. Uma pesquisa possvel e:
nome do autor cuja data de nascimento e "10/11/1945"
Neste caso, utiliza-se o valor da anotac~ao anot exp for queryPF, que se
encontra no singular: "nome". No entanto, se quisermos fazer uso da relac~ao
de um-para-muitos com a classe "livro", podemos ter a seguinte pesquisa:
l i v r o s cu jo s nomes dos autore s s~ao A e B
Nesta pesquisa ja teramos de usar o valor da anotac~ao anot exp for -
queryPNF, no plural: "nomes".
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RD4: alem das anotac~oes, estas propriedades te^m obrigatoriamente de
possuir um range associado, que representa o tipo de dados da propriedade.
RD5: as propriedades cujo valor e normalmente utilizado juntamente
com um smbolo (por exemplo, a propriedade preco pode usar o smbolo
correspondente a moeda) devem conter uma anotac~ao adicional (anot af-
ter restriction value), onde esse smbolo e identicado.
Exemplos
No exemplo da gura 7.1 existem quatro propriedades datatype. Apresenta-
se abaixo a sua representac~ao em RDF/XML onde e possvel constatar que:
 todas as propriedades possuem as anotac~oes anot exp for queryPF,
anot short descr e um range associado;
 a propriedade datatype com a designac~ao "nome a" possui a anotac~ao
anot exp for queryPNF ja que o domnio e a classe "autor" que esta
relacionada atraves de uma propriedade n~ao funcional a classe "livro";
 a propriedade datatype preco com a designac~ao "preco"possui a anota-
c~ao anot after restriction value ja que o valor associado a propriedade
ca melhor representado com o smbolo ¿ no nal.
<owl : DatatypeProperty rd f : about="&ontdemo ; nome a">
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g ">
nome do autor</ano t sho r t de s c r>
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g ">nome</anot exp for queryPF>
<anot exp for queryPNF
rd f : datatype="&xsd ; s t r i n g ">nomes</anot exp for queryPNF>
<r d f s : domain rd f : r e s ou r c e="&ontdemo ; autor"/>
<r d f s : range rd f : r e s ou r c e="&xsd ; s t r i n g "/>
<r d f s : subPropertyOf rd f : r e s ou r c e="&owl ; topDataProperty"/>
</owl : DatatypeProperty>
<owl : DatatypeProperty rd f : about="&ontdemo ; nome l">
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g ">
nome do l i v r o </ano t sho r t de s c r>
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g ">nome</anot exp for queryPF>
<r d f s : domain rd f : r e s ou r c e="&ontdemo ; l i v r o "/>
<r d f s : range rd f : r e s ou r c e="&xsd ; s t r i n g "/>
<r d f s : subPropertyOf rd f : r e s ou r c e="&owl ; topDataProperty"/>
</owl : DatatypeProperty>
<owl : DatatypeProperty rd f : about="&ontdemo ; p i s o ">
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g ">piso</
ano t sho r t de s c r>
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g ">piso</anot exp for queryPF>
<r d f s : domain rd f : r e s ou r c e="&ontdemo ; l o c a l i z a c a o "/>
<r d f s : range rd f : r e s ou r c e="&xsd ; i n t "/>
<r d f s : subPropertyOf rd f : r e s ou r c e="&owl ; topDataProperty"/>
</owl : DatatypeProperty>
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<owl : DatatypeProperty rd f : about="&ontdemo ; preco">
<ano t sho r t d e s c r
rd f : datatype="&xsd ; s t r i n g ">pre&#231;o do l i v r o </
ano t sho r t de s c r>
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g ">pre&#231;o</
anot exp for queryPF>
<!  
&#8364; r ep r e s en ta o smbolo do euro
  >
<a n o t a f t e r r e s t r i c t i o n v a l u e
rd f : datatype="&xsd ; s t r i n g ">&#8364;</
a n o t a f t e r r e s t r i c t i o n v a l u e >
<r d f s : domain rd f : r e s ou r c e="&ontdemo ; l i v r o "/>
<r d f s : range rd f : r e s ou r c e="&xsd ; f l o a t "/>




As seguintes regras de construc~ao para propriedades object encontram-se
denidas:
RO1: todas as propriedades object devem possuir a anotac~ao anot -
exp for queryPF, que representa a express~ao que e utilizada para formar a
express~ao de pesquisa em linguagem natural.
RO2: todas as propriedades object devem possuir a anotac~ao anot -
short descr, que e utilizada para apresentar na interface ao utilizador de
forma a que ele possa escolher a propriedade pretendida. Esta anotac~ao
deve, por isso, ter um valor associado que claramente identique a pro-
priedade.
RO3: adicionalmente, devem usar a caracterstica functional para in-
dicar se a relac~ao que estabelecem entre as classes e de um-para-um (pro-
priedade com caracterstica funcional) ou de um-para-muitos (propriedade
sem caracterstica funcional).
Exemplos
No exemplo da gura 7.1 existem duas propriedades object. Apresenta-se
abaixo a sua representac~ao em RDF/XML onde e possvel constatar que:
 todas as propriedades possuem as anotac~oes anot exp for queryPF e
anot short descr ;
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 a propriedade object com a designac~ao "livro tem autores" n~ao possui
a caracterstica funcional por haver uma relac~ao de um-para-muitos
entre as classes "livro" e "autor";
 a propriedade object com a designac~ao "livro tem localizacao" possui
a caracterstica funcional por haver uma relac~ao de um-para-um entre
as classes "livro" e "localizacao".
<owl : ObjectProperty rd f : about="&ontdemo ; l i v r o t em au to r e s ">
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g ">autores</anot exp for queryPF>
<ano t sho r t d e s c r rd f : datatype="&xsd ; s t r i n g ">autore s do
l i v r o </ano t sho r t de s c r>
<r d f s : subPropertyOf rd f : r e s ou r c e="&owl ; topObjectProperty"/>
</owl : ObjectProperty>
<owl : ObjectProperty rd f : about="&ontdemo ; l i v r o t em l o c a l i z a c a o ">
<rd f : type rd f : r e s ou r c e="&owl ; Funct iona lProperty"/>
<anot exp for queryPF
rd f : datatype="&xsd ; s t r i n g "> l o c a l i z a &#231;&#227;o
</anot exp for queryPF>
<ano t sho r t d e s c r
rd f : datatype="&xsd ; s t r i n g "> l o c a l i z a &#231;&#227;o do l i v r o
</ano t sho r t de s c r>
<r d f s : domain rd f : r e s ou r c e="&ontdemo ; l i v r o "/>
<r d f s : range rd f : r e s ou r c e="&ontdemo ; l o c a l i z a c a o "/>
<r d f s : subPropertyOf rd f : r e s ou r c e="&owl ; topObjectProperty"/>
</owl : ObjectProperty>
7.6 Conclus~oes
Apresentamos neste captulo um modelo ontologico que permite dar suporte
a varias funcionalidades que aumentam o leque de pesquisas possveis num
sistema de pesquisa sema^ntico. Alem disso, e importante referir que este
modelo, que assenta numa ontologia, n~ao a sobrecarrega nem e de difcil
implementac~ao pois exige apenas a denic~ao de anotac~oes, factores que, a
vericarem-se, poderiam por em causa a utilidade do modelo apresentado.
Alem da vantagem acima apresentada sobre o aumento do leque de
pesquisas possveis, realcamos tambem o suporte que o modelo proporciona
a outras componentes do sistema como sendo o de linguagem natural e o
gestor de sinonimos.
No captulo 10 apresentamos outra ontologia para um cenario complexo





Este captulo descreve a soluc~ao proposta sobre a melhoria
da usabilidade de um sistema de pesquisa atraves da uti-
lizac~ao de linguagem natural para apresentac~ao da express~ao
de pesquisa assim como da existe^ncia de sinonimos para os
varios conceitos.
8.1 Introduc~ao
A usabilidade representa um importante aspecto a ter em conta em qualquer
sistema nos dias que correm ja que a maior ou menor facilidade de uso ou
ainda a melhor ou pior apare^ncia da interface tem conseque^ncias directas
sobre o numero de pessoas que utilizam o referido sistema. Assim, parece-nos
de todo importante considerar alguns aspectos na usabilidade dos sistemas
guiados de pesquisa.
Um dos aspectos que abordamos tem a ver com a gerac~ao de linguagem
natural, aspecto importante dado a vis~ao optima da Web Sema^ntica ser a
utilizac~ao de linguagem natural na interacc~ao do utilizador com o sistema.
Mas n~ao so esta gerac~ao e importante como tambem a sua junc~ao com
uma interface graca, como reportam estudos reportados em [67]. O que
constatamos e que poucos sistemas actuais aliam estas duas vertentes, sendo
o LingoLogic o que mais se aproxima.
Alguns aspectos que contemplamos na arquitectura que propomos a nvel
de funcionalidade dos sistemas guiados s~ao importantes referir neste mo-
mento, como sendo o suporte para pesquisa comparativas ou ainda para a
denic~ao de relac~oes de um-para-muitos entre classes da ontologia. A com-
ponente de gerac~ao de linguagem natural da arquitectura contempla estes
aspectos, sendo assim mais vasto o leque de express~oes geradas.
O outro aspecto que abordamos relativamente a usabilidade de sistemas
guiados prende-se com a possibilidade de moldar o ambiente do sistema
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de pesquisa as prefere^ncias do utilizador. Tal como armam os autores em
[106], tal possibilidade permite ao utilizador expressar a sua individualidade.
No caso concreto da interface de pesquisa em sistemas guiados, julgamos ser
pertinente que os utilizadores possam alterar a designac~ao dos conceitos ate
porque, por vezes, podem n~ao entender o signicado de um dado conceito
o que acaba por levar a que n~ao o mesmo n~ao seja utilizado. Este e um
aspecto n~ao contemplado pelos sistemas guiados actuais. Em alguns, como
e caso do Semantic Crystal [67], esta necessidade torna-se mais evidente ja
que as relac~oes entre classes s~ao apresentadas ao utilizador usando a desig-
nac~ao presente na ontologia que muitas das vezes assemelha-se mais a um
codigo do que a uma palavra representativa do signicado da relac~ao. Um
exemplo e a express~ao "hasM" para representar a relac~ao entre as classes
"Moun" (Montanha) e "State" (Estado).
Um outro importante aspecto que fundamenta a incorporac~ao de um
componente desta natureza num sistema guiado de pesquisa e a existe^ncia,
em muitos casos, de diferentes tipos de utilizadores. Por exemplo, se conside-
rarmos um portal de e-government, temos pelo menos dois tipos distintos de
utilizadores, como sendo os cidad~aos e os funcionarios que utilizam termos
muito distintos ja que os primeiros, na sua grande maioria, nem conhecem
os termos correctos de determinados procedimentos ou documentos.
Ao ser dada a possibilidade de alterar os conceitos da ontologia levantam-
se algumas quest~oes sobre, por exemplo, o que apresentar a um novo uti-
lizador do sistema. Denimos por isso um criterio de escolha que e aplicado
em determinadas situac~oes. Consideramos tambem uma func~ao de esqueci-
mento linear para que as designac~oes utilizadas mais recentemente tenham
um maior peso do que aquelas que foram utilizadas ha muito tempo. A
soluc~ao que propomos assenta ainda no uso de personomies e folksonomies,
a partir das quais s~ao denidos os criterios que permitem sugerir ao uti-
lizador uma designac~ao para um dado conceito.
8.2 Gerac~ao de linguagem natural
Esta secc~ao descreve a incorporac~ao de um componente de gerac~ao de lin-
guagem natural de express~oes que utilizem propriedades funcionais ou n~ao
funcionais.
Recordamos aqui os problemas que podem surgir numa express~ao de
pesquisa que n~ao use qualquer regra de processamento:
 restric~oes sobre a mesma propriedade n~ao agrupadas;
 concatenac~ao de restric~oes sem recurso ao uso de virgulas;
 excessivo uso da palavra "cujo" e do nome da propriedade.
Os problemas referidos podem ser comprovados na seguinte express~ao de
pesquisa:
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livros cujo numero de paginas e superior a 200
e cujo nome da editora e Editora Sextante e
cujo numero de paginas e inferior a 200 e cuja
localizac~ao da editora e Lisboa e cujo preco e
superior a 5¿
Alem destes problemas, identicamos alguns aspectos que devem ser
tidos em conta no momento de implementac~ao desta componente:
 momentos da construc~ao da express~ao de pesquisa em que deve ser
feita a gerac~ao de linguagem natural;
 diversidade de conjunc~oes permitidas numa dada pesquisa;
 ordem de apresentac~ao de restric~oes;
 formas de agrupamentos de restric~oes.
A incorporac~ao de um componente desta natureza num sistema de pes-
quisa exige, antes de mais, a denic~ao dos momentos em que o mesmo ira
ser invocado. Podamos considerar duas aproximac~oes: ou a gerac~ao de
linguagem natural era feita no nal da construc~ao da express~ao de pesquisa
ou era feito incrementalmente. Tendo a escolha recado pela ultima opc~ao
por ser mais completa, denimos tre^s momentos do processo da construc~ao
da express~ao de pesquisa, e pela seguinte ordem:
 escolha da classe de pesquisa;
 escolha da propriedade principal;
 sempre que uma nova restric~ao (validada semanticamente) e adicionada.
As restantes quest~oes s~ao resolvidas na nossa soluc~ao com a denic~ao de
quatro tipo de regras que visam assegurar a correcta gerac~ao de express~oes
em linguagem natural que correspondam a que gracamente esta a ser cons-
truda:
 regras de construc~ao: denem a sintaxe da express~ao gerada para
cinco situac~oes distintas, mediante a composic~ao da express~ao de pes-
quisa.
 regras de algoritmo: visam garantir que as restric~oes s~ao apresen-
tadas de uma forma ordenada e agrupada de forma a ser mais facil a
sua leitura e compreens~ao.
 regras de interface: embora garantidas a nvel da interface de pes-
quisa, te^m como proposito garantir que as conjunc~oes especicadas no
momento de construc~ao da express~ao s~ao correctas.
 regras de vericac~ao: aplicam-se apenas a propriedades n~ao fun-
cionais, visam garantir que o conjunto de valores e correctamente cons-
trudo.
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A gura 8.1 apresenta um resumo do momento em que cada uma das regras
intervem no processo.
Figura 8.1: Intervenc~ao das regras no processo de gerac~ao
8.2.1 Regras de construc~ao
As regras de construc~ao denem a express~ao em linguagem natural gerada
por este componente, estando denidas regras para as seguintes situac~oes:
1. RC1: quando e escolhida a classe de pesquisa;
A classe de pesquisa representa o conceito sobre o qual queremos
pesquisar informac~ao. Na express~ao "quais os livros do ano de 1999" a
classe de pesquisa e "livro"; na express~ao "qual o nome dos monumen-
tos em franca" a classe de pesquisa e "monumento".
2. RC2: quando e escolhida a propriedade principal;
A propriedade principal e uma propriedade que pertence a classe de
pesquisa e que especica concretamente o que o utilizador pretende
ver acerca de classe de pesquisa que seleccionou. Na express~ao "quais
os livros do ano de 1999"o utilizador n~ao especicou propriedade prin-
cipal; na express~ao "qual o nome dos monumentos em franca" a pro-
priedade principal e "nome".
3. RC3: quando se pretende representar uma propriedade datatype do
tipo funcional;
Uma propriedade datatype tem um valor associado do tipo literal tal
como nas duas pesquisas abaixo.
l i v r o s cujo preco e 10 euro
l i v r o s cujo ano de ed ic~ao e 1997
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4. RC4: quando se pretende representar uma propriedade object do tipo
funcional;
Uma propriedade object tem uma insta^ncia de uma dada classe como
valor associado tal como na pesquisa abaixo, onde "editora" representa
a propriedade object.
l i v r o s cujo nome da ed i t o r a e X
5. RC5: quando se pretende representar uma propriedade object do tipo
n~ao funcional.
Uma pesquisa que utilize uma propriedade object do tipo n~ao funcional
e:
l i v r o s cujo nomes dos autore s s~ao A e Bg
Para apresentac~ao da sintaxe das regras de construc~ao, denimos a seguinte
nomenclatura:
Smbolo Descric~ao
[:::] uma palavra entre os caracteres [ e ] signica que essa
palavra e introduzida na express~ao nal sem qualquer
transformac~ao
<...> uma palavra entre os caracteres < e > representa o
nome de uma anotac~ao
V(<anot> cl/pr) V representa o valor da anotac~ao anot na classe ou
propriedade cl/pr
cp representa a classe de pesquisa
pp representa a propriedade principal
dp representa uma dada propriedade do tipo datatype
op representa uma dada propriedade do tipo object
oc representa o operador de comparac~ao utilizado numa
dada restric~ao
vr representa o valor de uma dada restric~ao
lvr representa a lista de valores de uma restric~ao que usa
uma propriedade do tipo n~ao funcional
Tabela 8.1: Nomenclatura da sintaxe das regras de con-
struc~ao
Considerem-se ainda as tabelas 8.2 e 8.3 com informac~ao de algumas
classes e propriedades, que ser~ao utilizados nos exemplos demonstrativos de
aplicac~ao das sintaxes1.
1Dado o prototipo do sistema desenvolvido usar o idioma ingle^s, as regras de construc~ao
s~ao tambem apresentadas em ingle^s.
198 Contribuic~ao sobre a usabilidade




Tabela 8.2: Classes para exemplo de regras de construc~ao







price book price/ ¿
has publisher(PF) book publisher/
has authors(PNF) book authors/
location publisher location/
name author name/names
Tabela 8.3: Propriedades para exemplo de regras de con-
struc~ao
A regra RC1 | classe de pesquisa
Esta regra aplica-se sempre que se escolhe a classe de pesquisa na inter-
face de construc~ao.
A sintaxe
[ a l l a v a i l a b l e ]
V( <anot exp for queryPF> cp )
Exemplo de aplicac~ao
Considerando a classe principal "book", a express~ao nal resultante encontra-
-se ilustrada na gura 8.2.
2Recordamos que o valor da anotac~ao anot exp for queryPF e usado para formar a
express~ao de pesquisa quando se trata de propriedades funcionais
3Recordamos que o valor da anotac~ao anot exp for queryPNF e usado para formar a
express~ao de pesquisa quando se trata de propriedades n~ao funcionais
4Recordamos que a anotac~ao anot after restriction value de uma dada propriedade
identica a palavra que e normalmente utilizada em conjunto com o valor da propriedade,
como por exemplo, 10¿
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Figura 8.2: Exemplo de aplicac~ao de RC1
Um exemplo completo de aplicac~ao desta e das restantes regras pode ser
consultado na secc~ao 11.5.
A regra RC2 | propriedade principal
Esta regra aplica-se sempre que o utilizador escolhe uma propriedade prin-
cipal na interface de construc~ao.
A sintaxe
V( <anot exp for queryPF> pp )
[ o f a l l a v a i l a b l e ]
V( <anot exp for queryPF> cp )
Exemplo de aplicac~ao
Considerando a classe principal "publisher" e a propriedade "location", a
express~ao nal resultante encontra-se ilustrada na gura 8.3.
Figura 8.3: Exemplo de aplicac~ao de RC2
A regra RC3 | propriedade datatype do tipo funcional
Esta regra aplica-se sempre que se inicia a construc~ao de uma restric~ao
e esta faz uso de uma propriedade datatype do tipo funcional.
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A sintaxe






V( <a n o t a f t e r r e s t r i c t i o n v a l u e > dp )
Exemplo de aplicac~ao
Considerando a propriedade datatype "price", o operador is e o valor 10, a
express~ao nal resultante encontra-se ilustrada na gura 8.4.
Figura 8.4: Exemplo de aplicac~ao de RC3
A regra RC4 | propriedade object do tipo funcional
Esta regra aplica-se sempre que se inicia a construc~ao de uma restric~ao
e esta faz uso de uma propriedade object do tipo funcional.
A sintaxe
V( <anot exp for queryPF> dp )
[ o f the ]






V( <a n o t a f t e r r e s t r i c t i o n v a l u e > dp )
Exemplo de aplicac~ao
Considerando a propriedade datatype "location", a propriedade object "has -
publisher", o operador is e o valor 'Porto', a express~ao nal resultante
encontra-se ilustrada na gura 8.5.
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Figura 8.5: Exemplo de aplicac~ao de RC4
A regra RC5 | propriedade object do tipo n~ao funcional
Esta regra aplica-se sempre que se inicia a construc~ao de uma restric~ao
e esta faz uso de uma propriedade object do tipo n~ao funcional.
A sintaxe
V( <anot exp for queryPNF> dp )
[ o f the ]






Considerando a propriedade datatype "name", a propriedade object "has -
authors", o operador are e a lista de valores 'Jack and Peter', a express~ao
nal resultante encontra-se ilustrada na gura 8.6.
Figura 8.6: Exemplo de aplicac~ao de RC5
8.2.2 Regras do algoritmo
As regras tidas em conta no algoritmo de gerac~ao para resolver este proble-
ma s~ao:
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RA1: propriedades datatype antes das propriedades object
Quando uma express~ao tem restric~oes que incidem sobre propriedades data-
type e object, as restric~oes sobre as primeiras propriedades aparecem primeiro
na express~ao nal gerada, por uma quest~ao de maior facilidade na leitura.
Segue-se um exemplo:
 livros cujo preco e superior a 50¿ e cujo nome da editora e FCA.
RA2: agrupamento de restric~oes sobre a mesma propriedade
Uma express~ao de pesquisa com varias restric~oes sobre varias propriedades,
deve primeiramente ser agrupada por propriedades e operador de forma a
apresentar uma express~ao facilmente legvel, evitando, por exemplo, que
haja restric~oes sobre uma mesma propriedade dispersas na express~ao, isto e,
n~ao agrupadas. O sub-agrupamento por operador, reforca o objectivo refe-
renciado para o agrupamento por propriedade, ou seja, garantir uma maior
legibilidade da express~ao, dotando a mesma de uma melhor organizac~ao.
O agrupamento por propriedade previne a repetic~ao das palavras "cujo"e
o nome da propriedade. Seguem-se alguns exemplos:
 'livros cujo preco e superior a 50¿ e cujo preco e inferior a 100¿ ' deve
dar origem a 'livros cujo preco e superior a 50¿ e inferior a 100¿ '.
 'livros cujo ttulo n~ao e [Fortaleza Digital] e cujo preco n~ao e 100¿ e
cujo ttulo n~ao e [Codigo Da Vinci] e cujo preco n~ao e 70¿ ' deve dar
origem a 'livros cujo ttulo n~ao e [Fortaleza Digital] nem [Codigo Da
Vinci] e cujo preco n~ao e 100¿ nem 70¿ '.
RA3: uso de vrgula com mais de duas restric~oes
Quando uma express~ao de pesquisa tem mais do que duas restric~oes, todas as
restric~oes a excepc~ao das ultimas duas devem ser separadas com uma vrgula.
As ultimas duas devem ser separadas com a conjunc~ao apropriada (situac~ao
1). Se houver varias restric~oes sobre a mesma propriedade, esta regra deve
igualmente ser aplicada sobre os varios valores especicados (situac~ao 2).
Seguem-se alguns exemplos:
 livros cujo preco e superior a 50¿ , e inferior a 100¿ e n~ao e 75¿ (situa-
c~ao 1);
 livros cujo ttulo contem [casa, fortaleza e jardim] (situac~ao 2).
RA4: agregac~ao de conjuntos de valores
Quando uma express~ao ja contem uma restric~ao com um dos operadores
(ex.: ttulo contem [A e B]) e e adicionada uma nova (ex.: ttulo contem
[B e C]), a nova restric~ao n~ao e considerada invalida pelo componente de
validac~ao sema^ntica, devendo ser agrupada pelo componente de gerac~ao de
linguagem natural, gerando uma unica restric~ao (no exemplo dado: ttulo
contem [A, B e C]).
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8.2.3 Regras da interface
Estas regras, como o proprio nome indica, actuam no momento da cons-
truc~ao da express~ao e s~ao controlados na propria interface do sistema de
pesquisa, que previne que as regras sejam violadas.
Tivemos em conta, para a denic~ao destas regras, aquilo que e pratica co-
mum na utilizac~ao dos sistemas de pesquisa no que se refere a construc~ao de
express~oes. Mais concretamente, e no que se refere a utilizac~ao de conjunc~oes
entre as restric~oes, permitimos apenas uma. Este facto e procedimento ha-
bitual nos sistemas de pesquisa actuais, justamente pela complexidade que
traria as express~oes pesquisa. Embora o sistema proposto tambem n~ao o per-
mita, conceptual e funcionalmente n~ao haveria nenhum problema relevante
em permiti-lo. O sistema funcionaria da mesma forma com complexidade
acrescida para o utilizador.
Foram denidas tre^s regras de interface com o objectivo de garantir que:
1. RI1: a conjunc~ao usada entre restric~oes e escolhida na interface e e a
mesma para unir todas as restric~oes;
Apenas uma conjunc~ao e permitida para unir as varias restric~oes, de-
vendo a escolha ser efectuada na interface | a conjunc~ao e denomi-
nada de conjunc~ao principal. Embora em termos de operadores logicos
estejam perfeitamente denidas as prioridades (a NEGAC~AO tem a
prioridade mais elevada, seguida do E e nalmente do OU), n~ao s~ao
permitidas as duas conjunc~oes pois resultaria numa pesquisa de difcil
construc~ao (e, por isso, com grande probabilidade do utilizador evitar)
e tambem leitura. A pesquisa abaixo, em que as restric~oes s~ao dadas
por ri, representa uma pesquisa onde s~ao utilizadas as duas conjunc~oes
e onde e notoria a complexidade de interpretac~ao da mesma em termos
do que o utilizador pretende obter.
r1 e r2 e r3 ou r4 e r5 ou r6
Uma express~ao em linguagem natural que mostre esta mesma com-
plexidade apresenta-se abaixo.
preco e superior a 10 e preco e inferior a 15 e ttulo e igual a 'Codigo
da Vinci' ou ISBN e igual a 171611515 e editora e 'FCA' ou autor e
'Dan Brown'
A complexidade desta express~ao pode ser percebida se considerarmos
um livro que pertenca a editora FCA e que tenha um preco de 7¿.
Ao analisarmos a express~ao de pesquisa inserida pelo utilizador n~ao
conseguimos imediatamente perceber se o livro com as condic~oes des-
critas e do seu interesse ja que e difcil perceber se as condic~oes que o
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utilizador refere relativas ao preco te^m de ser obedecidas juntamente
com a restric~ao da editora. Para esta confus~ao contribui a existe^n-
cia de diversas conjunc~oes ao longo da express~ao e tambem o elevado
numero de restric~oes.
Ao olharmos para a express~ao de pesquisa, camos inicialmente com
a ideia de que o utilizador pretende livros cujo preco se situe entre 10
e 15¿, mas e quanto ao ISBN? Se n~ao for 171611515 tambem interes-
sa? E livros que custem 12¿ e sejam escritos pelo Nicholas Sparks?
Estas s~ao apenas algumas das duvidas que podem surgir da tentativa
de interpretac~ao da express~ao de pesquisa acima.
Assim, as restric~oes podem estar unidas por uma conjunc~ao apenas,
tal como mostram as duas pesquisas abaixo.
r1 e r2 e r3 e r4 e r5 e r6
preco e superior a 10 e preco e inferior a 15 e ttulo e igual a 'Codigo
da Vinci' e ISBN e igual a 171611515 e editora e 'FCA' e autor e
'Dan Brown'
r1 ou r2 ou r3 ou r4 ou r5 ou r6
preco e superior a 10 ou preco e inferior a 15 ou ttulo e igual a
'Codigo da Vinci' ou ISBN e igual a 171611515 ou editora e 'FCA'
ou autor e 'Dan Brown'
2. RI2: a conjunc~ao usada para unir os varios valores sobre uma dada
propriedade/operador e especicado na interface e e sempre a mesma;
RI1 garante que apenas existe uma conjunc~ao a unir varias restric~oes.
Excepc~ao e feita quando existem varias restric~oes sobre a mesma pro-
priedade e o mesmo operador, podendo estas restric~oes ser unidas por
uma conjunc~ao diferente da conjunc~ao principal | designaremos esta
nova noc~ao de conjunc~ao de conjunc~ao de pares. Dentro do conjunto
de restric~oes associadas a uma dada propriedade/operador aplica-se
novamente RI1, ou seja, apenas pode existir uma conjunc~ao a uni-las.
Seja r(p1o1) uma restric~ao sobre a propriedade p1 e que utilize o ope-
rador o1. As pesquisas abaixo representam um exemplo que viola RI2
pois:
r(p1o1) e r(p2o1) ou r(p2o1) ou r(p3o1)
preco e igual a 10 e ttulo e igual a 'Codigo da Vinci' ou ttulo e igual
a 'Fortaleza Digital' ou editora e igual a 'FCA'
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 a conjunc~ao principal e e (uma vez que une a primeira com a
segunda restric~ao | e atendendo a que as restric~oes incidem sobre
propriedades distintas);
 a segunda e terceira restric~oes incidem sobre a mesma propriedade/
operador e, por isso, podem possuir uma conjunc~ao diferente (o
que acontece pois est~ao unidas pela conjunc~ao ou)
 a violac~ao de RI2 ocorre ao adicionar a quarta restric~ao pois sendo
sobre uma diferente propriedade teria de usar a conjunc~ao prin-
cipal o que n~ao acontece.
Exemplos de pesquisas que n~ao violam R2 seriam:
r(p1o1) e r(p2o1) ou r(p2o1) e r(p3o1)
preco e igual a 10 e ttulo e igual a 'Codigo da Vinci' ou ttulo e igual
a 'Fortaleza Digital' e editora e igual a 'FCA'
r(p1o1) e r(p2o1) e r(p3o1)
preco e igual a 10 e ttulo e igual a 'Codigo da Vinci' e editora e
igual a 'FCA'
r(p1o1) ou r(p2o1) ou r(p2o1) ou r(p3o1)
preco e igual a 10 ou ttulo e igual a 'Codigo da Vinci' ou ttulo e
igual a 'Fortaleza Digital' ou editora e igual a 'FCA'
3. RI3: a conjunc~ao usada entre os valores do conjunto especicado
quando se usam PNF e sempre o operador and ;
As PNF permitem construir pesquisas cujos conceitos envolvidos se
relacionem de uma forma de um-para-muitos, como por exemplo, um
livro pode ter varios autores. Neste caso, quando se especicam os
varios autores e porque queremos que um livro tenha a si associados
todos os autores e n~ao apenas um de entre os varios especicados. A
pesquisa
livros cujos autores s~ao 'A e B e C'
e uma pesquisa que n~ao viola RI3 ja que indica que o utilizador esta a
pesquisar livros com tre^s autores e que eles s~ao o autor A, o autor B
e o autor C. Por outro lado, se considerarmos a pesquisa
livros cujos autores s~ao 'A ou B ou C'
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estamos a violar RI3 ja que neste caso estamos a procurar livros com
um autor e que esse autor pode ser o autor A, o autor B ou o autor C. A
conjunc~ao ou n~ao e assim compatvel com propriedades n~ao funcionais
ja que esta ultima pesquisa traduz na verdade tre^s restric~oes sobre a
propriedade funcional "autor", tal como na pesquisa abaixo.
livros cujo nome do autor e 'A' ou 'B' ou 'C'
8.2.4 Regras de vericac~ao
A nvel de vericac~ao deniu-se apenas uma regra (RV1), responsavel por
vericar que existem pelo menos dois elementos no conjunto, quando se usam
PNF.
Quando se usam PNF e porque estamos a lidar com conceitos que se rela-
cionam entre si de uma forma de um-para-muitos e que, portanto, devemos
especicar mais do que um valor. A pesquisa
livros cujos autores s~ao A
viola RV1 pois apenas esta a ser especicado um autor e espera-se que
seja especicado um conjunto de autores. A correspondente express~ao que
especica apenas um autor utiliza uma propriedade funcional e e
livros cujo autor e A
Seguem-se duas pesquisas que est~ao de acordo com RV1:
livros cujos autores s~ao A e B
livros cujos autores s~ao A, B e C
8.2.5 Um exemplo demonstrativo
Apos a explicac~ao isolada de cada uma das regras, apresentamos de seguida
um exemplo mais completo da aplicac~ao das mesmas com especial e^nfase nas
de construc~ao e de algoritmo, pela importa^ncia que possuem neste processo.
Para este exemplo, e porque as regras de gerac~ao de linguagem natural
sobre restric~oes que usam propriedades object e datatype ja foi previamente
explicado, considerem-se as seguintes restric~oes5 ja no formato de linguagem
natural:
1. Number of pages is greater than 200
2. Name of the publisher is Editora Sextante
3. Number of pages is lesser than 300
4. Location of the publisher is Lisbon
5. Price is greater than 5¿
5As restric~oes s~ao apresentadas no idioma ingle^s por ser o utilizado no prototipo.
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Processamento da primeira restric~ao
N~ao s~ao aplicadas regras de algoritmo uma vez que se trata da primeira
restric~ao.
Express~ao nal: title of all available books whose number of pages is
greater than 200
Processamento da segunda restric~ao
Aplica-se a regra de algoritmo RA1 de forma a que a restric~ao 1 apareca
antes da restric~ao 2 por a primeira se tratar de uma propriedade datatype.
Express~ao nal: title of all available books whose number of pages is greater
than 200 and whose name of the publisher is Editora Sextante
Processamento da terceira restric~ao
Aplica-se a regra de algoritmo RA2 pois ja existe uma restric~ao sobre a
mesma propriedade, de tal forma que as restric~oes sobre number of pages
s~ao agregadas e palavras duplicadas (whose) s~ao evitadas.
Express~ao nal: title of all available books whose number of pages is greater
than 200 and is lesser than 300 and whose name of the publisher is Edi-
tora Sextante
Processamento da quarta restric~ao
Aplica-se a regra de algoritmo RA3 de forma a serem introduzidas vrgulas
na express~ao nal com o intuito de a claricar.
Express~ao nal: title of all available books whose number of pages is greater
than 200 and is lesser than 300, whose name of the publisher is Editora
Sextante and whose location of the publisher is Lisbon
Processamento da quinta restric~ao
Aplica-se a regra de algoritmo RA1, agora de forma mais notoria relativa-
mente ao processamento da segunda restric~ao.
Apresentamos de seguida a express~ao nal, apos os varios processamen-
tos acima referidos, e tambem a express~ao nal sem qualquer processa-
mento para que o leitor se aperceba das vantagens introduzidas pelas regras
denidas.
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Express~ao nal: title of all available books whose number of pages is
greater than 200 and is lesser than 300, whose price is greater then 5¿,
whose name of the publisher is Editora Sextante and whose location of the
publisher is Lisbon
Express~ao sem processamento: title of all available books whose number
of pages is greater than 200 and whose name of the publisher is Editora
Sextante and whose number of pages is lesser than 300 and whose location
of the publisher is Lisbon and whose price is greater than 5¿
8.3 Gestor de sinonimos
Com o m de aumentar ainda mais a usabilidade de um sistema deste tipo,
consideramos que e relevante investir na individualizac~ao do processo de
construc~ao de pesquisa. Assim, a incorporac~ao da funcionalidade de criac~ao
de sinonimos na arquitectura proposta visa dar a oportunidade ao utilizador
de personalizar a sua interface de pesquisa e eliminar quaisquer possibili-
dades que haja de o utilizador car na duvida do exacto signicado de um
dado conceito que lhe e apresentado no interface de construc~ao de pesquisas.
8.3.1 Vis~ao geral
As principais motivac~oes para a incorporac~ao deste componente na soluc~ao
proposta prendem-se, por um lado, com a inexiste^ncia de algo similar nos
sistemas guiados actuais e, por outro lado, com a tende^ncia cada vez maior
a que assistimos de personalizar as experie^ncias do utilizador.
Assim, com o componente de gest~ao de sinonimos, o utilizador pode criar
designac~oes proprias para os varios conceitos da ontologia, o que e feito a
partir da propria interface de pesquisa. A partir desse momento, tem acesso
a uma interface de construc~ao personalizada, embora essa personalizac~ao
n~ao seja estendida as express~oes de linguagem natural geradas, pois este
n~ao foi um objectivo denido para esta tese. A soluc~ao suporta ainda a
noc~ao de diferentes tipos de utilizadores atraves de uma folksonomy para
cada tipo, sendo o mesmo obtido explicitamente do utilizador no momento
em que este se regista no sistema.
Uma opc~ao muitas vezes seguida e a utilizac~ao de listas de sinonimos,
que vemos como uma soluc~ao fechada pois as alternativas de designac~ao
cam denidas desde logo por quem desenvolve o sistema, n~ao sendo possvel
ao utilizador altera-las. Para caminhar no sentido de uma soluc~ao mais
aberta, exploramos os conceitos de folksonomy e personomy que, devido a
sua comum utilizac~ao, te^m um a^mbito mais "social" gracas a colaborac~ao
de varias pessoas na sua construc~ao. A soluc~ao proposta pretende explorar
o suporte que estes conceitos podem dar a denic~ao de mecanismos para a
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sugest~ao de sinonimos. Na denic~ao dos referidos mecanismos, pareceu-nos
adequado ter em conta as seguintes considerac~oes gerais:
 considera a heterogeneidade dos utilizadores | com isto pretendemos
distinguir os diferentes tipos de designac~oes que cada um utiliza;
 considera a existe^ncia de varios cenarios de aplicac~ao com criterios de
escolha diferentes | com isto pretendemos maximizar os benefcios
para os utilizadores como conseque^ncia da incorporac~ao deste compo-
nente num sistema de pesquisa;
 n~ao incorpora imediatamente as escolhas dos utilizadores na folkson-
omy | com isto pretendemos evitar que haja um grande numero de
designac~oes unicas na folksonomy ;
 armazena a informac~ao de utilizac~ao de alternativas de designac~ao
para os conceitos em historico com vista a uma melhor escolha |
pretendemos com isto sugerir designac~oes baseadas num perodo de
tempo signicativo e n~ao apenas no passado recente;
 leva em conta o uso conjunto de duas designac~oes na denic~ao do
criterio de escolha | com isto pretendemos dar maior prioridade a
associac~ao que vai sendo feita entre as designac~oes do que a utilizac~ao
individual de cada uma (ainda que resulte num valor superior).
Esta ultima considerac~ao vem um pouco na seque^ncia da primeira e tem
como objectivo inferir, a partir da relac~ao de associac~ao existente entre o
uso conjunto de designac~oes, um padr~ao de escolhas e, consequentemente,
segmentar ainda mais (pois a primeira considerac~ao ja e neste sentido) o
tipo de utilizador.
Para melhor ilustrar a ideia em que nos baseamos, consideremos, no a^m-
bito da primeira considerac~ao que acima zemos, dois tipos de utilizadores
num sistema de pesquisa de uma entidade publica: os funcionarios e os
muncipes. Tal distinc~ao e compreensvel dados os termos intrnsecos aos
processos e procedimentos publicos serem conhecidos dos primeiros e des-
conhecidos pela maioria dos segundos. Mas nestes ultimos, podera ainda
haver lugar a uma sub-segmentac~ao se olharmos a forma como normalmente
as designac~oes s~ao escolhidas conjuntamente. Atraves da freque^ncia com que
elas se relacionam entre si, podemos concluir que algumas s~ao usadas, por
exemplo, por pessoas com uma determinada idade o que se podera entender,
dado que as pessoas mais velhas poder~ao estar ja mais familiarizadas com
os termos do que muncipes mais jovens.
Assim, atraves da detecc~ao da relac~ao entre designac~oes podemos ir mais
de encontro ao que um dado utilizador prefere, na altura de fazer sugest~oes.
8.3.2 Funcionamento geral
Existem tre^s cenarios onde a escolha de sinonimos por parte do sistema e
necessaria:
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 quando um utilizador novo acede a interface de construc~ao:
neste caso, o sistema deve eleger uma designac~ao para cada conceito.
 quando um utilizador ja registado acede a interface de cons-
truc~ao: neste caso, o utilizador pode ja ter escolhido algumas desig-
nac~oes mas para as que n~ao escolheu o sistema deve eleger uma.
 quando um utilizador quer alterar a designac~ao de um con-
ceito: neste caso, o sistema deve sugerir varias designac~oes alternati-
vas que podem ser do seu agrado.
Quando e alterada a designac~ao de um dado conceito, o utilizador tem
a oportunidade de criar uma nova designac~ao em vez de escolher uma que
ja exista. A sua escolha faz parte da sua personomy mas n~ao da folksono-
my como forma de prevenir uma grande numero de designac~oes unicas no
sistema, prevenindo o problema de sparsity. Mas se as designac~oes unicas
n~ao s~ao automaticamente incorporadas na folksonomy, o leitor poder-se-a
perguntar: quando e que estas designac~oes unicas s~ao sugeridas (o problema
do novo item)? No entanto, esta quest~ao era igualmente pertinente se as
designac~oes unicas fossem incorporadas na folksonomy uma vez que o criterio
de escolha iria considerar todas as designac~oes como iguais e as designac~oes
unicas iriam "perder"na aplicac~ao do criterio de escolha quando confrontadas
com designac~oes mais escolhidas.
Para abordar estas quest~oes, propomos apresentar ao utilizador sugest~oes
de designac~oes seleccionadas com base em varios criterios, entre as quais es-
t~ao: designac~oes escolhidas pela maior parte dos utilizadores (reduzindo o
numero de designac~oes diferentes e, consequentemente, reduzindo o prob-
lema de sparsity) e designac~oes que ainda n~ao fazem parte da folksonomy
(dando-lhes uma hipotese de serem escolhidas reduzindo assim o numero de
designac~oes unicas).
O sistema incorpora automaticamente na folksonomy novas designac~oes
quando estas s~ao usadas por uma determinada percentagem de utilizadores.
8.3.3 Estruturac~ao de informac~ao
Para armazenamento e manipulac~ao da informac~ao de designac~oes escolhidas
pelos utilizadores, por forma a escolher a designac~ao a sugerir num dado
cenario, s~ao varias as estruturas utilizadas:
 uma personomy para cada utilizador, que inclui informac~ao de historico;
 uma folksonomy para cada tipo de utilizador;
 uma lista com designac~oes que ainda n~ao fazem parte da folksonomy.
Personomy de cada utilizador
A personomy de um dado utilizador visa armazenar informac~ao das desig-
nac~oes actuais do utilizador para cada conceito, das alterac~oes que o mesmo
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vai fazendo e de uma matriz de historico.
Cada personomy e construda de acordo com as designac~oes que o uti-
lizador vai escolhendo para os varios conceitos desde o momento em que
se regista no sistema. Embora saibamos que este tipo de informac~ao n~ao
e diariamente alterado, mantemos um historial completo das alterac~oes de
designac~oes para que as sugest~oes n~ao sejam afectadas quando as mudancas
ocorrem. Esta e a soluc~ao por nos proposta de forma a que a sugest~ao tenha
em atenc~ao o numero de dias que cada designac~ao foi utilizada e n~ao ape-
nas a designac~ao corrente, ja que esta pode nem ser a mais utilizada pelo
utilizador. Para melhor claricar este aspecto, consideremos que um uti-
lizador U escolheu uma designac~ao D1 para um dado conceito C. Durante
quatro meses usou essa designac~ao e alterou-a depois para D2. As escolhas
determinadas pelo criterio de escolha imediatamente depois dessa alterac~ao
poderiam ser erradas ja que iriam descartar a (importante!) informac~ao que
D1 foi uma designac~ao usada durante um perodo longo de tempo e que
D2 esta a ser usada ha relativamente pouco tempo. Por outro lado, mesmo
que a designac~ao D1 tenha sido usada durante um perodo consideravel de
tempo, e preciso levar em conta ha quanto tempo ela n~ao e utilizada. Pode
tratar-se de uma designac~ao que ha algum tempo atras foi muito utilizada e
agora ja n~ao o e. Este aspecto levanta o importante aspecto do esquecimento
gradual.
A personomy de cada utilizador e constituda, portanto, por tre^s partes:
 um vector com a designac~ao actual para cada conceito;
 as varias mudancas de designac~oes que v~ao sendo feitas, junto com a
informac~ao do momento em que foram feitas;
 uma matriz de historico (MHU | matriz de historico do utilizador).
A matriz de historico do utilizador faz uso, como ja indicamos, de uma
func~ao de esquecimento gradual para que as designac~oes mais actuais sejam
mais relevantes para as sugest~oes fornecidas.
A matriz de historico contem:
 um valor individual para cada designac~ao/conceito | calcu-
lado utilizando um peso obtido atraves da func~ao de esquecimento e
do numero de dias que cada designac~ao foi utilizada, para esse con-
ceito. A formula utilizada para encontrar os valores individuais esta




u(C;D; i)  wi (8.1)
onde k e o numero total de dias em que a informac~ao e mantida em
historico, u e uma func~ao de utilizac~ao no dia i sobre o conceito C e a
designac~ao D, e w e a func~ao de esquecimento que permite calcular o
peso para um dado dia i.
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u = 0 quando a designac~ao D, associada ao conceito C, n~ao e utilizada
no dia i. u = 1 quando a designac~ao D, associada ao conceito C, e
utilizada no dia i.
 um valor conjunto de cada duas designac~oes de diferentes
conceitos | calculado utilizando um peso obtido atraves da func~ao
de esquecimento e do numero de dias que cada designac~ao de um dado
conceito foi utilizado conjuntamente com as designac~oes dos outros
conceitos. A formula utilizada para encontrar estes valores esta repre-




u0(C;D;D0; i)  wi (8.2)
onde k e o numero total de dias em que a informac~ao e mantida em
historico, u' e uma func~ao de utilizac~ao no dia i sobre C, D e D', e w
e a func~ao de esquecimento que permite calcular o peso para um dado
dia i.
u0 = 0 quando a designac~ao D, associada ao conceito C, n~ao e utilizada
em conjunto com D' no dia i. u0 = 1 quando a designac~ao D, associada
ao conceito C, e utilizada em conjunto com D' no dia i.
A func~ao de esquecimento gradual w utilizada e:
wi = l   i (8.3)
onde w representa o peso calculado; i representa um dado dia e l o numero
total de dias considerados. Por exemplo, se considerarmos um historico de
100 dias e pretendermos saber qual o peso que deve ser atribudo ao dia 30,
temos que l=100 e i=30 e, portanto, w=100-30=70.
Esta func~ao e proposta em [76] e aplicamos na nossa proposta essencial-
mente por servir os ns que pretendemos, por ser uma func~ao muito utilizada
e com demonstrada validade e que n~ao introduz uma elevada complexidade
computacional no sistema.
A matriz 8.4 representa, de uma forma generica, a constituic~ao da matriz
de historico de um utilizador onde nd(x) representa o numero de designac~oes
existentes para o conceito x; nc representa o numero de conceitos existentes;
vix representa o valor individual para cada designac~ao/conceito; vcy repre-
senta o valor conjunto de cada duas designac~oes de diferentes conceitos e n/a
representa uma combinac~ao que n~ao pode suceder ja que duas designac~oes
para o mesmo conceito n~ao podem ser utilizadas simultaneamente6.
6De forma semelhante, o sistema n~ao permite que dois conceitos distintos utilizem a
mesma designac~ao, pois tal causaria ambiguidade.
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0BBBBBBBBBBBBB@
c1d11    c1d1nd(1)    cncdnc1    cncdncnd(nc)



























cncdncnd(nc) vc2    vc4    n=a    vi4
1CCCCCCCCCCCCCA
(8.4)
A matriz 8.5 representa um exemplo concreto com tre^s conceitos | c1,
c2 e c3 | onde para o primeiro existem tre^s alternativas de designac~ao e
para os dois ultimos existem duas alternativas de designac~ao.
0BBBBBBBBBB@
c1d11 c1d12 c1d13 c2d21 c2d22 c3d31 c3d32
c1d11 vi1 n=a n=a vc1 vc2 vc3 vc4
c1d12 n=a vi2 n=a vc5 vc6 vc7 vc8
c1d13 n=a n=a vi3 vc9 vc10 vc11 vc12
c2d21 vc1 vc5 vc9 vi4 n=a vc16 vc17
c2d22 vc2 vc6 vc10 n=a vi5 vc21 vc22
c3d31 vc3 vc7 vc11 vc16 vc21 vi6 n=a
c3d32 vc4 vc8 vc12 vc17 vc22 n=a vi7
1CCCCCCCCCCA
(8.5)
O numero total de celulas relevantes (ncr | dado pela equac~ao 8.6) de
uma matriz de historico e dada pela soma do numero de valores individuais
(nvi | dado pela equac~ao 8.7) com o numero de valores conjuntos (nvc |
dado pela equac~ao 8.8).








nd(i)  (nvi  nd(i)) (8.8)
MHU e recalculada sempre que o utilizador altera a designac~ao de um
conceito ou quando e necessario fazer uma sugest~ao. Quando a interface
de construc~ao e apresentada a um novo utilizador, todas as designac~oes
s~ao obtidas atraves do criterio de escolha, como veremos mais adiante. No
entanto, nenhuma destas designac~oes passa a fazer parte da personomy do
utilizador a n~ao ser que o mesmo o diga explicitamente ou apos utilizar o
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sistema varias vezes sem fazer alterac~oes as designac~oes. Nesta situac~ao,
o sistema assume que as designac~oes correntes constituem a personomy do
utilizador evitando assim um grande numero de utilizadores sem personomy
o que iria comprometer todo o criterio de escolha do gestor de sinonimos.
Folksonomies do sistema
O numero de folksonomies do sistema depende do numero de tipos de uti-
lizadores existentes. A folksonomy de um dado tipo T (FT) e a combinac~ao
das personomies de todos os utilizadores associados ao tipo T.
FT possui informac~ao de todas as personomies de todos os utilizadores de
tipo T, sendo essa informac~ao utilizada para construir uma matriz (MFT)
que representa a combinac~ao de todas as matrizes constantes das person-
omies, usando valores medios. O algoritmo para preencher MFT e o seguinte:
Para cada linha i em MFT
Para cada coluna j em MFT
se a celula (i,j) contem valor individual ou conjunto





onde nu = numero de utilizadores em T, MHU(u) e a matriz de historico
do utilizador u e MHU(u) (i,j) e o valor da celula correspondente a linha i
e coluna j de MHU(u).
Como ja referimos anteriormente, pode haver designac~oes constantes de
uma personomy que n~ao devem ainda ser includas na folksonomy, pelo que
esses valores n~ao s~ao tidos em conta pelo algoritmo anterior.
Assim, nesta matriz pretendemos representar a informac~ao agregadora
de todas as personomies dos utilizadores de um dado tipo de forma a que esta
matriz possua informac~ao das designac~oes mais utilizadas em media, quer
isoladamente ou em conjunto com outras de outros conceitos, por todos os
utilizadores de um dado tipo.
Tendo em conta a informac~ao que alimenta esta matriz, a mesma deve
ser recalculada parcialmente sempre que existir alguma alterac~ao na matriz
de historico de algum utilizador do tipo a que a folksonomy se refere.
Lista de designac~oes n~ao constantes de folksonomies
Apenas existe uma lista de designac~oes n~ao constantes de folsonomies no
sistema com o intuito de armazenar designac~oes que s~ao utilizadas por muito
poucos utilizadores. O principal proposito desta lista e justamente evitar que
essas designac~oes integrem directamente uma folksonomy do sistema o que
poderia levar a que houvesse um grande numero de designac~oes unicas, o
que iria agravar o problema de sparsity.
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Assim, sempre que um utilizador cria uma nova designac~ao para um
conceito, esta e adicionada a sua personomy e a esta lista mas n~ao a ne-
nhuma folksonomy, ate que haja um numero suciente de utilizadores que
a escolham.
8.3.4 Cenarios de aplicac~ao do criterio de escolha
Como ja referimos anteriormente, existem tre^s momentos onde e necessaria
a aplicac~ao do criterio de escolha. Vejamos detalhadamente o que sucede
em cada um.
 Quando um novo utilizador interage com o sistema, e-lhe perguntado
a que tipo ele pertence de forma a construir a sua personomy inicial
atribuindo-o desde esse momento a um grupo. Seguidamente, e-lhe
apresentada a interface de construc~ao da express~ao de pesquisa onde
a designac~ao de cada conceito e sugerido por um criterio orientado
para novos utilizadores.
 Quando um dado utilizador U, ja registado, acede a interface para
construir a express~ao de pesquisa, cada conceito C da ontologia e-lhe
apresentado segundo a aplicac~ao de um dado criterio:
1. a designac~ao escolhida pelo utilizador U para o conceito C, que
se encontra representada na sua personomy | PU(C)
2. se n~ao existe o anterior, a primeira designac~ao obtida pelo criterio
de escolha utilizando utilizadores similares;
3. se n~ao existe nenhum dos anteriores, a designac~ao por omiss~ao do
conceito (obtida da anotac~ao anot short descr associada a todas
as classes e propriedades para evitar o uso de express~oes directa-
mente provenientes da ontologia quando n~ao existe sugest~ao para
um dado conceito).
 Ao alterar a designac~ao de um dado conceito, s~ao apresentadas ao
utilizador varias sugest~oes:
{ a designac~ao corrente;
{ a designac~ao por omiss~ao para o conceito obtida da ontologia;
{ as primeiras designac~oes7 obtidas pelo criterio de escolha uti-
lizando utilizadores similares;
{ as primeiras designac~oes obtidas pelo criterio de escolha uti-
lizando todos os utilizadores do mesmo tipo;
{ as primeiras designac~oes obtidas pelo criterio de escolha usan-
do apenas designac~oes constantes das personomies dos
utilizadores que ainda n~ao fazem parte da folksonomy .
7No prototipo apresentamos duas de cada tipo de tal forma que se sugere um total de
8 opc~oes numa caixa de sugest~oes.
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Se n~ao pretender utilizar nenhuma das opc~oes sugeridas, o utilizador
pode adicionar uma nova designac~ao, que passara a fazer parte da sua
personomy.
8.3.5 Os criterios de escolha
Tal como se mostra na secc~ao anterior, foram denidos 4 criterios diferentes:
 criterio orientado a novos utilizadores;
 criterio utilizando utilizadores similares;
 criterio utilizando utilizadores do mesmo tipo;
 criterio utilizando designac~oes n~ao constantes da folksonomy ;
Nesta secc~ao explicamos estes criterios e justicamos a sua necessidade.
O criterio de escolha orientado para novos utilizadores
Este criterio visa fazer sugest~oes para cada conceito da ontologia, para um
novo utilizador do sistema. A nossa abordagem e baseada inicialmente na
designac~ao mais relevante (que adiante designaremos de DRT), que combina
a freque^ncia de utilizac~ao com um peso. Esta abordagem foi tambem usada
em algumas estrategias de recomendac~ao [45] e e baseada no princpio da
prova social, introduzida em [29], que defende que nos determinamos o que
e correcto atraves do que os outros acham ser correcto.
Assim, apos actualizar a folksonomy do tipo do utilizador T dado pela
matriz MFT, determinamos DRT, que e dado pelo valor individual (valor
na diagonal principal) em MFT com o valor mais elevado, ou seja, con-
siderando DP a diagonal principal de MFT:
DRT = max(DP ) (8.10)
Depois da obtenc~ao de DRT, o sistema analisa, para cada conceito exis-
tente, o valor conjunto com DRT. Novamente baseando-nos no princpio
da prova social, a designac~ao sugerida para um dado conceito C, e que de-
nominamos DS(C), e aquela que apresenta um maior valor.
Seja DRT a designac~ao Dd do conceito Cc.
Para os restantes conceitos Ci existentes, onde 1 <= i <= nc excluindo
Cc
DS(Ci) = max(fMFT(CcDd, CiD1), MFT(CcDd, CiD2), ..., MFT(CcDd,
CiDnd(i))g )
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Resumindo, de forma a eleger designac~oes para novos utilizadores, de-
nimos um criterio que segue os seguintes tre^s passos:
1. actualizac~ao de MFT, onde T e o tipo a que o utilizador se associa no
momento de registo.
2. obtenc~ao da designac~ao mais relevante (DRT) de entre as utilizadas
para todos os conceitos usando MFT.
3. obtenc~ao, para todos os outros conceitos, da designac~ao mais vezes
usada em conjunto com DRT, que passaria a formar o vector de de-
signac~oes actuais, uma das partes da personomy do novo utilizador.
Para ilustrar esta situac~ao, consideremos a informac~ao de dois utilizado-
res, ilustrado na gura 8.7, relativamente a escolha de designac~oes para dois
conceitos distintos ao longo de 365 dias, tendo cada conceito tre^s designac~oes
distintas8.
Relativamente a sugest~ao para C2, e possvel observar que se escolhe
a designac~ao D23 apesar de D21 ter um valor individual superior a D23
(26272.5 contra 19695). Ainda assim, o criterio considera que a relac~ao de
D23 com DRT e um factor primario para a escolha. Apenas se ambas as
designac~oes tivessem um valor conjunto com DRT igual, o criterio de escolha
usaria essa informac~ao para decidir qual sugerir.
Com este criterio o que se pretende e sugerir designac~oes para um novo
utilizador, usando para isso o conceito de prova social, ou seja, que um
utilizador novo ira achar adequadas as designac~oes que a maior parte dos
outros utilizadores acharam.
O criterio utilizando utilizadores similares
Este criterio utiliza a noc~ao de utilizadores similares que consideramos serem
utilizadores que partilham grande parte das designac~oes escolhidas para re-
presentar os conceitos. Esta e a aproximac~ao tpica de um sistema colabo-
rativo. Assim, por exemplo, quando um dado utilizador pretende alterar a
designac~ao para um conceito, determinamos os utilizadores similares a ele
pois a designac~ao que esses utilizadores escolheram, sera tambem possivel-
mente do agrado do utilizador que esta a alterar o conceito, ja que, sendo
similares, partilham varias designac~oes em comum.
8A reduzida dimens~ao do exemplo deve-se ao tamanho da matriz gerada que, com um
elevado numero de utilizadores/conceitos torna-se de difcil representac~ao e explicac~ao.
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Figura 8.7: Criterio de escolha para novos utilizadores
Para determinar a similaridade entre dois utilizadores utilizamos o coe-
ciente de correlac~ao de Pearson [110] que e uma medida classica para en-
contrar relac~oes entre duas variaveis ou conjunto de variaveis. O coeciente
de correlac~ao tem valores entre -1 e 1. O sinal positivo (+) ou negativo (-)
da correlac~ao dene a direcc~ao da relac~ao. Quando a correlac~ao e positiva,
signica que a medida que o valor de uma variavel aumenta, o outro tam-
bem aumenta. Se a correlac~ao for negativa, indica que quando uma variavel
aumenta, a outra diminui. Assim, e de acordo com a interpretac~ao do coe-
ciente de correlac~ao de Pearson, consideramos que utilizadores similares s~ao
Gestor de sinonimos 219
os que possuem vectores de designac~oes com uma correlac~ao aproximada ao
valor 1, uma vez que pretendemos encontrar utilizadores que usem uma dada
combinac~ao de designac~oes por um numero de dias o mais aproximado pos-
svel. Resumindo, este criterio pressup~oe os seguintes passos, relativamente
a um dado utilizador U:
1. obtenc~ao dos utilizadores do tipo T, onde T e o tipo do utilizador U;
2. obtenc~ao do conjunto de utilizadores similares a U (SU);
3. obtenc~ao do conjunto de designac~oes sugeridas para o utilizador U e
para o conceito C (RUC), usando SU.
O conjunto SU (equac~ao 8.11) e composto apenas pelos n utilizadores
que possuem uma correlac~ao positiva, que supere um dado valor a, com
o utilizador U, ordenado pelo valor da correlac~ao. RUC (equac~ao 8.12) e
composto pelas designac~oes de cada um dos utilizadores em SU, pela mesma
ordem.
SU = fU 0 2 UTU : U;U 0 > ag (8.11)
onde UTU e o conjunto de utilizadores do tipo do utilizador U.
RUC = fu 2 SU : Pu(C)g (8.12)
onde Pu(C) e a designac~ao para o conceito C na personomy (vector de
designac~oes actuais) do utilizador u.
Como exemplo, consideremos alguns conceitos e designac~oes alternativas
(tabela 8.4) e cinco utilizadores e as suas respectivas personomies (tabela
8.5) (assumindo que todos partilham o mesmo tipo).
Descric~ao do conceito Desig. 1 Desig. 2 Desig. 3
Conceito 1 (quantidade de din-
heiro que algo traria se vendido)
preco custo valor mon-
etario






Conceito 3 (local onde se consul-
tam livros)
livraria biblioteca loja de livros
Tabela 8.4: Conceitos e designac~oes alternativas
Conceitos Sara Pedro Diana Jo~ao Marco
Conceito1 D1 D3 D3 D2 D3
Conceito2 D2 D3 D2 D1 D1
Conceito3 D2 D1 D3 D1 (*)9
Tabela 8.5: Personomies de cinco utilizadores
9(*) Designac~ao em alterac~ao
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Figura 8.8: Criterio de utilizadores similares
Se o utilizador Marco pretendesse alterar a designac~ao do Conceito 3,
o sistema comeca obter os utilizadores do tipo do utilizador Marco que, no
exemplo dado, s~ao a Sara, Pedro, Diana e Jo~ao. Seguidamente, e calculado
o conjunto SU, onde U=Marco, que e composto apenas pelos utilizadores
que possuem uma correlac~ao positiva com o utilizador Marco, ordenado pelo
valor da correlac~ao (ver gura 8.8). No exemplo dado, SU = fDiana, Jo~aog
e, portanto, RUC=floja de livros, livrariag.
Este criterio utiliza-se em dois cenarios diferentes. No caso de um cenario
de utilizador ja registado sem valor na sua personomy para esse conceito, se-
ria utilizada a primeira designac~ao | loja de livros. No caso de um cenario
de alterac~ao de designac~ao de um conceito seriam sugeridas duas designac~oes
ordenadas pela correlac~ao | loja de livros e livraria.
O criterio utilizando utilizadores do mesmo tipo
Este criterio pretende sugerir designac~oes quando um utilizador registado
pretende alterar a designac~ao para um dado conceito. Utilizamos neste
criterio a freque^ncia de utilizac~ao como factor de escolha de uma dada de-
signac~ao de entre as varias para o conceito em causa.
Como ja referimos, nesse cenario s~ao sugeridas ao utilizador varias opc~oes
sendo que uma delas provem deste criterio cujo objectivo e apresentar ao uti-
lizador as designac~oes mais escolhidas por utilizadores do mesmo tipo. Como
tambem ja referimos, utilizamos a noc~ao de diferentes tipos de utilizadores
pois cada tipo pode usar express~oes diferentes para designar os conceitos e,
desta forma, ao utilizarmos apenas a informac~ao de utilizadores do mesmo
tipo, esperamos sugerir designac~oes com que o utilizador se identique.
Para obter as sugest~oes, este criterio utiliza um subconjunto da matriz
que representa a folksonomy do tipo de utilizador em causa MFT, relativo
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ao conceito que esta a ser alterado, mais concretamente a diagonal desse
subconjunto a partir da qual obtem os valores mais elevados.
Resumindo, este criterio pressup~oe os seguintes passos, relativamente a
um dado utilizador U:
1. actualizac~ao de MFT, onde T e o tipo do utilizador U.
2. obtenc~ao do sub-conjunto de MFT relativo apenas ao conceito C, que
denominamos de MFT(C)
3. obtenc~ao do conjunto de designac~oes sugeridas (R'UC) usando MFT(C).
Devido a denic~ao de MFT, esta informac~ao torna-se de facil obtenc~ao.
Assim, para calcular R'UC e necessario actualizar a matriz MFT(C) e
sugerir as designac~oes que te^m um valor mais elevado. Na seguinte matriz,
M-FT(C1) encontra-se representado a negrito.0BBBBBBBBBBBBB@
c1d11 c1d12    c1d1 nd(C1) c2d21    cncdnc nd(nc)
c1d11 A n/a    n/a B    C
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Considerando esta matriz, R'UC seria formado pelos valores A, D, ..., G
ordenados por ordem crescente de valor. Ao utilizador seriam sugeridas as
primeiras designac~oes de R'UC.
Como exemplo, considere-se a gura 8.9, que representa o sub-conjunto
de MFT relativo ao conceito C1.
Figura 8.9: Criterio de utilizadores do mesmo tipo
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R'UC seria composto neste caso por fD2, D3, D1g. No caso de um
cenario de alterac~ao de designac~ao de conceito, seriam sugeridas as primeiras
de forma ordenada (por exemplo as duas primeiras: D2 e D3).
O criterio utilizando designac~oes n~ao constantes da folksonomy
Este criterio visa sugerir as designac~oes escolhidas por alguns utilizadores
(e que por isso fazem parte da sua personomy) que n~ao pertencem ainda a
folksonomy por serem ainda utilizadas por um numero reduzido de pessoas.
As designac~oes obtidas atraves desde criterio s~ao utilizadas para sugerir
alternativas de designac~oes no cenario de alterac~ao de designac~ao para um
dado conceito e visa reduzir o numero de designac~oes unicas no sistema
(sparsity) e para ultrapassar o problema do novo item.
Para obter as designac~oes a sugerir, este criterio faz uso de uma matriz
que contem o numero de utilizadores que utilizam uma dada designac~ao de
um dado conceito que ainda n~ao esta na folksonomy, sendo este um factor
decisivo na escolha da designac~ao a sugerir.
Resumidamente, este criterio pressup~oe os seguintes passos, relativa-
mente a um dado utilizador U:
1. actualizac~ao de MFP | matriz com as designac~oes constantes de per-
sonomies mas que ainda n~ao foram incorporadas na folksonomy |
sendo que apenas existe uma insta^ncia desta matriz no sistema.
2. obtenc~ao do sub-conjunto MFP(C) de MFP que diz respeito a um
dado conceito C;
3. obtenc~ao do conjunto de designac~oes sugeridas, para o utilizador U e
para o conceito C, que denominaremos R"UC.
A matriz MFP, da qual um exemplo e apresentado na equac~ao 8.13, e
actualizada sempre que e necessario aplicar este criterio ou sempre que um
utilizador incorpore na sua personomy uma dada designac~ao presente nesta
matriz ja que pode ser necessario remove^-la desta mesma matriz (se passar
a ser utilizada por um dado numero de utilizadores). Alem disto, quando
um utilizador adiciona uma nova designac~ao, uma nova linha e adicionada
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onde m e o numero de conceitos com designac~oes que n~ao fazem parte
da folksonomy e ndf(C) e o numero de designac~oes do conceito C que n~ao
fazem parte da folksonomy.
A cada entrada da matriz e associado um valor numerico Xi que repre-
senta o numero de utilizadores que usam a designac~ao em causa. R"UC e
dado por 8.14 e e um conjunto ordenado.
R00UC = fMFP (cCd1); :::MFP (cCdndf(C))g (8.14)
Ao utilizador seriam sugeridas as designac~oes com maior valor de R"UC.
Como exemplo, considere-se a gura 8.10 que apresenta o numero de
vezes que cada alternativa de designac~ao e utilizada para dois conceitos.
Neste caso, se por exemplo se apresentar dois valores no momento de alter-
ac~ao de designac~ao de conceito, R"UC1
=fD3, D2g e R"UC2=fD3, D4g.
Figura 8.10: Criterio de designac~oes n~ao constantes da folksonomy
Esta matriz, como facilmente se constata, podera ter varias linhas com o
mesmo valor (tipicamente 1), pelo que nestas situac~oes poderia ser utilizada
uma escolha aleatoria para determinar a designac~ao a sugerir, de forma a que
todas elas tenham, em media, as mesmas oportunidades de ser sugeridas.
8.3.6 Considerac~oes de implementac~ao
A soluc~ao que propomos para este componente faz uso de matrizes como
estrutura para armazenamento de informac~ao. Estas estruturas, como e
sabido, tendem a crescer rapidamente em termos de espaco ocupado pelo
que esta e uma preocupac~ao a ter em conta numa fase de implementac~ao.
O sistema apoia-se na informac~ao do conjunto das personomies, das folk-
sonomies e das designac~oes que n~ao fazem ainda parte desta ultima. A
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personomy de cada utilizador consiste nas designac~oes actuais, na lista de
alterac~oes que vai sendo feita e na matriz de historico.
Vejamos, aproximadamente, quanto ocuparia a implementac~ao teorica
proposta considerando um exemplo de uma ontologia com 200 conceitos e
uma media de 5 alternativas para cada um. Assim, teramos:
 personomy
{ O vector de designac~oes actuais pressup~oe o armazenamento
de 200 conceitos. Se cada um ocupar 2 bytes temos 400 bytes no
total.
{ Se cada alterac~ao de designac~ao armazenar a data de incio, data
de m e designac~ao, se esta informac~ao ocupar 4 bytes e se consi-
derarmos, por exemplo, uma media elevada de alterac~oes ao ano,
como por exemplo uma por dia durante um ano, teramos uma
lista de alterac~oes com 365*4=1460 bytes.
{ A matriz de historico teria 995.000 celulas relevantes. Se cada
celula ocupar 2 bytes, a matriz iria ocupar cerca de 2 MB.
 folksonomy
{ seguindo o raciocnio acima, cada folksonomy do sistema teria
tambem aproximadamente 2MB.
 lista de designac~oes ainda n~ao constantes da folksonomy
{ Esta lista teria cerca de 400 bytes, se considerarmos que, em
media, existe uma alternativa de designac~ao de cada conceito e
que cada uma ocupa 2 bytes.
Esta breve analise demonstra que a implementac~ao directa da soluc~ao
teorica seria demasiado dispendiosa, sobretudo se tivermos em conta que
ha uma personomy por cada utilizador, com aproximadamente 2MB cada.
Ainda que esteja dependente da forma como o sistema e implementado,
muito provavelmente essa personomy teria de passar pela maquina cliente
do utilizador o que suporia a sua transfere^ncia.
No entanto, ao fazermos a analise de cada criterio apresentado, percebe-
mos que nem toda a informac~ao acima tem de ser guardada, ja que da
forma como os criterios foram denidos n~ao exige que toda a informac~ao
seja necessaria e que parte da que e necessaria pode calcular-se a partir de
outra. Assim:
 o criterio de novos utilizadores e o que manipula mais informac~ao pois
tem em conta as personomies dos varios utilizadores a partir das quais
s~ao construdas as folksonomies. Mas, na verdade, necessitamos ape-
nas da diagonal de cada uma destas estruturas e da linha que tiver o
maior valor na diagonal de cada uma das folksonomies, o que reduz
em muito a quantidade de valores armazenados;
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 o criterio de utilizadores similares necessita apenas da parte da per-
sonomy que guarda as designac~oes actuais, que requer muito pouco
espaco;
 o criterio de utilizadores do mesmo tipo faz apenas uso da diagonal da
matriz da folksonomy ;
 o criterio de designac~oes n~ao constantes da folksonomy necessita da
lista de designac~oes que ainda n~ao fazem parte da folksonomy.
Considerando ent~ao que podemos armazenar so a diagonal de cada per-
sonomy, temos que:
 cada personomy ca reduzida a 1000 celulas relevantes o que perfaz
3Kb.
 em cada folksonomy haveria a acrescentar a linha com maior valor na
diagonal o que duplicaria o tamanho, ou seja, 6Kb.
Ainda assim, estamos a falar de uma grande diminuic~ao em relac~ao a
soluc~ao teorica.
Obviamente que a soluc~ao adoptada, no que se refere ao espaco de ar-
mazenamento, parte do princpio que a informac~ao necessaria e calculada
sempre que a situac~ao o exige pelo que devemos agora analisar este fac-
tor. Fazendo algumas simulac~oes para o caso da implementac~ao directa da
soluc~ao teorica, obtemos, para a operac~ao mais complexa que e o calculo
completo da folksonomy, um tempo de 28 segundos. No entanto, esta n~ao
e uma operac~ao necessaria de executar muitas vezes, mas apenas quando se
adicionar um novo utilizador ou periodicamente. Por outro lado, uma opera-
c~ao mais habitual como sendo uma alterac~ao de designac~ao, anda na ordem
dos 3.9 segundos. Ainda que estes valores nos parecam admissveis, se for
utilizada uma ontologia muito grande ou ent~ao muitos utilizadores, podere-
mos considerar diversas soluc~oes alternativas, tendo sempre em conta que
ha um claro trade-o entre espaco de armazenamento e tempo de execuc~ao.
Assim, por exemplo:
1. N~ao armazenar alterac~oes que duram muito pouco tempo, ou seja, con-
siderar um perodo mnimo. Assim, uma alterac~ao que seja escolhida
hoje e amanh~a seja alterada e porque n~ao foi do agrado do utilizador
e pode, por isso, nem ser considerada.
Tal abordagem implicaria que a alterac~ao n~ao fosse imediatamente
propagada o que contribuiria para um menor numero de alterac~oes no
sistema.
2. Trabalhar com uma folksonomy um pouco obsoleta, sendo actualizada
apenas, por exemplo, uma vez por dia, evitando-se desta forma o recal-
culo sempre que fosse efectuada uma alterac~ao de designac~ao. Assim,
esta soluc~ao permitia poupar tempo nas actualizac~oes e n~ao compro-
metia as sugest~oes efectuadas ja que a informac~ao do dia anterior n~ao
iria mudar radicalmente o retorno dos criterios.
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3. Adoptar uma soluc~ao incremental, que nos parece a mais prom-
etedora. Assim, deveria haver uma melhoria da estruturac~ao do ar-
mazenamento da informac~ao de forma a favorecem a obtenc~ao de in-
formac~ao, nomeadamente dos pesos, ja que essa e uma operac~ao de-
morada por ter de fazer a comparac~ao de datas.
Por exemplo, a personomy pode apenas guardar a data de ultima ac-
tualizac~ao e as designac~oes actuais de cada conceito. Se as matrizes
que armazenam cada folksonomy (MFT) forem todas guardadas, uma
alterac~ao de designac~ao por parte de um utilizador implica apenas
uma alterac~ao em MFT n~ao sendo preciso o seu recalculo total. Esta
e uma abordagem incremental, tambem usada em [126], que consegue
melhorar signicativamente os tempos mesmo com o aumento de in-
formac~ao.
Estaramos neste caso a falar, em termos de espaco ocupado, de 3Kb
para a personomy, que e a estrutura que mais importa ter um tamanho
reduzido, e cerca de 4Mb para uma folksonomy, que se guardaria por
completo. Em termos de tempo, uma alterac~ao sem originar novo
maximo na diagonal levaria cerca de 1,1 segundos e o calculo da nova
linha cerca de 35 milisegundos.
8.4 Conclus~ao
Sendo a usabilidade um importante aspecto em quase todos os sistemas
actuais, os componentes que descrevemos nesta tese permitem melhorar a
esse nvel os sistemas guiados de pesquisa sema^ntica.
Referimos neste captulo que aliar a construc~ao graca ao uso da lin-
guagem natural e uma vantagem e que o sistema LingoLogic e o sistema
guiado actual que mais se aproxima pois tem uma interface baseada em
menus que permite ao utilizador construir a express~ao ao mesmo tempo que
apresenta a correspondente express~ao em linguagem natural. As regras que
apresentamos no a^mbito do componente de gerac~ao de linguagem natural,
apresentam a vantagem de considerar tambem alguns aspectos de funciona-
lidade que fazem parte desta arquitectura, como sendo as pesquisas compa-
rativas, relac~oes de um-para-muitos entre classes da ontologia e propriedades
n~ao funcionais. As express~oes geradas por este componente s~ao por isso mais
completas do que as geradas nos outros sistemas guiados actuais ja que existe
um suporte para novas funcionalidades. E tambem importante referir que
um dos aspectos que mais tivemos em conta no desenho do componente foi
garantir que a express~ao gerada fosse de facil leitura e imediato entendimento
por parte do utilizador, propondo para isso uma serie de transformac~oes ao
construir uma frase.
A possibilidade de denic~ao de sinonimos e tambem um aspecto im-
portante a nvel de usabilidade e, por outro lado, inexistente nos actuais
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sistemas guiados. A utilizac~ao dos conceitos de folksonomies e personomies
revelou-se adequado, ja que permite uma maior liberdade aos utilizadores na
utilizac~ao de designac~oes ou termos alternativos do que em sistemas fechados
como uma lista de sinonimos, tendo-nos permitido alem disso denir diferen-
tes criterios de sugest~ao, que podem aproveitar as possibilidades destas es-
truturas, e que cobrem cenarios distintos de utilizac~ao do sistema, tornando










Este captulo apresenta o e-government local como domnio
de aplicac~ao da soluc~ao que propomos. Referimos os princi-
pais objectivos do e-government e o papel que os portais go-
vernamentais te^m no atingir desses objectivos. Finalmente,
explicamos o caso concreto de e-goverment local em que nos
baseamos para desenvolvimento do prototipo.
De forma a aplicarmos as soluc~oes teoricas que propusemos para solucionar
os problemas identicados ao nvel da funcionalidade e usabilidade, tornou-se
necessario escolher um domnio de aplicac~ao para o sistema. Dada a neces-
sidade de pesquisar informac~ao ser algo transversal a inumeros domnios, a
escolha era vasta. A participac~ao que o Instituto Politecnico de Viana do
Castelo mantem com o projecto Valimar Digital | nanciado pelo Programa
Operacional da Sociedade do Conhecimento - Medida Cidades e Regi~oes Di-
gitais | ao qual a autora se encontra ligada, foi factor decisivo para a escolha
da area do e-government no a^mbito da administrac~ao local. A possibilidade
de obter informac~oes precisas sobre a implementac~ao do projecto apresentou-
-se como um importante factor para que as soluc~oes que propomos possam
ter um caso real de aplicac~ao.
9.1 O e-government local como domnio de apli-
cac~ao
O e-government visa introduzir signicativas melhorias no que toca a troca
de informac~ao e a prestac~ao de servicos aos cidad~aos mas tambem a disponi-
bilizac~ao de interfaces comuns e partilha de dados entre departamentos go-
vernamentais que colaboram entre si. O e-government n~ao tem como m
as TIC mas sim o seu uso, no sentido de que combinado com alterac~oes na
organizac~ao e com o aparecimento de novas compete^ncias, seja possvel pro-
porcionar aos cidad~aos melhores servicos publicos. [47] dene e-government
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como a utilizac~ao das tecnologias de informac~ao e comunicac~ao na Admi-
nistrac~ao Publica, incluindo o impacto das transformac~oes na organizac~ao e
prestac~ao de servicos ao cidad~ao e a quem com ele se relacione, de maior qua-
lidade, que potencie a operacionalizac~ao de polticas publicas de um modo
mais ecaz, eciente e a menor custo.
Considerando um sector publico que recorra ao e-government, s~ao obser-
vaveis varias vantagens no mesmo [32]:
 mais aberto e transparente: tornando o governo, perante o cidad~ao,
mais facil de entender e de responsabilizar, mais aberto ao escrutnio
e a participac~ao democratica;
 ao servico de todos: centrado no utilizador n~ao excluindo ninguem dos
seus servicos, respeitando todos os indivduos e oferecendo servicos
personalizados;
 mais produtivo: tirando o maximo retorno do dinheiro dos seus con-
tribuintes. Tal implica menos tempo em las de espera, menos erros de
funcionamento, mais tempo para a interacc~ao face a face com os seus
clientes, bem como assegurar aos seus prossionais uma actividade
mais recompensadora.
Decorrente do proprio conceito de e-government que fomenta a interacc~ao
digital entre os varios intervenientes nos processos governamentais e polti-
cos, pode considerar-se tre^s tipos distintos de interacc~oes de base electronica,
tal como proposto pelas Nac~oes Unidas, no seu relatorio sobre a adopc~ao
mundial do e-government [92]:
 governo-a-governo (Government to government | G2G): representa
a interacc~ao entre diferentes instituic~oes do sector publico atraves da
qual trocam informac~ao.
 governo-a-negocio ( Government to business | G2B): representa a
interacc~ao entre o governo e as empresas atraves da qual o primeiro
adquire servicos por via electronica.
 governo-a-cidad~ao (Government to citizen | G2C): representa a in-
teracc~ao entre o governo e o cidad~ao atraves de ferramentas que visam
levar ao cidad~ao variadas informac~oes importantes e facilitadoras da
execuc~ao de varias tarefas do seu dia-a-dia. Muitas vezes envolve um
portal onde essa informac~ao esta armazenada e acessvel, disponibi-
lizando ainda uma forma de ter acesso a varios servicos publicos por
esta via.
Em virtude da adopc~ao das TIC, a administrac~ao publica esta a sofrer uma
grande mudanca, nomeadamente na prestac~ao de servicos aos cidad~aos. Em
boa verdade, esta era uma mudanca que se impunha, considerando a ine-
cie^ncia e morosidade dos processos intrnsecos ao dia-a-dia dos cidad~aos (pe-
dido/alterac~ao de um contador de agua, pedido de ocupac~ao da via publica
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para cargas e descargas, averbamento de um taxi, pedido de transladac~ao,
alargamento do horario de funcionamento de um estabelecimento, etc.) ou
mesmo dos funcionarios publicos (pedido de ferias, pedidos de abono, li-
cencas de maternidade/paternidade, etc.). Estes exemplos representam uma
nma parte dos processos que d~ao entrada nas Ca^maras Municipais diaria-
mente. O papel associado a estes processos assim como o tratamento manual
dos mesmos e impraticavel nos dias de hoje.
O e-government trouxe uma nova vis~ao a esta realidade, adoptando as
TIC de forma a simplicar e automatizar estes procedimentos, contribuindo
para um dos principais lemas que rege o e-government : "o cidad~ao em
primeiro lugar". Este foco no cidad~ao esta na base do e-government lo-
cal. Segundo Gouveia refere em [47], para um desenvolvimento estruturado
do e-government local, e necessario considerar a existe^ncia da e-autarquia
e das iniciativas das cidades digitais, denindo o a^mbito de cada um destes
conceitos e enquadrando os seus objectivos. Segundo [46], a autarquia di-
gital (e-autarquia) prepara o funcionamento orga^nico e quotidiano de uma
autarquia para o suporte do digital, alterando praticas de forma mais pro-
funda que a simples inclus~ao de um canal Web (Internet) ou a agilizac~ao
e racionalizac~ao de processos. Nesta seque^ncia, Gouveia refere que as Ca^-
maras Municipais e as Juntas de Freguesia representam igualmente um papel
fundamental no desenvolvimento e implementac~ao do e-government local.
No que se refere a prestac~ao de servicos e a transmiss~ao de informac~ao aos
cidad~aos, estes s~ao normalmente efectuados atraves de portais governamen-
tais que possuem variadas informac~oes importantes e uteis para o cidad~ao
assim como a disponibilizac~ao de servicos on-line, colocando um ponto -
nal nas interminaveis las e papeis a que ja nos amos, sem outro remedio,
habituando.
Os portais governamentais assumem grande importa^ncia no que se pre-
tende que seja a nova interacc~ao entre a administrac~ao publica e o cidad~ao.
Alem das informac~oes uteis para os cidad~aos em diversas areas como sendo a
cultura, desporto, educac~ao, turismo, ambiente, protecc~ao civil, etc., surge,
com o e-government, a importante tarefa de alterar a interacc~ao com os
cidad~aos atraves da disponibilizac~ao de servicos que anteriormente eram
efectuados nas proprias instituic~oes publicas. Todos os servicos que um
cidad~ao necessitar de uma dada instituic~ao publica dever~ao passar a estar
presentes no portal governamental, sendo que toda a interacc~ao, desde a
realizac~ao do pedido ate a recepc~ao da resposta, passara pelo mesmo. Re-
ectindo na enorme quantidade de informac~ao e servicos disponibilizados
aos cidad~aos e/ou funcionarios, facilmente vericamos que outras funciona-
lidades assumem extrema importa^ncia nestes portais. Um desses exemplos
e a pesquisa de informac~ao. Esta pesquisa pode focar-se sobre as diver-
sas areas acima referidas assim como sobre os servicos requisitados pelos
muncipes atraves do proprio portal. Se pensarmos na simples actividade
de um funcionario pretender aceder a todos as requisic~oes de servicos que
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deram entrada desde uma dada data, podemos e estamos certamente a falar
de pesquisas morosas dada a quantidade de informac~ao em causa.
Referimos acima a importa^ncia que os portais governamentais desem-
penham no government local. Embora constitua um objectivo a atingir,
n~ao e, no entanto, o unico. Gouveia aponta tre^s objectivos principais:
 transformac~ao de servicos com o proposito de tornar os servicos mais
acessveis e mais faceis de usar. O principal objectivo e melhorar a
experie^ncia de interacc~ao com o indivduo e assegurar a facilidade de
partilha de informac~ao com todos os envolvidos (muncipes e empresas
locais, cidad~aos, muncipes deslocados, turistas, instituic~oes exteriores
ao territorio, nomeadamente outros org~aos do poder local e central);
 renovac~ao da democracia local atraves do fomento das oportunidades
de discuss~ao e participac~ao de todos e de forma aberta na tomada de
decis~ao. Aliado a oportunidade de uma maior abertura do poder local
esta a possibilidade do incremento da sua responsabilizac~ao e da sua
capacidade de liderar as comunidades locais;
 promover a capacidade economica local atraves da oferta de melhores
infra-estruturas tecnologicas, quer pelos investimentos a realizar, quer
pelo esforco da sua manutenc~ao e desenvolvimento. Ha ainda a con-
siderar o desenvolvimento de compete^ncias nas areas do digital e a
xac~ao de prestadores deste tipo de servicos, melhorando a capacidade
local para a oferta de servicos na area.
9.2 O sistema PRECISION
Para denir o domnio de aplicac~ao especco do nosso prototipo dentro da
vasta area que constitui o e-government local baseamo-nos no projecto Va-
limar Digital1, um dos mais ambiciosos projectos da Comunidade Urbana
Valimar (a Valimar ComUrb, constituda a 11 de Marco de 2004, ao abrigo
da Lei n. 10/2003 de 13 de Maio e composta por seis municpios | Ar-
cos de Valdevez, Caminha, Esposende, Ponte da Barca, Ponte de Lima e
Viana do Castelo), pela sua importa^ncia a nvel regional e pelos objectivos
que norteiam a sua realizac~ao. Ao candidatar o Valimar Digital ao POSI2
| programa de investimento da FCT3 que apoia com fundos comunitarios
e fundos nacionais as acc~oes do programa operacional do Quadro Comu-
nitario de Apoio III (QCA III) com o mesmo nome |, a Valimar ComUrb
propo^s-se a alcancar novos desaos do qual se destaca o aumento da com-
petitividade da regi~ao, atraves da disseminac~ao da Sociedade da Informac~ao
1http://www.valimardigital.pt/portal/page/portal/valimardigital
2Programa Operacional da Sociedade do Conhecimento |
http://www.fct.mctes.pt/pt/programasinvestimento/posi/
3FCT e um acronimo para Fundac~ao para a Cie^ncia e Tecnologia -
http://alfa.fct.mctes.pt/
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e do Conhecimento. Nesta seque^ncia, foram denidas quatro vertentes de
intervenc~ao:
 Vertente 1 - Dinamizac~ao Regional
 Vertente 2 - Governo Electronico em Banda Larga
 Vertente 3 - Acessibilidades
 Vertente 4 - Infra-estruturas
Dentro destas vertentes, existem varios sub-projectos, em conjunto com di-
versas entidades publicas e privadas da regi~ao, alem dos seis municpios que
comp~oem a Valimar ComUrb () [124]:
Vertente 1 | Dinamizac~ao Regional
Sub-projecto Descobrir e Divulgar a Regi~ao - Portal Valimar Digital
Trata-se de uma plataforma de apresentac~ao e conhecimento da regi~ao da
Valimar a nvel nacional e internacional, com ferramentas capazes de divul-
gar e promover a regi~ao em areas distintas como turismo, cultura e tradic~oes,
patrimonio historico e ambiental, dispondo ainda de outras funcionalidades e
conteudos tematicos como notcias, servicos on-line, ensino, legislac~ao, guias,
etc. Este projecto tem como principais objectivos facilitar a comunicac~ao
e interacc~ao entre a populac~ao e as autarquias locais e a cooperac~ao entre
estas e promover os contactos entre o territorio Valimar e as comunidades
portuguesas. Neste sentido, foram considerados tre^s tipos de utilizadores,
distintos mas complementares, s~ao eles: residentes, visitantes e comunidades
portuguesas.
Sub-projecto Participar na Regi~ao
Com este sub-projecto pretende promover-se a utilizac~ao de tecnologias
de informac~ao e comunicac~ao atraves da disponibilizac~ao de ferramentas e
servicos (criac~ao, publicac~ao e alojamento de paginas Internet, comunidades
virtuais, forum on-line e inqueritos de opini~ao), de forma a permitir a par-
ticipac~ao dos cidad~aos na vida publica local, factor fundamental para um
sustentado desenvolvimento regional.
Vertente 2 | Governo Electronico em Banda Larga
Sub-projecto Stios Internet Autarquicos
Este sub-projecto implicou a reformulac~ao dos stios Internet municipais, de
forma a melhorar a qualidade dos servicos prestados ao cidad~ao ao nvel
do governo local, facilitar a comunicac~ao entre o muncipe e a autarquia e
reforcar a participac~ao democratica.
Sub-projecto Servicos On-Line
Sobre a implementac~ao de novos canais de interacc~ao com o muncipe atraves
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da disponibilizac~ao de servicos uteis na Internet, nomeadamente submiss~ao
de requerimentos e outros documentos; consulta remota do estado de pro-
cessos; pagamento de taxas e licencas; envio de noticac~oes e recepc~ao de
alertas multicanal e disponibilizac~ao de instrumentos geo-referenciados de
apoio aos processos de obras.
Sub-projecto Intranet Autarquica em Banda Larga
Sub-projecto composto por duas componentes: a primeira visou a criac~ao de
um ambiente de trabalho homogeneo para todos os funcionarios municipais,
e a segunda, a implementac~ao de um novo modelo de atendimento ao publico,
com o recurso as novas tecnologias da informac~ao e comunicac~ao, assente na
disponibilizac~ao de novos meios de relacionamento autarquia-muncipe e na
modernizac~ao do funcionamento interno das autarquias da regi~ao.
Vertente 3 | Acessibilidades
Sub-projecto Pontos Municipais de Banda Larga
No a^mbito deste sub-projecto foram disponibilizados pontos gratuitos de
acesso a Internet de Banda Larga em espacos publicos de grande aue^ncia
populacional, nos seis concelhos da Valimar, atraves de tecnologia wi-.
Vertente 4 | Infra-estruturas
Sub-projecto Rede Camararia em Banda Larga
Visou-se atraves deste sub-projecto do Valimar Digital a interligac~ao dos
diversos edifcios camararios atraves de uma rede de bra optica, de forma
a melhorar os uxos de dados e informac~oes entre parceiros.
Sub-projecto Cultura e Turismo na Valimar - Audiovisitas
No sentido de promover e atrair o maior numero de visitantes a regi~ao e
de lhes proporcionar visitas mais agradaveis, concebeu-se um sistema de
audiovisitas aos concelhos da Valimar, ou seja, uma visita guiada por um
sistema de locuc~ao. Em concreto, foi desenvolvido um gui~ao de visitas, a
traduc~ao, narrac~ao, produc~ao de sons e respectiva gravac~ao. Cada uma das
seis visitas audio tem a durac~ao de 120 minutos e esta disponvel em qua-
tro idiomas: portugue^s, castelhano, ingle^s e france^s. A disponibilizac~ao ao
turista e efectuada no Portal Valimar Digital e nos postos de turismo, po-
dendo ser descarregados em leitores de MP3, Ipod ou telemoveis pessoais
que aceitem estes formatos.
Para esta tese focamo-nos na Vertente 2 | Governo Electronico em
Banda Larga: Sub-projecto Stios Internet Autarquicos que preve^, como
referimos acima, a criac~ao de um portal que disponibilize aos muncipes
um conjunto de servicos online. Para usufruir dos servicos, os cidad~aos
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devem usar um formulario proprio, ao qual te^m acesso online. Apos o seu
preenchimento devem submete^-lo, tambem on-line, resultando num processo
bastante simples, rapido e comodo para o cidad~ao. Apos o preenchimento
desses formularios, os mesmos podem ser alvo de pesquisa por parte dos fun-
cionarios e/ou cidad~aos, sendo este o aspecto do projecto que mais interessa
para este tese. Sendo varias as Ca^maras Municipais envolvidas no Valimar
Digital, utilizamos a realidade da Ca^mara Municipal de Viana do Castelo,
dado existirem especicidades de cada uma e, portanto, pequenas diferencas
nos formularios denidos. A data de Dezembro de 2010, podem contar-se
cerca de 150 tipos de formularios distribudos por 20 categorias, podendo
esta informac~ao ser comprovada nas Normas e Formularios do Balc~ao On-
Line da Ca^mara Municipal de Viana do Castelo4.
A soluc~ao desenvolvida incide sobre a fase de construc~ao da express~ao
de pesquisa com o objectivo de concretizar na pratica os conceitos teori-
cos desenvolvidos nesta tese, com o m de conseguir um sistema guiado de
pesquisa sema^ntica melhorado em termos de funcionalidade e usabilidade
relativamente aos existentes na actualidade. A soluc~ao que apresentamos
e suportada por uma ontologia, que classica a informac~ao constante dos
formularios e que apresentaremos no captulo seguinte, e pelo sistema PRE-
CISION, composto por varios componentes cujo detalhe de implementac~ao
sera explicado no captulo 11.
A aplicac~ao das soluc~oes propostas a um caso real como e a procura
de formularios em ambiente de e-government local permite-nos avaliar a






Uma ontologia sobre o
domnio de e-government
local
Este captulo comeca por apresentar o objectivo e a^mbito da
denic~ao da ontologia de domnio no sistema. O remanes-
cente do captulo explica detalhadamente a estrutura da on-
tologia.
10.1 Introduc~ao
Este captulo descreve a ontologia construda e que serve de suporte ao
sistema de pesquisa desenvolvido no a^mbito desta tese. E utilizado o e-
-government local como domnio de aplicac~ao para a soluc~ao proposta e,
consequentemente, para a ontologia.
A secc~ao seguinte descreve o a^mbito a que a ontologia diz respeito. A
mesma respeita as regras do modelo ontologico denido no captulo 7. Assim,
o modelo ontologido denido tem os seguintes objectivos:
 permitir a denic~ao dos conceitos pesquisaveis atraves da denic~ao de
classes de pesquisa ou auxiliares;
 associar um range as propriedades datatype para que seja possvel obter
os operadores de comparac~ao que devem ser disponibilizados na inter-
face graca;
 denir o tipo de relac~ao entre duas classes para que seja possvel cons-
truir express~oes de pesquisa que faca uso de duas classes que se rela-
cionem de uma forma de um-para-um ou de um-para-muitos;
 associar uma palavra as classes/propriedades para formac~ao da ex-
press~ao de pesquisa nal em linguagem natural;
 associar um smbolo identicativo do valor de uma propriedade para
que que expresso de uma forma mais clara para o utilizador;
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 associar uma palavra identicadora da classe/propriedade para apre-
sentar na interface.
Para o conseguir, e tal como dene o modelo ontologico, todas as classes
devem possuir uma anotac~ao com a designac~ao anot type class com dois
valores possveis: SEARCH (para as classes de pesquisa) e AUXILIARY
(para as classes auxiliares). As classes de pesquisa devem, adicionalmente,
possuir duas anotac~oes:
 anot exp for queryPF, que representa a express~ao que e utilizada para
formar a express~ao de pesquisa
 anot short descr, cujo valor e utilizado para apresentar na interface ao
utilizador de forma a que ele possa escolher a classe pretendida
Todas as propriedades datatype devem possuir duas anotac~oes:
 anot exp for queryPF
 anot short descr
A anotac~ao anot exp for queryPNF deve igualmente ser associada a todas
as propriedades datatype cujo domain e uma classe que esta envolvida numa
relac~ao de um-para-muitos. Alem das anotac~oes, estas propriedades te^m
obrigatoriamente de possuir um range associado, que representa o tipo de
dados da propriedade. As propriedades cujo valor e normalmente utilizado
juntamente com um smbolo (por exemplo, a propriedade preco pode usar
o smbolo correspondente a moeda) devem conter uma anotac~ao adicional
(anot after restriction value), onde esse smbolo e identicado.
Todas as propriedades object devem possuir duas anotac~oes:
 anot exp for queryPF
 anot short descr
Adicionalmente, devem usar a caracterstica functional para indicar se a re-
lac~ao que estabelecem entre as classes e de um-para-um (propriedade com
caracterstica funcional) ou de um-para-muitos (propriedade sem caracters-
tica funcional).
10.2 A^mbito
O caso de estudo desta tese s~ao os formularios disponibilizados on-line aos
muncipes para terem acesso a um conjunto variado de servicos como ja se
indicou. Actualmente (a data de Dezembro de 2010) podem contar-se cerca
de 150 formularios distribudos por 20 categorias1.
1Esta informac~ao pode ser comprovada nas Normas e Formularios do Balc~ao On-
Line da Ca^mara Municipal de Viana do Castelo acessvel em http://www.cm-viana-
castelo.pt/index.php?option=com content&view=article&id=1588&Itemid=702
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A tabela 10.1 mostra as categorias actualmente existentes bem como o
numero de formularios associado a cada uma. No anexo C encontra-se a
descric~ao dos varios formularios.
Nome da categoria Numero de formularios
Licenciamento 14
Isenc~ao de licenciamento 4
Informac~ao previa 11
Termos de responsabilidade 8
Propriedade horizontal 2
Prorrogac~ao de prazo 5
Autorizac~ao de modicac~ao/utilizac~ao 19
Emiss~ao de alvaras 9
Admiss~ao de comunicac~ao previa 1
Certid~oes 11






Registo de estabelecimentos 2
Garantias 3
Telas nais/vers~ao nal 4
Reconvers~ao de empreendimentos 1
Total 150
Tabela 10.1: Categorias actualizadas de formularios
O conjunto de formularios que utilizamos como caso de aplicac~ao para
o sistema proposto n~ao contempla todas estas categorias e formularios pois
os mesmos foram sendo desenvolvidos ao longo do tempo. Utilizamos, por
isso, os formularios que estavam nalizados e disponveis num documento de
Marco de 2008 que, pela diversidade e quantidade dos formularios, constitua
ja informac~ao suciente para esta tese.
Actualmente, e face ao documento referido, regista-se um grande numero
de novos formularios e tambem algumas alterac~oes nomeadamente a nvel
do nome das categorias ou dos proprios formularios a que tnhamos tido
acesso numa fase inicial. Alguns dos formularios inicialmente previstos s~ao
inexistentes actualmente dado o processo de disponibilizac~ao de formularios
aos muncipes n~ao estar ainda terminado e por terem sido relegados para
uma posterior fase de implementac~ao.
A ontologia criada de suporte ao PRECISION visa classicar a infor-
mac~ao que pode ser pesquisada nos formularios. Para tal, foi previamente
necessario analisar os varios formularios de forma a aferir a informac~ao so-
bre a qual pode ser pertinente efectuar pesquisas. Do documento de Marco
242 Uma ontologia sobre o domnio de e-government local
de 2008 constam 27 formularios terminados, distribudos por 7 categorias
que s~ao apresentados na tabela 10.2. O identicador apresentado e uma
atribuic~ao nossa de forma a termos uma forma mais simplicada de nos
referirmos a cada formulario.
Categoria Id. Nome do formulario
Agua 1 Transfere^ncia de Pena de Agua
Cemiterios
2 Averbamento de Sepultura/Jazigo
3 Obras de Beneciac~ao de Sepultura/Jazigo
4 Concess~ao de Terreno para Sepultura/Jazigo
5 Comunicac~ao da Desiste^ncia da Ocupac~ao de Ossario
6 Exumac~ao/Transladac~ao de Restos Mortais (dentro do
Cemiterio Municipal)
7 Exumac~ao/Transladac~ao de Restos Mortais (Cemiterio Di-
versos)
8 Ocupac~ao de Ossario/Gavet~ao
9 Pagamento de Taxa de Ossario por Pessoa
10 Suporte Magnetico do Alvara de Sepultura Perpetua
11 Transladac~ao - Guia Adicional
12 Substituic~ao/Segunda via de horario
13 Alargamento de Horario de Estabelecimento - Excepcional
Horarios 14 Alargamento de Horario de Estabelecimento
de 15 Horario de Comercio e Bens Alimentares
funcionamento 16 Horario de Comercio e Prestac~ao de Servicos
17 Novo Horario de Similares de Hotelaria
Numero de Pol-
cia
18 Numerac~ao de Polcia
Ocupac~ao da 19 Cargas e Descargas
via publica 20 Cart~ao de Residente
21 Cart~ao de Residente - Zona Historica
Toponmia
22 Toponmia - IGAPHE
23 Toponmia
Taxis
24 Averbamento de Taxi - Nome Individual
25 Averbamento de Taxi - Empresa
26 Inspecc~ao de Taxi - Nome Individual
27 Inspecc~ao de Taxi - Empresa
Tabela 10.2: Categorias de formularios
10.3 Estrutura da ontologia
10.3.1 Estrutura ontologica comum aos formularios
A analise dos formularios permitiu concluir que existe alguma informac~ao
comum a todos eles como sendo os dados gerais do formulario, a identicac~ao
do formulario e a identicac~ao do requerente. Para representar esta estrutura
comum a todos os formularios foram criadas tre^s classes na ontologia:




A tabela 10.3 apresenta as propriedades de cada uma destas classes e a gura
10.1 apresenta uma representac~ao graca das mesmas.
Nome Descric~ao Natureza Tipo
Classe Identicacao Formulario
if codigo codigo unico a cada for-
mulario
datatype funcional
if requerimento descric~ao do formulario datatype funcional
if categoria codigo que identica a
categoria do formulario
(ilustrado na tabela 10.4)
datatype funcional
if codigo sgq codigo SGQ datatype funcional
if modelo modelo de documento datatype funcional
Classe Requerente
req nome nome/designac~ao datatype funcional
req Morada morada/sede datatype funcional
req CodPostal codigo postal datatype funcional
req Freguesia freguesia datatype funcional
req Concelho concelho datatype funcional
req BI numero do bilhete de iden-
tidade
datatype funcional
req BI Arquivo arquivo de identicac~ao
do bilhete de identidade
datatype funcional
req BI DataEmissao data de emiss~ao do bilhete
de identidade
datatype funcional
req NIF NIF datatype funcional
req Telefone telefone datatype funcional
req Telemovel telemovel datatype funcional
req Fax fax datatype funcional
req Email e-mail datatype funcional
Classe Formulario
f numero numero datatype funcional
f data entrada data de entrada datatype funcional
f data despacho data do despacho datatype funcional
f tem identicacao -
formulario
ligac~ao para a classe Iden-
ticacao Formulario
object funcional
f tem requerente ligac~ao para a classe Re-
querente
object funcional
Tabela 10.3: Propriedades das classes Formulario, Identicacao -
Formulario e Requerente
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Figura 10.1: Excerto da ontologia sobre informac~ao de formularios
10.3.2 Estrutura ontologica de cada tipo de formulario
Nesta secc~ao apresentamos a informac~ao e a correspondente estrutura on-
tologica de cada categoria de formulario (ver tabela 10.4).
Tipo de formulario Codigo associado
Agua TRAS
Cemiterios TRCEM
Horarios de Funcionamento TRHF
Numero de Polcia TRNP
Ocupac~ao Via Publica TROVP
Toponmia TRTP
Taxis TRTX
Tabela 10.4: Codigos de categoria de formulario
Categoria: Agua
Para esta categoria foi criada a classe Aguas, como sub-classe de Formulario.
O formulario Transfere^ncia de Pena de Agua e representado pela classe
trans pena de agua, sub-classe de Aguas. N~ao tendo mais campos do que os
gerais pertencentes a todos os formularios, esta classe n~ao possui nenhuma
propriedade datatype nem object.
Categoria: Cemiterios
Para esta categoria foi criada a classe Cemiterios, como sub-classe de For-
mulario. Os 10 formularios desta categoria s~ao sub-classe de Cemiterios. A
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tabela 10.5 representa o mapeamento entre o nome dos formularios e o nome
da classe associada da ontologia.
Formulario Classe
Concess~ao de Terreno para Sepultura/Jazigo concessao terreno
Comunicac~ao da Desistencia da Ocupac~ao de
Ossario
desistencia ocupacao
Averbamento de Sepultura/Jazigo averb sepul jazigo
Obras de Beneciac~ao de Sepultura/Jazigo obras beneciacao
Exumac~ao/Transladac~ao de Restos Mortais
(dentro do Cemiterio Municipal)
transladacao dentro CMunic
Transladac~ao - Guia Adicional transladacao guia adicional
Exumac~ao/Transladac~ao de Restos Mortais
(Cemiterio Diversos)
transladacao cem diverso
Ocupac~ao de Ossario/Gavet~ao ocupacao ossario
Pagamento de Taxa de Ossario por Pessoa pagamento taxas
Suporte Magnetico do Alvara de Sepultura
Perpetua
suporte magnetico
Tabela 10.5: Mapeamento de formularios e classes da categoria
Cemiterio
A classe concessao terreno, por n~ao possuir mais campos do que os
gerais pertencentes a todos os formularios, n~ao possui nenhuma propriedade
datatype nem object.
Dada a informac~ao de local ser uma informac~ao presente em oito for-
mularios desta classe, foram criadas cinco classes distintas referentes a iden-
ticac~ao do local, como sub-classe de Thing.
A tabela 10.6 e a gura 10.2 representam, respectivamente, a constituic~ao
das classes e o excerto da ontologia referente a categoria Cemiterios que faz
uso da classe Local Cemiterio 1 e tambem das duas classes que n~ao fazem
uso de nenhuma localizac~ao.
Figura 10.2: Excerto da ontologia da categoria Cemiterios (I)
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Nome Descric~ao Natureza Tipo
Classe desistencia ocupacao
des ocupacao nr os-
sario
numero do ossario pre-
tendido para desocupac~ao
datatype funcional
Classe averb sepul jazigo
averb sep jaz tem -
loc cemit 1
representa a ligac~ao com a
classe Local Cemiterio 1
object funcional







obras benef tem loc -
cemit 1
representa a ligac~ao com a
classe Local Cemiterio 1
object funcional
Classe transladacao dentro CMunic
trans dentro CM -
tem loca cemit 1
representa a ligac~ao com a
classe Local Cemiterio 1
object funcional
Classe Local Cemiterio 1
lc1 nome cemiterio nome do cemiterio datatype funcional
lc1 nr livro registo -
cemiterio
numero do livro de regis-
tos do Cemiterio Munici-
pal
datatype funcional
lc1 nr sepultura numero da sepultura datatype funcional
lc1 quadro identicac~ao do quadro datatype funcional




tit nome nome do titular datatype funcional
tit bi numero do bilhete de iden-
tidade do titular
datatype funcional
tit nif numero de identicac~ao
scal do titular
datatype funcional
Tabela 10.6: Propriedades das classes da categoria Cemiterios (I)
Os formularios Transladac~ao - Guia Adicional e Exumac~ao/Translada-
c~ao de Restos Mortais (Cemiterio Diversos) utilizam outra classe relativa a
representac~ao do local: a classe Local Cemiterio 2. O primeiro e representa-
do pela classe transladacao guia adicional e o segundo pela classe translada-
cao cem diverso.
A tabela 10.7 e a gura 10.3 representam, respectivamente, a constitui-
c~ao das classes e o excerto da ontologia referente a categoria Cemiterios que
faz uso da classe Local Cemiterio 2.
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Nome Descric~ao Natureza Tipo
Classe transladacao guia adicional
trans guia adicional -
data guia
data da guia refer-
ente a liquidac~ao da
transladac~ao
datatype funcional
trans guia adicional -
n guia
numero da guia refer-
ente a liquidac~ao da
transladac~ao
datatype funcional
trans guia adic tem -
loc cemit2
representa a ligac~ao com a
classe Local Cemiterio 2
object funcional
Classe transladacao cem diverso
trans cem diverso -
tem loc cemit 2
representa a ligac~ao com a
classe Local Cemiterio 2
object funcional
Classe Local Cemiterio 2
lc2 nome origem nome do cemiterio origem datatype funcional
lc2 nome destino nome do cemiterio destino datatype funcional
lc2 nr quadro origem numero do quadro origem datatype funcional
lc2 nr quadro destino numero do quadro destino datatype funcional





lc2 nr sepultura des-
tino
numero da sepultura des-
tino
datatype funcional
Tabela 10.7: Propriedades das classes da categoria Cemiterios (II)
Figura 10.3: Excerto da ontologia da categoria Cemiterio (II)
A tabela 10.8 e a gura 10.4 representam, respectivamente, a constituic~ao
das restantes classes de identicac~ao de localizac~ao e classes de formularios
que deles fazem uso e o excerto da ontologia.
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Nome Descric~ao Natureza Tipo
Classe ocupacao ossario
ocup ossario tem loc -
cemit3
representa a ligac~ao com a
classe Local Cemiterio 3
object funcional
Classe pagamento taxas
pag taxas tem loc -
cemit 4
representa a ligac~ao com a
classe Local Cemiterio 4
object funcional
Classe suporte magnetico
supor magn tem loc -
cemit 5
representa a ligac~ao com a
classe Local Cemiterio 5
object funcional
Classe Local Cemiterio 3
lc3 nome cemiterio nome do cemiterio datatype funcional
lc3 nr ossario numero do ossario datatype funcional
lc3 tipo ocupacao tipo de ocupac~ao do os-
sario (anual ou perpetua)
datatype funcional
Classe Local Cemiterio 4
lc4 nome cemiterio nome do cemiterio datatype funcional
lc4 nr ossario numero do ossario datatype funcional
Classe Local Cemiterio 5
lc5 nome cemiterio nome do cemiterio datatype funcional
lc5 nome titular al-
vara
nome do titular do alvara datatype funcional
lc5 nr alvara numero do alvara datatype funcional
lc5 nr quadro numero do quadro datatype funcional
Tabela 10.8: Propriedades das classes da categoria Cemiterios (III)
Figura 10.4: Excerto da ontologia da categoria Cemiterios (III)
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Categoria: Horarios de Funcionamento
Para esta categoria foi criada a classe Hor Funcionamento, como sub-classe
de Formulario. Dentro desta categoria existem 6 formularios que foram
criados como sub-classe de Hor Funcionamento. Os seis formularios e res-
pectivas classes associadas encontram-se representadas na tabela 10.9.
Formulario Classe
Alargamento de Horario de Estabelecimento -
Excepcional
alarg excepcional
Alargamento de Horario de Estabelecimento alargamento
Substituic~ao/Segunda via de horario substituicao
Horario de Comercio e Bens Alimentares bens alimentares
Horario de Comercio e Prestac~ao de Servicos prest servicos
Novo Horario de Similares de Hotelaria hotelaria
Tabela 10.9: Mapeamento de formularios e classes da categoria
Horarios de Funcionamento
A tabela 10.10 e a gura 10.5 representam, respectivamente, a constitui-
c~ao e o excerto da ontologia relativo a categoria Horarios de funcionamento
que faz uso da classe estab com horario como representac~ao do estabeleci-
mento.
Figura 10.5: Excerto da ontologia da categoria Horario de funcionamento
(I)
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Nome Descric~ao Natureza Tipo
Classe alarg excepcional




alarg excep nova -
hora fecho
nova hora de encerra-
mento do estabelecimento
no dia identicado pela
propriedade alarg excep -
dia
datatype funcional
alarg excep tem es-
tab com horario
representa o estabeleci-




alarg nova hora nova hora de encerra-
mento do estabelecimento
datatype funcional
alarg tem estab com -
horario
representa a ligac~ao a
classe estab com horario
object funcional
Classe estab com horario
estab com horario -
nome
Nome do estabelecimento datatype funcional










estab com horario -
cod postal
codigo postal do estab-
elecimento
datatype funcional
estab com horario -
nr alvara
numero do alvara do esta-
belecimento
datatype funcional
estab com horario -
data alvara
data do alvara do estab-
elecimento
datatype funcional
estab com horario -
abertura
hora de abertura do esta-
belecimento
datatype funcional
estab com horario fe-
cho
hora de encerramento do
estabelecimento
datatype funcional
Tabela 10.10: Propriedades das classes da categoria Horarios de
Funcionamento (I)
Os restantes quatro formularios desta categoria fazem uso de uma outra
classe representativa de um estabelecimento denominada Estabelecimento
que n~ao possui informac~ao relativa a horarios. A tabela 10.11 e a gura 10.6
representam essa informac~ao.
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Nome Descric~ao Natureza Tipo
Classe substituicao




bens aliment tem es-
tab




prest servicos tem es-
tab








estab nome nome do estabelecimento datatype funcional
estab morada morada do estabeleci-
mento
datatype funcional
estab freguesia freguesia do estabeleci-
mento
datatype funcional
estab cod postal codigo postal do estab-
elecimento
datatype funcional
estab nr alvara numero do alvara do esta-
belecimento
datatype funcional
estab data alvara data do alvara do estab-
elecimento
datatype funcional
Tabela 10.11: Propriedades das classes da categoria Horarios de
Funcionamento (II)
Figura 10.6: Excerto da ontologia da categoria Horario de funcionamento
(II)
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Categoria: Numero de Polcia
Esta categoria e representada pela classe Numero Policia e possui uma sub-
-classe denominada numeracao correspondente ao formulario Numerac~ao de
Polcia que utiliza a informac~ao de local. A tabela 10.12 e a gura 10.7
representam esta informac~ao.
Nome Descric~ao Natureza Tipo
Classe numeracao




local morada morada a que se refere o
local
datatype funcional
local freguesia freguesia a que pertence o
local
datatype funcional
local cod postal codigo postal a que per-
tence o local
datatype funcional
Tabela 10.12: Propriedades das classes da categoria Numero de
Polcia
Figura 10.7: Excerto da ontologia das categorias Numero de Polcia e Ocu-
pac~ao da Via Publica
Categoria: Ocupac~ao Via Publica
Esta categoria e representada pela classeOcup Via Publica e possui tre^s sub-
-classes referentes a formularios. O mapeamento dos formularios as classes
que os representam encontram-se na tabela 10.13. A tabela 10.14 e a gura
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10.7 representam esta informac~ao.
Formulario Classe
Cargas e Descargas cargas descargas
Cart~ao de Residente cartao residente
Cart~ao de Residente - Zona Historica residente historica
Tabela 10.13: Mapeamento de formularios e classes da categoria
Ocupac~ao da Via Publica
Nome Descric~ao Natureza Tipo
Classe cargas descargas
cargas tem local representa a ligac~ao a
classe Local
object funcional
cargas tem veiculos representa os veculos a
que o formulario diz re-
speito, atraves da ligac~ao




cartao residente tem -
local
representa a ligac~ao a
classe Local
object funcional
cart resid tem veiculo representa os veculos a
que o formulario diz re-
speito, atraves da ligac~ao




resid historica tem lo-
cal
representa a ligac~ao a
classe Local
object funcional
resid hist tem veicuo representa os veculos a
que o formulario diz re-
speito, atraves da ligac~ao




veiculo matricula matricula do veculo datatype funcional
veiculo marca marca do veculo datatype funcional
veiculo modelo modelo do veculo datatype funcional
Tabela 10.14: Propriedades das classes da categoria Ocupac~ao da
Via Publica
Categoria: Toponmia
Esta categoria e representada pela classe Toponimia e possui duas sub-
-classes referentes aos formularios Toponmia - IGAPHE (representado pela
classe igaphe) e Toponmia (representado pela classe toponimia). A tabela
10.15 e a gura 10.8 representam esta informac~ao.
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Nome Descric~ao Natureza Tipo
Classe toponimia
toponimia tem loc -
top
representa a ligac~ao com
a identicac~ao do local
de toponmia, represen-




igaphe tem loc top representa a ligac~ao com
a identicac~ao do local
de toponmia, represen-




Loc top morada ac-
tual
morada actual datatype funcional
Loc top morada ante-
rior
morada anterior datatype funcional
Loc top freguesia ac-
tual
freguesia actual datatype funcional
Loc top freguesia an-
terior
freguesia anterior datatype funcional
Loc top cod postal -
actual
codigo postal actual datatype funcional
Loc top cod postal -
anterior
codigo postal anterior datatype funcional
Tabela 10.15: Propriedades das classes da categoria Toponmia
Figura 10.8: Excerto da ontologia da categoria Toponmia
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Categoria: Taxis
Esta categoria e representada pela classe Taxis que possui 4 sub-classes
referentes a formularios. O mapeamento do nome dos formularios as corres-
pondentes classes encontra-se representada na tabela 10.16.
Formulario Classe
Averbamento de Taxi - Nome Individual taxi individual
Averbamento de Taxi - Empresa taxi empresa
Inspecc~ao de Taxi - Nome Individual inspeccao individual
Inspecc~ao de Taxi - Empresa inspeccao empresa
Tabela 10.16: Mapeamento de formularios e classes da categoria
Taxis
Todas estas classes se caracterizam por possuir apenas uma propriedade
object do tipo funcional que os liga a identicac~ao do veculo, representada
pela classe Veiculo, uma sub-classe de Veiculo Geral. A classe Veiculo pos-
sui tre^s propriedades datatype herdadas de Veiculo Geral e outras quatro
propriedades proprias. A tabela 10.17 e a gura 10.9 representam esta in-
formac~ao.
Nome Descric~ao Natureza Tipo
Classe taxi individual
taxi individual tem -
veiculo




taxi empresa tem ve-
iculo












Veiculo nome propri nome do proprietario do
veculo
datatype funcional
Veiculo morada morada do proprietario do
veculo
datatype funcional
Veiculo cod postal codigo postal do propri-
etario do veculo
datatype funcional
Veiculo freguesia freguesia do proprietario
do veculo
datatype funcional
Veiculo modelo modelo do veculo datatype funcional
Veiculo matricula matrcula do veculo datatype funcional
Veiculo marca marca do veculo datatype funcional
Tabela 10.17: Propriedades das classes da categoria Taxis
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Figura 10.9: Excerto da ontologia da categoria Taxi
Resumo
A gura 10.10 apresenta uma vis~ao geral da hierarquia IS-A de classes da on-
tologia sendo apenas apresentadas as classes | num total de 49 | pois seria
difcil representar, dado o seu elevado numero, todas as propriedades. Por
isso, apresentamos na tabela 10.18 alguma informac~ao relativa ao numero








Formulario 3 2 0
Local Cemiterio 1 5 0 0
Local Cemiterio 2 6 0 0
Local Cemiterio 3 3 0 0
Local Cemiterio 4 2 0 0
Local Cemiterio 5 4 0 0
Titular 3 0 0
Identicacao Formulario 6 0 0
Estabelecimento 6 0 0
Local 3 0 0
Estab com horario 8 0 0
Local Toponimia 6 0 0
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Veiculo 4 0 0
Requerente 13 0 0
Cemiterios 0 0 0
concessao terreno 0 0 0
transladacao cem diverso 0 1 0
suporte magnetico 0 1 0
desistencia ocupacao 1 0 0
transladacao dentro CMunic 0 1 0
averb sepul jazigo 0 1 1
pagamento taxas 0 1 0
obras beneciacao 0 1 0
ocupacao ossario 0 1 0
transladacao guia adicional 2 1 0
Aguas 0 0 0
trans pena de agua 0 0 0
Ocup Via Publica 0 0 0
cargas descargas 0 1 1
residente historica 0 1 1
cartao residente 0 1 1
Numero Policia 0 0 0
numeracao 0 1 0
Taxis 0 0 0
taxi empresa 0 1 0
taxi individual 0 1 0
inspeccao empresa 0 1 0
inspeccao individual 0 1 0
Toponimia 0 0 0
igaphe 0 1 0
toponimia 0 1 0
Hor Funcionamento 0 0 0
alarg excepcional 2 1 0
alargamento 1 1 0
prest servicos 0 1 0
bens alimentares 0 1 0
substituicao 0 1 0
hotelaria 0 1 0
Totais
Total de 108 78 26 4
Tabela 10.18: Numero de propriedades por classe
O detalhe da associac~ao entre cada classe e as suas propriedades pode
ser consultadas nas guras entre 10.1 e 10.9 que, juntamente com a gura
10.10 constituem a vis~ao completa de classes e propriedades da ontologia.
258 Uma ontologia sobre o domnio de e-government local
Figura 10.10: Vis~ao geral da hierarquia de classes da ontologia
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10.4 Adaptac~ao da ontologia ao modelo ontologico
Como ja referimos anteriormente, a ontologia deve seguir um dado modelo
ontologico de forma a dar suporte a varias funcionalidades denidas no sis-
tema. Apos termos apresentado toda a estrutura da ontologia em termos
de classes e propriedades, referimos nesta secc~ao de que forma essa mesma
ontologia obedece ao modelo ontologico.
10.4.1 O processo de adaptac~ao
O modelo ontologico ao qual a ontologia deve obedecer dene regras para as
classes e propriedades tornando-se, por isso, necessario saber quantas est~ao
denidas na ontologia. Assim, considere-se:
 49 classes das quais 28 s~ao de pesquisa
 78 propriedades datatype
 26 propriedades object funcionais
 4 propriedades object n~ao funcionais
Foram consideradas classes de pesquisa as 27 classes correspondentes
aos formularios das varias categorias, assim como a propria classe referente
aos Formularios. As classes correspondentes as categorias n~ao representam
classes de pesquisa. Desta forma, e possvel efectuar pesquisas por for-
mularios em geral, com restric~oes sobre a informac~ao comum a todos eles ou
ent~ao fazer pesquisas directamente sobre uma dada categoria em particular.
A tabela 10.19 apresenta a informac~ao resumida relativamente a todas
as anotac~oes de adaptac~ao ao modelo ontologico criadas na ontologia que,
no total, ascende a 435 anotac~oes.
Regra Total
Anotac~ao anot type class
Dado todas as classes possuirem esta anotac~ao, existem 49 ano-
tac~oes deste tipo, sendo que 28 te^m a si associado o valor SEARCH
e 21 o valor AUXILIARY.
49
Anotac~ao anot exp for queryPF
Esta anotac~ao e necessaria nas classes de pesquisa (28), nas pro-
priedades datatype (78) e object (30)
136
Anotac~ao anot exp for queryPNF
Existem quatro propriedades object n~ao funcionais. Dessas quatro
uma tem como range a classe Titular e as outras tre^s a classe
Veiculo Geral. Cada uma das classes referenciadas como range
possuem tre^s propriedades datatype, pelo que todas elas dever~ao
ter esta propriedade.
6
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Anotac~ao anot short descr
Esta anotac~ao e utilizada nas classes de pesquisa (28) e em todas
as propriedades datatype (78) e object (30).
136
A tabela 10.20 dene o valor desta anotac~ao para cada uma das
classes de pesquisa exceptuando a classe geral de formulario. Os
valores s~ao apresentados na lngua inglesa pois e a utilizada no
prototipo, tendo sido por isso necessaria a traduc~ao da designac~ao
original dos formularios. O mapeamento entre a designac~ao no
idioma portugue^s para o idioma ingle^s e feita atraves da coluna
Id. da tabela 10.20 que corresponde a coluna com o mesmo nome
da tabela 10.2.
Garantia de associac~ao do range




A caracterstica funcional deve ser tida em conta em todas as
propriedades object sendo que existem 26 funcionais e 4 n~ao fun-
cionais.
30
Tabela 10.19: Resumo de regras da ontologia
Id. Descric~ao (anotac~ao anot short descr)
1 water transfer
2 grave registration
3 grave benetting work
4 land concession for grave
5 grave desistance
6 exhumation inside municipal cemetary
7 exhumation in several cemetaries
8 grave occupation
9 grave fee payment
10 informatic license support
11 exhumation - additional form
12 substitution
13 establishment schedule change (exceptional)
14 establishment schedule change
15 commerce and alimentary goods schedule
16 commerce and services schedule
17 hotel new schedule
18 police numbering
19 loads and unloads
20 resident card
21 resident card - historical zone
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22 toponymy - IGAPHE
23 toponymy
24 taxi registration (individual)
25 taxi registration (company)
26 taxi inspection (individual)
27 taxi inspection (company)
Tabela 10.20: Designac~oes dos formularios na lngua inglesa
10.4.2 Exemplos
A m de apresentar alguns exemplos de express~oes de pesquisa suporta-
dos por esta ontologia uma vez adaptada ao modelo ontologico denido,
apresenta-se de seguida as anotac~oes criadas num excerto da ontologia2,
mais concretamente nas classes Formulario, cartao residente e local e vei-
culo geral.
A classe Formulario possui tre^s anotac~oes e cinco propriedades, das quais
3 s~ao do tipo datatype e duas do tipo object, tal como ilustra a gura 10.11.
Figura 10.11: Regras da ontologia da classe Formulario
A classe cartao residente possui tre^s anotac~oes e duas propriedades ob-
ject, representadas na gura 10.12.
2os valores s~ao apresentados no idioma ingle^s por ser, como ja se indicou, o utilizado
no prototipo
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Figura 10.12: Regras da ontologia da classe cartao residente
A classe Local possui uma anotac~ao e tre^s propriedade datatype, encontrando-
-se a mesma representada na gura 10.13.
Figura 10.13: Regras da ontologia da classe local
A classe veiculo geral possui uma anotac~ao e tre^s propriedade datatype,
que podem ser visualizadas na gura 10.14.
Figura 10.14: Regras da ontologia da classe veiculo geral
Sobre este excerto da ontologia, e segundo os mecanismos denidos
nesta tese, podem denir-se algumas pesquisas gerais, com denic~ao da pro-
priedade principal ou ainda com restric~oes. Seguem-se alguns exemplos:
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Pesquisas gerais
all available forms
Esta pesquisa possui apenas a denic~ao da classe de pesquisa que e a classe
"forms"permitindo obter toda a informac~ao disponvel acerca dos formularios
existentes.
all available resident card forms
Esta pesquisa e semelhante a anterior mas a classe de pesquisa e uma subclas-
se de formulario restringindo assim a lista de formularios retornados.
Pesquisas com propriedade principal
number of all available forms
Esta pesquisa dene uma propriedade principal pertencente a classe de
pesquisa escolhida que, neste caso, e a classe "forms". Desta forma, em
vez de ser retornada toda a informac~ao acerca dos formularios e retornada
apenas a informac~ao do seu numero.
grave number of all available grave desistance forms
Esta pesquisa difere da anterior na medida em que tem como classe de
pesquisa uma sub-classe de formulario. A propriedade principal pertence a
classe principal escolhida.
Pesquisas com restric~oes
all available forms whose number is 12568
Esta pesquisa possui uma restric~ao sobre uma propriedade datatype do tipo
numerico, permitindo obter apenas o formulario cujo numero e o 12568.
all available forms whose begin date is greater than 12-12-2010
Esta pesquisa possui uma restric~ao sobre uma propriedade datatype do tipo
data, retornando apenas os formularios cuja data de incio e superior a 12-
12-2010.
all available resident card forms whose parish of the location is Meadela
Esta pesquisa possui uma restric~ao que faz uso de uma propriedade do tipo
object que faz a ligac~ao entre as classes de formulario de cart~ao de resi-
dente e localizac~ao. A restric~ao e efectuada sobre a propriedade referente
a freguesia, sendo apenas retornados os formularios de cart~ao de residente
cuja freguesia associada a localizac~ao do mesmo e Meadela.
number of all available forms whose number is 877 or whose begin date is
greater than 12-12-2010 and lesser than 01-03-2011 or whose parish of the
petiotiner is Meadela or whose category of the form identication is WA-
TER
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Esta e uma pesquisa mais complexa do que as anteriores pois possui varias
restric~oes, sobre propriedades de natureza distinta. Assim, temos uma
primeira restric~ao sobre o numero do formulario, duas restric~oes sobre a
sua data de entrega denindo a data mnima e maxima pretendidas, outra
restric~ao sobre a freguesia do requerente e outra sobre a categoria do for-
mulario. As duas ultimas restric~oes referidas (freguesia e categoria) incidem
sobre propriedades object que fazem ligac~ao as classes de requerente e iden-
ticac~ao do formulario, respectivamente.
Pesquisas com propriedades n~ao funcionais
number of all available resident card forms whose license plates of the
vehicle are '16-AT-23' and '54-DA-47'
Esta pesquisa representa um exemplo da utilizac~ao de uma propriedade ob-
ject n~ao funcional. A propriedade estabelece a ligac~ao entre as classes de
formularios de cart~ao de residente e veculos. A propriedade sobre a qual
incide a restric~ao e a matrcula sendo especicadas duas: '16-AT-23' e '54-
DA-47'.
Atraves destas consultas, mostramos como apenas sobre 4 classes e pos-
svel denir varias pesquisas e obter a sua express~ao em linguagem natural
com o apoio do modelo ontologico que dene informac~ao fundamental para
que tal gerac~ao seja possvel. O processo de gerac~ao destas pesquisas sera




Este captulo inicia-se com uma vis~ao geral do sistema sendo
de seguida explicado o mapeamento entre a arquitectura con-
ceptual e a implementac~ao fsica correspondente. Apos de-
talharmos os componentes que integram a soluc~ao, fazemos
uma demonstrac~ao do sistema. Para tal, mostramos primeiro
o processo de construc~ao, e depois o processo de validac~ao
sema^ntica e de gerac~ao de uma pesquisa em linguagem natu-
ral.
11.1 Introduc~ao
Nesta secc~ao damos uma vis~ao geral da implementac~ao do sistema desen-
volvido para que o leitor se familiarize com a sua arquitectura. No que se
refere a aproximac~ao seguida pela interface, como ja referimos, ela segue
uma abordagem guiada onde, em cada momento, apenas s~ao apresentadas
ao utilizador as opc~oes possveis evitando a construc~ao de express~oes que o
sistema n~ao entenda. A express~ao e construda gracamente sendo apresen-
tada ao utilizador, em tempo real, a correspondente express~ao em linguagem
natural. De forma a atingir os objectivos delineados (e que relembramos na
tabela 11.1), o sistema PRECISION contempla varios componentes que per-
mitem a um utilizador interagir com um portal para construir express~oes de
pesquisa comparativas que s~ao semanticamente validadas.




Classes de pesquisa e auxiliares
Relac~oes 1:N
Usabilidade
Gerac~ao de linguagem natural
Gestor de sinonimos
Tabela 11.1: Aspectos e problemas abordados na soluc~ao proposta
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11.2 Da arquitectura a soluc~ao
Na secc~ao 5.2.2 introduzimos aquela que e a arquitectura generica de um sis-
tema de pesquisa para depois introduzirmos a arquitectura proposta nesta
tese, com novos componentes que permitem abordar os problemas identi-
cados assim como alterac~oes em alguns componentes comuns com a arqui-
tectura tpica.
A gura 11.1 mostra o mapeamento, usando um esquema de cores, en-
tre os componentes denidos na arquitectura conceptual e os respectivos
componentes fsicos implementados no sistema desenvolvido.
A arquitectura conceptual descreve seis principais componentes, que
mapeiam noutros tantos na correspondente implementac~ao fsica do sistema.
Assim, o componente de validac~ao sema^ntica da arquitectura conceptual,
que faz uso de uma base de regras corresponde ao Semantic Validation Rules
Engine (SVRE) na implementac~ao fsica onde a base de regras e representada
por um documento XML que armazena a informac~ao resultante da analise
de casos. O SVRE [100] e o componente responsavel por fazer a validac~ao
sema^ntica de uma express~ao sempre que uma nova restric~ao e adicionada.
Um outro componente da arquitectura conceptual e o componente de
gest~ao de sinonimos que mapeia no Synonym Manager Engine (SME) sendo
que a base global e individual de sinonimos e implementada sicamente
atraves das folksonomies e personomies do sistema. O SME e responsavel
por gerir as varias designac~oes existentes para um dado conceito e de fazer
sugest~oes, mediante um criterio de escolha.
No que se refere a componente que na arquitectura conceptual faz a gera-
c~ao de linguagem natural, existe um mapeamento para o Natural Language
Generator Engine (NLGE) [99] que e assim responsavel por gerar uma ex-
press~ao em linguagem natural a partir da representac~ao da mesma por parte
do sistema.
O componente de representac~ao da express~ao presente na arquitectura
conceptual e implementado atraves do Semantic Expression Representation
Component (SERC) que simboliza uma express~ao de pesquisa e guarda toda
a informac~ao a ela subjacente. O componente de denic~ao comparativa
mapeia no Comparative Denition Component (CDC) da implementac~ao
fsica, componente responsavel por armazenar a informac~ao de operadores
de comparac~ao suportados. Finalmente, o componente de acesso a ontologia
e o parser preditivo da arquitectura conceptual s~ao unidos na implementac~ao
fsica uma vez que as func~oes inerentes ao parser est~ao embebidas nas func~oes
desenvolvidas na camada de acesso a ontologia, implementada atraves de
uma API propria, desenvolvida na linguagem C#. Todos estes componentes
interagem com a interface ou portal de pesquisa. Este componente, que foi
desenvolvido com recurso a plataforma .NET 3.5, e o ponto de acesso ao
sistema por parte do utilizador. A interface permite a construc~ao graca
de express~oes de pesquisa comparativas que s~ao semanticamente validadas
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pelo sistema. Como ja indicamos, a interface apresenta ainda ao utilizador
uma representac~ao em linguagem natural da express~ao que gracamente o
utilizador vai construindo.
Figura 11.1: A arquitectura conceptual e a implementac~ao fsica
11.3 Componentes
Nesta secc~ao detalhamos os componentes da soluc~ao descrevendo o seu fun-
cionamento e, sempre que se aplique, a interacc~ao entre eles para atingir os
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Figura 11.2: O diagrama do componente SERC
objectivos denidos.
11.3.1 Search Expression Representation Component (SERC)
O SERC e um componente que permite a representac~ao de uma express~ao
de pesquisa e que serve de interacc~ao entre o portal e o NLGE/SVRE. Foi
desenvolvido usando a plataforma .NET 3.5 e a linguagem C#.
Tal como ilustrado na gura 11.2, o SERC dene duas classes principais
| Expression e Restriction | e outras duas classes que s~ao sub-classes de
Restriction: FunctionalRestriction e NonFunctionalRestriction.
A classe Expression possui informac~ao da classe de pesquisa, da pro-
priedade principal, da conjunc~ao principal, das varias restric~oes e do con-
junto de conjunc~oes de pares. A classe Restriction e usada tanto para res-
tric~oes sobre propriedades datatype como para restric~oes sobre propriedades
object. Esta e uma das informac~oes desta classe, em conjunto com o nome da
propriedade object (se existir), o nome da propriedade datatype (que existe
sempre) e o operador de comparac~ao. A classe FunctionalRestriction herda
todos estes campos e dene adicionalmente a informac~ao correspondente ao
valor de comparac~ao. A classe NonFunctionalRestriction herda igualmente
todos os campos da classe Restriction e dene adicionalmente a informac~ao
correspondente a lista dos valores de comparac~ao.
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11.3.2 Semantic Validation Rules Engine (SVRE)
O SVRE intervem no processo de construc~ao de uma express~ao no momento
em que e necessario validar se a adic~ao de uma dada restric~ao r a uma dada
express~ao de pesquisa exp a mantem semanticamente correcta. Para efectuar
tal validac~ao, r e validada com todas as restric~oes de exp que incidam sobre
a mesma propriedade.
O metodo invocado pela interface para efectuar a validac~ao sema^ntica
denomina-se performValidation e ao mesmo e passada a seguinte informac~ao:
 nova restric~ao a adicionar | do tipo SERC.Restriction
 express~ao actual | do tipo SERC.Expression
 lista de conjunc~ao de pares | do tipo Hashtable
Tre^s tipos de situac~ao podem ocorrer:
1. express~ao de pesquisa actual n~ao tem restric~oes;
2. express~ao de pesquisa actual tem restric~oes e a nova restric~ao e do tipo
funcional;
3. express~ao de pesquisa actual tem restric~oes e a nova restric~ao e do tipo
n~ao funcional.
A situac~ao 1. n~ao exige nenhum tipo de validac~ao ja que como n~ao existe
ainda nenhuma restric~ao na express~ao de pesquisa actual, a nova restric~ao
n~ao pode causar erro sema^ntico.
O tratamento dado em cada uma das restantes duas situac~oes e explicado
de seguida.
Validac~ao de restric~ao funcional
Esta validac~ao e separada em duas fases: primeiro e feita a validac~ao de
r com as restric~oes de exp que usam o mesmo operador de r em que a
conjunc~ao e a especicada pelo utilizador no portal; seguidamente e feita
a validac~ao de r com as restric~oes de exp que usam um operador diferente
em que a conjunc~ao e a principal denida na express~ao. Este processo de
validac~ao termina assim que um erro sema^ntico for detectado.
A validac~ao de duas restric~oes comeca pela instanciac~ao da combinac~ao,
atraves da realizac~ao de uma consulta XPATH ao documento XML Sem-
RulesToApply.xml. Apos obtenc~ao da combinac~ao, e necessario determinar
a forma como os valores de comparac~ao se relacionam entre si (se s~ao iguais,
diferentes, etc.), ou seja, e necessario determinar qual a situac~ao a aplicar,
de onde obtemos a regra sema^ntica que possui informac~ao da validade ou
invalidade do caso e do objectivo violado, caso se aplique. Um exemplo de
objectivo e, por exemplo, R1 para representar uma redunda^ncia de tipo 1.
Dado o documento XML conter aproximadamente 400 linhas, apresenta-
-se na gura 11.3 a denic~ao do schema deste documento (XSD).
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Figura 11.3: XSD do cheiro SemRulesToApply.xml
Um excerto deste cheiro e apresentado de seguida correspondente ao
tipo string, conjunc~ao and e o operador is na nova restric~ao e na restric~ao
em comparac~ao.
<?xml ve r s i on ="1.0" encoding="utf  8" ?>
<r u l e s i n f o>
< f u n c t i o n a l r u l e s>
<datatype id = " s t r i n g ">
<r u l e s e t operator = " i s " con junct ion = "and">
<r u l e operator = " i s ">
<va lo r t i po="d i f f e r e n t ">I</valor>
<va lo r t i po="equal">R1</valor>
</ru le>
<r u l e operator = " i s no t ">
<va lo r t i po="d i f f e r e n t ">R1</valor>
<va lo r t i po="equal">I</valor>
</ru le>
<r u l e operator = "conta in s ">
<va lo r t i po="equal">R1</valor>
<va lo r t i po="conta ined">R1</valor>
<va lo r t i po="not conta ined">I</valor>
</ru le>
<r u l e operator = "doesnotconta in">
<va lo r t i po="equal">I</valor>
<va lo r t i po="conta ined">I</valor>
<va lo r t i po="not conta ined">R1</valor>
</ru le>
</ru l e s e t>
. . . . . . . . . . . . . . .
A instanciac~ao da combinac~ao consiste na obtenc~ao de um elemento do
tipo rule. Por exemplo, consideremos um cenario em que:
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 a nova restric~ao utiliza o operador is
 a restric~ao em comparac~ao utiliza o operador contains
 a conjunc~ao e and
 o tipo de dados e string
 a natureza da propriedade e funcional
A consulta XPATH de obtenc~ao da combinac~ao retorna o seguinte ex-
certo:
<r u l e operator = "conta in s ">
<va lo r t i po="equal">R1</valor>
<va lo r t i po="conta ined">R1</valor>
<va lo r t i po="not conta ined">I</valor>
</ru le>
Prosseguindo com o mesmo exemplo, se as duas restric~oes possurem
valores iguais o excerto extrado seria:
R1
o que permitiria concluir que o caso em quest~ao resulta numa invalidade
sema^ntica por dar origem a uma redunda^ncia de tipo 1. Assim, e gerada a
seguinte informac~ao para o utilizador:
 informac~ao das duas restric~oes que, conjuntamente, d~ao origem a um
erro sema^ntico. Nesta fase torna-se necessario aceder ao componente
NLGE para que as restric~oes sejam apresentadas em linguagem natural
(a partir da representac~ao usando o componente SERC).
 descric~ao do objectivo violado para que o utilizador entenda por que
raz~ao as duas restric~oes s~ao semanticamente incorrectas. Para este
efeito, e efectuada uma consulta XPATH sobre o cheiro GoalsDes-
cr.xml.
Este documento contem uma descric~ao dos objectivos denidos para a
implementac~ao de regras sema^nticas e apresenta o seguinte conteudo.
<?xml ve r s i on ="1.0" encoding="utf  8" ?>
<goa l s>
<type id="I">
<message>Incoeherency : I t i s impos s ib l e f o r a r e s ou r c e to obey the
new r e s t r i c t i o n in con junct ion with another one a l r eady in
the search expres s ion , as the two r e s t r i c t i o n s would always




<message>Redundancy type 1 : The new r e s t r i c t i o n does not r e s t r i c t
more data that the cur rent exp r e s s i on . The s e t o f returned
r e s ou r c e s with or without the new r e s t r i c t i o n i s always the





<message>Redundancy type 2 : The new r e s t r i c t i o n , in con junct ion
with another one a l r eady in the cur rent expres s ion , become
redundant as toge the r they do not exc lude any r e sou r c e from




<message>Redundancy type 3 : The new r e s t r i c t i o n makes redundant
another
r e s t r i c t i o n inc luded in the cur rent exp r e s s i on as the f i n a l domain








O algoritmo acima descrito encontra-se ilustrado na gura 11.4.
Figura 11.4: Processo de validac~ao de restric~ao funcional
Validac~ao de restric~ao n~ao funcional
A validac~ao de uma restric~ao n~ao funcional apresenta poucas diferencas em
relac~ao ao caso anterior.
A principal diferenca reside logo no incio do processo de validac~ao, em
que e obtida a regra que valida a propria restric~ao isoladamente. Esta regra
e obtida atraves do cheiro SemRulesToApply.xml mais concretamente den-
tro do elemento one restriction, do qual um excerto do documento actual e
apresentado de seguida.
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<?xml ve r s i on ="1.0" encoding="utf  8" ?>
<r u l e s i n f o>
< f u n c t i o n a l r u l e s>
. . . . .
</ f u n c t i o n a l r u l e s>
<non fun c t i ona l r u l e s>
<on e r e s t r i c t i o n>
<r u l e s operator = "are ">/D</ru l e s>
<r u l e s operator = "arenot">D</ru l e s>
</on e r e s t r i c t i o n>
<more than one r e s t r i c t i on>
. . . . . .
</more than one r e s t r i c t i on>
</non fun c t i ona l r u l e s>
</ r u l e s i n f o>
Somente se a restric~ao n~ao contiver duplicac~ao de valores e que o pro-
cesso de validac~ao prossegue. Relembramos que nesta fase a restric~ao n~ao
funcional ja foi validada a nvel de numero mnimo de elementos (dois) pela
regra de vericac~ao denida no componente NLGE.
11.3.3 Natural Language Generator Engine (NLGE)
O objectivo do NLGE e a gerac~ao de uma express~ao de pesquisa que use lin-
guagem natural e que corresponda a pesquisa que o utilizador, gracamente,
vai construindo.
Este componente e acedido pela interface graca em tre^s momentos da
construc~ao da express~ao de pesquisa, e pela seguinte ordem:
 escolha da classe de pesquisa;
 escolha da propriedade principal;
 sempre que uma nova restric~ao (validada semanticamente) e adicionada
Como ja vimos no captulo 8.2, para este processo de gerac~ao, o NLGE
auxilia-se de quatro tipos de regras: regras de construc~ao, regras do algo-
ritmo, regras da interface e regras de vericac~ao. Destes quatro tipos, tre^s
est~ao implementados ao nvel do proprio componente e uma (as regras de
interface) est~ao implementadas ao nvel da interface graca com o objec-
tivo de contribuir para a gerac~ao de uma correcta express~ao em linguagem
natural.
A nvel de regras de vericac~ao, so e necessaria uma que verica o numero
de elementos especicados numa propriedade n~ao funcional.
As regras de construc~ao (denidas na classe ConstructionRules) e de al-
goritmo s~ao as mais importantes neste componente. Recordamos as regras
de construc~ao e de algoritmo denidas.
Regras de construc~ao:
Estas regras denem a sintaxe da express~ao em linguagem natural gerada
pelo componente para varias situac~oes diferentes:
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1. RC1: quando e escolhida a classe de pesquisa;
2. RC2: quando e escolhida a propriedade principal;
3. RC3: quando se pretende representar uma propriedade datatype do
tipo funcional;
4. RC4: quando se pretende representar uma propriedade object do tipo
funcional;
5. RC5: quando se pretende representar uma propriedade object do tipo
n~ao funcional.
Regras do algoritmo:
Estas regras s~ao tidas em conta no algoritmo de gerac~ao com o intuito de
contribuir para a gerac~ao de uma express~ao em linguagem natural de facil
leitura e entendimento para o utilizador.
1. RA1: as propriedades datatype s~ao apresentadas na express~ao gerada
antes das propriedades object ;
2. RA2: as restric~oes sobre a mesma propriedade devem ser agrupadas e,
dentro destas, deve ainda ser feito um agrupamento por operador;
3. RA3: uso de vrgula com mais do que duas restric~oes;
4. RA4: agregac~ao dos conjuntos de valores associados aos operadores
contain e does not contain (propriedades n~ao funcionais apenas).
Explicamos de seguida o metodo principal deste componente | gene-
rateNLExpression | que invoca as varias regras de construc~ao e segue as
regras de algoritmo denidas. A gura 11.5 ilustra este processo.
Figura 11.5: Algoritmo principal do NLGE
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O metodo comeca por distinguir situac~oes em que a express~ao de pesquisa
tem ou n~ao restric~oes. No caso de n~ao as possuir, e invocado o metodo
ConstructionRules.RC1 no caso de ser especicada apenas a classe principal
e o metodo ConstructionRules.RC2 no caso de ser igualmente especicada
a propriedade principal.
Quando a express~ao tem restric~oes, o algoritmo comeca por criar aquilo
que designamos de estrutura de restric~oes. Este passo engloba as regras
de algoritmo RA2 e RA4 uma vez que s~ao criados dois objectos do tipo
Hashtable: um para as propriedades datatype e outro para as propriedades
object. Cada Hashtable tem a estrutura apresentada na gura 11.6, onde
e possvel constatar que a chave da Hashtable principal e a propriedade
datatype. O valor associado a essa chave e outra Hashtable em que a chave e
o operador e o valor e um Arraylist com as varias restric~oes. No nal deste
processamento, as restric~oes cam agrupadas por propriedade e operador.
Figura 11.6: Estrutura de restric~oes no NLGE
Seguidamente, e criado o primeiro nvel de linguagem natural, usando
as duas Hashtables criadas. Nesta fase, e gerada a express~ao em linguagem
natural isoladamente relativa a cada propriedade/operador de acordo com
as varias restric~oes existentes. No caso de haver mais do que duas restric~oes
para uma dada propriedade/operador, e utilizada a vrgula para separar os
varios valores, o que garante a RA3.
Finalmente, apos geradas as express~oes em linguagem natural de primeiro
nvel, as mesmas s~ao usadas para gerar a express~ao nal. Primeiro s~ao
adicionadas a express~ao nal as restric~oes sobre propriedades datatype e
seguidamente as restric~oes sobre propriedades object, o que garante RA1.
11.3.4 A API
Esta secc~ao descreve a API criada no sistema PRECISION como camada
de acesso a ontologia. Os metodos disponibilizados s~ao tambem invocados
a partir da interface para obter a funcionalidade de parser preditivo.
Na tabela 11.2 apresentam-se os quatro pacotes que constituem a API.
276 Implementac~ao
Pacote Descric~ao
dotnet.ont.api.ontology Pacote principal da API com as varias classes que
representam a ontologia.
dotnet.ont.api.utils Disponibiliza classes que disponibilizam funcionali-
dades auxiliares a varios outros metodos da API.
dotnet.ont.api.constants Disponibiliza classes com variaveis constantes.
dotnet.ont.api.messages Disponibiliza classes que possuem as mensagens
fornecidas pelos varios metodos.
Tabela 11.2: Pacotes da API
Pela importa^ncia que assume sera apenas descrito de seguida com detalhe
o pacote relativo a ontologia ja que os outros pacotes essencialmente con-
tribuem para este na gerac~ao de mensagens, denic~ao de variaveis e func~oes
auxiliares.
Pacote dotnet.ont.api.ontology
Este pacote e constitudo pelas seguintes classes:
 Ontology: representa uma ontologia apos ser efectuado o carrega-
mento desde o cheiro XML correspondente. Para tal, e necessario
usar uma insta^ncia desta classe sendo posteriormente possvel sobre
ela invocar um conjunto de metodos para obter informac~oes sobre a
ontologia tal como as classes denidas, propriedades, anotac~oes, etc.
 Annotation: representa uma anotac~ao e, por isso, possui todos os
campos que caracterizam um objecto deste tipo. Sempre que se obtem,
a partir da ontologia, informac~ao de uma anotac~ao, e usado este ob-
jecto.
 AnnotationProperty: representa uma propriedade de uma ano-
tac~ao.
 Class: representa uma classe da ontologia permitindo obter variadas
informac~oes tais como as propriedades que possui, anotac~oes, subclas-
ses, etc.
 DataTypeProperty: representa uma propriedade do tipo datatype
sendo utilizada sempre que se manipula este tipo de propriedades, quer
na atribuic~ao a correspondente classe quer na sua obtenc~ao.
 ObjectProperty: representa uma propriedade do tipo object sendo
utilizada sempre que se manipula este tipo de propriedades, quer na
atribuic~ao a correspondente classe quer na sua obtenc~ao.
Cada uma destas classes e constituda por construtores, variaveis e metodos
que possibilitam a obtenc~ao de variada informac~ao. A tabela 11.3 apresenta




Ontology(String ontology, Constants.ONTOLOGY TYPE ont type)
Variaveis
XmlDocument XmlDoc Objecto que guarda a ontologia processada
String Name Retorna o nome da ontologia
Constants.ONTOLOGY TYPE Type Retorna o tipo da ontologia
ArrayList Annotations Retorna a lista de anotac~oes da ontologia (prexo owl:Ontology no cheiro com a sintaxe RDFXML)
ArrayList AnnotationsProperties Retorna a lista de anotac~oes criadas (prexo owl:AnnotationProperty no cheiro RDFXML)
ArrayList Classes Retorna as classes da ontologia (prexo owl:Class no cheiro RDFXML)
ArrayList ObjectProperties Retorna as propriedades object da ontologia (prexo owl:ObjectProperty no cheiro RDFXML)
ArrayList DataTypeProperties Retorna as propriedades datatype da ontologia (prexo owl:DatatypeProperty no cheiro RDFXML)
ArrayList Individuals Retorna as insta^ncias da ontologia
Metodos
validateOntType Valida o tipo da ontologia
loadAnnotations Carrega as anotac~oes da ontologia (prexo owl:Ontology no cheiro com a sintaxe RDFXML)
loadAnnotationProperties Carrega as anotac~oes criadas na ontologia (prexo owl:AnnotationProperty no cheiro RDFXML)
loadObjectProperties Carrega as propriedades object da ontologia (prexo owl:ObjectProperty no cheiro RDFXML)
loadDataTypeProperties Carrega as propriedades datatype da ontologia (prexo owl:DatatypeProperty no cheiro RDFXML)
loadClass Carrega as classes existentes na ontologia (prexo owl:Class no cheiro RDFXML)
loadIndividuals Carrega as insta^ncias da ontologia
isCustomAnnotation Valida se uma anotac~ao e do tipo CUSTOM
isObjectProperty Valida se um dado nome corresponde a uma propriedade object
isDatatypeProperty Valida se um dado nome corresponde a uma propriedade datatype
existsClass Valida se uma dada classe existe na ontologia
processXML Processa o cheiro XML da ontologia e carrega o seu conteudo
openOntology Carrega a ontologia para um objecto em memoria
getAnnotationInfoFromClassByName Retorna o valor de uma dada anotac~ao de uma dada classe
processOntology Processa a ontologia
getCustomAnnotations Retorna as anotac~oes do tipo CUSTOM
getDublinCoreAnnotations Retorna as anotac~oes do tipo DUBLINCORE
getClassByName Retorna uma classe atraves do seu nome
getDataTypePropertyByName Retorna uma propriedade datatype atraves do seu nome
getObjectPropertyByName Retorna uma propriedade object atraves do seu nome
Classe Annotation
Construtor
Annotation(String name, String text)
Variaveis
String Name Nome da anotac~ao
String Text Valor da anotac~ao




AnnotationProperty(String name, Constants.ONTOLOGY ANNOTATION TYPE type)
Variaveis
String Name Nome da anotac~ao





String Name Nome da classe
ArrayList DataTypeProperties Propriedades datatype associadas a classe
ArrayList ObjectPropertiesAsDomains Propriedades object das quais a classe e o domain
ArrayList ObjectPropertiesAsRanges Propriedades object das quais a classe e o range
ArrayList Annotations Anotac~oes da classe
ArrayList Subclasses Subclasses da classe
String Superclass Superclasse da classe
Metodos
addDataTypeProperty Adiciona uma propriedade datatype a classe
addObjectPropertyAsDomain Adiciona uma propriedade object em que a classe e domain
addObjectPropertyAsRange Adiciona uma propriedade object em que a classe e range
addAnnotations Adiciona uma anotac~ao a classe
getAnnotationByName Retorna o valor de uma anotac~ao da classe
addSubClass Adiciona uma sub-classe a classe
Classe DatatypePropery
Construtor
DatatypeProperty(String domain, String range, String name)
Variaveis
String Domain Retorna o domain da propriedade
String Range Retorna o range da propriedade
String Name Retorna o nome da propriedade
ArrayList Annotations Retorna as anotac~oes da propriedade
Metodos
getAnnotationByName Retorna o valor de uma anotac~ao
Classe ObjectProperty
Construtor
ObjectProperty(String domain, String range, String name, Boolean functional)
Variaveis
String Domain Retorna o domain da propriedade
String Range Retorna o range da propriedade
String Name Retorna o nome da propriedade
Boolean Functional Retorna a informac~ao se a propriedade e funcional ou n~ao funcional
ArrayList Annotations Retorna as anotac~oes da propriedade
Metodos
getAnnotationByName Retorna o valor de uma anotac~ao
Tabela 11.3: Pacote Ontology
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Figura 11.7: Vis~ao geral da interface de pesquisa
11.3.5 Portal
A interface de pesquisa, cuja vis~ao geral e apresentada na gura 11.7, foi
desenvolvida utilizando a plataforma .NET e a linguagem C#. E atraves
da mesma que o utilizador tem a oportunidade de construir uma express~ao
de pesquisa, de uma forma guiada, que e validada semanticamente pelo sis-
tema de pesquisa e que permite visualizar simultaneamente a construc~ao da
express~ao a correspondente express~ao em linguagem natural, aproximando
este sistema, como ja indicamos ao longo da tese, da vis~ao optima da WS
| utilizac~ao da linguagem natural como interacc~ao entre o utilizador e o
sistema.
A interface pode dividir-se em cinco partes principais1:
 uma parte responsavel pela especicac~ao da classe de pesquisa e pro-
priedade principal (se tal for pretendido) (assinalada a vermelho);
 a construc~ao de restric~oes (assinalada a rosa);
1Esta interface tem por func~ao principal provar, depurar e validar o sistema, pelo que
para um sistema nal com utilizadores reais deveria fazer-se uma interface mais amigavel
que, por exemplo, interaja com os utilizadores em forma de dialogo.
Funcionamento 279
 a especicac~ao de conjunc~oes (assinalada a azul);
 a visualizac~ao da express~ao em linguagem natural (assinalada a verde);
 apresentac~ao de resultados sema^nticos (assinalada a amarelo).
Recordamos que um dos pressupostos do sistema, controlada pelo portal
de pesquisa, e o uso de uma unica conjunc~ao | a conjunc~ao principal |
quando mais do que uma restric~ao e denida. O uso de varias conjunc~oes
exigiria o uso de precede^ncias o que n~ao consideramos ser uma mais-valia no
processo de construc~ao pela complexidade que introduziria. Um exemplo de
uma express~ao de pesquisa n~ao suportada e "livros cujo preco e superior a
30¿ ou cujo ano de publicac~ao e 1999 e cujo numero de paginas e inferior
a 200". Existe, no entanto, uma situac~ao de excepc~ao.
Recordamos tambem que duas conjunc~oes diferentes podem existir numa
express~ao de pesquisa desde que uma seja a conjunc~ao principal e outra seja a
conjunc~ao que permite especicar varios valores para uma dada propriedade
| a conjunc~ao de pares. Esta situac~ao sucede quando existe mais do que
uma restric~ao sobre a mesma propriedade e usando o mesmo operador.
Estas duas validac~oes a nvel de conjunc~oes permitidas s~ao regras perten-
centes ao componente de gerac~ao de linguagem natural, mais concretamente
as regras de interface que s~ao implementadas justamente ao nvel do portal
de pesquisa.
11.4 Funcionamento
Para que o leitor melhor entenda o funcionamento e tambem a forma como
foi implementado o sistema PRECISION, consideremos um conjunto de
eventos que podem ocorrer durante a interacc~ao com o sistema de pesquisa
(ex.: acesso ao portal, escolha de uma classe de pesquisa, etc.), acc~oes des-
poletadas por esses eventos e metodos associados.
Esta explicac~ao sera feita em duas fases. A primeira e relativa a fase de
escolha de classe de pesquisa e propriedade principal. A segunda refere-se a
construc~ao e adic~ao de restric~oes.
A primeira fase encontra-se ilustrada na gura 11.8.
Quando o utilizador acede ao sistema de pesquisa (Evento 1), e invo-
cado o metodo loadSearchClasses() para preencher a combobox das classes
de pesquisa (Acc~ao B). Este metodo usa a API para aceder a ontologia e
dela obter todas as classes existentes. S~ao adicionadas a combobox apenas
as classes cuja anotac~ao anot type class tem o valor SEARCH. O texto adi-
cionado a combobox e o proveniente da anotac~ao anot short descr da classe.
Quando o utilizador escolhe uma dada classe de pesquisa (Evento 2),
e invocado o metodo generateNL() que interage com o componente NLGE
para obter a express~ao em linguagem natural que e posteriormente apresen-
tada ao utilizador (Acc~ao A). O conteudo da express~ao (classe de pesquisa,
propriedade principal, restric~oes e conjunc~oes) e guardado num objecto do
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Figura 11.8: Funcionamento do portal | escolha da informac~ao principal
tipo Expression denido no componente SERC e mantido em sess~ao. O
metodo generateNL() usa este objecto em sess~ao para gerar incremental-
mente a express~ao.
Seguidamente, e invocado o metodo loadMainProperty() para preenchi-
mento da combobox referente a propriedade principal (Acc~ao C). Este metodo
usa a API para obter todas as propriedades datatype da classe de pesquisa
escolhida para apresentar ao utilizador. S~ao igualmente apresentadas as pro-
priedades datatype das varias superclasses da classe de pesquisa. O Evento 2
gera ainda mais uma acc~ao | a Acc~ao D | que se refere ao preenchimento
das propriedades para efectuar restric~oes. Tal preenchimento e feito pelo
metodo loadAllProperties() que apresenta alem das propriedades datatype
tambem as propriedades object.
Se o Evento 3 suceder, ou seja, se o utilizador escolher uma propriedade
principal, a Acc~ao A e despoletada gerando a nova express~ao em linguagem
natural novamente atraves do metodo generateNL().
A segunda fase encontra-se ilustrada na gura 11.9.
Quando o utilizador escolhe a propriedade pela qual pretende efectuar a
restric~ao (Evento 4), existem dois caminhos possveis: ou a propriedade e do
tipo datatype ou do tipo object. No primeiro caso, e preenchida a combobox
relativa aos operadores de comparac~ao (Acc~ao F) tendo em conta o tipo de
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Figura 11.9: Funcionamento do portal | criac~ao de restric~oes
dados da propriedade escolhida. Tal e feito pelo metodo populatePFOpera-
tors(string range) que usa o cheiro XML denominado FPOperators.xml e
que tem o seguinte conteudo:
<?xml ve r s i on ="1.0" encoding="utf  8" ?>
<datatypes>
<s t r i ng>
<FP> i s ; i s not ; conta in s ; does not contain</FP>
<NFP>are ; are not</NFP>
</s t r i ng>
<others>
<FP> i s ; i s not ; i s g r e a t e r than ; i s l e s s e r than</FP>
</others>
</datatypes>
No caso do metodo populatePFOperators s~ao obtidos apenas os opera-
dores dentro do elemento FP do tipo de dados pretendido.
No caso de a propriedade escolhida ser do tipo object s~ao obtidas as pro-
priedades datatype associadas a classe denida como range da propriedade
object escolhida. Tal e feito utilizando o metodo loadPropertiesFromObj(-
string classname). As propriedades especcas obtidas s~ao apresentadas na
combobox correspondente (Acc~ao E).
Quando uma propriedade especca e escolhida (Evento 5) e necessario
vericar se a propriedade object escolhida como propriedade primeira da
restric~ao e do tipo funcional ou n~ao funcional. Se for do tipo funcional, e
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despoletada novamente a Acc~ao F que corresponde ao preenchimento dos
operadores funcionais. Se for do tipo n~ao funcional, e invocado o metodo
populatePNFOperators(string range) para obter os operadores de compara-
c~ao n~ao funcionais e preencher a correspondente combobox (Acc~ao G).
Quando o utilizador adiciona uma restric~ao sobre uma propriedade fun-
cional (Evento 6), o sistema comeca por validar se e necessario especicar
uma conjunc~ao de pares. Tal e necessario se existir uma outra restric~ao
sobre a mesma propriedade e usando o mesmo operador. Esta denic~ao e
feita na zona I2, identicada na gura 11.9.
Se n~ao for necessaria especicac~ao da conjunc~ao de pares, a nova restri-
c~ao e validada semanticamente pelo SVRE e, no caso de estar correcta, a
nova express~ao em linguagem natural e gerada e apresentada (Acc~ao A) ao
utilizador e a restric~ao adicionada na lista de restric~oes funcionais na zona
I3. No caso de estar incorrecta, a restric~ao n~ao e adicionada. Em qualquer
dos casos, o resultado da validac~ao sema^ntica e sempre apresentado na parte
esquerda da interface (Acc~ao H).
Se for necessario especicar uma conjunc~ao de pares, tal e efectuado na
zona I2. A express~ao resultante e submetida ao componente de validac~ao
sema^ntica e a execuc~ao prossegue tal como descrito no caso da n~ao necessi-
dade de especicac~ao da conjunc~ao de pares.
Quando o utilizador adiciona uma restric~ao sobre uma propriedade n~ao
funcional (Evento 7), o procedimento e similar a adic~ao de restric~ao sobre
uma propriedade funcional. A diferenca reside numa primeira vericac~ao que
e efectuada referente ao numero de elementos do conjunto de valores que tem
de ser, no mnimo, 1 (regra de vericac~ao denida a nvel do NLGE). No
caso da propriedade n~ao funcional a restric~ao quando correcta e adicionada
na zona I4.
No momento em que existirem duas restric~oes que sejam unidas pela
conjunc~ao principal e n~ao pela conjunc~ao de pares, a conjunc~ao utilizada e
a denida na Zona I1. Esta conjunc~ao n~ao pode ser alterada a partir do
momento em que passa a ser necessaria.
O funcionamento descrito ate aqui mostra que, como um sistema guiado
preve^, o sistema vai auxiliando o utilizador a formar uma express~ao de
pesquisa que, no nal, sera entendido pelo sistema e por isso tera sempre uma
resposta. A func~ao de parser preditivo esta embebido nos proprios metodos
da API ao obter apenas as opc~oes possveis para as varias comboboxes.
O Evento 8 corresponde a remoc~ao de uma restric~ao e as acc~oes s~ao
semelhantes no caso de remoc~ao de uma restric~ao funcional ou n~ao fun-
cional. A restric~ao e removida da lista correspondente e a nova express~ao
em linguagem natural e gerada e apresentada ao utilizador (Acc~ao A).
A tabela 11.4 resume a interacc~ao dos varios componentes da soluc~ao
proposta com o portal de pesquisa nos varios eventos considerados.
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Evento Componentes envolvidos
Acesso ao portal de pesquisa API
Escolha da classe de pesquisa NLGE + SERC + API
Escolha da propriedade principal NLGE + SERC
Escolha da propriedade para restric~ao FPOperators.xml + API
Escolha da propriedade especca FPOperators.xml
Adic~ao de restric~ao funcional SVRE + NLGE + SERC
Adic~ao de restric~ao n~ao funcional SVRE + NLGE + SERC
Remoc~ao de restric~ao NLGE + SERC
Tabela 11.4: Eventos e interacc~ao de componentes com o Portal
11.5 Demonstrac~ao
Com o m de mostrar, de uma forma mais pratica, o sistema em funciona-
mento, apresentamos alguns exemplos de aplicac~ao de regras sema^nticas
bem como de gerac~ao de linguagem natural. Antes porem, comecamos por
explicar o processo de construc~ao de uma express~ao de pesquisa no sistema
proposto, para que o leitor que esclarecido relativamente ao mesmo e me-
lhor perceber os exemplos que se seguem.
11.5.1 Processo de construc~ao de uma express~ao
Nesta secc~ao, mostramos como seria o processo de construc~ao de uma ex-
press~ao de pesquisa no prototipo desenvolvido. Esta e constituda por varias
partes, umas obrigatorias e outras opcionais. A parte obrigatoria e a especi-
cac~ao da classe de pesquisa que representa o que o utilizador pretende
pesquisar | como por exemplo Formularios de Transfere^ncia de Pena de
Agua.
Uma pesquisa que so contenha a classe de pesquisa e uma pesquisa geral,
ou seja, uma pesquisa que n~ao contem especicac~ao da propriedade principal
(por exemplo data de entrada) nem nenhuma restric~ao (por exemplo nome
do requerente e Maria). Assim, a especicac~ao da propriedade principal
assim como de restric~oes e opcional.
A gura 11.10 ilustra o processo de construc~ao de pesquisas, introduzido
no captulo 5. O mesmo inicia-se com a especicac~ao de uma classe de
pesquisa. As classes disponibilizadas nesta fase s~ao as classes da ontologia
com a anotac~ao anot type class com o valor SEARCH. Como foi referido
acima, esta e a especicac~ao mnima para uma pesquisa valida. O passo
seguinte do processo consiste na especicac~ao da propriedade principal, onde
as opc~oes s~ao as propriedades datatype da classe de pesquisa escolhida.
Segue-se a construc~ao de uma restric~ao, que comeca pela especicac~ao da
propriedade sendo nesta fase listadas tanto as propriedades datatype como as
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propriedades object. Se uma propriedade datatype for escolhida, e necessario
especicar o operador de comparac~ao e o valor de comparac~ao (no caso
de uma propriedade funcional) ou os valores de comparac~ao (no caso de
uma propriedade n~ao funcional). Se uma propriedade object for escolhida
e previamente necessario escolher a propriedade datatype da classe a qual
essa propriedade se refere e so posteriormente especicar o operador e o(s)
valor(es) de comparac~ao.
Construda a restric~ao, a mesma e validada com a express~ao actual. Em
caso de erro sema^ntico, o mesmo e enviado ao utilizador permanecendo a
express~ao de pesquisa inalterada. Em caso de inexiste^ncia de erro sema^ntico,
a restric~ao e adicionada a express~ao de pesquisa.
Figura 11.10: Vis~ao geral do processo de construc~ao de pesquisas
11.5.2 Regras sema^nticas
Esta secc~ao apresenta alguns exemplos de utilizac~ao do sistema relativa-
mente a validac~ao de regras sema^nticas.
Exemplo 1 - violac~ao de redunda^ncia de tipo 1
Para este exemplo e utilizada a classe desistencia ocupacao (passo 1 na gura
11.11) e a propriedade des ocupacao nr ossario (passo 2 na gura 11.11). E
criada uma primeira restric~ao sobre a propriedade usando o operador is e
o valor 10 (passo 3 na gura 11.11), resultando na express~ao "all available
grave desistance forms whose grave number is 10 " (passo 4 na gura 11.11).
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Figura 11.11: Construc~ao da express~ao de pesquisa
Para gerar uma redunda^ncia de tipo 1, adiciona-se uma nova restric~ao a
pesquisa, desta vez usando o operador is lesser than e o valor 15, usando a
conjunc~ao and para unir as duas restric~oes. Se o sistema n~ao possusse uma
componente de validac~ao sema^ntica, a restric~ao seria adicionada resultando
na seguinte express~ao:
all available grave desistance forms whose grave number is 10 and is lesser
than 15
No entanto, a redunda^ncia e detectada pelo sistema, a restric~ao n~ao e adi-
cionada a pesquisa e uma mensagem informativa e apresentada ao utilizador,
como ilustra a gura 11.12.
Figura 11.12: Detecc~ao de redunda^ncia de tipo 1 na interface
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Exemplo 2 - violac~ao de redunda^ncia de tipo 3 (propriedades ob-
ject)
Para este exemplo e utilizada a classe cartao residente, a propriedade object
denominada f tem identicacao formulario, herdada da classe Formulario e
a propriedade datatype denominada if categoria. E criada uma primeira res-
tric~ao sobre esta propriedade usando o operador contains e o valor CEM,
resultando na express~ao "all available resident card forms whose category of
the form identication contains CEM".
Para gerar uma redunda^ncia de tipo 3, adiciona-se uma nova restric~ao
a pesquisa, desta vez usando o operador is not e o valor TRAS, usando a
conjunc~ao or para unir as duas restric~oes. A express~ao resultante seria:
all available resident card forms whose category of the form identication
contains CEM or is not TRAS
Como se poder vericar, a ultima restric~ao adicionada torna redundante
a ja existente. Esta situac~ao e detectada pelo sistema que apresenta uma
mensagem informativa ao utilizador, como se pode ver na gura 11.13.
Figura 11.13: Detecc~ao de redunda^ncia de tipo 3 na interface
Exemplo 3 - Utilizac~ao de conjunc~oes diferentes
Para ilustrar a utilizac~ao de conjunc~oes diferentes na mesma express~ao de
pesquisa, usa-se como exemplo a classe Formulario. Cria-se uma primeira
restric~ao sobre a propriedade f number colocando o valor 10. Seguidamente,
cria-se uma restric~ao sobre a propriedade if categoria com o valor TRAS,
sendo usada a conjunc~ao and como conjunc~ao principal. A express~ao de
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pesquisa neste momento e: "all available forms whose number is 10 and
whose category of the form identication is TRAS".
Ao adicionar uma nova restric~ao sobre a propriedade f number usando
o mesmo operador is, e perguntado ao utilizador que conjunc~ao pretende
usar (gura 11.14). Tendo sido escolhida a conjunc~ao or, nenhuma regra
sema^ntica e validada resultando numa express~ao valida com tre^s restric~oes
especicadas, tal como ilustra a gura 11.15.
Figura 11.14: Escolha da conjunc~ao para a mesma propriedade/operador
Figura 11.15: Pesquisa valida
11.5.3 Gerac~ao de linguagem natural
Para exemplicar o processo de gerac~ao de linguagem natural, consideremos
a express~ao de pesquisa "begin date of all available forms whose number is
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100 or 10 and whose category of the form identication is TRAS".
Segue-se a apresentac~ao dos varios momentos de construc~ao desta ex-
press~ao de pesquisa e da express~ao em linguagem natural que vai sendo
gerada pelo sistema.
O primeiro momento de gerac~ao de linguagem natural corresponde a
escolha da classe de pesquisa que, neste caso, e forms gerando a express~ao
em linguagem natural "all available forms", como mostra a gura 11.16. A
regra RC1 e aplicada neste processo de gerac~ao.
Figura 11.16: Demonstrac~ao NLGE (I)
Segue-se a escolha da propriedade principal begin date, da qual resulta a
express~ao "begin date of all available forms", como mostra a gura 11.17. A
regra RC2 e aplicada neste processo de gerac~ao.
Figura 11.17: Demonstrac~ao NLGE (II)
A primeira restric~ao a ser criada corresponde ao ltro pelo formulario
com o numero 100, que usa a propriedade number e resulta na express~ao
"begin date of all available forms whose number is 100", como mostra a gura
Demonstrac~ao 289
11.18. Tratando-se de uma propriedade datatype, aplica-se RC3.
Figura 11.18: Demonstrac~ao NLGE (III)
Seguidamente, e adicionada a restric~ao que ltra pela categoria do for-
mulario com o codigo TRAS. A express~ao resultante em linguagem natural
pode ser visualizada na gura 11.19. A regra aplicada e RC4 por se tratar
de uma propriedade object.
Figura 11.19: Demonstrac~ao NLGE (IV)
Finalmente, e adicionada a restric~ao que corresponde ao ltro pelo for-
mulario com o numero 10. Ja existindo uma restric~ao sobre a mesma pro-
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priedade e operador, e perguntado ao utilizador qual a conjunc~ao de pares
que pretende usar sendo no caso indicada a conjunc~ao or. A gura 11.20
mostra a express~ao nal resultante, tendo sido feita uma agregac~ao das res-
tric~oes que incidem sobre a mesma propriedade.
Figura 11.20: Demonstrac~ao NLGE (V)
11.6 Conclus~ao
Para a implementac~ao do sistema que concretiza as soluc~oes teoricas pro-
postas nesta tese, tivemos em conta a modularizac~ao dos componentes de
forma a que a soluc~ao fosse facilmente desenhada e modicada quando
necessario. A incorporac~ao do componente SERC revelou-se extremamente
util pois de uma forma simples foi possvel guardar toda a express~ao de
pesquisa e faze^-la circular entre o portal, o NLGE e o SVRE, de onde cada
componente obtinha a informac~ao necessaria para atingir o seu m.
Por outro lado, a escolha da denic~ao da base de regras num cheiro
XML foi tambem uma mais-valia no nosso entender por ser uma forma bas-
tante simples de armazenar informac~ao e, simultaneamente, disponibilizar o
XPATH como linguagem de consulta bastante poderosa e rapida, facilitando
a obtenc~ao da informac~ao desejada em cada momento.
Num a^mbito geral, esta soluc~ao consegue de forma simples, intuitiva e
sem problemas de prestac~ao atingir os varios objectivos denidos. Mesmo
a gerac~ao de linguagem natural, por ser incremental, n~ao causa atraso ao
utilizador no processo de construc~ao de pesquisa.
Com a implementac~ao deste prototipo, apresentamos uma soluc~ao para
um sistema guiado de pesquisa sema^ntica com incorporac~ao de novas fun-








Conclus~oes e trabalho futuro
12.1 Contribuic~oes da tese
A pesquisa de informac~ao assume-se como uma importante tarefa em varios
domnios sendo por isso pratica corrente o desenvolvimento de portais para
encontrar informac~ao. Com o aparecimento da Web Sema^ntica, varios cam-
pos de aplicac~ao, nos quais se insere a pesquisa de informac~ao, conhecem
melhorias gracas as novas tecnicas introduzidas que permitem a anotac~ao de
recursos possibilitando aos agentes de software um maior e melhor entendi-
mento.
Esta evoluc~ao e fundamental dados os sistemas de pesquisa actuais ne-
cessitarem de novas tecnicas que lhes permitam atingir o principal objectivo
da sua concepc~ao: responder as pesquisas do utilizador de uma forma ob-
jectiva. A extens~ao para um sistema de pesquisa sema^ntico, que preve^ a
anotac~ao dos recursos, e um passo importante para atingir esta objectivi-
dade. No entanto, e fundamental n~ao descurarmos a forma de interacc~ao
entre o utilizador e o sistema de pesquisa, dado que este ultimo necessita
entender sem ambiguidade nem incerteza aquilo que o utilizador pretende
obter.
Nesta tese apresentamos uma arquitectura para um sistema de pesquisa
sema^ntico que visa avancar no campo da objectividade assim como abordar
alguns aspectos do foro da funcionalidade e usabilidade.
A utilizac~ao de linguagem natural e a vis~ao optima a atingir na Web
Sema^ntica no que toca a interacc~ao entre o utilizador e o sistema de pesquisa.
Alguns problemas se colocam nesta abordagem tais como a incapacidade de
perceber na totalidade o que o utilizador pretende bem como um outro
problema, comummente designado de habitability problem e que se refere a
falta de informac~ao relativa ao que e possvel procurar num determinado
sistema de pesquisa. Face a estes problemas, novas abordagens surgem de
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entre as quais destacamos a abordagem guiada que visa auxiliar e orientar
o utilizador na construc~ao da express~ao mostrando apenas, em cada fase da
express~ao, as opc~oes validas. Por seguir esta abordagem, a arquitectura que
propomos nesta tese e uma arquitectura guiada.
Apos a analise de varios sistemas guiados identicamos neles algumas
limitac~oes em dois aspectos fundamentais: funcionalidade e usabilidade. Ao
nvel da primeira, a inexiste^ncia de validac~ao sema^ntica da express~ao de
pesquisa foi uma das lacunas identicadas uma vez que normalmente apenas
e tida em conta a validade sintactica. A incorporac~ao de um componente que
faca a validac~ao sema^ntica traz vantagens para o utilizador e tambem para o
proprio sistema. Para o utilizador na medida em que este e noticado sempre
que uma invalidade sema^ntica ocorre ao nvel da construc~ao da express~ao
de pesquisa o que permite que o utilizador a corrija e n~ao seja levado em
erro pelos resultados obtidos. O proprio sistema benecia pois n~ao lhe s~ao
submetidas express~oes invalidas que apenas v~ao sobrecarregar o sistema.
As restantes limitac~oes identicadas e abordadas ao nvel da funciona-
lidade prendem-se com aspectos que contribuem para um alargar do leque
de pesquisas possveis nestes sistemas. Assim, a soluc~ao desenvolvida per-
mite a construc~ao de express~oes de pesquisa comparativas como extens~ao as
mais comuns pesquisas gerais, de resposta fechada ou que retornam valores
numericos. Por outro lado, e porque um sistema sema^ntico se apoia normal-
mente numa ontologia para denir o que e possvel pesquisar, consideramos
ser uma mais-valia a possibilidade de denir relac~oes entre classes alem da
relac~ao de um-para-um, como sendo uma relac~ao de um-para-muitos, tor-
nando assim possvel pesquisas mais complexas mas ainda assim pertinentes
e uteis. Finalmente, consideramos ainda a diferenciac~ao de papeis que as
classes podem desempenhar no processo de construc~ao de pesquisa, sendo
que umas identicam o que pode ser pesquisado e outras est~ao mais voca-
cionadas para restric~ao de dados.
No que se refere a usabilidade, foi nossa preocupac~ao a melhoria da in-
teracc~ao do utilizador com o sistema. Tendo este factor em considerac~ao,
identicamos os seguintes dois aspectos: gerac~ao de linguagem natural pa-
ralelamente a construc~ao graca da express~ao de pesquisa e possibilidade de
denic~ao de sinonimos para os conceitos. O primeiro aspecto contribui para
que a interface seja mais completa uma vez que o utilizador pode construir
gracamente a express~ao e visualizar, em tempo real, a correspondente ex-
press~ao em linguagem natural gerada automaticamente pelo sistema. Este
componente permite assim aproximar os sistemas guiados daquela que e a
vis~ao optima da pesquisa sema^ntica: a utilizac~ao de linguagem natural na
interacc~ao do utilizador com o sistema de pesquisa.
No que se refere a denic~ao de sinonimos, tal componente foi incorporado
na soluc~ao proposta por ir de encontro a um aspecto muito utilizado nos dias
que correm, e que consiste na individualizac~ao da experie^ncia do utilizador
na utilizac~ao de um dado sistema, e por ser inexistente nos sistemas guiados
Trabalho futuro 295
actuais. Na denic~ao do componente foram utilizadas personomies e folk-
sonomies, explorando as possibilidades que estas estruturas possuem para a
sugest~ao de sinonimos.
As varias propostas teoricas foram aplicadas a um caso real da adminis-
trac~ao publica local. Esta aplicac~ao contemplou a denic~ao de uma ontolo-
gia de domnio assim como a transformac~ao da arquitectura teorica proposta
numa implementac~ao pratica, o que nos permitiu contemplar na tese dife-
rentes aspectos que afectam a aplicac~ao pratica dos mecanismos propostos,
como a base de regras ou a forma de armazenamento das estruturas rela-
cionadas com a gest~ao de sinonimos.
Em suma, nesta tese propomos uma arquitectura para melhoria dos sis-
temas guiados actuais com especial e^nfase em diversos aspectos da sua fun-
cionalidade e usabilidade. A incorporac~ao de validade sema^ntica, o alarga-
mento do leque possvel de pesquisas, a aproximac~ao a linguagem natural e
a possibilidade de individualizac~ao da interface de pesquisa s~ao as principais
contribuic~oes desta tese.
12.2 Trabalho futuro
Relativamente as linhas de trabalho futuras, citamos de seguida as mais
relevantes.
No que se refere ao processo de validac~ao sema^ntica, a implementac~ao do
sistema apenas teve em conta incorrecc~oes sema^nticas entre restric~oes sobre
a mesma propriedade. Alargar a validac~ao a restric~oes que incidem
sobre propriedades distintas e uma linha futura de investigac~ao onde
sera necessario ter em conta a relac~ao que as propriedades te^m entre si. A
ttulo de exemplo, a express~ao "livros escritos por Shakespeare depois de
1800", devera ser detectada como semanticamente invalida ja que Shakes-
peare n~ao pode ter escrito livros apos a sua morte. A utilizac~ao de tecnolo-
gias da propria WS para a denic~ao das relac~oes (como por exemplo o RIF),
parece-nos o caminho ideal a seguir. Por outro lado, e porque a primeira
aproximac~ao seguida foi abandonada por concluirmos n~ao satisfazer os ob-
jectivos, outra linha de investigac~ao e o estudo/desenvolvimento de um
sistema de reasoning que suporte a detecc~ao dos referidos objectivos. A
semelhanca do que atras referimos, parece-nos tambem aqui adequada a uti-
lizac~ao preferencial de tecnologias da WS, tendo em conta a sua constante
evoluc~ao e, por isso, maior suporte para novos desenvolvimentos. Final-
mente, e apos feita a analise dos varios casos que permitem denir a base
de regras, esta preparado o caminho para se denir um modelo generico
que permita facilmente adicionar novos tipos de dados e correspondentes
regras sema^nticas a aplicar.
No que se refere ao modelo ontologico, um dos aspectos no qual nos
parece importante prosseguir estudos tem a ver com o alargamento de
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pesquisas com propriedades n~ao funcionais, o que iria contribuir para
um sistema mais completo. Para tal, dever~ao primeiramente ser denidos
os novos operadores a incluir ao nvel das propriedades n~ao funcionais e,
posteriormente, efectuar a analise de casos correspondente para determi-
nac~ao das regras sema^nticas a aplicar em cada caso. Poderia assim, por
exemplo, ser suportada a pesquisa: "quais os livros com pelo menos duas
edic~oes nos ultimos 6 anos?". Outro aspecto que pode constituir uma linha
de trabalho futura prende-se com uma extens~ao ao modelo ontologico
de forma a que seja possvel a denic~ao de relac~oes de um-para-muitos entre
classes e as suas propriedades datatype, como extens~ao a existente denic~ao
para propriedades object. Tal extens~ao torna-se importante pois, se numa
determinada ontologia autor for denido como uma propriedade datatype
de livro, n~ao e ainda possvel na arquitectura actual pesquisar livros com
varios autores pois apenas esta denida a relac~ao de um-para-muitos en-
tre classes e propriedades object. Tal extens~ao podera ser feita seguindo o
mesmo raciocnio utilizado no modelo ontologico denido nesta tese.
No que se refere a usabilidade, poderiam ser aliadas as funcionalidades
dos dois componentes implementados, atraves da gerac~ao personalizada de
uma express~ao de pesquisa em linguagem natural, que para tal iria usar as
designac~oes escolhidas para cada conceito por um dado utilizador. Tal exi-
giria a existe^ncia de regras que, a partir da designac~ao do conceito, pudessem
gerar as restantes express~oes de que o componente de gerac~ao de linguagem
natural necessita, como sendo o plural dessa designac~ao. Ainda nesta linha
de raciocnio, outro trabalho futuro seria a denic~ao de mecanismos para
sugerir designac~oes alternativas para termos para os quais neste momento
n~ao e possvel faze^-lo, como por exemplo a descric~ao dos operadores de com-
parac~ao. Assim, o operador "e menor", poderia ser antes descrito como
"tem um valor mais baixo"ou "vale menos". Por ultimo, apontamos como
linha de trabalho futura a denic~ao de mecanismos para uma gest~ao eciente
do armazenamento de informac~ao nas personomies e folksnomies, como as
soluc~oes incrementais que referimos no captulo 8.
Finalmente, a colocac~ao em produc~ao da soluc~ao desenvolvida sera util
para obtenc~ao de feedback, sendo de especial importa^ncia as sugest~oes prove-
nientes de utilizadores reais. Por outro lado, a aplicac~ao da soluc~ao a outros
a^mbitos que n~ao o do caso de estudo utilizado, tambem sera extremamente
util ja que permitira comprovar a exibilidade e versatilidade da arquitec-
tura.
Em suma, avancamos nesta tese com uma arquitectura para sistemas
guiados de pesquisa sema^ntica que introduz aspectos de funcionalidade e
usabilidade importantes de serem incorporados nestes tipos de sistemas.
Uma vez iniciada esta via nesta tese, existe ainda espaco para a sua melho-








Analise de casos sobre PF
A.1 Introduc~ao
A vericac~ao de cada caso e feita com recurso a teoria de conjuntos e lo-
gica de predicados. Tal implica, na maior parte dos casos, a denic~ao de
tre^s conjuntos. O primeiro conjunto denomina-se Y e representa o domnio
de valores resultante da aplicac~ao da nova restric~ao. O segundo conjunto,
denominado de W, representa o domnio de valores resultante da aplicac~ao
da restric~ao ja existente e o terceiro conjunto, denominado de Z, determina
a uni~ao ou intersecc~ao dos dois primeiros, mediante a conjunc~ao utilizada.
Em alguns casos simples, e apenas utilizado o conjunto Y para efectuar a
vericac~ao.
Os casos cuja situac~ao de analise sejam valores iguais e usem os mesmos
operadores, tanto se pode aplicar uma redunda^ncia de tipo 1 ou 3 ja que os
domnios s~ao iguais. Opta-se neste caso por assinalar uma redunda^ncia de
tipo 1 para desta forma a nova restric~ao ser ignorada n~ao causando impacto
na express~ao de pesquisa actual.
No caso de Z=W, obtem-se uma redunda^ncia de tipo 1. No caso de Z=Y,
obtem-se uma redunda^ncia de tipo 3. Uma redunda^ncia de tipo 2 obtem-se
quando Z=X para o tipo string e quando Z = R+0 para os restantes tipos.
Uma pesquisa incoerente obtem-se quando Z = ;.
A.2 Denominac~oes
Para que seja possvel fazer a analise de casos, e utilizada a nomenclatura
das situac~oes introduzida na secc~ao 6.3.2 e que aqui relembramos, para as
situac~oes relevantes nesta analise, na tabela A.1.
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(S3) Valor n~ao contido no outro
(S4) Valor contido no outro




(S11) Valor menor do que o outro
(S12) Valor maior do que o outro
Tabela A.1: Tipos de situac~oes para propriedades funcionais
Relativamente aos operadores de comparac~ao, referimo-nos a eles de
forma abreviada, conforme consta na tabela A.2.
Operador de comparac~ao Abreviatura
is I
is not IN
does not contain DNC
contains C
is greather than IGT
is lesser than ILT
Tabela A.2: Abreviatura dos operadores de comparac~ao
A.3 Tipo string
Comecemos pela analise dos casos que usam o tipo de dados string. Para tal,
considere-se o seguinte conjunto, denido extensivamente, que representa o
domnio de valores para os exemplos que ir~ao ser apresentados:
X = f[DigitalFortress]; [DaV inciCode];
[TheLostSymbol]; [DaV inciCodeDecoded]g
A.3.1 Conjunc~ao and
Descric~ao do caso 1
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S2
Exemplo books whose title is [Da Vinci Code] and is [Digital Fortress]
Analise Pesquisa incoerente pois um livro n~ao pode ter dois ttulos
Tipo string 301
Vericac~ao
Y = fx 2 X : x = [DaV inciCode] ^ x = [DigitalFortress]g
Y = ;
Descric~ao do caso 2
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] and is [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : x = [DaV inciCode] ^ x = [DaV inciCode]g





Descric~ao do caso 3
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S2
Exemplo books whose title is [Da Vinci Code] and is not [Digital Fortress]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] ^ x 6= [DigitalFortress]g





Descric~ao do caso 4
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] and is not [Da Vinci Code]
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 X : x = [DaV inciCode] ^ x 6= [DaV inciCode]g
Y = ;
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Descric~ao do caso 5
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] and contains [Da Vinci Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g




Descric~ao do caso 6
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S4
Exemplo books whose title is [Da Vinci Code] and contains [Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [Code]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g




Descric~ao do caso 7
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S3




Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [Digital]g
W = fx 2 X : P (x)g
= f[DigitalFortress]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g
= fx 2 X : x = [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= ;
Descric~ao do caso 8
Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise S1




Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g
= fx 2 X : x = [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= ;
Descric~ao do caso 9
Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise S4
Exemplo books whose title is [Da Vinci Code] and does not contain [Code]
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [Code]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g
= fx 2 X : x = [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= ;
Descric~ao do caso 10
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Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise S3
Exemplo books whose title is [Da Vinci Code] and does not contain [Fortress]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [Fortress]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] ^ P (x)g




Descric~ao do caso 11
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] and is [Da Vinci Code]
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode] ^ x = [DaV inciCode]g
Y = ;
Descric~ao do caso 12
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S2
Exemplo books whose title is not [Da Vinci Code] and is [Digital Fortress]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
W = fx 2 X : x = [DigitalFortress]g
= f[DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] ^ x = [DigitalFortress]g





Descric~ao do caso 13
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] and is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Tipo string 305
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
W = fx 2 X : x 6= [[DaV inciCode]]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] ^ x 6= [DaV inciCode]g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : x 6=
[DaV inciCode]g
= Y \W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= W
Descric~ao do caso 14
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S2
Exemplo books whose title is not [Da Vinci Code] and is not [Digital Fortress]
Analise Pesquisa valida pois o utilizador pretende todos os livros a excepc~ao
de dois: o [Da Vinci Code] e o [Digital Fortress]
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DigitalFortress]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] ^ x 6= [DigitalFortress]g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : x 6=
[DigitalFortress]g
= Y \W
= f[DaV inciCodeDecoded]; [TheLostSymbol]g
Descric~ao do caso 15
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] and contains [Da Vinci Code]
Analise Pesquisa valida pois o livro com o ttulo [Da Vinci Code Decoded]
obedece as duas restric~oes
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= f[DaV inciCodeDecoded]g
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Descric~ao do caso 16
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S4
Exemplo books whose title is not [Da Vinci Code] and contains [Vinci]
Analise Pesquisa valida pois o livro com o ttulo [Da Vinci Code Decoded]
obedece as duas restric~oes
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx contem [V inci]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= f[DaV inciCodeDecoded]g
Descric~ao do caso 17
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S3
Exemplo books whose title is not [Da Vinci Code] and contains [Decoded]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx contem [Decoded]g
W = fx 2 X : P (x)g
= f[DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g




Descric~ao do caso 18
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] and does not contain [Da
Vinci Code]
Analise Pesquisa redundante do tipo 1
Tipo string 307
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx nao contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g




Descric~ao do caso 19
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S4
Exemplo books whose title is not [Da Vinci Code] and does not contain [Vinci]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx nao contem [V inci]g
W = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g




Descric~ao do caso 20
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S3
Exemplo books whose title is not [Da Vinci Code] and does not contain
[Fortress]
Analise Pesquisa valida pois os livros com os ttulos [The Lost Symbol] e [Da
Vinci Code Decoded] obedecem as duas restric~oes
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
P (x) : fx nao contem [Fortress]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] ^ P (x)g
= fx 2 X : x 6= [DaV inciCode]g \ fx 2 X : P (x)g
= Y \W
= f[DaV inciCodeDecoded]; [TheLostSymbol]g
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Descric~ao do caso 21
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S1
Exemplo books whose title contains [Da Vinci Code] and is [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g




Descric~ao do caso 22
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S4
Exemplo books whose title contains [Code] and is [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx contem [Code]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g




Descric~ao do caso 23
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S3




P (x) : fx contem [Symbol]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x = [DaV inciCode]g
= Y \W
= ;
Descric~ao do caso 24
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S1
Exemplo books whose title contains [Da Vinci Code] and is not [Da Vinci Code]
Analise Pesquisa valida pois o livro com o ttulo [Da Vinci Code Decoded]
obedece as duas restric~oes
Vericac~ao
P (x) : fx contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^ x 6= [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x 6= [DaV inciCode]g
= Y \W
= f[DaV inciCodeDecoded]g
Descric~ao do caso 25
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S4
Exemplo books whose title contains [Vinci] and is not [Da Vinci Code]
Analise Pesquisa valida pois o livro com o ttulo [Da Vinci Code Decoded]
obedece as duas restric~oes
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Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^ x 6= [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x 6= [DaV inciCode]g
= Y \W
= f[DaV inciCodeDecoded]g
Descric~ao do caso 26
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S3
Exemplo books whose title contains [Decoded] and is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx contem [Decoded]g
Y = fx 2 X : P (x)g
= f[DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X :)(x) ^ x 6= [DaV inciCode]g




Descric~ao do caso 27
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S1
Exemplo books whose title contains [Vinci] and contains [Vinci]
Analise Pesquisa redundante do tipo 1
Tipo string 311
Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx contem [V inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= W
Descric~ao do caso 28
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S4
Exemplo books whose title contains [Vinci] and contains [DaVinci]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= Y
Descric~ao do caso 29
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S3
Exemplo books whose title contains [Vinci] and contains [Digital]
Analise Pesquisa valida em que os livros pretendidos contem as duas
palavras. No domnio de valores denido, esta pesquisa retorna um
conjunto vazio mas apenas porque n~ao existem livros que obedecam
as duas restric~oes, n~ao por ser uma pesquisa incoerente.
Descric~ao do caso 30
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S1
Exemplo books whose title contains [Vinci] and does not contain [Vinci]
Analise Pesquisa incoerente
312 Analise de casos sobre PF
Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx nao contem [V inci]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= ;
Descric~ao do caso 31
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S4
Exemplo books whose title contains [Vinci] and does not contain [DaVinci]
Analise Esta pesquisa e valida embora aplicado a X o resultado fosse um
conjunto vazio. No entanto, se considerarmos, por exemplo, o livro
com o nome [NewVinci], este contem a palavra [Vinci] e n~ao contem
a palavra [DaVinci]
Descric~ao do caso 32
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S3
Exemplo books whose title contains [DaVinci] and does not contain [Vinci]
Analise Pesquisa incoerente
Vericac~ao
P (x) : fx contem [DaV inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx nao contem [V inci]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= ;
Descric~ao do caso 33
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S5
Exemplo books whose title contains [Vinci] and does not contain [Decoded]




P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx nao contem [Decoded]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= f[DaV inciCode]g
Descric~ao do caso 34
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S1




P (x) : fx nao contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x = [DaV inciCode]g
= Y \W
= ;
Descric~ao do caso 35
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S4
Exemplo books whose title does not contain [Code] and is [Da Vinci Code]
Analise Pesquisa incoerente
Vericac~ao
P (x) : fx nao contem [Code]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x = [DaV inciCode]g
= Y \W
= ;
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Descric~ao do caso 36
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S3
Exemplo books whose title does not contain [Fortress] and is [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx nao contem [Fortress]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) ^ x = [DaV inciCode]g




Descric~ao do caso 37
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S1
Exemplo books whose title does not contain [Da Vinci Code] and is not [Da
Vinci Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx nao contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^ x 6= [DaV inciCode]P (x)g




Descric~ao do caso 38
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] and is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 3
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Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^ x 6= [DaV inciCode]g




Descric~ao do caso 39
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S3
Exemplo books whose title does not contain [Fortress] and is not [Da Vinci
Code]
Analise Pesquisa valida pois os livros com os ttulos [The Lost Symbol] e [Da
Vinci Code Decoded] obedecem as duas restric~oes
Vericac~ao
P (x) : fx nao contem [Fortress]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^ x 6= [DaV inciCode]g
= fx 2 X : P (x)g \ fx 2 X : x 6= [DaV inciCode]g
= Y \W
= f[DaV inciCodeDecoded]; [TheLostSymbol]g
Descric~ao do caso 40
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S1
Exemplo books whose title does not contain [Vinci] and contains [Vinci]
Analise Pesquisa incoerente
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Q(x) : fx contem [V inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= ;
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Descric~ao do caso 41
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S3
Exemplo books whose title does not contain [DaVinci] and contains [Vinci]
Analise Esta pesquisa e valida embora aplicado a X o resultado fosse um
conjunto vazio. No entanto, se considerarmos, por exemplo, o livro
com o nome [NewVinci], este n~ao contem a palavra [DaVinci] e con-
tem a palavra [Vinci].
Descric~ao do caso 42
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] and contains [DaVinci]
Analise Pesquisa incoerente
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Q(x) : fx contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= ;
Descric~ao do caso 43
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S5
Exemplo books whose title does not contain [Decoded] and contains [Vinci]
Analise Pesquisa valida. O livro com o ttulo [Da Vinci Code] obedece as
duas restric~oes especicadas
Vericac~ao
P (x) : fx nao contem [Decoded]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Q(x) : fx contem [V inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) ^Q(x)g
= fx 2 X : P (x)g \ fx 2 X : Q(x)g
= Y \W
= f[DaV inciCode]g
Descric~ao do caso 44
Tipo string 317
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S1
Exemplo books whose title does not contain [Vinci] and does not contain [Vinci]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Q(x) : fx nao contem [V inci]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g




Descric~ao do caso 45
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] and does not contain
[DaVinci]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Q(x) : fx nao contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g




Descric~ao do caso 46
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S3
Exemplo books whose title does not contain [Vinci] and does not contain
[Fortress]
Analise Pesquisa valida. O livro com o ttulo [The Lost Symbol] obedece as
duas restric~oes especicadas
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Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Q(x) : fx nao contem [Fortress]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : P (x) ^Q(x)g




Descric~ao do caso 47
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S2
Exemplo books whose title is [Da Vinci Code] or is [Digital Fortress]
Analise Pesquisa valida pois o utilizador esta a especicar dois ttulos de
livros que pretende obter
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x = [DigitalFortress]g
= f[DigitalFortress]g
Z = fx 2 X : x = [DaV inciCode] _ x = [DigitalFortress]g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : x =
[DigitalFortress]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]g
Descric~ao do caso 48
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] or is [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : x = [DaV inciCode] _ x = [DaV inciCode]g





Descric~ao do caso 49
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S2
Exemplo books whose title is [Da Vinci Code] or is not [Digital Fortress]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] _ x 6= [DigitalFortress]g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : x 6=
[DigitalFortress]g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
= W
Descric~ao do caso 50
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DigitalFortress]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] _ x 6= [DaV inciCode]g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : x 6=
[DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 51
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S1
Exemplo books whose title is [Da Vinci Code] or contains [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= W
Descric~ao do caso 52
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S4
Exemplo books whose title is [Da Vinci Code] or contains [Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [Code]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= W
Descric~ao do caso 53
Operadores rest. nova/rest. exist. I / C Situac~ao de analise S3
Exemplo books whose title is [Da Vinci Code] or contains [Digital]
Analise Pesquisa valida pois a segunda restric~ao permite obter mais livros
do que apenas com a primeira restric~ao, como por exemplo o livro
[Digital Fortress]
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx contem [Digital]g
W = fx 2 X : P (x)g
= f[DigitalFortress]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]g
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Descric~ao do caso 54
Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise s1
Exemplo books whose title is [Da Vinci Code] or does not contain [Da Vinci
Code]
Analise Pesquisa valida pois a segunda restric~ao permite obter mais livros do
que apenas com a primeira restric~ao, como os livros [Digital Fortress]
e [The Lost Symbol]
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Descric~ao do caso 55
Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise S4
Exemplo books whose title is [Da Vinci Code] or does not contain [Vinci]
Analise Pesquisa valida pois a segunda restric~ao permite obter mais livros do
que apenas com a primeira restric~ao, como os livros [Digital Fortress]
e [The Lost Symbol]
Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [V inci]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Descric~ao do caso 56
Operadores rest. nova/rest. exist. I / DNC Situac~ao de analise S3
Exemplo books whose title is [Da Vinci Code] or does not contain [Symbol]
Analise Pesquisa valida pois a segunda restric~ao permite obter mais livros do
que apenas com a primeira restric~ao, como os livros [Da Vinci Code
Decoded] e [Digital Fortress]
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Vericac~ao
Y = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
P (x) : fx nao contem [Symbol]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x = [DaV inciCode] _ P (x)g
= fx 2 X : x = [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded]g
Descric~ao do caso 57
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] or is [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DigitalFortress]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : x 6= [DaV inciCode] _ x = [DaV inciCode]g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : x =
[DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 58
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S2
Exemplo books whose title is not [Da Vinci Code] or is [Digital Fortress]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : x 6= [DigitalFortress] _ x = [DaV inciCode]g
= fx 2 X : x 6= [DigitalFortress]g [ fx 2 X : x =
[DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
= Y
Tipo string 323
Descric~ao do caso 59
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] _ x 6= [DaV inciCode]g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : x 6=
[DaV inciCode]g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= W
Descric~ao do caso 60
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S2
Exemplo books whose title is not [Da Vinci Code] or is not [Digital Fortress]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DigitalFortress]; [DaV inciCodeDecoded]; [TheLostSymbol]g
W = fx 2 X : x 6= [DigitalFortress]g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] _ x 6= [DigitalFortress]g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : x 6=
[DigitalFortress]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 61
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] or contains [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
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Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 62
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S4
Exemplo books whose title is not [Da Vinci Code] or contains [Vinci]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx contem [V inci]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 63
Operadores rest. nova/rest. exist. IN / C Situac~ao de analise S3
Exemplo books whose title is not [Da Vinci Code] or contains [Fortress]
Analise Pesquisa redundante do tipo 3
Tipo string 325
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx contem [Fortress]g
W = fx 2 X : P (x)g
= f[DigitalFortress]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= Y
Descric~ao do caso 64
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S1
Exemplo books whose title is not [Da Vinci Code] or does not contain [Da
Vinci Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx nao contem [DaV inciCode]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= Y
Descric~ao do caso 65
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S4
Exemplo books whose title is not [Da Vinci Code] or does not contain [Vinci]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx nao contem [V inci]g
W = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= Y
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Descric~ao do caso 66
Operadores rest. nova/rest. exist. IN / DNC Situac~ao de analise S3
Exemplo books whose title is not [Da Vinci Code] or does not contain [Fortress]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
P (x) : fx nao contem [Fortress]g
W = fx 2 X : P (x)g
= f[DaV inciCode]; [TheLostSymbol]; [DaV inciCodeDecoded]g
Z = fx 2 X : x 6= [DaV inciCode] _ P (x)g
= fx 2 X : x 6= [DaV inciCode]g [ fx 2 X : P (x)g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress];
f[DaV inciCode]g
= X
Descric~ao do caso 67
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S1
Exemplo books whose title contains [Da Vinci Code] or is [Da Vinci Code]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= Y
Descric~ao do caso 68
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S4
Exemplo books whose title contains [Code] or is [Da Vinci Code]
Analise Pesquisa redundante do tipo 3
Tipo string 327
Vericac~ao
P (x) : fx contem [Code]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : fx 2 X : P (x)g [ x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= Y
Descric~ao do caso 69
Operadores rest. nova/rest. exist. C / I Situac~ao de analise S3
Exemplo books whose title contains [Digital] or is [Da Vinci Code]
Analise Pesquisa valida pois a segunda restric~ao permite obter mais livros
do que apenas com a primeira restric~ao, como por exemplo o livro
[Digital Fortress]
Vericac~ao
P (x) : fx contem [Digital]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]g
Descric~ao do caso 70
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S1
Exemplo books whose title contains [Da Vinci Code] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
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Vericac~ao
P (x) : fx contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 71
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S4
Exemplo books whose title contains [Vinci] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded];
[TheLostSymbol]g
= X
Descric~ao do caso 72
Operadores rest. nova/rest. exist. C / IN Situac~ao de analise S3
Exemplo books whose title contains [Fortress] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Tipo string 329
Vericac~ao
P (x) : fx contem [Fortress]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= W
Descric~ao do caso 73
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S1
Exemplo books whose title contains [Digital] or contains [Digital]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx contem [Digital]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
Q(x) : fx contem [Digital]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g




Descric~ao do caso 74
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S4
Exemplo books whose title contains [Vinci] or contains [DaVinci]
Analise Pesquisa redundante do tipo 3
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Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]g
= Y
Descric~ao do caso 75
Operadores rest. nova/rest. exist. C / C Situac~ao de analise S3
Exemplo books whose title contains [Digital] or contains [Symbol]
Analise Pesquisa valida pois o utilizador pretende o conjunto dos livros que
obedecam as duas restric~oes, como por exemplo os livros [Digital
Fortress] e [The Lost Symbol]
Vericac~ao
P (x) : fx contem [Digital]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
Q(x) : fx contem [Symbol]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DigitalFortress]; [TheLostSymbol]g
Descric~ao do caso 76
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S1
Exemplo books whose title contains [Digital] or does not contain [Digital]
Analise Pesquisa redundante do tipo 2
Tipo string 331
Vericac~ao
P (x) : fx contem [Digital]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
Q(x) : fx nao contem [Digital]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]; [DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DigitalFortress]; [TheLostSymbol]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 77
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S4
Exemplo books whose title contains [Vinci] or does not contain [DaVinci]
Analise Pesquisa redundante do tipo 2
Vericac~ao
P (x) : fx contem [V inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx nao contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[TheLostSymbol]; [DigitalFortress]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 78
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S4
Exemplo books whose title contains [DaVinci] or does not contain [Vinci]
Analise Pesquisa redundante do tipo 2
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Vericac~ao
P (x) : fx contem [DaV inci]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx nao contem [V inci]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[TheLostSymbol]; [DigitalFortress]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 79
Operadores rest. nova/rest. exist. C / DNC Situac~ao de analise S5
Exemplo books whose title contains [Digital] or does not contain [Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx contem [Digital]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]g
Q(x) : fx nao contem [Code]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g




Descric~ao do caso 80
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S1





P (x) : fx nao contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Descric~ao do caso 81
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] or is [Da Vinci Code]
Analise Pesquisa valida
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [TheLostSymbol]g
Descric~ao do caso 82
Operadores rest. nova/rest. exist. DNC / I Situac~ao de analise S3
Exemplo books whose title does not contain [Symbol] or is [Da Vinci Code]
Analise Pesquisa valida
Vericac~ao
P (x) : fx nao contem [Symbol]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [DaV inciCode]; [DaV inciCodeDecoded]g
W = fx 2 X : x = [DaV inciCode]g
= f[DaV inciCode]g
Z = fx 2 X : P (x) _ x = [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x = [DaV inciCode]g
= Y [W
= f[DaV inciCode]; [DigitalFortress]; [DaV inciCodeDecoded]g
Descric~ao do caso 83
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S1
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Exemplo books whose title does not contain [Da Vinci Code] or is not [Da
Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx nao contem [DaV inciCode]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= W
Descric~ao do caso 84
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 1
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[DigitalFortress]; [TheLostSymbol]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
= W
Descric~ao do caso 85
Operadores rest. nova/rest. exist. DNC / IN Situac~ao de analise S3
Exemplo books whose title does not contain [Fortress] or is not [Da Vinci Code]
Analise Pesquisa redundante do tipo 2
Tipo string 335
Vericac~ao
P (x) : fx nao contem [Fortress]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [TheLostSymbol]; [DaV inciCodeDecoded]g
W = fx 2 X : x 6= [DaV inciCode]g
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _ x 6= [DaV inciCode]g
= fx 2 X : P (x)g [ fx 2 X : x 6= [DaV inciCode]g
= Y [W
= f[DaV inciCodeDecoded]; [TheLostSymbol]; [DigitalFortress];
f[DaV inciCode]g
= X
Descric~ao do caso 86
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S1
Exemplo books whose title does not contain [Digital] or contains [Digital]
Analise Pesquisa redundante do tipo 2
Vericac~ao
P (x) : fx nao contem [Digital]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DaV inciCode]; [DaV inciCodeDecoded]g
Q(x) : fx contem [Digital]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DigitalFortress]; [TheLostSymbol]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 87
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S3
Exemplo books whose title does not contain [DaVinci] or contains [Vinci]
Analise Pesquisa redundante do tipo 2
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Vericac~ao
P (x) : fx nao contem [DaV inci]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Q(x) : fx contem [V inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[TheLostSymbol]; [DigitalFortress]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 88
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] or contains [DaVinci]
Analise Pesquisa redundante do tipo 2
Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Q(x) : fx contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[TheLostSymbol]; [DigitalFortress]; [DaV inciCode];
[DaV inciCodeDecoded]g
= X
Descric~ao do caso 89
Operadores rest. nova/rest. exist. DNC / C Situac~ao de analise S5
Exemplo books whose title does not contain [Code] or contains [Digital]
Analise Pesquisa redundante do tipo 3
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Vericac~ao
P (x) : fx nao contem [Code]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Q(x) : fx contem [Digital]g
W = fx 2 X : Q(x)g
= f[DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g




Descric~ao do caso 90
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S1
Exemplo books whose title does not contain [Digital] or does not contain [Dig-
ital]
Analise Pesquisa redundante do tipo 3
Vericac~ao
P (x) : fx nao contem [Digital]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Q(x) : fx nao contem [Digital]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
= Y
Descric~ao do caso 91
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S4
Exemplo books whose title does not contain [Vinci] or does not contain
[DaVinci]
Analise Pesquisa redundante do tipo 3
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Vericac~ao
P (x) : fx nao contem [V inci]g
Y = fx 2 X : P (x)g
= f[TheLostSymbol]; [DigitalFortress]g
Q(x) : fx nao contem [DaV inci]g
W = fx 2 X : Q(x)g
= f[TheLostSymbol]; [DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g




Descric~ao do caso 92
Operadores rest. nova/rest. exist. DNC/DNC Situac~ao de analise S3
Exemplo books whose title does not contain [Digital] or does not contain [Sym-
bol] ; books whose title does not contain [Digital] or does not contain
[Fortress]
Analise As primeiras duas express~oes podem introduzir um tipo de redunda^n-
cia. No primeiro caso, existe redunda^ncia de tipo 2 enquanto que
no segundo caso existe uma redunda^ncia de tipo 1. A diferenca en-
tre ambas as express~oes e o facto de os dois valores de comparac~ao em
causa poderem pertencer a livros diferentes (gerando a primeira situa-
c~ao) ou ao mesmo livro (gerando a segunda express~ao). Obviamente
que este e um aspecto n~ao controlado no momento de construc~ao da
express~ao de pesquisa e que, por isso, n~ao dara origem a nenhuma
regra sema^ntica sendo considerada uma pesquisa valida
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Vericac~ao Teoria de conjuntos aplicada a primeira express~ao.
P (x) : fx nao contem [Digital]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Q(x) : fx nao contem [Symbol]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [DigitalFortress]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]
[DigitalFortress]g
= X
Teoria de conjuntos aplicada a segunda express~ao.
P (x) : fx nao contem [Digital]g
Y = fx 2 X : P (x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Q(x) : fx nao contem [Fortress]g
W = fx 2 X : Q(x)g
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
Z = fx 2 X : P (x) _Q(x)g
= fx 2 X : P (x)g [ fx 2 X : Q(x)g
= Y [W
= f[DaV inciCode]; [DaV inciCodeDecoded]; [TheLostSymbol]g
= Y
A.4 Tipo restantes tipos
A analise que se segue aplica-se aos restantes tipos de dados: decimal, double,
integer e date.
Os exemplos abaixo usam a propriedade preco, que se considera ser do
tipo decimal. Para simplicar a demonstrac~ao de cada caso com a teoria
de conjuntos, a mesma consiste em encontrar o domnio de precos que sa-
tisfazem as restric~oes especicadas, permitindo assim concluir, mediante o
domnio obtido, se a express~ao e ou n~ao valida semanticamente.
Sendo a propriedade preco do tipo decimal, as demonstrac~oes usam o
conjunto de numeros reais positivos incluindo o zero (R+0 ). As mesmas
demonstrac~oes podem ser aplicadas ao tipo double dado tambem ser um
numero real.
No caso do tipo integer, dado ser um numero inteiro, ter-se-ia de consi-
derar o conjunto de numeros inteiros positivos (Z+0 ).
Para o tipo date, embora tenha o seu formato especco, aplicam-se as
mesmas regras.
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A.4.1 Conjunc~ao and
Descric~ao do caso 93
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S10
Exemplo books whose price is 10¿ and is 15¿
Analise Pesquisa incoerente pois um livro n~ao pode ter dois precos
Vericac~ao
Y = fx 2 R+0 : x = 10 ^ x = 15g
Y = ;
Descric~ao do caso 94
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S9
Exemplo books whose price is 10¿ and is 10¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= f10g
= W
Descric~ao do caso 95
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S9
Exemplo books whose price is 15¿ and is not 15¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x = 15g
= f15g
W = fx 2 R+0 : x 6= 15g
= R+0 nf15g
Z = Y \W
= ;
Descric~ao do caso 96
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S10
Exemplo books whose price is 10¿ and is not 15¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x 6= 15g
= R+0 nf15g
Z = Y \W
= f10g
= Y
Descric~ao do caso 97
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S9
Exemplo books whose price is 10¿ and is greater than 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x > 10g
= ]10;1[
Z = Y \W
= ;
Descric~ao do caso 98
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S12
Exemplo books whose price is 10¿ and is greater than 15¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x > 15g
= ]15;1[
Z = Y \W
= ;
Descric~ao do caso 99
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S11
Exemplo books whose price is 10¿ and is greater than 8¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x > 8g
= ]8;1[
Z = Y \W
= f10g
= Y
Descric~ao do caso 100
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S9
Exemplo books whose price is 10¿ and is lesser than 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x < 10g
= ]1; 10[
Z = Y \W
= ;
Descric~ao do caso 101
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S12
Exemplo books whose price is 10¿ and is lesser than 17¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x < 17g
= ]1; 17[
Z = Y \W
= f10g
= Y
Descric~ao do caso 102
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S11
Exemplo books whose price is 10¿ and is lesser than 8¿
Analise Pesquisa incoerente
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Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x < 8g
= ]1; 8[
Z = Y \W
= ;
Descric~ao do caso 103
Operadores rest. nova/rest. exist. IN/ I Situac~ao de analise S10
Exemplo books whose price is not 15¿ and is 10¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x 6= 15g
= R+0 nf15g
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= f10g
= W
Descric~ao do caso 104
Operadores rest. nova/rest. exist. IN/ I Situac~ao de analise S9
Exemplo books whose price is not 15¿ and is 15¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x 6= 15g
= R+0 nf15g
W = fx 2 R+0 : x = 15g
= f15g
Z = Y \W
= ;
Descric~ao do caso 105
Operadores rest. nova/rest. exist. IN/ IN Situac~ao de analise S9
Exemplo books whose price is not 10¿ and is not 10¿
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y \W
= W
Descric~ao do caso 106
Operadores rest. nova/rest. exist. IN/ IN Situac~ao de analise S10
Exemplo books whose price is not 10¿ and is not 15¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x 6= 15g
= R+0 nf15g
Z = Y \W
= R+0 nf10; 15g
Descric~ao do caso 107
Operadores rest. nova/rest. exist. IN/ IGT Situac~ao de analise S9
Exemplo books whose price is not 20¿ and is greater than 20¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x 6= 20g
= R+0 nf20g
W = fx 2 R+0 : x > 20g
= ]20;1[
Z = Y \W
= ]20;1[
= W
Descric~ao do caso 108
Operadores rest. nova/rest. exist. IN/ IGT Situac~ao de analise S12
Exemplo books whose price is not 20¿ and is greater than 25¿
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 R+0 : x 6= 20g
= R+0 nf20g
W = fx 2 R+0 : x > 25g
= ]25;1[
Z = Y \W
= ]25;1[
= W
Descric~ao do caso 109
Operadores rest. nova/rest. exist. IN/ IGT Situac~ao de analise S11
Exemplo books whose price is not 20¿ and is greater than 15¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x 6= 20g
= R+0 nf20g
W = fx 2 R+0 : x > 15g
= ]15;1[
Z = Y \W
= ]15; 20[[]20;1[
Descric~ao do caso 110
Operadores rest. nova/rest. exist. IN/ ILT Situac~ao de analise S9
Exemplo books whose price is not 10¿ and is lesser than 10¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x < 10g
= ]1; 10[
Z = Y \W
= ]1; 10[
= W
Descric~ao do caso 111
Operadores rest. nova/rest. exist. IN/ ILT Situac~ao de analise S12
Exemplo books whose price is not 10¿ and is lesser than 15¿
Analise Pesquisa valida
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Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x < 15g
= ]1; 15[
Z = Y \W
= ]1; 10[[]10; 15[
Descric~ao do caso 112
Operadores rest. nova/rest. exist. IN/ ILT Situac~ao de analise S11
Exemplo books whose price is not 10¿ and is lesser than 8¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x < 8g
= ]1; 8[
Z = Y \W
= ]1; 8[
= W
Descric~ao do caso 113
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S9
Exemplo books whose price is greater than 10¿ and is 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= ;
Descric~ao do caso 114
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S12
Exemplo books whose price is greater than 15¿ and is 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x > 15g
= ]15;1[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= ;
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Descric~ao do caso 115
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S11
Exemplo books whose price is greater than 8¿ and is 10¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x > 8g
= ]8;1[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= f10g
= W
Descric~ao do caso 116
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S9
Exemplo books whose price is greater than 20¿ and is not 20¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x > 20g
= ]20;1[
W = fx 2 R+0 : x 6= 20g
= R+0 nf20g
Z = Y \W
= ]20;1[
= Y
Descric~ao do caso 117
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S12
Exemplo books whose price is greater than 25¿ and is not 20¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x > 25g
= ]25;1[
W = fx 2 R+0 : x 6= 20g
= R+0 nf20g
Z = Y \W
= ]25;1[
= Y
Descric~ao do caso 118
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S11
Exemplo books whose price is greater than 15¿ and is not 20¿
Analise Pesquisa valida
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Vericac~ao
Y = fx 2 R+0 : x > 15g
= ]15;1[
W = fx 2 R+0 : x 6= 20g
= R+0 nf20g
Z = Y \W
= ]15; 20[[]20;1[
Descric~ao do caso 119
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S9
Exemplo books whose price is greater than 12¿ and is greater than 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x > 12g
= ]12;1[
W = fx 2 R+0 : x > 12g
= ]12;1[
Z = Y \W
= W
Descric~ao do caso 120
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S11
Exemplo books whose price is greater than 10¿ and is greater than 15¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x > 15g
= ]15;1[
Z = Y \W
= ]15;1[
= W
Descric~ao do caso 121
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S12
Exemplo books whose price is greater than 10¿ and is greater than 7¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x > 7g
= ]7;1[
Z = Y \W
= ]10;1[
= Y
Descric~ao do caso 122
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S9
Exemplo books whose price is greater than 10¿ and is lesser than 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x < 10g
= ]1; 10[
Z = Y \W
= ;
Descric~ao do caso 123
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S12
Exemplo books whose price is greater than 10¿ and is lesser than 5¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x < 5g
= ]1; 5[
Z = Y \W
= ;
Descric~ao do caso 124
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S11
Exemplo books whose price is greater than 10¿ and is lesser than 15¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x > 10g
= ]10;1[
W = fx 2 R+0 : x < 15g
= ]1; 15[
Z = Y \W
= ]10; 15[
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Descric~ao do caso 125
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S9
Exemplo books whose price is lesser than 10¿ and is 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x < 10g
= ]1; 10[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= ;
Descric~ao do caso 126
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S12
Exemplo books whose price is lesser than 17¿ and is 10¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 17g
= ]1; 17[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= f10g
= W
Descric~ao do caso 127
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S11
Exemplo books whose price is lesser than 8¿ and is 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x < 8g
= ]1; 8[
W = fx 2 R+0 : x = 10g
= f10g
Z = Y \W
= ;
Descric~ao do caso 128
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S9
Exemplo books whose price is lesser than 10¿ and is not 10¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x < 10g
= ]1; 10[
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y \W
= ]1; 10[
= Y
Descric~ao do caso 129
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S12
Exemplo books whose price is lesser than 15¿ and is not 10¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 15g
= ]1; 15[
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y \W
= ]1; 10[[]10; 15[
Descric~ao do caso 130
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S11
Exemplo books whose price is lesser than 8¿ and is not 10¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x < 8g
= ]1; 8[
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y \W
= ]1; 8[
= Y
Descric~ao do caso 131
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S9
Exemplo books whose price is lesser than 10¿ and is greater than 10¿
Analise Pesquisa incoerente
352 Analise de casos sobre PF
Vericac~ao
Y = fx 2 R+0 : x < 10g
= ]1; 10[
W = fx 2 R+0 : x > 10g
= ]10;1[
Z = Y \W
= ;
Descric~ao do caso 132
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S11
Exemplo books whose price is lesser than 5¿ and is greater than 10¿
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 R+0 : x < 5g
= ]1; 5[
W = fx 2 R+0 : x > 10g
= ]10;1[
Z = Y \W
= ;
Descric~ao do caso 133
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S12
Exemplo books whose price is lesser than 15¿ and is greater than 10¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 15g
= ]1; 15[
W = fx 2 R+0 : x > 10g
= ]10;1[
Z = Y \W
= ]10; 15[
Descric~ao do caso 134
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S9
Exemplo books whose price is lesser than 12¿ and is lesser than 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x < 12g
= ]1; 12[
Z = Y \W
= ]1; 12[
= W
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Descric~ao do caso 135
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S11
Exemplo books whose price is lesser than 10¿ and is lesser than 15¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x < 10g
= ]1; 10[
W = fx 2 R+0 : x < 15g
= ]1; 15[
Z = Y \W
= ]1; 10[
= Y
Descric~ao do caso 136
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S12
Exemplo books whose price is lesser than 10¿ and is lesser than 7¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 10g
= ]1; 10[
W = fx 2 R+0 : x < 7g
= ]1; 7[




Descric~ao do caso 137
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S10
Exemplo books whose price is 10¿ or is 15¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x = 15g
= f15g
Z = Y [W
= f10; 15g
Descric~ao do caso 138
Operadores rest. nova/rest. exist. I / I Situac~ao de analise S9
Exemplo books whose price is 10¿ or is 10¿
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x = 10g
= f10g
Z = Y [W
= f10g
= W
Descric~ao do caso 139
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S9
Exemplo books whose price is 10¿ or is not 10¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x 6= 10g
= R+0 nf10g
Z = Y [W
= R+0
Descric~ao do caso 140
Operadores rest. nova/rest. exist. I / IN Situac~ao de analise S10
Exemplo books whose price is 10¿ or is not 15¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x = 10g
= f10g
W = fx 2 R+0 : x 6= 15g
= R+0 nf15g
Z = Y [W
= R+0 nf15g
= W
Descric~ao do caso 141
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S9
Exemplo books whose price is 20¿ or is greater than 20¿
Analise Pesquisa valida
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Vericac~ao
Y = fx 2 R+0 : x = 20g
= f20g
W = fx 2 R+0 : x > 20g
= ]20;1[
Z = Y [W
= [20;1[
Descric~ao do caso 142
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S12
Exemplo books whose price is 20¿ or is greater than 25¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x = 20g
= f20g
W = fx 2 R+0 : x > 25g
= ]25;1[
Z = Y [W
= f20g[]25;1[
Descric~ao do caso 143
Operadores rest. nova/rest. exist. I / IGT Situac~ao de analise S11
Exemplo books whose price is 20¿ or is greater than 13¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x = 20g
= f20g
W = fx 2 R+0 : x > 13g
= ]13;1[
Z = Y [W
= ]13;1[
= W
Descric~ao do caso 144
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S9
Exemplo books whose price is 12¿ or is lesser than 12¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x = 12g
= f12g
W = fx 2 R+0 : x < 12g
= ]1; 12[
Z = Y [W
= ]1; 12]
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Descric~ao do caso 145
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S12
Exemplo books whose price is 12¿ or is lesser than 23¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x = 12g
= f12g
W = fx 2 R+0 : x < 23g
= ]1; 23[
Z = Y [W
= ]1; 23[
= W
Descric~ao do caso 146
Operadores rest. nova/rest. exist. I / ILT Situac~ao de analise S11
Exemplo books whose price is 12¿ or is lesser than 6¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x = 12g
= f12g
W = fx 2 R+0 : x < 6g
= ]1; 6[
Z = Y [W
= ]1; 5] [ f12g
Descric~ao do caso 147
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S10
Exemplo books whose price is not 15¿ or is 10¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x 6= 15g
= R+0 nf15g
W = fx 2 R+0 : x = 10g
= f10g
Z = Y [W
= R+0 nf15g
= Y
Descric~ao do caso 148
Operadores rest. nova/rest. exist. IN / I Situac~ao de analise S9
Exemplo books whose price is not 10¿ or is 10¿
Analise Pesquisa redundante do tipo 2
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Vericac~ao
Y = fx 2 R+0 : x 6= 10g
= R+0 nf10g
W = fx 2 R+0 : x = 10g
= f10g
Z = Y [W
= R+0
Descric~ao do caso 149
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S9
Exemplo books whose price is not 12¿ or is not 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0 nf12g
= W
Descric~ao do caso 150
Operadores rest. nova/rest. exist. IN / IN Situac~ao de analise S10
Exemplo books whose price is not 12¿ or is not 27¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x 6= 27g
= R+0 nf27g
Z = Y [W
= R+0
Descric~ao do caso 151
Operadores rest. nova/rest. exist. IN / IGT Situac~ao de analise S9
Exemplo books whose price is not 12¿ or is greater than 12¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x > 12g
= ]12;1[
Z = Y [W
= R+0 nf12g
= Y
Descric~ao do caso 152
Operadores rest. nova/rest. exist. IN / IGT Situac~ao de analise S12
Exemplo books whose price is not 12¿ or is greater than 27¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x > 27g
= ]27;1[
Z = Y [W
= R+0 nf12g
= Y
Descric~ao do caso 153
Operadores rest. nova/rest. exist. IN / IGT Situac~ao de analise S11
Exemplo books whose price is not 12¿ or is greater than 7¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x > 7g
= ]7;1[
Z = Y [W
= R+0
Descric~ao do caso 154
Operadores rest. nova/rest. exist. IN / ILT Situac~ao de analise S9
Exemplo books whose price is not 12¿ or is lesser than 12¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x < 12g
= ]1; 12[
Z = Y [W
= R+0 nf12g
= Y
Descric~ao do caso 155
Operadores rest. nova/rest. exist. IN / ILT Situac~ao de analise S12
Exemplo books whose price is not 12¿ or is lesser than 23¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x < 23g
= ]1; 23[
Z = Y [W
= R+0
Descric~ao do caso 156
Operadores rest. nova/rest. exist. IN / ILT Situac~ao de analise S11
Exemplo books whose price is not 12¿ or is lesser than 7¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x 6= 12g
= R+0 nf12g
W = fx 2 R+0 : x < 7g
= ]1; 7[
Z = Y [W
= R+0 nf12g
= Y
Descric~ao do caso 157
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S9
Exemplo books whose price is greater than 20¿ or is 20¿
Analise Pesquisa valida
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Vericac~ao
Y = fx 2 R+0 : x > 20g
= ]20;1[
W = fx 2 R+0 : x = 20g
= f20g
Z = Y [W
= [20;1[
Descric~ao do caso 158
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S12
Exemplo books whose price is greater than 25¿ or is 20¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x > 25g
= ]25;1[
W = fx 2 R+0 : x = 20g
= f20g
Z = Y [W
= f20g[]25;1[
Descric~ao do caso 159
Operadores rest. nova/rest. exist. IGT / I Situac~ao de analise S11
Exemplo books whose price is greater than 13¿ or is 20¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x > 13g
= ]13;1[
W = fx 2 R+0 : x = 20g
= f20g
Z = Y [W
= ]13;1[
= Y
Descric~ao do caso 160
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S9
Exemplo books whose price is greater than 12¿ or is not 12¿
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 R+0 : x > 12g
= ]12;1[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0 nf12g
= W
Descric~ao do caso 161
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S12
Exemplo books whose price is greater than 27¿ or is not 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x > 27g
= ]27;1[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0 nf12g
= W
Descric~ao do caso 162
Operadores rest. nova/rest. exist. IGT / IN Situac~ao de analise S11
Exemplo books whose price is greater than 7¿ or is not 12¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x > 7g
= ]7;1[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0
Descric~ao do caso 163
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S9
Exemplo books whose price is greater than 12¿ or is greater than 12¿
Analise Pesquisa redundante do tipo 3
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Vericac~ao
Y = fx 2 R+0 : x > 12g
= ]12;1[
W = fx 2 R+0 : x > 12g
= ]12;1[
Z = Y [W
= ]12;1[
= Y
Descric~ao do caso 164
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S11
Exemplo books whose price is greater than 12¿ or is greater than 17¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x > 12g
= ]12;1[
W = fx 2 R+0 : x > 17g
= ]17;1[
Z = Y [W
= ]12;1[
= Y
Descric~ao do caso 165
Operadores rest. nova/rest. exist. IGT / IGT Situac~ao de analise S12
Exemplo books whose price is greater than 12¿ or is greater than 9¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x > 12g
= ]12;1[
W = fx 2 R+0 : x > 9g
= ]9;1[
Z = Y [W
= ]9;1[
= W
Descric~ao do caso 166
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S9
Exemplo books whose price is greater than 30¿ or is lesser than 30¿
Analise Pesquisa valida
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Vericac~ao
Y = fx 2 R+0 : x > 30g
= ]30;1[
W = fx 2 R+0 : x < 30g
= ]1; 30[
Z = Y [W
= R+0 nf30g
Descric~ao do caso 167
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S12
Exemplo books whose price is greater than 30¿ or is lesser than 20¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x > 30g
= ]30;1[
W = fx 2 R+0 : x < 20g
= ]1; 20[
Z = Y [W
= ]1; 20[[]30;1[
Descric~ao do caso 168
Operadores rest. nova/rest. exist. IGT / ILT Situac~ao de analise S11
Exemplo books whose price is greater than 30¿ or is lesser than 40¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y= fx 2 R+0 : x > 30g
= ]30;1[
W = fx 2 R+0 : x < 40g
= ]1; 40[
Z = Y [W
= R+0
Descric~ao do caso 169
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S9
Exemplo books whose price is lesser than 12¿ or is 12¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x = 12g
= f12g
Z = Y [W
= ]1; 12]
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Descric~ao do caso 170
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S12
Exemplo books whose price is lesser than 23¿ or is 12¿
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 R+0 : x < 23g
= ]1; 23[
W = fx 2 R+0 : x = 12g
= f12g
Z = Y [W
= ]1; 23[
= Y
Descric~ao do caso 171
Operadores rest. nova/rest. exist. ILT / I Situac~ao de analise S11
Exemplo books whose price is lesser than 6¿ or is 12¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 6g
= ]1; 6[
W = fx 2 R+0 : x = 12g
= f12g
Z = Y [W
= ]1; 5] [ f12g
Descric~ao do caso 172
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S9
Exemplo books whose price is lesser than 12¿ or is not 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0 nf12g
= W
Descric~ao do caso 173
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S12
Exemplo books whose price is lesser than 23¿ or is not 12¿
Analise Pesquisa redundante do tipo 2
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Vericac~ao
Y = fx 2 R+0 : x < 23g
= ]1; 23[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0
Descric~ao do caso 174
Operadores rest. nova/rest. exist. ILT / IN Situac~ao de analise S11
Exemplo books whose price is lesser than 7¿ or is not 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 7g
= ]1; 7[
W = fx 2 R+0 : x 6= 12g
= R+0 nf12g
Z = Y [W
= R+0 nf12g
= W
Descric~ao do caso 175
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S9
Exemplo books whose price is lesser than 30¿ or is greater than 30¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 30g
= ]1; 30[
W = fx 2 R+0 : x > 30g
= ]30;1[
Z = Y [W
= R+0 nf30g
Descric~ao do caso 176
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S11
Exemplo books whose price is lesser than 20¿ or is greater than 30¿
Analise Pesquisa valida
Vericac~ao
Y = fx 2 R+0 : x < 20g
= ]1; 20[
W = fx 2 R+0 : x > 30g
= ]30;1[
Z = Y [W
= ]1; 20[[]30;1[
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Descric~ao do caso 177
Operadores rest. nova/rest. exist. ILT / IGT Situac~ao de analise S12
Exemplo books whose price is lesser than 40¿ or is greater than 30¿
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 R+0 : x < 40g
= ]1; 40[
W = fx 2 R+0 : x > 30g
= ]30;1[
Z = Y [W
= R+0
Descric~ao do caso 178
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S9
Exemplo books whose price is lesser than 12¿ or is lesser than 12¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x < 12g
= ]1; 12[
Z = Y [W
= ]1; 12[
= W
Descric~ao do caso 179
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S11
Exemplo books whose price is lesser than 12¿ or is lesser than 23¿
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x < 23g
= ]1; 23[
Z = Y [W
= ]1; 23[
= W
Descric~ao do caso 180
Operadores rest. nova/rest. exist. ILT / ILT Situac~ao de analise S12
Exemplo books whose price is lesser than 12¿ or is lesser than 7¿
Analise Pesquisa redundante do tipo 3
Tipo restantes tipos 367
Vericac~ao
Y a = fx 2 R+0 : x < 12g
= ]1; 12[
W = fx 2 R+0 : x < 7g
= ]1; 7[
Z = Y [W
= ]1; 12[
= Y
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Introduc~ao 369
Anexo B
Analise de casos sobre PNF
B.1 Introduc~ao
A vericac~ao de cada caso e feita com recurso a teoria de conjuntos e lo-
gica de predicados. Tal implica a denic~ao de tre^s conjuntos. O primeiro
conjunto denomina-se Y e representa o domnio de valores resultante da
aplicac~ao da nova restric~ao. O segundo conjunto, denominado de W, repre-
senta o domnio de valores resultante da aplicac~ao da restric~ao ja existente
e o terceiro conjunto, denominado de Z, determina a uni~ao ou intersecc~ao
dos dois primeiros, mediante a conjunc~ao utilizada.
Em alguns casos simples, e apenas utilizado o conjunto Y para efectuar
a vericac~ao.
Os casos cuja situac~ao de analise sejam valores iguais e usem os mesmos
operadores, tanto se pode aplicar uma redunda^ncia de tipo 1 ou 3 ja que os
domnios s~ao iguais. Opta-se neste caso por assinalar uma redunda^ncia de
tipo 1 para desta forma a nova restric~ao ser ignorada n~ao causando impacto
na express~ao de pesquisa actual.
No caso de Z=W, obtem-se uma redunda^ncia de tipo 1. No caso de Z=Y,
obtem-se uma redunda^ncia de tipo 3. Uma redunda^ncia de tipo 2 obtem-se
quando Z=X para o tipo string e quando Z = R+0 para os restantes tipos.
Uma pesquisa incoerente obtem-se quando Z = ;.
Para a analise dos seguintes casos sobre propriedades n~ao funcionais,
considere-se os seguintes conjuntos de autores:
A = ffJohnSmith; CarlSpencerg; fJohnSmith; JoannaCarlsong;
fPaulSmith; JuliaNortongg
370 Analise de casos sobre PNF
B.2 Denominac~ao das comprovac~oes comparativas
Para que seja possvel fazer a analise de casos, e utilizada a nomenclatura
das situac~oes introduzida na secc~ao 6.3.2 e que aqui relembramos, para as
situac~oes relevantes nesta analise, na tabela B.2.




(S8) Valores repetidos no conjunto
Tabela B.2: Tipos de situac~oes para propriedades n~ao funcionais
B.3 Uma unica restric~ao
Descric~ao do casos 181/182
Operador rest. nova are/are not Situac~ao de analise S8
Exemplo books whose name of the authors are/are not [Carl Spencer, Carl
Spencer]
Analise Pesquisa com duplicac~ao de valores
B.4 Conjunc~ao and
Descric~ao do caso 183
Operadores rest. nova/rest. exist. are/are not Situac~ao de analise S6
Exemplo books whose name of the authors are [John Smith, Carl Spencer] and
are [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
Z = Y \W
= W
Descric~ao do caso 184
Operadores rest. nova/rest. exist. are / are Situac~ao de analise S7
Exemplo books whose name of the authors are [John Smith, Carl Spencer] and




Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x = fJohnSmith; JoannaCarlsongg
= ffJohnSmith; JoannaCarlsongg
Z = Y \W
= ;
Descric~ao do caso 185
Operadores rest. nova/rest. exist. are/are not Situac~ao de analise S6
Exemplo books whose name of the authors are [John Smith, Carl Spencer] and
are not [John Smith, Carl Spencer]
Analise Pesquisa incoerente
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
Z = Y \W
= ;
Descric~ao do caso 186
Operadores rest. nova/rest. exist. are/are not Situac~ao de analise S7
Exemplo books whose name of the authors are [John Smith, Carl Spencer] and
are not [Paul Smith, Julia Norton]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x 6= fPaulSmith; JuliaNortongg
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
Z = Y \W
= ffJohnSmith;CarlSpencergg
= Y
Descric~ao do caso 187
Operadores rest. nova/rest. exist. are not /
are
Situac~ao de analise S6
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
and are [John Smith, Carl Spencer]
Analise Pesquisa incoerente
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Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
Z = Y \W
= ;
Descric~ao do caso 189
Operadores rest. nova/rest. exist. are not /
are not
Situac~ao de analise S6
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
and are not [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
Z = Y \W
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
= W
Descric~ao do caso 190
Operadores rest. nova/rest. exist. are not /
are not
Situac~ao de analise S7
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
and are not [Paul Smith, Julia Norton]
Analise Pesquisa valida
Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x 6= fPaulSmith; JuliaNortongg
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
Z = Y \W
= ffJohnSmith; JoannaCarlsongg
B.5 Conjunc~ao or
Descric~ao do caso 191
Operadores rest. nova/rest. exist. are / are Situac~ao de analise S6
Exemplo books whose name of the authors are [John Smith, Carl Spencer] or
are [John Smith, Carl Spencer]
Conjunc~ao or 373
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
Z = Y [W
= W
Descric~ao do caso 192
Operadores rest. nova/rest. exist. are / are Situac~ao de analise S7
Exemplo books whose name of the authors are [John Smith, Carl Spencer] or
are [John Smith, Joanna Carlson]
Analise Pesquisa valida pois o utilizador esta a especicar dois conjuntos de
autores cujos livros pretende obter
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x = fJohnSmith; JoannaCarlsongg
= ffJohnSmith; JoannaCarlsongg
Z = Y [W
= ffJohnSmith;CarlSpencer; JoannaCarlsongg
Descric~ao do caso 193
Operadores rest. nova/rest. exist. are/are not Situac~ao de analise S6
Exemplo books whose name of the authors are [John Smith, Carl Spencer] or
are not [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
Z = Y [W
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsong;
= fPaulSmith; JuliaNortongg
= X
Descric~ao do caso 194
Operadores rest. nova/rest. exist. are/are not Situac~ao de analise S7
Exemplo books whose name of the authors are [John Smith, Carl Spencer] or
are not [Paul Smith, Julia Norton]
Analise Pesquisa redundante do tipo 1
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Vericac~ao
Y = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
W = fx 2 A : x 6= fPaulSmith; JuliaNortongg
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
Z = Y [W
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
= W
Descric~ao do caso 195
Operadores rest. nova/rest. exist. are not /
are
Situac~ao de analise S6
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
or are [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
Z = Y [W
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortong;
= fJohnSmith; CarlSpencergg
= X
Descric~ao do caso 196
Operadores rest. nova/rest. exist. are not /
are
Situac~ao de analise S6
Exemplo books whose name of the authors are not [Paul Smith, Julia Norton]
or are [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 3
Vericac~ao
Y = fx 2 A : x 6= fPaulSmith; JuliaNortongg
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
W = fx 2 A : x = fJohnSmith;CarlSpencergg
= ffJohnSmith;CarlSpencergg
Z = Y [W
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
= Y
Descric~ao do caso 197
Operadores rest. nova/rest. exist. are not /
are not
Situac~ao de analise S6
Conjunc~ao or 375
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
or are not [John Smith, Carl Spencer]
Analise Pesquisa redundante do tipo 1
Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
Z = Y [W
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
= W
Descric~ao do caso 198
Operadores rest. nova/rest. exist. are not /
are not
Situac~ao de analise S7
Exemplo books whose name of the authors are not [John Smith, Carl Spencer]
and are not [Paul Smith, Julia Norton]
Analise Pesquisa redundante do tipo 2
Vericac~ao
Y = fx 2 A : x 6= fJohnSmith;CarlSpencergg
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortongg
W = fx 2 A : x 6= fPaulSmith; JuliaNortongg
= ffJohnSmith;CarlSpencerg; fJohnSmith; JoannaCarlsongg
Z = Y [W
= ffJohnSmith; JoannaCarlsong; fPaulSmith; JuliaNortong;
= fJohnSmith; CarlSpencergg
= X
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Tabela C.1: Categorias gerais de formularios
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C.2 Formularios de Licenciamento
Descric~ao do formulario
Licenciamento De Obras De Edicac~ao (Obras de construc~ao, de alter-
ac~ao e de ampliac~ao em area n~ao abrangida por operac~ao de loteamento)
Licenciamento De Obras De Edicac~ao (Projecto das especialidades de
engenharia)
Operac~ao De Loteamento Licenciamento
Obras De Urbanizac~ao Licenciamento (Em areas n~ao abrangidas por
operac~ao de loteamento)
Licenciamento De Obras De Edicac~ao Com Operac~ao De Destaque
Obras De Demolic~ao Das Edicac~oes - Licenciamento (Quando n~ao se
encontram previstas em licenca de obras de reconstruc~ao)
Licenciamento De Trabalhos De Remodelac~ao De Terrenos (Em areas
n~ao abrangidas por operac~ao de loteamento)
Licenciamento De Obras De Edicac~ao (Obras de reconstruc~ao sem
preservac~ao de fachada)
Licenciamento De Obras De Edicac~ao (Obras de reconstruc~ao, ampli-
ac~ao, alterac~ao, conservac~ao ou demolic~ao de imoveis classicados, ou em
vias de classicac~ao alnea d) do numero 2 do artigo 4 do D.L. 555/99
de 16 de Dezembro)
Licenciamento De Postos De Abastecimento De Combustveis N~ao Lo-
calizados Nas Redes Viarias Regional E Nacional (D.L. 267/2002 de 26
de Novembro, com as alterac~oes do D.L. 195/2008 de 6 de Outubro)
Licenciamento Simplicado De Instalac~ao De Armazenamento De Pro-
dutos De Petroleo (Classe A1)
Licenciamento Simplicado De Instalac~ao De Armazenamento De Pro-
dutos De Petroleo (Classe A2)
Licenciamento Simplicado De Instalac~ao De Armazenamento De Pro-
dutos De Petroleo (Classe A3)
Licenciamento Para Estabelecimento Industrial Do Tipo 3
Tabela C.2: Formularios de Licenciamento
C.3 Formularios de Isenc~ao de licenciamento
Descric~ao do formulario
Pedido De Aprovac~ao De Operac~ao De Destaque (Sem projecto de ar-
quitectura para edicac~ao)
Autorizac~ao De Instalac~ao De Infraestruturas De Suporte Das Estac~oes
De Radiocomunicac~ao E Respectivos Acessorios (Decreto-Lei 11/2003
de 18 de Janeiro)
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Instalac~ao N~ao Sujeita A Licenciamento De Armazenamento De Produ-
tos De Petroleo (Classe B1)
Instalac~ao N~ao Sujeita A Licenciamento De Armazenamento De Produ-
tos De Petroleo (Classe B2)
Tabela C.3: Formularios de Isenc~ao de Licenciamento
C.4 Formularios de Informac~ao previa
Descric~ao do formulario
Pedido De Informac~ao Previa Obras De Edicac~ao (Area n~ao abrangida
por Plano de Pormenor / Operac~ao de Loteamento - nos termos do nz
2 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa Obras De Demolic~ao (Nos termos do
numero 1 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa Operac~ao De Loteamento (Area abrangida
por PDM/PUC - nos termos do numero 2 do artigo 14 do D. L. 555/99
de 16 de Dezembro)
Pedido De Informac~ao Previa Operac~ao De Loteamento (Area abrangida
por PP - nos termos do numero 1 do artigo 14 do D. L. 555/99 de 16 de
Dezembro)
Pedido De Informac~ao Previa Obras De Urbanizac~ao (Nos termos do
numero 1 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa Alterac~ao De Utilizac~ao (Nos termos do
numero 1 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa Outras Operac~oes Urbansticas (Nos ter-
mos do numero 1 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa De Localizac~ao De Estabelecimento Indus-
trial Do Tipo 1 e 2 (Decreto-Lei numero 209/2008, de 29 de Outubro)
Pedido De Informac~ao Previa Obras De Edicac~ao (Construc~ao, ampli-
ac~ao ou alterac~ao em area abrangida por PDM/PUC - nos termos do
numero 1 do artigo 14 do D. L. 555/99 de 16 de Dezembro)
Pedido De Informac~ao Previa Operac~ao De Loteamento (Area abrangida
por PDM/PUC - nos termos do numero 1 do artigo 14 do D. L. 555/99
de 16 de Dezembro)
Pedido De Informac~ao Previa (Nos termos do numero 1 do artigo 14
do D. L. 555/99 de 16 de Dezembro Obras de reconstruc~ao / Ampli-
ac~ao / Alterac~ao e Conservac~ao de imoveis classicados ou em vias de
classicac~ao, de interesse nacional, de interesse publico ou de interesse
municipal D.L. 140/2009 de 15 de Junho)
Tabela C.4: Formularios de informac~ao previa
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C.5 Formularios de Termos de responsabilidade
Descric~ao do formulario
Declarac~ao De Responsabilidade Equipa Multidisciplinar - Loteamento
Urbano
Termo De Responsabilidade Do Autor Projecto
Termo De Responsabilidade Do Director Tecnico Da Obra / Director
De Fiscalizac~ao Da Obra
Termo De Responsabilidade Director Tecnico Da Obra (Licenca De Uti-
lizac~ao)
Termo De Responsabilidade Para Efeito De Legalizac~ao De Obras
Termo De Responsabilidade Do Coordenador Do Projecto
Declarac~ao De Conformidade Digital
Termo De Responsabilidade Da Conformidade Da Execuc~ao Da Obra
Com Respectivo Projecto Aprovado/Apresentado (Para Concess~ao E
Autorizac~ao De Utilizac~ao)
Tabela C.5: Formularios de Termos de Responsabilidade
C.6 Formularios de Propriedade horizontal
Descric~ao do formulario
Constituic~ao De Predio Em Regime De Propriedade Horizontal (com
processso de obras)
Constituic~ao De Predio Em Regime De Propriedade Horizontal (sem
processso de obras)
Tabela C.6: Formularios de Propriedade Horizontal
C.7 Formularios de Prorrogac~ao de prazo
Descric~ao do formulario
Prorrogac~ao De Prazo De Alvara De Licenciamento / Comunicac~ao
Previa De Obras De Edicac~ao
Prorrogac~ao De Prazo De Alvara Licenciamento / Comunicac~ao Previa
De Obras De Urbanizac~ao
Prorrogac~ao De Prazo De Alvara - Licenciamento / Comunicac~ao Previa
De Obras De Edicac~ao (Acabamentos)
Prorrogac~ao De Prazo De Alvara - Licenciamento / Comunicac~ao Previa
De Obras De Urbanizac~ao ( Acabamentos)
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cac~ao/Utilizac~ao 381
Prorrogac~ao De Prazo Para Apresentac~ao Dos Projectos Das Especiali-
dades De Engenharia
Tabela C.7: Formularios de Prorrogac~ao de Prazo
C.8 Formularios de Autorizac~ao de Modicac~ao/U-
tilizac~ao
Descric~ao do formulario
Autorizac~ao De Utilizac~ao De Edifcio Ou Suas Fracc~oes (Com processo
de obras)
Autorizac~ao De Utilizac~ao De Edifcio Ou Suas Fracc~oes (Sem processo
de obras)
Autorizac~ao De Utilizac~ao - Estabelecimentos De Restaurac~ao E De Be-
bidas
Autorizac~ao De Utilizac~ao - Estabelecimentos De Comercio Alimentar /
N~ao Alimentar E De Prestac~ao De Servicos Cujo Funcionamento Pode
Envolver Riscos Para A Saude E Seguranca Das Pessoas
Vistoria Previa Nos Termos Dos Art. 89 E 90 Do DL 555/99 De 16 De
Dezembro
Modicac~ao Do Estabelecimento De Comercio Alimentar / N~ao Ali-
mentar E De Prestac~ao De Servicos (Ampliac~ao / Reduc~ao / Tipo De
Actividade)
Modicac~ao Do Estabelecimento De Comercio Alimentar / N~ao Alimen-
tar / Prestac~ao De Servicos (Mudanca de titular de explorac~ao: Cessac~ao
de explorac~ao / Trespasse / Outros)
Modicac~ao Do Estabelecimento De Restaurac~ao E Bebidas (Mudanca
de titular de explorac~ao: Cessac~ao de explorac~ao / Trespasse / Outros)
Modicac~ao Do Estabelecimento De Restaurac~ao E Bebidas (Ampliac~ao
/ Reduc~ao / Tipo de actividade)
Autorizac~ao De Explorac~ao - Estabelecimentos Industriais De Tipo 3
Autorizac~ao De Utilizac~ao - Empreendimentos De Turismo No Espaco
Rural
Autorizac~ao De Utilizac~ao - Empreendimentos Tursticos
Autorizac~ao De Utilizac~ao - Empreendimentos De Turismo De Habitac~ao
Autorizac~ao De Utilizac~ao - Alojamento Local
Autorizac~ao De Utilizac~ao De Recintos De Espectaculos E De Diverti-
mentos Publicos
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Modicac~ao Do Estabelecimento De Industria Do Tipo 3 (Mudanca da
entidade exploradora e responsavel tecnico / Mudanca de produto /
Suspens~ao e, ou activac~ao da actividade / Cessac~ao de explorac~ao /
Transmiss~ao / Trespasse / Outros)
Licenca De Explorac~ao De Instalac~oes De Armazenamento Ou Postos
De Abastecimento De Combustveis - Renovac~ao / Alterac~ao / Ces-
sac~ao (D.L. 267/2002 de 26 de Novembro, Portaria 1188/2003 de 10 de
Outubro)
Licenciamento / Explorac~ao Das Redes E Ramais De Distribuic~ao De
Gases De Petroleo Liquefeito Quando Associado A Reservatorios Com
Capacidade Global Inferior A 50 m3 (D.L. 125/97 de 23 de Maio)
Autorizac~ao De Alterac~ao De Utilizac~ao (Alterac~ao a utilizac~ao de ed-
ifcio ou suas fracc~oes sem execuc~ao de obras sujeitas a controlo previo
e sem consultas a entidades externas)
Tabela C.8: Formularios de Autorizac~ao de Modicac~ao/U-
tilizac~ao
C.9 Formularios de Emiss~ao de Alvaras
Descric~ao do formulario
Pedido De Emiss~ao De Alvara De Licenciamento Obras De Edicac~ao
Pedido De Emiss~ao De Alvara De Licenciamento Obras De Edicac~ao
(Nos termos previstos no numero 1 do art. 25)
Pedido De Emiss~ao De Alvara De Licenciamento Obras De Edicac~ao
(Execuc~ao faseada das obras)
Pedido De Emiss~ao De Alvara De Licenciamento De Loteamento (Com
obras de urbanizac~ao)
Pedido De Emiss~ao De Alvara De Licenciamento De Obras De Urban-
izac~ao
Pedido De Emiss~ao De Alvara De Licenciamento De Loteamento (Sem
obras de urbanizac~ao)
Pedido De Emiss~ao De Alvara De Licenciamento De Trabalhos De Re-
modelac~ao De Terrenos
Pedido De Emiss~ao De Alvara De Licenca Parcial Art. 23, numero 6
(Para as obras previstas nas alneas c), d) e e) do numero 2 do art. 4)
Pedido De Emiss~ao De Alvara De Demolic~ao Obras De Edicac~ao
(Quando n~ao se encontram previstas em licenca de obras de recon-
struc~ao)
Tabela C.9: Formularios de Emiss~ao de Alvaras
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C.10 Formularios de Admiss~ao de Comunicac~ao
Previa
Descric~ao do formulario
Admiss~ao De Comunicac~ao Previa Pagamento De Taxas / Incio Dos
Trabalhos / Apresentac~ao De Elementos
Tabela C.10: Formularios de Admiss~ao de Comunicac~ao
Previa
C.11 Formularios de Certid~oes
Descric~ao do formulario
Pedido De Certid~ao Para Celebrac~ao De Negocios Jurdicos (Artigo 49
do D.L. 555/99)
Pedido De Certid~ao De Documentos De Processo
Pedido De Certid~ao Para Efeito De Destaque
Pedido De Certid~ao De Para Efeitos Do Art. 54 Da Lei 91/95 De 2/09,
Alterada Pela Lei 165/99 De 14/09 E Lei 64/2003 De 23/08 (Augi)
Pedido De Certid~ao De Viabilidade Construtiva
Pedido De Certid~ao Imi
Pedido De Emiss~ao De Certid~ao Negativa (Existe^ncia Ou N~ao De Pro-
cesso De Obras Para Efeitos De Imi)
Pedido De Certid~ao Comprovativa Da Data A Partir Da Qual Foi
Exigida Licenca De Utilizac~ao
Pedido De Emiss~ao De Certid~ao Relativa A Dista^ncias
Pedido De Emiss~ao De Certid~ao (Autorizac~ao para uso de explosivos)
Pedido De Emiss~ao De Certid~ao De Predio Em Runas
Tabela C.11: Formularios de Certid~oes
C.12 Formularios de Ocupac~ao de Via Publica
Descric~ao do formulario
Ocupac~ao via publica (N~ao delimitada por tapumes)
Ocupac~ao via publica (Delimitada por tapumes)
Tabela C.12: Formularios de Ocupac~ao da Via Publica
C.13 Formularios de Quadro Sinoptico
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Descric~ao do formulario
Quadro Sinoptico - Obras De Edicac~ao
Quadro Sinoptico - Loteamento
Quadro Sinoptico - Destaque De Parcela Com Ou Sem Projecto De
Arquitectura
Quadro Sinoptico - Alterac~ao De Utilizac~ao
Quadro Sinoptico - Obras De Urbanizac~ao
Tabela C.13: Formularios de Quadro Sinoptico
C.14 Formularios de Comunicac~ao Previa
Descric~ao do formulario
Comunicac~ao Previa De Alterac~ao De Utilizac~ao De Edifcio Ou Suas
Fracc~oes (que envolva execuc~ao de obras sujeitas a controlo previo ou
que careca de consultas externas)
Comunicac~ao Previa (Edicac~ao de piscina associada a edicac~ao prin-
cipal)
Comunicac~ao Previa (Obras de construc~ao, de alterac~ao ou de ampliac~ao
em areas abrangidas por operac~ao de loteamento ou plano de pormenor
que contenha os elementos referidos nas alneas c), d) e f) do numero 1
do artigo 91 do Decreto-Lei numero 380/99, de 22 de Setembro)
Comunicac~ao Previa (Obras de construc~ao, de alterac~ao ou de ampliac~ao
em zona urbana consolidada)
Comunicac~ao Previa (Trabalhos de remodelac~ao de terrenos em areas
abrangidas por operac~ao de loteamento)
Comunicac~ao Previa (Obras de reconstruc~ao com preservac~ao de
fachada)
Comunicac~ao Previa - Operac~ao De Loteamento
Comunicac~ao Previa - Obras De Urbanizac~ao (em area abrangida por
operac~ao de loteamento)
Comunicac~ao Previa - Obras De Demolic~ao
Comunicac~ao Previa (Zonas terrestres de protecc~ao dos estuarios,
denidas nos termos do D.L. numero 129/08 de 21 de Julho)
Comunicac~ao Previa (Zonas de protecc~ao dos permetros de protecc~ao
de captac~ao de aguas subterra^neas destinadas ao abastecimento publico,
denidas nos termos da Lei 58/05, de 29 de Dezembro, e do D.L. numero
382/99, de 22 de Setembro, alterado pelo D.L. numero 226-A/07, de 31
de Maio)
Comunicac~ao Previa (Areas integradas no domnio hdrico, publico ou
privado, denidas nos termos das Leis numero 54/05, de 15 de Novem-
bro, e 58/05, de 29 de Novembro)
Formularios de Inqueritos Estatsticos 385
Comunicac~ao Previa (Areas classicadas integradas na Rede Natura
2000 e as areas protegidas classicadas, nos termos denidos no D.L.
142/08, de 24 de Julho)
Comunicac~ao Previa (Areas integradas na Rede Ecologica Nacional, nos
termos denidos no D.L. 166/08, de 22 de Agosto)
Comunicac~ao Previa (Areas sujeitas a servid~ao militar, nos termos da
Lei numero 2078, de 11 de Julho de 1955, e do D.L. numero 45986, de
22 de Outubro de 1964)
Comunicac~ao Previa (Outras operac~oes urbansticas que n~ao estejam
isentas de controlo previo - alnea h) do numero 4 do art. 4 do RJUE)
Tabela C.14: Formularios de Comunicac~ao Previa




Ficha Tecnica De Habitac~ao
Folha De Confrontac~oes
Pedido De Busca / Pesquisa De Processo De Obras
Pedido De Copias Simples De Folhas De Processos
Segunda Via Livro De Obra
Recepc~ao Provisoria / Denitiva De Obras De Urbanizac~ao
Reduc~ao De Cauc~ao De Obras De Urbanizac~ao
Habitac~ao Em Regime De Auto-Construc~ao
Promessa De Integrac~ao De Parcela De Terreno No Domnio Publico
Municipal
Tabela C.15: Formularios de Outros Pedidos
C.16 Formularios de Inqueritos Estatsticos
Descric~ao do formulario
Inquerito As Operac~oes De Loteamento Urbano
Inquerito Aos Trabalhos De Remodelac~ao De Terrenos
Inquerito Aos Projectos De Obras De Edicac~ao E Demolic~ao De Edif-
cios
Inquerito A Utilizac~ao De Obras Concludas
Inquerito A Conclus~ao De Obras
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Inquerito As Alterac~oes De Utilizac~ao Dos Edifcios
Tabela C.16: Formularios de Inqueritos Estatsticos
C.17 Formularios de Averbamentos/Declarac~oes
Descric~ao do formulario
Declarac~ao Para Autorizac~ao De Destaque De Parcela
Declarac~ao De Identicac~ao Dos Proprietarios Dos Lotes Constantes Do
Alvara Para Alterac~ao De Loteamento Urbano
Autorizac~ao De Condominos Para Execuc~ao De Obras
Averbamento De Processo De Obras De Edicac~ao / Loteamentos
Declarac~ao Para Efeitos De Averbamentos De Processos De Obras
Outros Averbamento No Processo De Obras De Edicac~ao / Loteamen-
tos (Tecnico / Empreiteiro / Outros)
Tabela C.17: Formularios de Averbamento/Declarac~oes
C.18 Formularios de Registo de Estabelecimentos
Descric~ao do formulario
Registo De Estabelecimento Industrial Tipo 3 ( Art.40 do D.L. 209/2008
de 29/10 )
Registo De Estabelecimento De Alojamento Local (numero 3 do Art. 3
do D.L. 39/2008 de 7/03 e Portaria 517/2008 de 25/06 )
Tabela C.18: Formularios de Registo de Estabelecimentos
C.19 Formularios de Garantias
Descric~ao do formulario
Garantia Bancaria Para Efeito De Levantamento De Alvaras De Lotea-
mento Urbano
Garantia Bancaria Para Pagamento De Taxas Em Prestac~oes
Garantia Bancaria Para Efeitos De Emiss~ao De Licenca Parcial
Tabela C.19: Formularios de Garantias
C.20 Formularios de Telas Finais/Vers~ao Final
Formularios de Reconvers~ao de Empreendimentos 387
Descric~ao do formulario
Telas Finais Projecto De Arquitectura
Vers~ao Final Projecto De Arquitectura
Vers~ao Final - Operac~ao De Loteamento
Telas Finais Projecto De Especialidade
Tabela C.20: Formularios de Telas Finais/Vers~ao Final
C.21 Formularios de Reconvers~ao de Empreendi-
mentos
Descric~ao do formulario
Pedido De Reconvers~ao De Empreendimentos Turisticos (Decreto Lei
39/2008 de 7 de Marco, com as alterac~oes do Decreto Lei 228/2009 de
14 de Setembro)
Tabela C.21: Formularios de Reconvers~ao de Empreendimen-
tos




Uma ontologia OWL 2 necessita de uma sintaxe que permita a sua par-
tilha entre ferramentas e aplicac~oes. A sintaxe principal (e obrigatoria) do
OWL 2 e o RDF/XML [132]. Por obrigatoria deve entender-se que todas
aplicac~oes devem suporta-la. Outras sintaxes alternativas incluem com ob-
jectivos especcos: o Turtle [138] permite facilmente escrever e ler triplos
RDF, o OWL/XML [145] e facilmente processavel por ferramentas XML, a
Manchester Syntax [140] facilita a construc~ao de ontologias DL e a Func-
tional Syntax [144] que permite mais facilmente visualizar a estrutura das
ontologias.
Dada a utilizac~ao desta ultima sintaxe ao longo desta tese, uma breve ex-
plicac~ao da mesma relativamente a criac~ao de ontologias torna-se necessaria.
Os seguintes aspectos s~ao abordados [143]:
 nomes e prexos;
 tipos de dados intrnsecos e facets;
 classes pre-denidas;
 declarac~oes de classes;
 armac~oes;
 conectivos booleanos e enumerac~oes de insta^ncias;
 express~oes sobre o range;
 restric~oes sobre propriedades datatype;
 express~oes sobre propriedades datatype;
 axiomas sobre classes.
Nomes e prexos
Em OWL 2, os nomes s~ao IRIs com o formato prex:localname, existindo






Tipos de dados intrnsecos e facets
Os tipos de dados intrnsecos incluem varias categorias como numeros, string,
booleanos ou dados binarios. Os primeiros englobam os tipos owl:rational,
owl:real, xsd:double, xsd:oat, xsd:decimal , xsd:integer, xsd:long, xsd:int,
xsd:short, xsd:nonNegativeInteger, xsd:byte, xsd:nonPositiveInteger, xsd:posi-
tiveInteger ou ainda xsd:negativeInteger. Dentro da categoria string, en-
contram-se os tipos rdf:PlainLiteral, xsd:string, xsd:NCName , xsd:Name ,
xsd:NMTOKEN, xsd:token , xsd:language ou ainda xsd:normalizedString.
Na categoria de booleanos existe o tipo xsd:boolean e na categoria de dados
binarios os tipos xsd:base64Binary e xsd:hexBinary.
As facets agrupam-se em quatro categorias. A primeira permite res-
tringir o espaco de valores de forma a ser maior ou menor do que um dado
valor e e composto pela seguintes facets: xsd:minInclusive, xsd:maxInclusive,
xsd:minExclusive, xsd:maxExclusive. A segunda permite restringir o espaco
de valores de acordo com o tamanho dos literais e inclui xsd:minLength,
xsd:maxLength e xsd:length. A terceira categoria e composta pela facet
xsd:pattern e permite restringir o espaco de valores aos literais que obe-
decem a um dado padr~ao. Finalmente, a ultima categoria, composta por
rdf:langRange, permite restringir o espaco de valores aos literais cuja tag
correspondente a linguagem obedece a um dado padr~ao.
Classes pre-denidas
Duas das classes pre-denidas s~ao a classe universal (owl:Thing), que repre-
senta o conjunto de todas as insta^ncias e a classe vazia (owl:Nothing), que
representa um conjunto vazio de insta^ncias.
Declarac~oes de classes
O seguinte axioma permite declarar uma classe:
Dec la ra t i on ( Class ( a : autor ) )
Armac~oes
Sobre classes
A criac~ao de armac~oes (em ingle^s Assertions) sobre classes e expressa
atraves da sintaxe ClassAssertion (CE a) que refere a como sendo uma
insta^ncia de CE. A armac~ao abaixo indica que Dan Brown e um autor.
Clas sAs s e r t i on ( a : autor a : DanBrown )
Sobre propriedades datatype
A criac~ao de armac~oes sobre propriedades datatype e expressa atraves da
sintaxe DataPropertyAssertion (DPE a lt) que refere a insta^ncia a esta rela-
cionada atraves da propriedade datatype DPE ao literal lt. A armac~ao
abaixo indica que Dan Brown tem 50 anos.
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DataPropertyAssert ion ( a : temIdade a :DanBrown "50"^^ xsd : i n t e g e r )
Conectivos booleanos e enumerac~oes de insta^ncias
Intersecc~ao de classes
A intersecc~ao de classes e formalmente denida como ObjectIntersectionOf(
CE1 ... CEn ) em que o resultado da intersecc~ao e o conjunto das insta^ncias
que pertencem a todas as classes CEi para 1 <= i <= n. Considere-se as
seguintes express~oes:
Clas sAs s e r t i on ( a : autor a : DanBrown )
C la s sAs s e r t i on ( a : americano a : DanBrown )
Ob j e c t In t e r s e c t i onOf ( a : autor a : americano )
A ultima express~ao representa todos os autores que s~ao americanos, sendo
a:DanBrown classicado como insta^ncia desta intersecc~ao.
Uni~ao de classes
A uni~ao de classes e formalmente denida como ObjectUnionOf( CE1 ...
CEn ) em que o resultado da uni~ao e o conjunto das insta^ncias que per-
tencem a pelo menos uma das classes CEi para 1 <= i <= n. Considere-se
as seguintes express~oes:
Clas sAs s e r t i on ( a : b r i t a n i c o a : JKRowling )
C la s sAs s e r t i on ( a : americano a : DanBrown )
ObjectUnionOf ( a : b r i t a n i c o a : americano )
A ultima express~ao representa todos os autores que s~ao americanos ou brita^ni-
cos, sendo a:DanBrown e a:JKRowling ambos classicados como insta^ncias
desta uni~ao.
Complemento de uma classe
O complemento de uma classe e formalmente denido como ObjectCom-
plementOf( CE ) em que o resultado e o conjunto das insta^ncias que n~ao
pertencem a CE. Considere-se as seguintes express~oes:
Clas sAs s e r t i on ( a : b r i t a n i c o a : JKRowling )
C la s sAs s e r t i on ( a : americano a : DanBrown )
ObjectComplementOf ( a : b r i t a n i c o )
A ultima express~ao representa todos os autores que n~ao s~ao brita^nicos, sendo
a:DanBrown classicado como insta^ncia deste complemento.
Express~oes sobre o range
DatatypeRestriction
Uma restric~ao sobre uma propriedade datatype e formalmente denida como
DatatypeRestriction( DT F1 lt1 ... Fn ltn ) onde DT e um tipo de dados e
(Fi , lti) e um par para 1<=i<=n. O range resultante e obtido atraves da
restric~ao do domnio de valores do tipo de dados consoante o valor vi asso-
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ciado aos literais lti de cada par. A restric~ao abaixo contem exactamente os
valores inteiros 5,6,7,8 e 9.
DatatypeRest r i c t i on ( xsd : i n t e g e r xsd : min Inc lu s ive "5"^^ xsd : i n t e g e r xsd
: maxExclusive "10"^^ xsd : i n t e g e r )
Restric~oes sobre propriedades datatype
DataSomeValuesFrom
Na sua forma simplicada, e formalmente denida como DataSomeValues-
From( DPE DR ) onde DPE e uma propriedade datatype e DR uma ex-
press~ao sobre um range. Considere-se as seguintes express~oes:
DataPropertyAssert ion ( a : temIdade a :DanBrown "50"^^ xsd : i n t e g e r )
DataSomeValuesFrom ( a : temIdade DatatypeRest r i c t i on ( xsd : i n t e g e r xsd :
maxExclusive "55"^^ xsd : i n t e g e r ) )
A ultima express~ao representa todas as insta^ncias que est~ao ligadas atraves
da propriedade a:temIdade a um literal com o valor inferior a 55, sendo
a:DanBrown classicado como insta^ncia desta express~ao.
DataHasValue
Esta express~ao e formalmente denida como DataHasValue( DPE lt ) onde
DPE e uma propriedade datatype e lt um literal e representa todas as ins-
ta^ncias ligadas atraves de DPE a lt. Considere-se as seguintes express~oes:
DataPropertyAssert ion ( a : temIdade a :DanBrown "50"^^ xsd : i n t e g e r )
DataHasValue ( a : temIdade "55"^^ xsd : i n t e g e r )
A ultima express~ao representa todas as insta^ncias que est~ao ligadas atraves
da propriedade a:temIdade a um literal com o valor 55, sendo a:DanBrown
classicado como insta^ncia desta express~ao.
Express~oes sobre propriedades datatype
owl:topDataProperty
A propriedade datatype com o IRI owl:topDataProperty conecta todas as
insta^ncias com todos os literais.
Axiomas sobre classes
EquivalentClasses
O axioma que dene classes equivalentes tem a denic~ao formal de Equiv-
alentClasses( CE1 ... CEn ) que signica que todas as classes CEi para
1<=i<=n, s~ao semanticamente equivalentes.
SubClassOf
o axioma que dene uma subclasse e formalmente denido como SubClas-
sOf( CE1 CE2 ) e signica que CE1 e uma subclasse de CE2. Considere-se
as seguintes express~oes:
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%% um autor e uma pessoa
SubClassOf ( a : autor a : pessoa )
%% uma pessoa e um ser vivo
SubClassOf ( a : pessoa a : s e r v i v o )
%% DanBrown e um autor
C la s sAs s e r t i on ( a : autor a : DanBrown )
As primeiras duas express~oes permitem inferir SubClassOf(a:autor a:ser -
vivo), ou seja, todos os autores s~ao seres-vivos. A ultima express~ao permite
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