Abstract. The three-operators splitting algorithm is a popular operator splitting method for finding the zeros of the sum of three maximally monotone operators, with one of which is cocoercive operator. In this paper, we propose a class of inertial three-operator splitting algorithm. The convergence of the proposed algorithm is proved by applying the inertial Krasnoselskii-Mann iteration under certain conditions on the iterative parameters in real Hilbert spaces. As applications, we develop an inertial three-operator splitting algorithm to solve the convex minimization problem of the sum of three convex functions, where one of them is differentiable with Lipschitz continuous gradient. Finally, we conduct numerical experiments on a constrained image inpainting problem with nuclear norm regularization. Numerical results demonstrate the advantage of the proposed inertial three-operator splitting algorithms.
Introduction
Operator splitting algorithms have been widely used for solving many convex optimization problems in signal and image processing, machine learning and medical image reconstruction, etc. The traditional operator splitting algorithms include the forwardbackward splitting algorithm [1] , the Douglas-Rachford splitting algorithm [2] , and the forward-backward-forward splitting algorithm [3] , which are originally designed for solving the monotone inclusion of the sum of two maximally monotone operators, where one of which is assumed to be cocoercive or just Lipschitz continuous. In recent years, the monotone inclusion problems with the sum of more than two operators have been received much attention. See, for example [4] [5] [6] [7] [8] .
Let H be a real Hilbert space. Let A, B : H → 2 H be two maximally monotone operators and let C : H → H be a cocoercive operator. Davis and Yin [9] proposed a socalled three-operator splitting algorithm (also known as Davis-Yin splitting algorithm [10] ) to solve the monotone inclusion of the form find x ∈ H such that 0 ∈ Ax + Bx + Cx.
(1.1)
They pointed out that the three-operator splitting algorithm includes many well-known operator splitting algorithms, such as the forward-backward splitting algorithm [11] , the Douglas-Rachford splitting algorithm [12] and the backward-forward splitting algorithm. Raguet et al. [13] proposed a generalized forward-backward splitting algorithm to solve the monotone inclusion of 2) where m ≥ 1 is an integer, {A i } m i=1 : H → 2 H are maximally monotone operators and B : H → H is a cocoercive operator. In particular, when m = 1, the generalized forward-backward splitting algorithm reduces to the forward-backward splitting algorithm. Furthermore, Raguet and Landrceu [14] presented a precondition of the generalized forward-backward splitting algorithm for solving the monotone inclusion (1.2). By introducing a suitable product space, the monotone inclusion (1.2) can be reformulated as the sum of three maximally monotone operators, where one of them is a normal cone of a closed vector subspace. To solve this equivalent monotone inclusion problem, Briceno-Arias [15] introduced two splitting algorithms: the Forward-DouglasRachford splitting algorithm and the forward-partial inverse splitting algorithm. As a consequence, the generalized forward-backward splitting algorithm could be derived from the Forward-Douglas-Rachford splitting algorithm. Notice that the normal cone of a closed vector subspace is also a maximally monotone operator, then the threeoperator splitting algorithm can be applied to solve the monotone inclusion studied in [15] , which also results in the generalized forward-backward splitting algorithm [13] . Some recent generalization of the three-operator splitting algorithm in the direction of stochastic and inexact can be found in [16, 17] .
In recent years, the inertial method has become more and more popular. Various inertial type algorithms were studied, see for example [18] [19] [20] [21] [22] [23] [24] and references therein. The inertial method is also called the heavy ball method, which is based on a discretization of a second order dissipative dynamic system. In 1983, Nesterov [25] proposed an inertial gradient descent algorithm, which modified the heavy ball method of Polyak [26] . Further, Güler [27] generalized Nesterov's method to the proximal point algorithm for solving the minimization of a nonsmooth convex function. In [28] , Alvarez and Attouch proposed an inertial proximal point algorithm (iPPA) for solving zeros of a maximally monotone operator, which is defined by the following: let x 0 , x −1 ∈ H, and set
They proved the convergence of (1.3) under the condition: inf λ k > 0 and
Moudafi and Oliny [29] introduced an inertial algorithm for finding zeros of the sum of two maximally monotone operators A and B, where B is β-cocoercive, for some β > 0.
The following iterative algorithm is defined in [29] .
They proved the convergence of the proposed inertial algorithm (1.5) under the same condition (1.4) imposed on the inertial parameters {α k } as well as λ k ∈ (0, 2β). Lorenz and Pock [30] proposed a preconditioner, inertial forward-backward splitting algorithm as follows, in which the cocoercive operator is evaluated at the inertial extrapolate iteration scheme and a symmetric, positive define linear operator is used as a preconditioner.
where M is a linear self-adjoint and positive define operator. Comparing (1.5) and (1.6), we can see that the operator B is evaluated at the current point x k in (1.5), but it is calculated at the inertial term in (1.6).
The inertial proximal point algorithm (1.3) has been proved an effective way to accelerate the speed of the proximal point algorithm. Before the inertial proximal point algorithm, the relaxed proximal point algorithm proposed by Eckstein and Bertsekas [31] is another approach for accelerating the proximal point algorithm. For this purpose, Maingé [32] combined the relaxed strategy with the inertial method, and proposed the following relaxed inertial proximal point algorithm
Under the condition 0 < inf ρ k ≤ sup ρ k < 2 and (1.4), the weak convergence of (1.7) was proved in [32] , which was based on the inertial Krasnoselskii-Mann iteration (2.5).
In order to ensure the convergence of the inertial algorithms mentioned above, the condition (1.4) is usually enforced. To deal with the issue of choosing the inertial parameters {α k } as a priori, Alvarez and Attouch [28] proved the convergence of the inertial proximal point algorithm (1.3) under the requirement of {α k } is a nondecreasing sequence in [0, α) with α < 1/3. Lorenz and Pock [30] also proved the convergence of the inertial forward-backward splitting algorithm (1.6) without the condition (1.4). Boţ et al. [33] proved the convergence of the inertial Krasnoselskii-Mann iteration (2.5) without the condition (1.4). Consequently, they proposed an inertial Douglas-Rachford splitting algorithm for solving the monotone inclusion problem of the sum of two maximally monotone operators. Further, in [34] , Boţ and Csetnek proposed an inertial alternating direction method of multipliers based on the inertial Douglas-Rachford splitting algorithm. In the context of convex minimization, the inertial forward-backward splitting algorithm leads to the so-called inertial proximal gradient algorithm. Just we have mentioned that the inertial parameters affect greatly the performance of the inertial algorithms. The Nesterov's sequence is one of popular choice, which reduces to the famous iterative shrinkage thresholding algorithm (FISTA) [35] . However, the convergence of the sequences generated by FISTA has been missed for a long time. Recently, Chambolle and Dossal [36] proposed a different kind of inertial parameters for studying the convergence of the inertial proximal gradient algorithm. The convergence rate of the inertial proximal gradient algorithm with various options for the inertial sequences {α k } were recently established in [37, 38] . An important property of these special inertial parameters for the inertial proximal gradient algorithm is that they all converge to one. However, it imposes more restrictions on the step size and also excludes the relaxation parameters. In addition, the convergence properties of the inertial proximal gradient algorithm with special choices of inertial parameters is limited in the context of convex minimization. It is not cleared whether these results can be extended to the general inertial forward-backward splitting algorithm for solving the monotone inclusion problem, such as (1.5) or (1.6).
The purpose of this paper is to study a class of inertial three-operator splitting algorithm for solving the monotone inclusion problem (1.1), which unifies the threeoperator splitting algorithm and the inertial methods. We analyze the convergence of the proposed iterative algorithm under different conditions on the parameters. As a consequence, we obtain an inertial three-operator splitting algorithm for solving the convex minimization problem of the sum of three convex functions, where one of them is differentiable with Lipschitz continuous gradient and the others are proximable friendly convex functions. We verify the advantage of the proposed inertial three-operator splitting algorithm by applying it to a constrained image inpainting problem.
The rest of this paper is organized as follows. Section 2, we recall some notations and definitions in monotone operators theory and convex analysis. Moreover, we also give some technical lemmas, which will be used in the following sections. Section 3, we propose a class of inertial three-operator splitting algorithm and establish the main convergence theorems. We also apply the proposed iterative algorithm to solve the convex optimization problem with the sum of three convex functions. Section 4, we apply the proposed inertial three-operator splitting algorithm to solve a constrained image inpainting problem and report numerical experiments results. Finally, we give some conclusions and future works.
Preliminaries
In this section, we review some basic definitions and lemmas in monotone operator theory and convex analysis. Let H be a real Hilbert space, the scalar product in H is denoted by ·, · and the corresponding norm in H is · . Let A : H → 2 H be a set-valued operator. We denote its domain, range, graph and zeros by dom A = {x ∈ H|Ax = ∅}, ran A = {u ∈ H|(∃x ∈ H)u ∈ Ax}, gra A = {(x, u) ∈ H × H|u ∈ Ax}, and zer A = {x ∈ H|0 ∈ Ax}, respectively. A −1 be inverse operator of A, defined by (x, u) ∈ gra A if and only if (u, x) ∈ gra A −1 .
Moreover, A is said to be maximally monotone, if its graph is not strictly contained in the graph of any other monotone operator.
(ii) A is said to be uniformly monotone, if there exists an increasing function ψ : [0, +∞) → [0, +∞] which vanishes only at 0 such that
2 , then the A is called γ-strongly monotone. (iii) A is said to be demiregular at x ∈ dom A, if for all u ∈ Ax and for all sequences
H be a maximally monotone operator. The resolvent operator of A with index γ > 0 is defined as
where I is the identity operator.
Next, we recall definitions of nonexpansive and related nonlinear operators. These operators often appear in the convergence analysis of operator splitting algorithms.
(ii) T is called firmly nonexpansive, if
(iii) T is called θ-averaged, where θ ∈ (0, 1), if there exists a nonexpansive operator S such that T = (1 − θ)I + θS.
It is easy to prove that T is θ-averaged if and only if
. On the other hand, the resolvent operator J γA is firmly nonexpansive and also nonexpansive operator. Davis and Yin [9] proved the following important lemma, which provides a fixed point characterize of the three-operator monotone inclusion problem (1.1).
The following set equality holds
In addition
H → H are firmly nonexpansive and C is β-cocoercive, for some β > 0. Let γ ∈ (0, 2β). Then
is α-averaged, with α = 2β 4β−γ < 1. In particular, the following inequality holds
Further, for any ε ∈ (0, 1) and γ ∈ (0, 2βε), let α = 1 2−ε < 1. Then the following holds for all x, y ∈ H
The Krasnoselskii-Mann (KM) iteration scheme plays an important role in studying various fixed point algorithms arising in signal and image processing. Let x 0 ∈ H, the KM iteration is defined as follow
where ρ k ∈ (0, 1). In order to accelerate the KM iteration (2.4), the inertial KrasnoselskiiMann (iKM) iteration was introduced. Let x 0 , x −1 ∈ H, the iKM iteration scheme reads as
where ρ k ∈ (0, 1) and α k ∈ (0, 1). The following results concerned with the convergence analysis of the iKM iteration (2.5).
Maingé [32] proved the following convergence result of the iKM iteration (2.5).
Lemma 2.2. ( [32]
) Let H be a real Hilbert space. Let T : H → H be a nonexpansive operator such that F ix(T ) = ∅. Let {x k } be generated by (2.5), where {ρ k } ⊂ (0, 1) and {α k } ⊂ [0, 1) satisfy the following conditions:
Boţ et al. [33] removed the condition (ii) in Lemma 2.2, but needed stronger conditions on {α k } and {λ k }. They proved the following convergence result. Lemma 2.3. ( [33] ) Let H be a real Hilbert space. Let T : H → H be a nonexpansive operator such that F ix(T ) = ∅. Let {x k } be generated by (2.5), where {ρ k } ⊂ (0, 1) and {α k } ⊂ [0, 1) satisfy the following conditions:
Then the following hold:
Remark 2.1. The inertial parameters {α k } in Lemma 2.2 have to be calculated based on the current iteration and the last iteration. In Lemma 2.3, the relaxation parameters {λ k } are restricted by the constants δ, σ and α. To show the impact of these parameters 
Figure 1: The relaxation parameters versus the given constants of δ * , σ and α.
to the relaxation parameters, we plot the range of the relaxation parameters {λ k } in Figure 1 . Here, we let δ = α 2 (1+α)+ασ 1−α 2 + δ * . To get a large selection of the relaxation parameters {λ k }, we recommend to set σ = 0.01 or σ = 0.001 and δ * = 1. From Figure  1 , it is obvious that the relaxation parameters {λ k } are decreasing as the maximal inertial parameter α increasing.
Finally, we close this section by introducing some elements in convex analysis. See [40] . Let f : H → (−∞, +∞]. We denote that gra f = {x ∈ H|f (x) < +∞} is effective domain of f . We call f is proper if gra f = ∅. Let Γ 0 (H) be the class of proper lower semicontinuous convex functions from H to (−∞, +∞]. The subdifferential of f : H → (−∞, +∞] is the set ∂f (x) = {u ∈ H|f (y) ≥ f (x) + u, y − x , ∀y ∈ H}. 
The proximity operator of f with index λ > 0 is defined by prox λf (u) = arg min
Notice that J λ∂f = prox λf . The proximity operator is a generalization of the projection operator P C , where C is a nonempty closed convex set.
An inertial three-operator splitting algorithm
In this section, we propose an inertial three-operator splitting algorithm to solve the monotone inclusion problem (1.1). This algorithm combines the inertial iterative algorithm (2.5) with the three-operator splitting algorithm [9] . The detailed iterative algorithm is presented in Algorithm 3.1.
Algorithm
. End for when some stopping criterion is met.
Let α k = 0, then the inertial three-operator splitting algorithm reduces to the original three-operator splitting algorithm introduced by Davis and Yin [9] . Notice that most of the operator splitting algorithms can be written as KM iteration scheme (2.4) for computing fixed points of nonexpansive operators. The iKM iteration (2.5) is useful for developing various inertial operator splitting algorithms. Therefore, we shall make full use of Lemma 2.2 and Lemma 2.3 to prove the convergence of Algorithm 3.1. Now, we are ready to prove the first convergence theorem of Algorithm 3.1.
Theorem 3.1. Let H be a real Hilbert space. Let A : H → 2 H and B : H → 2 H be two maximally monotone operators. Let C : H → H be a β-cocoercive operator, for some β > 0. Define an operator T : H → H as follows
Let the iterative sequences {z k }, {x k A }, and {x k B } are generated by Algorithm 3.1. Assume that the parameters γ, {α k }, and {λ k } satisfy the following conditions: Proof. The iterative sequence {z k } generated by Algorithm 3.1 is equivalent to
It follows from Proposition 2.1 that T is α-averaged. Then there exists a nonexpansive operator R such that T = (1 − α)I + αR. Hence, we obtain from (3.3) that
Notice that F ix(T ) = F ix(R) = ∅, and the conditions of (i1) and (i2) imply that all the conditions of Lemma 2.2 are satisfied. Then we obtain that for any y ∈ F ix(R), lim k→+∞ z k − y exists. Moreover, ∞ k=0 z k+1 − z k 2 < +∞ and {z k } converges weakly to a point in F ix(R). (i) Since F ix(T ) = F ix(R), then we obtain the conclusion of (i).
(ii) Let z * ∈ F ix(T ), from (3.3), we have
Let T 1 = J γA and T 2 = J γB in Proposition 2.1, then we have
Substituting (3.6) into (3.5), we obtain
Next, we prove lim k→+∞ y k − z * = lim k→+∞ z k − z * . In fact,
On the other hand,
Observe that lim k→+∞ z k − z k−1 = 0 and lim k→+∞ z k − z * exists. We can conclude from (3.8) and (3.9) that lim k→+∞ y k − z * = lim k→+∞ z k − z * . Therefore, from (3.7), we obtain lim
and lim
It follows from the nonexpansiveness of J γB , we have 
and y ∈ zer(A + B + C). Therefore y is the unique weak sequential cluster point of {x 
Then, we obtain from the above inequality that
It follows from the uniformly monotone B that Proof. (i) Since the iterative sequences {z k } generated by Algorithm 3.1 can be rewritten as (3.3). Hence, by Lemma 2.3, we can conclude that {z k } converges weakly to a fixed point of T .
On the other other hand, we deduce from
The conclusions of (ii)-(iv) follow the same proof of Theorem 3.1, so we omit it here.
Remark 3.1. The conditions of inertial parameters {α k } and {λ k } are different in Theorem 3.1 and Theorem 3.2. In Theorem 3.1, the relaxation parameters {λ k } are restricted by the upper bound of {α k }, while the relaxation parameters {λ k } are independent to the inertial parameters in Theorem 3.2.
On the other hand, the inertial parameters {α k } in Theorem 3.2 are depended on the iterative sequences. In general, it is recommended to set as follows:
where α ∈ (0, 1).
However, it is seldom to see any numerical experiments reported on this particular choice of inertial parameters. We will present numerical experiments to demonstrate the effectiveness and efficiency of it.
As applications, we consider the following general convex optimization problem:
where f : H → (−∞, +∞] and g : H → (−∞, +∞] are proper, lower semi-continuous convex functions, and h : H → R is a convex differentiable function with a 1/β-Lipschitz continuous gradient. Under some qualification conditions, the first-order optimality condition of (3.19) is equivalent to the monotone inclusion problem (1.1). Therefore, we obtain a class of inertial three-operator splitting algorithm for solving the convex optimization problem of the sum of three convex functions (3.19).
(iii) Let λ k ≥ λ > 0 and z * be a fixed point of T . Then {x k f } converges weakly to prox γg z * ∈ zer(∂f + ∂g + ∇h). (iv) Let λ k ≥ λ > 0 and z * be a fixed point of T . Suppose that one of the following conditions hold (a) f is uniformly convex on every nonempty bounded subset of dom ∂f . (b) g is uniformly convex on every nonempty bounded subset of dom ∂g. (c) ∂h is demiregular at every point x ∈ zer(∂f + ∂g + ∇h).
Then {x k f } and {x k g } converge strongly to prox γg z * ∈ zer(∂f + ∂g + ∇h).
Numerical experiments
In this section, we apply the proposed inertial three-operator splitting algorithm (Algorithm 3.1) to solve a constrained image inpainting problem. We also compare it with the original three-operator splitting (TOS) algorithm. Notice that the convergence of the proposed inertial three-operator splitting algorithm is obtained in Theorem 3.1 and Theorem 3.2. The difference between Theorem 3.1 and Theorem 3.2 is the requirement of the inertial parameters {α k } and the relaxation parameters {λ k }. Therefore, we refer to the proposed algorithm by iTOS-1 and iTOS-2, respectively. All the experiments are conducted in a laptop of Lenovo Intel (R) core (TM)i7-4712MQ CPU and 4 GB memory. We run the codes in MATLAB 2014A.
Constrained image inpainting problem
Let u ∈ R m×n be a given image, where {u ij } (i,j)∈Ω are observed and the rest are missed. We consider the following contrained image inpainting problem:
where · F is the Frobenius norm, · * is the nuclear norm, C is a nonempty closed convex set, and µ > 0 is the regularization parameter. Here, P Ω is defined by
The nuclear norm has been widely used in image inpainting and matrix completion problem, which is a convex relaxation of low rank constraint. See, for example [41] [42] [43] . Here, we introduce a nonempty closed convex C in (4.1), which provides an easy way to incorporate priori information. In particular, we choose C as a nonnegative set, that is C = {x ∈ R m * n |x ij ≥ 0}. By virtue of the indicator function δ C (x), the constrained image inpainting problem (4.1) is equivalent to the following unconstrained image inpainting problem,
It is obvious that the optimization problem (4.2) is a special case of the optimization problem of the sum of three convex functions (3.19) . In fact, let h(x) = 1 2
= λ x * , and f (x) = δ C (x). Then h(x) is convex differentiable and ∇h(x) = P Ω (u) − P Ω (x) with 1-Lipschitz continuous. The proximity operator of g(x) can be computed by the singular value decomposition (SVD). See, for example [44] . And the proximity operator of f (x) is the orthogonal projection onto the closed convex set C. Therefore, the three-operator splitting algorithm and the inertial three-operator splitting algorithm can be employed to solve the optimization problem (4.2).
Evaluation and parameters setting
To evaluate the quality of the restored images, we use the signal-to-noise ration (SNR) and the structural similarity index (SSIM) [45] , which are defined by
and We define the relative change between two successive iterative sequences as the stopping criterion, that is
where ε is a given small constant. The selection of relaxation parameter λ k and step size γ are crucial to the convergence speed of the three-operator splitting algorithm and the proposed inertial three-operator splitting algorithm. For the sake of fair comparison, we define these parameters in Table 1 .
Results and discussions
The tested image is chosen from [46] , which is a gray image of a building. See Figure  2 . We randomly remove some pixels from the original image with missing rate 40%, 60% and 80%, respectively. In each case, a random Gaussian noise with mean zero and standard variance 0.01 and 0.05 is added. The regularization parameter µ is tuned under different noise level. We set µ = 0.5 for noise level 0.01 and µ = 1.8 for noise level 0.05, respectively. We test the performance of the studied iterative algorithms including TOS, iTOS-1 and iTOS-2 with parameters selection case 1, 2 and 3 in Table 1. The obtained  results are presented in Table 2, Table 3 and Table 4 , respectively. We observe from Table 2 that when the stopping criterion ε = 10 −3 , the TOS, iTOS-1 and iTOS-2 perform nearly the same in terms of the SSIM and the number of iteratons. The SNR of iTOS-1 and iTOS-2 are slightly higher than the TOS. From Table 3 , we can see that the iTOS-1 spends less iteration numbers than the TOS and iTOS-2. Further, we can see from Table 4 that the performance of the TOS and iTOS-2 are almost the same. In Table 4 , the iTOS-1 is the slowest.
We make the conclusion that from Table 2 to Table 4 , the iTOS-1 is faster than the original TOS for the same selection of the relaxation parameters, which are smaller than one. The iTOS-1 performs more stable than the iTOS-2. For visual display of the recovered images, we present them in Figure 3 , Figure 4 and Figure 5 . 
Conclusions and future works
The three-operator splitting algorithm is a new operator splitting algorithm for solving the monotone inclusion problem (1.1). In this paper, we proposed a class of inertial three-operator splitting algorithm, which combined the inertial methods and the threeoperator splitting algorithm. We analyzed the convergence of the proposed algorithm based on the iKM iteration (2.5). As a direct application, we developed an inertial three-operator splitting algorithm for solving the convex optimization problem (3.19), which had wide applications in signal and image processing. We also presented numer-ical experiments on the constrained image inpainting problem (4.1) to demonstrate the advantage of introducing the inertial terms. When we finished this work, we find that [47, 48] also prove the convergence of the iKM iteration (2.5) under certain conditions on the inertial parameters and the relaxation parameters, which are different from Lemma 2.2 and Lemma 2.3. It is natural to generalize the convergence analysis of the iKM iteration in [47, 48] to the proposed inertial three-operator splitting algorithm. We would like to compare the performance of variants inertial three-operator splitting algorithm for wide application problems, and study the convergence rate analysis of the inertial three-operator splitting algorithm in the context of convex minimization in the future works.
