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Abstract
This paper considers the problem of maintaining statistic aggregates over the last W elements of
a data stream. First, the problem of counting the number of 1’s in the last W bits of a binary stream
is considered. A lower bound of Ω( 1

+ logW ) memory bits for W-additive approximations is derived.
This is followed by an algorithm whose memory consumption is O( 1

+ logW ) bits, indicating that
the algorithm is optimal and that the bound is tight. Next, the more general problem of maintaining
a sum of the last W integers, each in the range of {0, 1, . . . , R}, is addressed. The paper shows
that approximating the sum within an additive error of RW can also be done using Θ( 1

+ logW )
bits for  = Ω
(
1
W
)
. For  = o
(
1
W
)
, we present a succinct algorithm which uses B · (1 + o(1)) bits,
where B = Θ (W log ( 1
W
))
is the derived lower bound. We show that all lower bounds generalize
to randomized algorithms as well. All algorithms process new elements and answer queries in O(1)
worst-case time.
ar
X
iv
:1
60
4.
02
45
0v
1 
 [c
s.D
S]
  3
 A
pr
 20
16
1 Introduction
Background
The ability to process and maintain statistics about large streams of data is useful in many domains, such
as security, networking, sensor networks, economics, business intelligence, etc. Since the data may change
considerably over time, there is often a need to keep the statistics only with respect to some window of
the last W elements at any given point. A naive solution to this problem is to keep the W most recent
elements, add an element to the statistic when it arrives, and subtract it when it leaves the window. Yet,
when the window of interest is large, which is often the case when data arrive at high rate, the required
memory overhead may become a performance bottleneck.
Though it may be tempting to think that RAM memory is cheap, a closer look indicates that there
are still performance benefits in maintaining small data structures. For example, hardware devices such
as network switches prefer to store important data in the faster and scarcely available SRAM than in
DRAM. This is in order to keep up with the ever increasing line-speed of modern networks. Similarly,
on a CPU, caches provide much faster performance than DRAM memory. Thus, small data structures
that fit inside a single cache line and can possibly be pinned there are likely to result in much faster
performance than a solution that spans multiple lines that are less likely to be constantly maintained in
the cache.
A well known method to conserve space is to approximate the statistics. Basic-Counting is one of
the most basic textbook examples of such approximated stream processing problems [12]. In this problem,
one is required to keep track of the number of 1’s in a stream of binary bits. A (1 + )-multiplicative
approximation algorithm for this problem using O
(
1
 log
2W
)
bits was shown in [12]. This solution works
with amortized O(1) time, but its worst case time complexity is O(logW ).
A more practical related problem is Basic-Summing, in which the goal is to maintain the sum of the
last W elements. When all elements are non-negative integers in the range [R+ 1] = {0, 1, . . . , R}, the
work in [12] naturally extends to provide a (1 + )-multiplicative approximation of this problem using
O
(
1
 ·
(
log2W + logR · (logW + log logR))) bits. The amortized time complexity becomes O( logRlogW ) and
the worst case is O(logW + logR).
Our Contributions
In this paper, we explore the benefits of changing the approximation guarantee from multiplicative to
additive. With a multiplicative approximation, the result returned can be different from the correct
one by at most a multiplicative factor, e.g., 5%. On the other hand, in an additive approximation, the
absolute error is bounded, e.g., a deviation of up to ±5. When the expected number of ones in a stream
is small, multiplicative approximation is more appealing, since its absolute error is small. However, in
this case, an accurate (sparse) representation can be even more space efficient than the multiplicative
approximation. On the other hand, when many ones are expected, additive approximation gives similar
outcomes to multiplicative approximation. Furthermore, the potential space saving becomes significant in
this case, motivating our exploration.
Our initial contribution is a formally proved memory lower bound of Ω( 1 + logW ) for W-additive
approximations for the Basic-Counting problem.
Our second contribution is a space optimal algorithm providing a W-additive approximation for the
Basic-Counting problem. It consumes O( 1 + logW ) memory bits with a worst case time complexity of
O(1), matching the lower bound.
Next, we explore the more general Basic-Summing problem. Here, the results are split based on the
value of . Specifically, our third contribution is an (asymptotically) space optimal algorithm providing
an RW-additive approximation for the Basic-Summing problem when −1 ≤ 2W
(
1− 1logW
)
.1 It uses
O( 1 + logW ) memory bits and has O(1) worst case time complexity. For other values of , we show a
lower bound of Ω(W log
(
1
W
)
) and a corresponding algorithm requiring O
(
W log
(
1
2W + 1
))
memory
bits with O(1) worst case time complexity. Furthermore, we show that this algorithm is succinct for
 = o(W−1), i.e. its space requirement is only (1+o(1)) times the lower bound.
1In this paper, the logarithms are of base 2 and the o(1) notation is for W →∞.
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To get a feel for the applicability of these results, consider for example an algorithmic trader that makes
transactions based on a moving average of the gold price. He samples the spot price once every millisecond,
and wishes to approximate the average price for the last hour, i.e., W = 3.6·106 samples. The current price
is around $1200, and with a standard deviation of $10, he safely assumes the price is bounded by R , 1500.
The trader is willing to withstand an error of 0.1%, which is approximately $1.2. Our algorithm provides a
WRA (the A stands for Additive) additive-approximation using
(
1
2A
+ 2 logW
)
(1 + o(1)) memory bits,
while the algorithm by Datar et al. [12] computes a multiplicative (1+M ) (the M stands for Multiplicative)
approximation using
⌈
1
2M
+ 1
⌉
dlog (2WRM + 1) + 1e buckets of size dlogW + log (logW + logR)e bits
each. Using our algorithm, the trader sets A = R
−1 = 11500 , which guarantees that as long as the price
of gold stays above $1000, the error remains lower than required. The multiplicative approximation
algorithm requires setting M = 0.1%, and uses 501 · dlog (1080001) + 1e = 12525 buckets of size 27 bits
each and about 41KB overall. In comparison, our algorithm with the parameters above requires only
about 100 bytes.
Another useful application for our algorithm is counting within a fixed additive error. The straight-
forward algorithm for solving Basic-Counting uses a W -bits array which stores the entire window,
replacing the oldest recorded bit with a new one whenever such arrives. Assume a ±5 error is allowed.
Using the multiplicative-approximation algorithms, one has to set M =
5
W , which requires more than
W bits, worse than exact counting. In contrast, setting A =
5
W for our algorithm reduces the memory
consumption of the exact solution by nearly 90%.
In summary, we show that additive approximations offer significant space reduction opportunities.
They can be obtained with a constant worst case time complexity, which is important in real-time and
time sensitive applications.
2 Related Work
In [12], Datar et al. first presented the problem of counting the number of 1’s in a sliding window of size
W over a binary stream, and its generalization to summing a window over a stream of integers in the
range {0, 1, . . . , R}. They have introduced a data structure called exponential histogram (EH ). EH is a
time-stamp based structure that partitions the stream into buckets, saving the time elapsed since the last 1
in the bucket was seen. Using EH , they have derived a space-optimal algorithm for approximating Basic-
Summing within a multiplicative-factor of (1 + ), which uses O
(
1
 log
2W + logR · (logW + log logR))
memory bits. The structure allows estimating a class of aggregate functions such as counting, summing
and computing the `1 and `2 norms of a sliding window in a stream containing integers. The exponential
histogram technique was later expanded [4] to support computation of additional functions such as
k-median and variance. Gibbons and Tirthapura [13] presented a different structure called waves, which
improved the worst-case runtime of processing a new element to a constant, keeping space requirement
comparable when R = poly(W ). Braverman and Ostrowsky [7] defined smooth histogram, a generalization
of the exponential histogram, which allowed estimation of a wider class of aggregate functions and
improved previous results for several functions such as lp norms and frequency moments. Lee and
Ting [15] presented an improved algorithm, requiring less space if a (1 + ) approximation is guaranteed
only when the ones consist of a significant fraction of the window. They also presented the λ counter [1]
that counts bits over a sliding window as part of a frequent items algorithm. Our design is more space
efficient as it requires O( 1ε + log(n)) bits instead of O(
1
ε · log(n)) bits.
In [8], Cohen and Strauss considered a generalization of the bit-counting problem on a sliding window
for computing a weighted sum for some decay function, such that the more recent bits have higher weights.
Cormode and Yi [9] solved bit counting in a distributed setting with optimal communication between
nodes. Table 1 and Table 2 summarize previous works on the Basic-Counting and Basic-Summing
problems and compare them to our own algorithms.
Extensive studies were conducted on many other streaming problems over sliding windows such as
Top-K [17, 19], Top-K tuples [21], Quantiles [3], heavy hitters [5, 6, 14], distinct items [22], duplicates [20],
Longest Increasing Subsequences [7, 2], Bloom filters [16, 18], graph problems [10, 11] and more.
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Basic-
Counting
Approximation Guarantee Memory
Requirement
Amortized
Addition
Time
Worst-Case
Addition
Time
Maximal
Additive
Error
Datar et al. [12] (1 + )-Multiplicative O
(
1

log2W
)
O(1) O(logW ) W
Gibbons and
Tirthapura [13]
(1 + )-Multiplicative O
(
1

log2W
)
O(1) O(1) W
Lee and
Ting [15]
(1 + )-Multiplicative,
whenever there are at least
θW 1-bits
O
(
1

log2
1
θ
+ logWθ
) O(1) O(1) W
This Paper W-Additive O
(
1

+ logW
)
O(1) O(1) W
Table 1: Comparison of Basic-Counting Algorithms.
Basic-
Summing
Approximation
Guarantee
Memory Requirement Amortized
Addition
Time
Worst-Case
Addition Time
Maximal
Additive
Error
Datar et al. [12] (1 + )-
Multiplicative
O
(
1

(
log2W
+ logR logW
+ logR log logR
)) O
(
logR
logW
) O( logW
+ logR)
RW
Gibbons and
Tirthapura [13]
(1 + )-
Multiplicative
O
(
1

(logW + logR)2
)
O(1) O(1) RW
This Paper
RW-Additive
for  ≥ 1
2W O
(
1

+ logW
)
O(1) O(1) RWRW-Additive
for  ≤ 1
2W O
(
W · log ( 1
W
))
Table 2: Comparison of Basic-Summing Algorithms.
3 Basic-Counting Problem
Definition 1 (Approximation). Given a value V and a constant , we say that V̂ is an -multiplicative
approximation of V if |V − V̂ | < V . We say that V̂ is an -additive approximation of V if |V − V̂ | < .
Definition 2 (Basic-Counting). Given a stream of bits and a parameter W , maintain the number of
1’s in the last W bits of the stream. Denote this number by CW .
3.1 Lower Bound
We now show lower bounds for the memory requirement for approximating Basic-Counting.
Lemma 3. For any  and W , any deterministic algorithm that provides a W-additive approximation
for Basic-Counting requires at least
⌊
W
b2W+1c
⌋
≥
⌊
1
2+W−1
⌋
bits.
Proof. Denote z ,
⌊
W
b2W+1c
⌋
. We prove the lemma by showing 2z arrangements that must lead to
different configurations. Consider the language of all concatenations of z blocks of size b2W+ 1c, such
that each block consists of only ones or only zeros:
LW, = {w0w1 · · ·wz−1 | ∀j ∈ [z] : wj = 0b2W+1c ∨ wj = 1b2W+1c}
Assume, by way of contradiction, that two different words
s1 = w10w
1
1 · · ·w1z−1, s2 = w20w21 · · ·w2z−1 ∈ LW,
lead the algorithm to the same configuration. Denote the index of the last block that differs between s1
and s2 by t , max{τ | w1τ 6= w2τ}. Next, consider the sequences s1 · 0(t−1)b2W+1c and s2 · 0(t−1)b2W+1c.
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The algorithm must reach the same configuration after processing these sequences, even though the
number of ones differs by b2W+ 1c > 2W. Therefore, the algorithm’s error must be greater than W
at least for one of the sequences, in contradiction to the assumption. We have shown 2z words that
lead to different configurations and therefore any deterministic algorithm that provides  − additive
approximation to Basic-Counting must have at least z bits of state.
An immediate corollary of Lemma 3 is that any exact algorithm for Basic-Counting requires at
least W bits, i.e., the naive solution is optimal. We next establish a second lower bound, which is useful
for proving that our algorithm, presented below, is space optimal up to a constant factor.
Lemma 4. Fix some  ≤ 14 . Any deterministic algorithm that provides a W-additive approximation for
the Basic-Counting problem requires at least blogW c bits.
Proof. Assume that some algorithm A gives a W-additive approximation using m memory bits. Consider
A’s run on the sequence s = 0W · 12m . Since A is using m bits, it reaches some memory configuration c at
least twice after processing the zeros in the sequence. Assume that A first reached c after seeing 0W · 1y
(where y < 2m). This means that A must output some number ac ≤ y + W if queried. Now assume
A returns to configuration c after reading z additional ones. This means A will return to c after every
additional sequence of z ones. Therefore, for every integer q, after processing the sequence 0W · 1y+qz, A
will reach configuration c. We can then pick a large q (such that y + qz ≥ W ), which means that the
query answer for configuration c, ac, has to be at least W (1− ), as the window is now all-ones. We get
W (1− ) ≤ ac ≤ y +W and thus 2m > y ≥W (1− 2). Putting everything together, we conclude that
m > log (W (1− 2)) = logW + log (1− 2) ≥ logW − 1, for  ≤ 14 . Finally, since m is an integer, this
implies m ≥ blogW c.
Theorem 5. Let  ≤ 14 . Any deterministic algorithm that provides a W-additive approximation for the
Basic-Counting problem requires at least
⌊
max
{
logW, 12+W−1
}⌋
bits.
Proof. Immediate from lemmas 3 and 4.
Finally, we extend our lower bounds to randomized algorithms.
Theorem 6. Let  ≤ 14 . Any randomized Las Vegas algorithm that provides a W-additive approximation
for the Basic-Counting problem requires at least
⌊
max
{
logW, 12+W−1
}⌋
bits. Further, for any fixed
δ ∈ (0, 1/2), any Monte Carlo algorithm that with probability at least 1−δ approximates Basic-Counting
within W error at any time instant, requires Ω( 1 + logW ) bits.
Proof. We say that algorithm A is -correct on a input instance S if it is able to approximate the number
of 1’s in the last W bits, at every time instant while reading S, to within an additive error of W.
We remind the reader that in our case, a Las Vegas (LV ) algorithm for the Basic-Counting
approximation problem is a randomized algorithm which is always -correct. In contrast, a Monte Carlo
(MC ) algorithm is a randomized procedure that is allowed to provide approximation with error larger
than W, with probability at most δ.
The Yao Minimax principle [23] implies that the amount of memory required for a deterministic
algorithm to approximate a random input chosen according to a distribution p is a lower bound on the
expected space consumption of a Las Vegas algorithm for the worst input. To prove a
⌊
1
2+W−1
⌋
lower
bound, we consider padding the language LW, which is defined in Lemma 3. Specifically, we define p as
the uniform distribution over all inputs in the language
LLV = LW, ·
{
0W
}
.
That is, the input consist of all bit sequences in LW,, followed by a sequence of W zeros. The trailing 0’s
are used to force the algorithm to reach distinct configurations after reading the first W input bits. As
implied by the lemma, any deterministic algorithm which is always correct for a random instance requires
at least
⌊
1
2+W−1
⌋
bits, as it has to arrive to a distinct state for each input s ∈ LW,. The argument for a
lower bound of blogW c bits is similar.
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Next, we use the Minimax principle analogue for Monte Carlo algorithms [23], which states that
for any input distribution p and δ ∈ [0, 1/2], any randomized algorithm that is always (for any input)
-correct with probability at least 1− δ uses in expectation at least half as much memory as the optimal
deterministic algorithm that errs (i.e., is not -correct) with probability at most 2δ on a random instance
drawn according to p. Once again, we consider p to be the uniform distribution over
LMC = LW, ·
{
0W
}
.
Since the distribution is uniform, any deterministic algorithm, which is -correct with probability at
least 1− 2δ on a random instance drawn according to p, is actually -correct on 1− 2δ fraction of the
inputs. Similar to the LV case, the argument in Lemma 3 implies that the algorithm must reach a
distinct configuration after reading the first W bits of each of the (1− 2δ) · |LMC | inputs it is -correct
on. Consequently, the algorithm must use at least log ((1− 2δ) · |LMC |) bits of memory. Applying the
Minimax principle, the derived lower bound BMC for any MC algorithm is:
BMC ≥ 1
2
log ((1− 2δ) · |LMC |) ≥ 1
2
⌊
1
2+W−1
⌋
+
1
2
log (1− 2δ) = Ω
(
1

)
Once again, the case for a Ω(logW ) lower bound is based on Lemma 4 and follows from similar arguments.
3.2 Upper Bound
We now present an algorithm for Basic-Counting that provides a W-additive approximation ĈW for
CW over a binary stream with near-optimal memory. Denote k , 12 . For simplicity, we assume that
W
k
and k are integers. Intuitively, our algorithm partitions the stream into k blocks of size Wk , representing
each using a single bit. A set bit corresponds to a count of Wk in the input stream, while a clear bit
corresponds to a count of 0. We then use an “optimistic” approach to reduce the error – the number of
ones in the input stream not counted using the bit array is propagated to the next block; this means a
block might be represented with 1, even if it contains only a single set bit. Surprisingly, we show that
this approach allows us to keep the error bounded and that the errors do not accumulate. We keep a
counter y for the number of 1s. At the end of a block, if y is larger than Wk , we mark the current block
and subtract Wk from y, propagating the remainder to the next block. Our algorithm answers queries by
multiplying the number of marked blocks in the current window by Wk , making corrections to reduce the
error. We maintain the following variables:
y - a counter for the number of ones.
b - a bit-array of size k.
i - the index of the “oldest” block in b.
B - the sum of all bits in b.
m - a counter for the current offset within the block.
Every arriving bit is handled as follows: We increment m, and if the bit is set we also increment y. At
the end of a block, we check if y exceeds Wk . If so, we subtract
W
k from y and set the bit bi. This way, the
reduction in y is compensated for by the newly set bit in b. The previous value of bi, holding information
about 1s that just left the window, is forgotten.
To answer a query the algorithm returns the number of set bits in b multiplied by the block size Wk .
We then add the value of y, which represents the number of ones not yet recorded in b, and subtract
m · bi, as m bits of the oldest recorded block have already left the window. Finally, we remove any bias
from the estimation by subtracting W2k (half a block).
In order to answer queries without iterating over b, we maintain another variable B, which keeps track
of the number of ones in b. The entire pseudo-code is given in Algorithm 1.
Theorem 7. Algorithm 1 provides a W-additive approximation of Basic-Counting.
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Algorithm 1 Additive Approximation of Basic Counting
1: Initialization: y = 0, b = 0,m = 0, i = 0.
2: function add(Bit x)
3: if m = Wk − 1 then
4: B = B − bi
5: if y + x ≥ Wk then
6: bi = 1
7: y = y − Wk + x
8: else
9: bi = 0
10: y = y + x
11: B = B + bi
12: m = 0
13: i = i+ 1 mod k
14: else
15: y = y + x
16: m = m+ 1
17: function Query
18: return Wk ·B + y − W2k −m · bi
Figure 1: The setting for the proof of Theorem 7. b is cyclic - bi represents the oldest block and bi−1 the
newest completed block.
Proof. First, let us introduce some notations used in the proof. Assume that the index of the last bit is
W +m, where xW is the last bit of a block and m <
W
k . bi is considered after W +m bits have been
processed. We denote yj the value of y after adding bit j.
The setting for the proof is given in Figure 1. We aim to approximate
CW ,
W+m∑
j=m+1
xj . (1)
Our algorithm uses the following approximation:
ĈW =
W
k
·B + yW+m − W
2k
−m · bi = W
k
·B + yW +
W+m∑
j=W+1
xj − W
2k
−m · bi. (2)
At times 1, 2, . . . ,W , y is incremented once for every set bit in the input stream. At the end of
block j, if y is reduced by Wk , then bj is set and will not be cleared before time W + m. Therefore,
W
k ·B + yW = y0 +
∑W
j=1 xj . Substituting
W
k ·B + yW in (2), we get
ĈW = y0 +
W∑
j=1
xj +
W+m∑
j=W+1
xj − W
2k
−m · bi = y0 +
m∑
j=1
xj +
W+m∑
j=m+1
xj − W
2k
−m · bi.
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Plugging the definition of CW , we get ĈW = y0 +
∑m
j=1 xj +C
W − W2k −m · bi. Therefore, the error is
ĈW − CW = y0 +
m∑
j=1
xj −m · bi − W
2k
.
We consider two cases:
bi = 1 : This means that y had crossed the threshold by time
W
k , i.e. y0 +
∑W
k
j=1 xj ≥ Wk and equivalently
y0 +
∑m
j=1 xj ≥ Wk −
∑W
k
j=m+1 xj . Thus, on one side
ĈW − CW = y0 +
m∑
j=1
xj −m− W
2k
≥ W
k
−
W
k∑
j=m+1
xj −m− W
2k
≥ W
k
−
 Wk∑
j=m+1
1
−m− W
2k
≥ −W
2k
= −W.
To bound the error from above we use the fact that the value of y at the end of a block never exceeds
W
k . This can be shown by induction, as y is incremented at most
W
k times during one block, and
then reduced by Wk if it exceeds the block size. Therefore, Ĉ
W − CW = y0 +
∑m
j=1 xj −m− W2k ≤
y0 − W2k ≤ Wk − W2k = W.
bi = 0: Similarly, this means that y was lower than the threshold at the end of block i, hence y0+
∑W
k
j=1 xj ≤
W
k − 1 or equivalently, y0 +
∑m
j=1 xj ≤ Wk −
∑W
k
j=m+1 xj − 1. Thus, our error is bounded from below
by ĈW − CW = y0 +
∑m
j=1 xj − W2k ≥ y0 − W2k ≥ −W2k = −W and from above by
ĈW − CW = y0 +
m∑
j=1
xj − W
2k
≤ W
k
−
W
k∑
j=m+1
xj − W
2k
− 1 ≤ W
2k
− 1 = W− 1.
We have established that in all cases the absolute error is at most W as required.
We next prove that the memory requirement of Algorithm 1 is nearly optimal.
Theorem 8. Algorithm 1 requires 12 + 2 logW +O(1) bits of memory.
Proof. We represent y using d2 + log(W)e bits, m using d1 + log(W)e bits and b using k bits. Addi-
tionally, i requires dlog ke bits, and B another dlog(k + 1)e bits. Overall, the number of bits required is
k + d2 + log(W)e+ d1 + log(W)e+ dlog ke+ dlog(k + 1)e
≤ k + 2 log(W)− 2 log(2) + 8 = 12 + 2 log(W ) + 6 = 12 + 2 logW +O(1).
Theorem 5 shows that our algorithm uses at most twice as much memory as required by the lower
bound (up to a constant number of bits) for every constant  ≤ 14 . When  is not constant, our memory
requirement is at most 3 times the lower bound, as shown in the following lemma.
Corollary 9. For any  ≤ 14 , the ratio between the memory consumption of Algorithm 1 and the lower
bound for additive approximations for Basic-Counting is
1
2 + 2 logW +O(1)
max
{
logW, 12+W−1
} = 3 + o(1).
Since the proof is very technical, we defer it to Appendix A.
7
4 Basic-Summing Problem
We now consider an extension of Basic-Counting where elements are non-negative integers:
Definition 10. (Basic-Summing) Given a stream of elements comprising of integers in the range
[R+ 1] = {0, 1, . . . , R}, maintain the sum S of the last W elements.
4.1 Lower Bound
We now show that approximating Basic-Summing to within an additive error of RW requires Ω( 1 +
logW ) bits for  ≥ 12W and Ω(W log
(
1
W
)
) bits for  ≤ 12W .
Lemma 11. For any  ≤ 14 , approximating Basic-Summing to within an additive error of RW requires⌊
max
{
logW, 12+W−1
}⌋
memory bits.
Proof. The proof of the lemma is very similar to the proof of Theorem 5 and is obtained by replacing
every set bit with the integer R in Lemma 3 and Lemma 4.
Next, we show a lower bound for smaller values of .
Lemma 12. For any , approximating Basic-Summing to within an additive error of RW requires at
least W log
⌊
1
4W + 1
⌋
memory bits.
Proof. Denote x , b2RW+ 1c and C ,
{
n · x | n ∈
{
0, 1, . . . ,
⌊
1
2W+R−1
⌋}}
. Let L be the language
of all W length strings over the number in C, i.e.,
LR,W, = {σ0σ1 · · ·σW−1|∀j ∈ [W ] : σj ∈ C} .
We show that every two distinct sequences in L must lead the algorithm into distinct configurations
implying a lower bound of
dlog |L|e ≥W log |C| = W log
⌊
1
2W+R−1
+ 1
⌋
≥W log
⌊
1
4W
+ 1
⌋
bits, where the last inequality follows from the fact that any  < 12RW implies exact summing. Assume,
by way of contradiction, that two different words
s1 = σ10σ
1
1 · · ·σ1W−1, s2 = σ20σ21 · · ·σ2W−1 ∈ L
lead the algorithm to the same configuration. Denote the index of the last letter that differs between
s1 and s2 by t , max{τ | σ1τ 6= σ2τ}. Next, consider the sequences s1 · 0t−1 and s2 · 0t−1. The algorithm
must reach the same configuration after processing these sequences, even though the sum of the last W
elements differ by at least x = b2RW+ 1c > 2RW. Therefore, the algorithm’s error must be greater
than RW at least for one of the sequences, in contradiction to the assumption.
Theorem 13. Approximating Basic-Summing to within an additive error of RW requires Ω( 1 + logW )
bits for 12W ≤  ≤ 14 and Ω(W log
(
1
W
)
) bits for  ≤ 12W .
Proof. Lemma 11 shows that approximating Basic-Summing within RW requires
max
{
logW,
1
2+W−1
}
bits for 12W ≤  ≤ 14 . The same argument used in Lemma 9 shows that this implies Ω
(
1
 + logW
)
bits
lower bound for any  ≥ 12W . For  < 12W such that  = Θ(W−1), approximating Basic-Summing within
RW implies a R2 -additive approximation and therefore the Ω
(
1
 + logW
)
bound holds. For  = o
(
1
W
)
,
we use Lemma 12, which implies a lower bound of W log
⌊
1
4W + 1
⌋
= Ω
(
W log
(
1
W
))
memory bits.
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An immediate corollary of Theorem 13 is that any exact algorithm for Basic-Summing requires
at least Ω(W logR) bits, i.e., the naive solution of maintaining a W -sized array of the elements in the
window, encoding each using dlog (R+ 1)e bits, is optimal (for exact Basic-Summing). Finally, we
extend the results to randomized algorithms, where the proof appears in Appendix B.
Theorem 14. For any fixed δ ∈ [0, 1/2), any randomized Monte Carlo algorithm that gives a W
approximation to Basic-Summing with a probability of at least 1 − δ requires Ω( 1 + logW ) bits for
1
2W ≤  ≤ 14 and Ω(W log
(
1
W
)
) bits for  ≤ 12W . Notice that the δ = 0 case applies to Las Vegas
algorithms.
4.2 Upper Bound
We show that our Basic-Counting algorithm can be adapted to this problem with only a small memory
overhead such that the algorithm’s state size remains independent of R. We first present the extension of
the algorithm for the −1 ≤ 2W
(
1− 1logW
)
case. In Section 4.3 we complete the picture by giving an
alternative algorithm for smaller values of . Intuitively, we “scale” the algorithm by dividing each added
element by R and rounding the result. In order to keep the sum of elements not yet accounted for in b, y
is now maintained as a fixed-point variable rather than an integer. Ideally, the fractional value of the
remainder y should allow exact representation of {0, 1/R, . . . , 1− 1/R}, and therefore requires logR bits.
When the range R is “large”, or more precisely R = ω(−1), we save space by storing the fractional value
of y using less than logR bits, which inflicts a rounding error. That is, we keep y using
⌈
log
(
2Wk
)⌉
+ υ
bits. Similarly to our Basic-Counting algorithm,
⌈
log
(
2Wk
)⌉
bits are used to store the integral part of
y. The additional υ bits are used for the fractional value of y. The value of υ is determined later.
In order to keep the total error bounded, we compensate for the rounding error by using smaller
block sizes, which are derived from the number of blocks k, determined in (12). Our algorithm keeps the
following variables:
b - a bit-array of size k.
y - a counter for the sum of elements which is not yet accounted for in b.
i - the index of the “oldest” block in b.
B - the sum of all bits in b.
m - a counter for the current offset within the block.
Our Basic-Summing algorithm is presented in Algorithm 2. We use Roundυ(z) for some z ∈ [0, 1] to
denote rounding of z to the nearest value z˜ such that 2υ z˜ is an integer.
Theorem 15. For any −1 ≤ 2W
(
1− 1logW
)
, Algorithm 2 provides an RW-additive approximation
for Basic-Summing.
Theorem 15 shows that for any −1 ≤ 2W
(
1− 1logW
)
, by choosing υ ,
⌈
log
(
−1 logW
)⌉
and the
number of blocks to be k =
⌈
1
2−2−υ
⌉
, our algorithm estimates S with an additive error of RW. The proof
of Theorem 15 can be found in Appendix C. The following theorem analyzes the memory requirements of
our algorithm.
Theorem 16. For any −1 ≤ 2W
(
1− 1logW
)
, Algorithm 2 requires
(
2 logW + 12
)
(1 + o(1)) memory
bits.
The proof is similar to the proof of Theorem 8 and is therefore deferred to Appendix D.
4.3 Summing with Small Error
Algorithm 2 only works for −1 ≤ 2W
(
1− 1logW
)
that satisfies Wk ≥ 1; otherwise, k cannot represent the
number of blocks, as blocks cannot be empty. To complete the picture, we present Algorithm 3 that works
for smaller errors. Intuitively, we keep an array b of size W , such that every cell represents the number of
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Algorithm 2 Additive Approximation for Basic-Summing
1: Initialization: y = 0, b = 0, B = 0, i = 0,m = 0.
2: function Add(element x)
3: x′ = Roundυ( xR )
4: if m = Wk − 1 then
5: B = B − bi
6: if y + x′ ≥ Wk then
7: bi = 1
8: y = y − Wk + x′
9: else
10: bi = 0
11: y = y + x′
12: B = B + bi
13: m = 0
14: i = i+ 1 mod k
15: else
16: y = y + x′
17: m = m+ 1
18: function Query()
19: return R · (Wk ·B + y − W2k −m · bi)
Algorithm 3 Additive Approximation for Basic-Summing with Small Error
1: Initialization: y = 0, b = 0, B = 0, i = 0.
2: function Add(element x)
3: x′ = Roundυ( xR )
4: B = B − bi
5: bi =
⌊
y+x′
W/k
⌋
6: y = y + x′ − bi · Wk
7: B = B + bi
8: i = i+ 1 mod W
9: function Query()
10: return R · (Wk ·B + y − W2k )
integer multiples of RWk in an arriving item. Similarly to the above algorithms, we reduce the error by
tracking the remainder in a variable y, propagating uncounted fractions to the following item. In this case
as well, the optimistic approach reduces the error compared with keeping a W -sized array of rounded
values for approximating the sum. Each cell in b needs to represent a value in
{
0, 1, . . . ,
⌊
1 + kW
⌋}
; the
remainder y is now a fractional number, represented using υ bits. When a new item is added, we scale it,
add the result to y, and update both bi and the remainder.
Theorem 17. Algorithm 3 provides an RW-additive approximation for Basic-Summing.
The proof is delayed to Appendix E. It considers the rounding error generated by representing x′
using υ bits, and shows that the remainder propagation (Line 6) limits error accumulation.
Theorem 18. For any −1 > 2W
(
1− 1logW
)
= 2W (1− o(1)), Algorithm 3 requires W log ( 12W + 1) ·
(1 + o(1)) ≤ 12 · (1 + o(1)) memory bits.
The proof is similar to the proof of Theorem 8 and therefore deferred to Appendix F.
We conclude the section by showing that our algorithm is succinct, requiring only (1 + o(1)) times as
much memory as the lower bound proved in Theorem 13.
Theorem 19. Let  = o(W−1), and denote B ,W log ⌊ 14W + 1⌋. Algorithm 3 provides RW additive
approximation to Basic-Summing using B · (1 + o(1)) memory bits.
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Proof. Theorem 18 shows that the number of bits our algorithm requires for  = o(W−1) isW log
(
1
2W + 1
)·
(1 + o(1)) ≤ B(1 + 2WB ) · (1 + o(1)) = B · (1 + o(1)).
5 Discussion
In this paper, we have investigated additive approximations for the Basic-Counting and Basic-
Summing problems. For both cases, we have provided space efficient algorithms. Further, we have proved
the first lower bound for additive approximations for the Basic-Counting problem, and showed that
our algorithm achieves this bound, and is hence optimal. In the case of Basic-Summing, whenever
−1 ≤ 2W
(
1− 1logW
)
, the same lower bound as in the Basic-Counting problems still holds and so our
approximation algorithm for this domain is optimal up to a small factor. For other values of , we have
shown an improved lower bound and a corresponding succinct approximation algorithm.
In the future, we would like to study lower and upper bounds for additive approximations for several
related problems. These include, e.g., approximating the sliding window sum of weights for each item in
a stream of (item, weight) tuples. Further, we intend to explore applying additive approximations in
the case of multiple streams. Obviously, one can allocate a separate counter for each stream, thereby
multiplying the space complexity by the number of concurrent streams. However, it was shown in [13]
that for the case of multiplicative approximations, there is a more space efficient solution. We hope to
show a similar result for additive approximations.
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A Proof of Lemma 9
Proof. We make a simple case analysis to show that the above holds:
 ≥ log−1W−W−12 : In this case the maximum in the denominator is logW . Hence
1
2 + 2 logW +O(1)
max
{
logW, 12+W−1
} ≤ 1log−1W−W−1 + 2 logW +O(1)
logW
= 2 +
1
log−1W−W−1 +O(1)
logW
= 2 +
W logW +O(W )
logW (W − logW ) = 3 +
log2W +O(W )
logW (W − logW )
= 3 +
logW
W − logW +
O(1)
logW
= 3 + o(1)
 < log
−1W−W−1
2 : In this case, the maximum in the denominator is
1
2+W−1 . Hence
1
2 + 2 logW +O(1)
max
{
logW, 12+W−1
} = 12 + 2 logW +O(1)1
2+W−1
<
2+W−1
2
+ 2 logW (2+W−1) +
O(1)
logW
= 1 +
W−1
2
+ 4 logW + 2
logW
W
+
O(1)
logW
= 1 +
W−1
2
+ 4 logW + o(1).
An analysis of the function
g(W ) = 1 +
W−1
2
+ 4 logW
reveals that it has a single extremum for positive W s, located at W = 182 . We check the value of
the function at the extremum and at its boundaries:
W = 12 : This is a boundary because  <
1
2W means that the algorithm is required to give an exact
counting of the number of ones. On this boundary we get
g
(
1
2
)
= 1 +
2
2
− 4 log(2) = 2 + 2
W
logW = 2 + o(1).
The extremum W = 182 :
g
(
1
82
)
= 1 +
82
2
− 4 log(82) + o(1) = 1 + 4√
8W
· (1 + logW ) + o(1)
= 1 + o(1)
B Proof of Theorem 14
Proof. The case for Ω( 1 + logW ) bits when
1
2W ≤  ≤ 14 is similar to Theorem 6. The bound is obtained
by replacing every set bit with the integer R in the corresponding languages. In case  < 12W , we consider
the padded language obtained by adding W 0’s to every word in the language defined in Lemma 12.
Further, we define the distribution p to be uniform over
L = LR,W, · 0W .
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Figure 2: The setting for the proof of Theorem 15.
Similarly to Theorem 6, Lemma 12 implies that for (at least) (1− 2δ) fraction of the inputs in L, the
algorithm must reach a distinct state after reading the first W integers. Therefore, the derived lower
bound according to Yao’s Minimax principle [23] is:
BMC ≥ 1
2
log ((1− 2δ) · |L|) ≥ 1
2
W log
⌊
1
4W
+ 1
⌋
+
1
2
log (1− 2δ) = Ω
(
W log
(
1
W
))
.
C Proof of Theorem 15
Proof. First, let us introduce some notations used in the proof. Element j is marked xj or x
′
j after we
divide it by R and round it. Assume that the index of the last element is W +m, where xW is the last
element of a block.3 When we refer to the block index i, we refer to its value after W +m elements have
been processed. We denote yj the value of y after adding xj .
The setting for the proof is given in Figure 2. Our goal is to approximate
SW ,
W+m∑
j=m+1
xj (3)
Algorithm 2 uses the following approximation to answer this query:
ŜW = R ·
(
W
k
·B + yW+m − W
2k
−m · bi
)
= R ·
W
k
·B + yW +
W+m∑
j=W+1
x′j −
W
2k
−m · bi
 (4)
At the end of block j, if y is decreased by Wk , then bj is set and will not be cleared before time W +m.
Therefore
W
k
·B + yW = y0 +
W∑
j=1
x′j .
Substituting Wk ·B + yW in (4) we get
ŜW = R ·
y0 + W∑
j=1
x′j +
W+m∑
j=W+1
x′j −
W
2k
−m · bi

= R ·
y0 + m∑
j=1
x′j +
W+m∑
j=m+1
x′j −
W
2k
−m · bi
 . (5)
Denote the rounding error over the entire window
ξ ,
W+m∑
j=m+1
xj −R ·
W+m∑
j=m+1
x′j .
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From line 3, we know that x′j = Roundυ
(xj
R
)
, while
∣∣xj
R − Roundυ
(xj
R
)∣∣ ≤ 2−1−υ, and thus:
− 2−1−υ ·RW ≤ ξ ≤ 2−1−υ ·RW (6)
if υ < logR, or 0 otherwise (as we then store
xj
R accurately). Thus, we can write (5) as:
ŜW =
W+m∑
j=m+1
xj + ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
−m · bi
 .
Plugging (3), we get
ŜW = SW + ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
−m · bi
 .
Therefore, the error is
ŜW − SW = ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
−m · bi
 . (7)
We consider two cases:
• bi = 1: This means that y has crossed the threshold by time Wk , i.e.,
y0 +
W
k∑
j=1
x′j ≥
W
k
and equivalently y0 +
m∑
j=1
x′j ≥
W
k
−
W
k∑
j=m+1
x′j .
Going back to (7), we get on one side
ŜW − SW = ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
−m · bi

≥ ξ +R ·
W
k
−
W
k∑
j=m+1
x′j −
W
2k
−m

≥ ξ +R ·
W
2k
−
 Wk∑
j=m+1
1
−m

≥ ξ −R · W
2k
(8)
To bound the error from above we use the fact that the value of y at the end of a block never
exceeds Wk . This can be shown by induction, as y is increased at most
W
k times during one block,
and then reduced by Wk if it exceeds the block size. Therefore, (7) can be bounded as follows:
ŜW − SW = ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
−m · bi

≤ ξ +R ·
(
y0 − W
2k
)
≤ ξ +R · W
2k
. (9)
• bi = 0: Similarly, this means that y was smaller than the threshold at the end of block i. Hence
y0 +
∑W
k
j=1 x
′
j ≤ Wk − 1, or equivalently
y0 +
m∑
j=1
x′ ≤ W
k
−
W
k∑
j=m+1
x′j − 1.
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Thus, the upper bound is
ŜW − SW = ξ +R ·
y0 + m∑
j=1
x′j −
W
2k

≤ ξ +R ·
W
k
−
W
k∑
j=m+1
x′j − 1−
W
2k
 ≤ ξ +R · W
2k
. (10)
Our error is then bounded from below by
ŜW − SW = ξ +R ·
y0 + m∑
j=1
x′j −
W
2k
 ≥ ξ −R · W
2k
. (11)
We need to bound (8),(9),(10) and (11) by RW. Using (6), it is enough to require
2−1−υ +
1
2k
≤ .
Therefore, we choose the number of blocks to be
k ,
⌈
1
2− 2−υ
⌉
. (12)
and thus provide an estimation that is an RW-additive approximation for Basic-Summing.
Finally, we choose the number of bits representing the fractional value of y to be
υ ,
⌈
log
(
−1 logW
)⌉ ≥ log (−1 logW )
.
Therefore, the number of blocks is
k =
⌈
1
2− 2−υ
⌉
≤
⌈
1
2− logW
⌉
=
⌈
logW
2(logW − 1)
⌉
To have k ≤W it suffices to require −1 ≤ 2W
(
1− 1logW
)
.
D Proof of Theorem 16
Proof. We represent y using d2 + log (W) + υe bits, m using d1 + log (W)e bits and b using k =
⌈
1
2−2−υ
⌉
bits. Additionally, i requires dlog ke bits, and B another dlog (k + 1)e bits. Overall the number of bits
required is
k + dlog (W) + υe+ dlog (W)e+ dlog ke+ dlog (k + 1)e
= k + 2 log (W) + υ + 2 log k +O(1).
The number of blocks is
k =
⌈
1
2− 2−υ
⌉
≤ 1 + 1
2− 
logW
= 1 +
1
2
−1 · 2 logW
2 logW − 1
= 1 +
1
2
−1 ·
(
1 +
1
2 logW − 1
)
= 1 +
1
2
−1(1 + o(1)).
Thus, the space consumption becomes
k + 2 log (W) + υ + 2 log k +O(1)
=
(
−1
2
+ 2 logW − 2 log −1 + ⌈log (−1 logW )⌉+ 2 log(1 + −1
2
))
· (1 + o(1))
=
(
−1
2
+ 2 logW − log −1 + 2 log
(
1 +
−1
2
))
(1 + o(1))
≤
(
−1
2
+ 2 logW + 2 log
(
1 +
−1
2
))
(1 + o(1)).
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There are two cases. If 
−1
2 ≤ logW − 1, the space is less than or equal to(
−1
2
+ 2 logW + 2 log logW
)
(1 + o(1)) =
(
2 logW +
1
2
)
(1 + o(1)).
Otherwise, (
−1
2
+ 2 logW + −1 · 2
−1
log
(
1 +
−1
2
))
(1 + o(1))
≤
(
−1
2
+ 2 logW + −1
log logW
(logW − 1)
)
(1 + o(1)) =
(
2 logW +
1
2
)
(1 + o(1)).
E Proof of Theorem 17
Proof. The notations for this proof are the same as in Appendix C. In this case all ”blocks” are of size 1
so m is always 0.
If at time j y is decreased by α · Wk , then bj is set to α and will not change before time W . Therefore
W
k
·B + yW = y0 +
W∑
j=1
x′j .
Substituting Wk ·B + yW in (4) we get
ŜW = R ·
y0 + W∑
j=1
x′j −
W
2k

. (13)
Plugging (3) and taking into consideration the rounding error, we get
ŜW = SW + ξ +R ·
(
y0 − W
2k
)
.
Therefore, the error is
ŜW − SW = ξ +R ·
(
y0 − W
2k
)
. (14)
To bound the error we use the fact that 0 ≤ y < Wk at the end of a block. Therefore, (14) can be
bounded as follows:
ξ −R · W
2k
≤ ŜW − SW < ξ +R · W
2k
k remains
k =
⌈
1
2− 2−υ
⌉
and the error is bounded by ±RW, similarly to Theorem 15.
F Proof of Theorem 18
Proof. We represent y using υ bits and b using W
⌈
log
(
k
W + 1
)⌉
bits. Additionally, i requires dlogW e
bits, and B another dlog (k + 1)e bits. Overall the number of bits required is
υ +W
⌈
log
(
k
W
+ 1
)⌉
+ dlogW e+ dlog (k + 1)e =
(
W log
(
k
W
+ 1
)
+ υ + log k
)
(1 + o(1)).
We choose the number of bits representing the fractional value of y to be
υ ,
⌈
log
(
−1W
)⌉ ≥ log (−1W ) .
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This way, k becomes⌈
1
2− 2−υ
⌉
≤
⌈
1
2− W
⌉
=
⌈
1
2
(
2W
2W − 1
)⌉
≤ 1 + 1
2
−1(1 + o(1)).
Thus, the space consumption is(
W log
(
k
W
+ 1
)
+ υ + log k
)
(1 + o(1))
=
(
W log
(
k
W
+ 1
)
+ log
(
−1W
)
+ log
k
W
+ logW
)
(1 + o(1))
=
(
W log
(
k
W
+ 1
)
+ log −1
)
(1 + o(1)).
Recall that k ≥ −12 and hence −1 ≤ 2k. Overall, space becomes(
W log
(
k
W
+ 1
)
+ log −1
)
(1 + o(1)) ≤
(
W log
(
k
W
+ 1
)
+ log k
)
(1 + o(1))
=
(
W log
(
k
W
+ 1
)
+ log
k
W
+ logW
)
(1 + o(1)) =
(
W log
(
(2W)−1 + 1
))
(1 + o(1))
=
1
2
 log
(
(2W)−1 + 1
)
(2W)−1
 (1 + o(1)) < 1
2
· (1 + o(1)).
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