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An important safety issue for engineers of combustion systems is the appearance of local 25 extinction and re-ignition of the flame. These phenomena can be directly linked to the levels 26 of turbulence in the combustion chamber. Overall, turbulence is a physical process highly 27 desirable in combustion devices since it enhances the mixing of the fuel and oxidiser and 28 accelerates the combustion process. However, due to its chaotic nature, small changes can 29 result in a considerable increase of its intensity. If a critical value is exceeded very small 30 eddies are generated that can penetrate the reaction zone reducing the flame temperature 31 and disrupting the formation of radicals. Under these conditions the chemistry deviates 32 from equilibrium and regions on the stoichiometric surface begin to extinguish. This could 33 lead to global flame extinction or the flame may re-ignite depending on local strain-rate 34 conditions. 35 Direct Numerical Simulation (DNS) would be the only numerical method capable of pro- 36 viding a detailed description of extinction and re-ignition since burning and mixing occurs 37 mostly at the smallest scales. However, due to the very large computing requirements Large- probability density function (PDF) approach [27] and the mixture fraction based methods 50 [20] via the application of a generalised mapping function to a prescribed reference space. 51 PDF methods have been extensively applied to the modelling of turbulent reacting flows and 52 a relatively recent comprehensive review is given by Haworth [14] . Of particular relevance 53 are the studies by Pope and co-workers [3, 4, 36] where sensitivities of the PDF modelling 54 approach towards parameters such as the mixing model [4] , the mixing time scale [4] and 55 the chemical mechanism [3] were investigated. Raman and Pitsch [30] binomial Langevin-MMC model for the modelling of the velocity-scalar interactions [35] or 65 using a sparse particle method as sub-grid model for LES of the turbulent flow and mixing 66 fields [12, 13] . In this work we focus exclusively on the stochastic implementation in the 
where u Y is the conditional expectation of the flow velocity v (u Y (y, x, t) = v|Y = y ) 79 and N I J is the conditional scalar dissipation, N I J = D∇Y I ∇Y J |Y = y , which is by 80 definition symmetric and positive semidefinite. The term D is the diffusion coefficient D I J 81 (which is assumed to be the same for all species in high Reynolds number flows) and I is 82 the reaction rate.
83
The most commonly adopted approach to solving the above PDF evolution equation is 84 the Lagrangian stochastic particle method, where the evolution of an ensemble of particles 85 is used to represent the evolution of the (Eulerian) joint PDF of Eq. 1. In terms of imple-86 mentation of the framework, a Lagrangian solver for the composition joint PDF is coupled 87 with a standard Eulerian approach [14, 24, 25] . The solution domain in physical space is 88 discretized into a number of cells for the purpose of extracting local mean quantities such as 89 velocities which are then used in the particle evolution equations. Then, moments of reac-90 tive species, temperature and mixture fraction can be extracted by ensemble (or weighted) 91 average of the particles in the same Eulerian cell. Properties of particles drawn from the 92 same cell are considered to be local in the physical space. This approach is followed in the 93 current work as well. Equation 1 is replaced by an equivalent set of stochastic differential 94 equations of the following form
96
The underlying idea is that the Fokker-Planck equation [11] that corresponds to the above 97 set of equations has the same moments as those given by the PDF transport Eq. 1. Here 98 and for the remainder of the paper, the superscript '*' is used to distinguish the values 99 linked to stochastic trajectories (stochastic particles), from deterministic quantities, D t is 100 the turbulent diffusivity and approximated by D t ≈ 0.09 * k 2 / /σ t with σ t = 0.7 being the 101 turbulent Schmidt number. Equation 2 accounts for transport in physical space while Eq. 3 102 accounts for transport in the composition space. The location of the particles is indicated 103 as x * , w * i is a Wiener process with zero mean and variance equal to dt and S * is a mixing 104 operator that simulates the rate of change of scalar dissipation and in the Lagrangian particle 105 context it represents (in a stochastically equivalent sense) the composition change of a fluid 106 space is a major problem and much more difficult to impose [26] . Results [31] Curl's model that is suggested in the current work and described in detail in the next sec-135 tion, aspires to combine the simplicity of these two models with the enforced compositional 136 locality without violating the linearity and independence principles. the method leads to closure of the conditional scalar dissipation [7, 17] . In the present 144 paper, we focus on a stochastic implementation. If the reference space is chosen properly it 145 can be used to enforce localness in composition space [21, 34] . The idea is to track particle The suggested approach can considered to be an extension to the work of Wandel et 150 al. [34] and has already been applied for the case of Sandia flame D using IEM as the only 151 underlying mixing model [33] . It is a probabilistic MMC formulation with a single reference 152 variable that is used to enforce localness in mixture fraction space and whose evolution
is described by a Markov process. MMC allows the choice of any number of reference 154 variables, yet for flames with low levels of local extinction, localness in mixture fraction 155 space is known to be sufficient to indicate localness in the multidimensional composition 156 space. In a broader sense the shadow position model of [29] can be seen as a variation 157 of the MMC concept where instead of enforcing locality through mixture fraction space, 158 mixing is modeled as a relaxation of the composition to its mean conditional on the shadow 159 position. In the present work we test if the enforced locality imposed by MMC can capture 160 the behaviour of flames close to blow off. 161 We introduce a stochastic reference variable, ξ * , which is governed by the following set 162 of sdes
and for which we assume that the distribution is known.
165
The Fokker-Planck equation representing the above sde can be written as
where
Considering an arbitrary function of ξ * , f (ξ * ) = f * a corresponding 167 sde for this new random variable can be generated using an Ito transformation:
and
The Fokker Planck equation representing the above sde is given by
The advantage of the "mapping " is that by assuming a shape for P ξ we can define A o and 172 b o from Eq. 6. We can then define the unknown drift and diffusion coefficients for the new 173 stochastic process f (ξ * ) and consequently the evolution of its PDF. It should be noted that 174 the equivalent PDF describes the one-point one-time cell distribution. A two-point strategy 175 has been suggested based on mapping functions that incorporate two-points statistics [15] 176 however it has not been attempted here.
177
Following the probabilistic approach and adding to the equations for a standard PDF 178 approach, Eqs. 2 and 3, the two new MMC equations, Eqs. 5 and 7, that embody the mapping 179 closure concept, the general probabilistic approach gives 
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The turbulent Corrsin's suggestion [8] that the decay rate of a passive scalar variance is assumed to be 207 proportional to the decay rate of the turbulent kinetic energy i.e. The PDF approach is used in order to model the turbulence-chemistry interaction. The 240 composition PDFs are calculated by Monte Carlo methods, while a finite-volume method 241 was applied to solve for the mean velocity, dissipation, and mean pressure fields. The Eule-242 rian flow field equations are solved using an in-house RANS code (BOFFIN). Turbulence 243 is modelled by a standard k-ε model [23] . A cylindrical domain extends 0.65m in down-244 stream direction and 0.15m in radial direction and is discretised by 200 axial and 100 radial 245 finite volume cells. An augmented reduced mechanism (ARM2) derived from the full GRI 246 3.0 mechanism using quasi-steady assumptions for some minor species is incorporated to 247 describe the chemical reactions [6] . Cao and Pope [3] demonstrated that ARM2 is capa-248 ble of predicting the correct extinction levels for all Sandia Flames D-F but for flame F, 249 results may be sensitive towards small changes in the boundary conditions or modelling 250 parameters. For the composition field calculations, three different particle densities have 251 been used in order to asses the sensitivity of the models on particle number. The differ-252 ent test cases are listed in Table 1 . The evolution of the particle properties is modelled 253 by Eqs. 11 to 14. We emphasise that every particle carries information on its (stochas-254 tic) velocity, species concentration, temperature and reference space ξ , obtained from 255 Eq. 12.
256
Note that the reference space is Gaussian and unbounded, but the deterministic drift 257 term counteracts the random diffusion term and keeps particles close to the mean. Then 258 space which is demonstrated in the top two rows of the figure. Closeness of the particles 279 in the reference space controls closeness of the particles in the mixture fraction fraction 280 space and consequently in the temperature (or composition) space as can be seen in the 281 figures in the bottom row. This correlation exists only because the evolution of the reference 282 space, Eq. 12, is not independent of the evolution of the species, Eq. 13. Consequently, 283 mixing particles that are close in reference space is equivalent to mixing particles close in 284 composition space. It is important to stress that if the particle's value of the reference space 285 was held constant throughout the calculations, the reference variable and mixture fraction 286 would decorrelate with time (or distance from the jet exit) and the method would collapse 287 to a conventional PDF approach. The decorrelation would be equivalent to horizontal lines 288 of the averaged mixture fraction, Z | ξ , in the middle row of Fig. 1 .
289
In Fig. 2 the radial profiles of the mean and root mean square (rms) of the mapping func-290 tion (mixture fraction) are presented for all four mixing models, IEM, MMC-IEM, Curl's 291 and MMC-Curl's. It is apparent that the mixing field is quite insensitive to the choice of the 292 mixing model. The simulations presented in this figure are performed with 20 particles/cell, 293 the quality of predictions for test cases 1 to 3 (see Table 1 ) is comparable for all models and 294 none of them shows a significant dependence on the particle number. As it has been shown 295 in previous studies [4, 36] the predictions for the mixture fraction depend mostly on the 296 choice of the mixing time scale that for the current work is the same for all four models.
297
Figures 3, 4, 5 and 6 show the scatter plots of temperature at different axial locations 298 for three different particle loadings. Figure 7 shows the experimental results and serves 299 as comparison. These figures allow a qualitative assessment, and MMC (both with IEM 300 and Curl's), yields a somewhat more realistic scatter in temperature with fewer realizations 301 above equilibrium conditions than the classic models. The MMC-IEM model is not capa-302 ble of fully capturing the extent of extinguished flame elements as seen in the experiments, 303 but it needs to be emphasized here that MMC-IEM provides qualitatively reasonable pre-304 dictions even with a very small number of particles. These results should be compared with 305 slightly more sensitive to the particle number density than MMC-Curl's. The better agree-333 ment with experimental data can be attributed to the fact that pair-wise models are known to 334 model mixing more realistically than mean based models. It is emphasized again, that for all 335 test cases the same mixing constant has been used, and no efforts have been made to control 336 mixing through the mixing time scale as is a common practice. This does not necessarily 337 imply that all the models have the best performance with the same constant. Adjustments 338 of the mixing constant C φ could have led to more realistic degrees of extinction and can 339 have effects on the stability of the numerical solution but may deteriorate the mixing field 340 predictions [4] and would not aid the analysis of the differences between MMC-enhanced 341 mixing models and the particle number dependence.
342
The predictions of the radial profiles of temperature (not shown here) are generally less 343 sensitive to the number of particles for all models and the same holds for species such as 344 CH 4 . It can be noticed that for all the test cases the temperature predictions are satisfying 345 and a small improvement is noticed with the addition of MMC for radial positions r/d > 346 1.5 (towards the lean side of the flame). On the other hand the prediction of species such 347 as CO or H 2 O that are more sensitive to small changes of temperature is more challenging 348 and more dependent on the quality of the mixing model. Figures 10 and 11 show the radial 349 profiles of CO at different axial locations. MMC shows less sensitivity to the particle num-350 ber when compared to IEM and less noise than Curl's, which indicates increased numerical 351 stability that was reported to be an issue in earlier PDF calculations when using IEM and 352 Curl's mixing models [4, 36] . MMC-Curl's with 100 particles/cell gives the overall best 353 agreement.
354
IEM and MMC-IEM have opposite tendency when the particle number is increased at 355 x/d=15; the more particles are used in IEM, the higher the temperature, re-igniting the flame. 356 This is consistent with the scatter plot in Fig. 4 where the lower branch disappears as the 357 number of particles increases. MMC-IEM have a much more uniform behaviour, with min-358 imum difference in temperature predictions with particle refinement. Doubling the number 359 of particles barely decreases the peak temperature by 50 K. is amplified, when we look at CO predictions (see Fig. 10 ) at x/d=15. At the same position 361 the MMC-IEM shows no particle number dependency, although it under-predicts extinction 362 as observed in Fig. 8 .
363
When the Curl's mixing sub-model is used, both MMC-Curl's and Curl's exhibit large 364 particle dependency in and around the zone with significant extinction (see Fig. 11 ). This 365 suggests that when extinction occurs, large numbers of particles per cell are indeed needed. in previous studies as well [7, 22] . In the case of Curl's, large fluctuations are observed Eqs. 13 and 2, respectively. The diffusion coefficient of MMC equations can be zero locally, 373 unlike the PDF equations, and therefore statistical noise can be globally reduced. 374 An additional observation is that MMC shows better behaviour along the centreline and velocity, however, it can be briefly noticed from Eq. 15 and 18 that the fluctuating part of 378 the velocity becomes zero when the gradients of mixture fraction are zero allowing particles 379 to follow the mean flow field trajectories.
380

Conclusion
381
In this paper we suggest a numerical framework for modelling the mixing term of the joint-382 scalar PDF. Two models are tested for the prediction of the degree of extinction of a piloted 383 non-premixed turbulent methane flame close to blow off. The behaviour of two new mixing 384 models has been assessed in the MMC context and compared to common mixing models 385 in the literature. The models suggested in this work are extensions of two classic mixing 386 models (Curl's and IEM) and aspire to overcome the deficiencies of the classical models 387 modelling of flames close to extinction. 
