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ABSTRACT
Thermospheric temperature and winds are important parameters in the study
of upper atmosphere dynamics. The Fabry-Perot interferometer (FPI) is a
spectroscopic instrument which facilitates these measurements by observing
the naturally occurring airglow emissions in the thermosphere. This disserta-
tion focuses on the simulation and application of the FPI to study the upper
atmosphere. A framework is developed, including a forward model based
upon climatological and empirical models to simulate FPI observations and
the inverse process to estimate temperature and winds. We validate this
framework by comparing the retrieved values of winds and temperatures to
the known values inputted into the FPI simulation framework. The advan-
tage of this framework is that it is applicable to both ground-based and
satellite-based FPI simulations and allows for gradients in all of the param-
eters to be taken into account. Since the accuracy of FPI estimates depends
greatly on the sky conditions, we then develop novel methods based upon FPI
measurements to remove data collected during cloudy weather. The methods
described do not require a collocated imaging system or other instrument to
determine sky conditions and, therefore, expand the useful database of wind
and temperature measurements. Two methods are developed, with the sec-
ond one being a fully automatic algorithm. We then simulate several FPI sce-
narios using our framework to test the ability of FPIs to detect atmospheric
gravity waves (AGWs). A two-FPI strategy shows a higher possibility for
detecting an AGW when the two FPIs are observing common volumes in the
upper atmosphere at orthogonal look directions. We show how periodogram
analysis can determine the frequency of the AGW. Finally, a satellite-based
FPI scenario is simulated with look directions scanning downward. In this
viewing geometry, we show that altitude-dependent temperature and wind
profiles can be retrieved using an Abel-like inversion in the spectral domain.
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CHAPTER 1
FABRY-PEROT INTERFEROMETER
The Fabry-Perot interferometer (FPI) is a widely used spectroscopic instru-
ment for studying the upper atmosphere. It can estimate thermospheric
temperature and winds by observing naturally occurring airglow emissions.
In this dissertation, we focus on simulation and application of FPIs to study
thermospheric dynamics. In this first chapter, we review the history of the
development of the FPI, summarize previous work by scientists to study
the upper atmosphere, and outline the motivation and contributions of this
dissertation.
1.1 Using FPI Observations to Study Thermospheric
Dynamics
The properties and usage of the FPI were first discussed as early as 1897 by
Fabry and Perot, with an intent to determine the unit of meter [1]. After
that, the FPI was widely used in astronomy due to its high resolution. For
example, the atmospheric photographic plate measurement of auroral green
line (557.7 nm) was made by Babcock in 1923 [1, 2]. The accuracy of mea-
surements has been improved with advances in technology. The first photo-
electric detector, taking the place of film, was used by Jacquinot and Dufour
to record data in 1948. FPI measurements of atmospheric parameters had
traditionally been made either by the pressure scanning technique [3] or by
changing the etalon gap distance [4]. However, in doing so, one must assume
that the atmospheric parameters remain unchanged during one experiment.
Recently, high-quality CCD cameras have been applied to measuring the 2D
interference pattern with one measurement [5]. With these advances in tech-
nology, the FPI continues to play a very important role in studying the upper
atmosphere.
1
The FPI is one of the instruments which facilitate the measurement of
thermospheric parameters – neutral temperature and wind – by observing
airglow emissions occurring in the upper atmosphere. Neutral temperature
and wind are two important atmospheric parameters in the study of thermo-
spheric dynamics above 100 km. In the upper atmosphere above 300 km, the
neutral temperature can reach 1200 K in quiet geomagnetic conditions, and
neutral wind velocity is on the order of 100 to 300 m/sec [6]. The meridional
wind and the magnetic field can work together through the Lorentz force
to generate a westward current, and then the resultant polarization electric
field and the magnetic field can lead to the vertical drift of the plasma [7]. In
order to study this electrodynamic coupling, measurements of neutral winds
are important.
One application of the usage of the FPI, for example, is to estimate the
neutral temperature and winds at an altitude of 250 km as a result of Doppler
broadening and shift of FPI fringe pattern, by using nighttime observations
of the 630.0-nm emission due to the dissociative recombination of O+2 [8–12].
The estimated temperature and winds are averages of line-of-sight (LoS)
measurements weighted by the ariglow intensities along the FPI’s look direc-
tions. Many such measurements have been made in different latitudes. Hays
and Meriwether presented the estimated nighttime thermospheric winds near
College, Alaska, in 1979 [13]. In their paper, they showed that their measure-
ments were not consistent with the data predicted by climatological models.
To figure out the possible reasons, they analyzed ion drifts given the inco-
herent scatter radar data and then concluded that it is due to that fact that
the pressure force is not in balance with ion drag in the zonal direction. It is
suggested in their paper that a better pressure force control should be used
in climatological models in high latitudes.
Sipler and Biondi presented the mid-latitude neutral winds and tempera-
tures estimated by an FPI at the Laurel Ridge Airglow Observatory during
a geomagnetic storm [14]. They observed an increase in temperature and
a large difference of wind velocities between the north and south directions
during the storm time. They also conducted FPI experiments over Kwajalein
to estimate the F-region neutral winds and temperatures [15]. The results of
the measurements were then compared with the NCAR thermospheric gen-
eral circulation model (TGCM), which suggested that the variation of wind
measurements was due to the E×B drifts in the equatorial ionosphere.
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There are also a few measurements at lower latitudes. The wind measured
by an FPI over Natal, Brazil, showed periods of 40-45 minutes, which was a
good indicator of gravity waves [16]. Faivre et al. [17] studied the midnight
temperature maximum (MTM) by FPI measurements at Arequipa, Peru,
collected from 1997 to 2001. Their data showed that the MTM usually has
an increase of 50 to 75 K and the occurring time varies seasonally. They also
compared their data with the Mass Spectrometer Incoherent Scatter (MSIS)
model, showing a large offset between them. In addition, Meriwether et al.
[18] presented the FPI data collected in Cajazeiras, Brazil, from October 2009
to September 2010. The wind is equatorward during summer and polarward
during winter in the early evening, due to the summer-to-winter hemispheric
flow. The MTM is also shown in their temperature data, which ranges from
45 to 118 K.
Scientists have begun to apply multiple FPIs to observe a common volume
(CV) in the upper atmosphere. Meriwether put forward the idea of an FPI
network in [3], which would help to study mesospheric and thermospheric
dynamics and better understand the coupling between the ionosphere and
thermosphere. The advantage of the CV technique is the ability to infer
a full vector wind within the CV. The estimated temperature and three
components of the wind vector from the CV can be used to analyze both
large- and small-scale wavelike disturbances. A bistatic-FPI experiment was
carried out in Antarctica by Greet et al. [19], in which observations in four off-
zenith directions in addition to the zenith direction were made. A technique
was developed to obtain the zonal and meridional wind fields over the region
above the two FPIs. Another two-FPI system was deployed at Poker Flat,
Alaska [20]. This system observed the airglow emissions at two wavelengths,
557.7 nm and 630.0 nm, which were used to obtain the vertical winds.
The first setup of tristatic FPIs in Northern Scandinavia used to observe
AGWs was discussed by Aruliah et al. [21]. In this campaign, each FPI
looked in the directions of north, east, south, west, the tristatic point, a
bistatic point, zenith and a calibration direction in cycles. Because the air-
glow emission in the north polar region is bright, the integration time needed
for each FPI is short (20-60 seconds); therefore, their experiments had a very
high time resolution (3.5-13.9 minutes). The airglow intensities from the
three FPI observations showed a good agreement with each other when they
were making observations of the CV simultaneously [22]. The method of
3
Lomb-Scargle periodogram was applied to analyze the time series of airglow
intensities and estimated temperatures. A peak frequency, discovered in most
of the three FPIs’ periodograms in different look directions, was believed to
be a sign of an AGW. These multiple-FPI studies all focused on the high
latitudes.
1.2 Motivation and Contribution
1.2.1 Motivation
Currently, the Remote Equatorial Nighttime Observatory of Ionospheric Re-
gions (RENOIR) project is being carried out in northeastern Brazil to study
ionospheric dynamics in the lower latitudes [23]. Cajazeiras (latitude: −6.87◦N,
longitude: −38.55◦E) and Cariri (latitude: −7.38◦N, longitude: −36.52◦E)
are the two RENOIR sites where a variety of instruments are installed for
simultaneous observations, as shown in Figure 1.1. The two sites are 231 km


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

Figure 1.1: Illustration of locations of Cajazeiras and Cariri as well as the
three CV points. The arrows show each FPI’s look directions.
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apart. In Cajazeiras, a Portable Ionospheric Camera and Small Scale Obser-
vatory (PICASSO) imaging system, a Miniaturized Nightglow Interferometer
for Monitoring Emissions (MiniME) FPI system, a ScintMon single-frequency
Global Positioning System (GPS) receiver and a NovAtel dual-frequency
GPS receiver have been installed. In Cariri, a MiniME FPI system and
two ScintMon single-frequency GPS receivers have been installed. The esti-
mated winds and temperatures by the FPI in Cajazeiras from October 2009
to September 2010 have been reported in by Meriwether et al. [18].
Beginning in September 2010, both FPI systems began operating in a CV
mode. Three CV points are chosen. One is an in-line component, X, which
is the cross point of the two FPIs’ LoS both with a zenith angle of 25.83◦.
X is used to estimate the vertical wind. Since the estimates of winds from
the two FPIs in this geometry have opposite horizontal wind components in
their LoS, we can add the two simultaneous estimates together and project
the resultant mean to the vertical direction, which is the estimate of the
vertical wind within the CV. The other two CV points, A and B, are the
two cross points of the two FPIs’ LoS both with a zenith angle of 34.39◦.
They are to the north and south of X, respectively. This deployment can be
utilized to study the horizontal wind variations with respect to latitude. As
we mentioned in Section 1.1, the multiple-FPI studies in the past all focused
on the high latitudes. The two FPIs in the RENOIR project can provide us
with useful data to study thermospheric dynamics at lower latitudes.
1.2.2 Contribution
This dissertation focuses on the simulation and application of FPIs to study
thermospheric dynamics. There are four significant contributions. Firstly,
an FPI simulation framework is developed. This framework includes a for-
ward model to produce the 2D ring pattern that an FPI observes with input
parameters (airglow emission rate, temperature and wind) calculated from
climatological or empirical models, and the inverse process to retrieve the
input temperature and winds. This FPI simulation framework is validated
by comparing with experimental data.
Secondly, two novel ways are put forward to determine the sky conditions
utilizing observations from an imaging FPI to evaluate the utility of FPI
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observations.
Thirdly, a two-FPI deployment is proposed for detecting AGWs, which is
accomplished in a 2D plane when two FPIs are looking inline at one CV (like
X in Figure 1.1).
Lastly, observations of a satellite-based FPI are simulated, using the FPI
simulation framework developed in this work. Through these simulations,
we study the retrieval of altitude-dependent profiles of neutral temperatures
and winds using an Abel-like inversion of the measured spectrum.
1.3 Outline
Chapter 1 briefly reviews the FPI observations made in the past to study
thermospheric dynamics and discuss the motivation and contributions of this
dissertation. In Chapter 2, we provide a detailed description of an FPI sim-
ulation framework, including the forward model based upon climatological
or empirical models and the inverse techniques to retrieve input temperature
and winds. Chapter 3 discusses two methods to detect FPI observations af-
fected by cloud cover. In Chapter 4, we discuss how AGWs can perturb the
winds, temperature and neutral density in the upper atmosphere. In Chapter
5, we first show the results of the simulation of one FPI’s observations and
estimates during the passage of AGWs, which lead to a proposal for a two-
FPI deployment for AGW detection taking advantage of the Lomb-Scargle
periodogram. Retrieval of altitude-dependent profiles of neutral tempera-
tures and winds from a simulated satellite-based FPI is described in Chapter
6. Finally, a summary of current work and a short discussion of future work
are given in Chapter 7.
6
CHAPTER 2
THE FPI SIMULATION FRAMEWORK
In this chapter, we develop an FPI simulation framework including a forward
model based upon climatological or empirical models and inverse techniques
used to estimate the upper atmospheric temperature and wind. We first
give a brief review of the chemistry resulting in both 630-nm and 557.7-nm
airglow emissions in the upper atmosphere in Section 2.1, and the principle of
the Fabry-Perot interferometer used to observe airglow emissions in Section
2.2. Then we turn our discussion to detail our model. In Section 2.3, we
use existing climatological models or empirical models to create a forward
model, allowing us to simulate FPI observations giving the airglow volume
emission rate, temperature and neutral wind velocity profiles along a given
look direction. The inverse analysis technique is discussed in Section 2.4. To
make sure we obtain a correct estimate of the temperature and wind velocity,
we validate our framework and compare our results with real data in Section
2.5.
2.1 Airglow Volume Emission Rate
2.1.1 630-nm Redline Emission
During the nighttime, the 630.0-nm redline emission occurs in the upper
atmosphere as a result of the dissociative recombination of O+2 [8–12]:
O2 +O
+ k1−→ O+2 +O, (2.1)
O+2 + e
α1−→ 2O(3P,1D,1 S). (2.2)
The first reaction occurs with a rate coefficient k1 cm
3/s and the second
one at α1 cm
3/s. Let β1D be the ratio of the production rate of O(
1D) to
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the production rate of all the three possible O states. We can obtain the
production rate of O(1D)(unit:/cm3/s) as [9, 24]:
α1β1D[O
+
2 ][e] = α1β1D
k1[O2][O
+]
α1[e]
= β1D[O2][O
+], (2.3)
where [O+2 ], [O2], [O
+] and [e] are the densities of these particles in the unit
of /cm3, respectively.
The O(1D) state can emit a photon. However, this photon can be with
a wavelength of 630.0 nm, 636.4 nm or 639.2 nm. Let A1D be the rate at
which these phenomena take place and A6300 be the rate of the photon with
the wavelength 630.0 nm.
Finally, there are three reactions responsible for the loss of O(1D) state
without the emission of a photon [8]:
O(1D) +N2
k3−→ O(3P ) +N2, (2.4)
O(1D) +O2
k4−→ O(3P ) +O2, (2.5)
O(1D) + e
k5−→ O(3P ) + e, (2.6)
where k3, k4, k5 are rate coefficients of these reactions, respectively. Combin-
ing all of this, the volume emission rate V6300 (unit: photons/cm
3/s) is given
by [8, 9]:
V6300 =
A6300β1Dk1[O2][O
+]
A1D + k3[N2] + k4[O2] + k5[e]
=
0.76β1Dk1[O2][O
+]
1 + k3[N2]+k4[O2]+k5[e]
A1D
. (2.7)
The values of rate coefficients can be found in Table 2.1, where Tn, Ti and
Te are neutral, ion and electron temperatures respectively.
The NRLMSISE-00 [25] and International Reference Ionosphere 2007 (IRI07)
[26] models are two climatological models based on measurements from satel-
lites and incoherent scatter radar, and can provide us with climatological
estimates of the density profiles of particles, as well as the neutral tempera-
ture, at different altitudes in the atmosphere. These two models are useful
in estimating the 630.0-nm volume emission. Given any position (latitude,
longitude and altitude), time, and geomagnetic condition (Kp or Ap index),
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Table 2.1: Rate coefficients for calculating V6300 [9].
Coefficient Value
k1 3.23× 10−12e(3.72/(
Ti
300
)−1.87/( Ti
300
)2) cm3/s
α1 1.95× 10−7(Te/300)−0.7 cm3/s
β1D 1.1
k3 2.0× 10−11e111.8/Tn cm3/s
k4 2.9× 10−11e67.5/Tn cm3/s
k5 1.6× 10−12T 0.91e cm3/s
A6300 0.76
A1D 6.81× 10−3 s−1
NRLMSISE-00 can provide the density of O2 and N2, while IRI07 provides
the electron density, and neutral, ion and electron temperatures.
Figure 2.1 shows an example of the volume emission rate for the 630.0-
nm redline emission simulated using parameters from NRLMSISE-00 and
IRI07 models. The modeled location is Urbana-Champaign (latitude: 40.16◦,
longitude: −88.77◦), and the date is 14 Feb 2008 at 20:30 LT. We also present
the temperature profile, which is useful and will be explained later. It is
clear that the volume rate profile has a peak at around 250 km. The neutral
densities decrease exponentially with the increase of height. The peak of the
electron density is at around 350 km. The altitude of the redline emission
peak is around 250 km, depending on both the distributions of the neutral
densities and electron density.
2.1.2 557.7-nm Redline Emission
The nighttime 557.7-nm greenline emission occurs as a result of the recombi-
nation of O(1S) at a lower altitude compared to the redline emission [27–29].
The chemistry process includes the Barth mechanism and quenching losses
9
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Figure 2.1: Volume emission rate and temperature profiles versus altitude.
(Location: Urbana-Champaign which has a latitude of 40.16◦ and a
longitude of −88.77◦. Date: 14 Feb 2008 at 20:30 LT.)
[27]:
O +O +M(O2 +N2)
k′1−→ O∗2 +M, (2.8)
O∗2 +O(
3P )
kO4−→ O(1S) +O2, (2.9)
O∗2 +O2, N2, O
k
O2,N2,O
4−−−−−→ all products, (2.10)
O∗2
A4−→ O2 + hv, (2.11)
O(1S) +O2
k′5−→ O +O2, (2.12)
O(1S)
A5−→ O(1D) + hv(557.7nm), (2.13)
O(1S)
A6−→ O(3P,1D) + hv(total). (2.14)
The volume emission rate V5577 (unit: photons/cm
3/s) is given by [29]:
V5577 =
A5k
′
1[O]
3([O2] + [N2])
(A6 + k′5[O2])(15[O2] + 211[O])
. (2.15)
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The values of rate coefficients can be found in Table 2.2, where T is the
neutral temperature. Climatological models, including NRLMSISE-00 and
Table 2.2: Rate coefficients for calculating V5577 [27].
Coefficient Value
k′1 4.7× 10−33(300/T )2 cm3s−1
k′5 4.0× 10−12e−865/T cm3s−1
A5 1.18 s
−1
A6 1.35 s
−1
IRI07, can also be used to calculate 557.7-nm greenline volume emission rate.
2.1.3 Empirical Models
Sections 2.1.1 and 2.1.2 described the airglow volume emission rates during
nighttime. During the daytime, the chemical processes become complicated
due to the photoionization caused by the solar flux. The TRANSCAR model,
taking into account fluid transport and kinetic transport, was developed to
model the dayglow [30, 31]. Alternately, a convenient empirical model was
discussed in [32–34] based on data collected by the Wind Imaging Interferom-
eter (WINDII) placed on the Upper Atmosphere Research Satellite (UARS)
operating from 1991 to 1997. In our study here, we use this empirical model
to simulate the redline and greenline dayglow.
Using this model, the daytime volume emission rate for redline emission
(O(1D)) can be calculated as [34]:
V6300 = Vp exp[−(z − hp)2/(2W 2)] (2.16)
Vp = (1.791F10.7 + 76.4) cos
1/e χ+ 35, χ < 87o
hp = (0.0006F10.7− 0.23)Vp + (0.180F10.7 + 237)
W = 8.03 cosχ+ (0.079F10.7 + 34),
where Vp is the peak volume emission rate of the profile in photons/cm
3/s,
hp is the altitude in km where the redline emission attains its peak, W is the
width of the redline profile in km, z is the altitude in the unit of km, χ is
the solar zenith angle and the F10.7 index represents the solar irradiance in
solar flux units. V6300 is a Gaussian profile.
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The volume emission rate for the greenline emission during daytime is [32]:
V5577 = Vf exp[1− bf − exp(−bf )]
+ Ve exp[1− be − exp(−be)] (2.17)
Vf = (3.56F10.7 + 290) cos
1.5 χ+ 20
Hf = (−0.023F10.7− 17.6)InVf + (0.34F10.7 + 230)
Wf = −0.014Vf + (0.039F10.7 + 26)
bf = (z −Hf )/Wf
Ve = (4.50F10.7 + 236) cos
1.2 χ+ 136
H¯e = 0.023F10.7 + 95
We ≈ 6− 10km
be = (z −He)/We,
where Vf and Ve are the peaks of the greenline profile in the E and F layers,
respectively. They are of the same unit of V5577, photons/cm
3/s. Hf and He
are the two peaks’ altitudes in km, Wf and We are the widths in km, H¯e
is the daily average of the height He in km. V5577 is a combination of two
Chapman functions in the E and F layers. Therefore, the daytime greenline
emission rate has two peaks, one in the E layer and the other in the F layer.
Figure 2.2 is an example of both dayglow and nightglow for redline and green
emissions.
2.2 Fabry-Perot Interferometer
The FPI is a widely used spectroscopic instrument used in studying the upper
atmosphere. An FPI consists of an etalon with two parallel slabs, as shown
in Figure 2.3. The refractive index inside the etalon is µ, the coefficients
of reflection are r (from inside the etalon to the outside) and r′ (from the
outside to the inside), and the coefficients of transmission are t (from inside
the etalon to the outside) and t′ (from the outside to the inside). Reflection
is defined as R = r2 (assuming that r=-r’), and transmission is τ = tt′ = t2
(assuming that t=t’). The reflection coefficient is defined as the ratio of
the magnitude of the reflected light to that of the incident light, while the
transmission coefficient is the ratio of the magnitude of the transmitted light
12
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Figure 2.2: An example of both redline and greenline airglow profiles with
respect to altitudes during both (a) nighttime and (b) daytime (lat: 0◦, lon:
-33◦, Jan 1, 1992) calculated by climatological and empirical models.
Figure 2.3: Illustration of the principle of an FPI.
to the incident magnitude [1, 35]. These two parameters are defined as the
ratio in terms of the wave intensity. In Figure 2.3, OA is the incident light
with an angle θ to the normal. Upon incidence at the upper slab, part of
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the light is reflected, while the rest transmits into the slab (assuming there
is no absorption or loss, i.e., R + τ = 1). Light along AB is either reflected
or transmitted when it encounters the lower slab, and this process goes on
and on. Finally, what we obtain at the transmitted side of the etalon is a
series of parallel transmitted rays, each with some phase lag due to multiple
internal reflections. The phase lag between two successive rays is [1]:
φ = 2pif(|BC|+ |CR|)/vp
=
2pif × 2d cos θ
c/µ
=
4pifdµ cos θ
c
=
4pid cos θ
λ
, (2.18)
where c is the speed of light, d is the thickness of the etalon, f is the wave
frequency, vp = c/µ is the phase velocity of the wave inside the etalon, and
λ = vp/f is the wavelength of the incident light inside the etalon. If we place
a lens in between the etalon and the screen, we can focus the transmitted rays
to a single point, P , on the screen, as shown in Figure 2.3. The summation
of all transmitted rays is [1]:
A = t2 + t2r2ejφ + t2r4ej2φ + · · · = t
2
1− r2ejφ , (2.19)
and the transmitted intensity is:
T (φ) = AA∗ =
t4
1 + r4 − 2r2 cosφ =
(1−R)2
1 +R2 − 2R cosφ. (2.20)
If we change either R or φ (through changing d, µ, θ or λ), the position and
intensity of P change. As a result, we can obtain a series of fringes with bright
and dark bands appearing alternatively, as shown in Figure 2.4, where we
have chosen d = 0.015 m, µ = 1, and λ = 630.0 nm. When R increases, the
transmission intensity remains unity at the peak (normalized), but reduces
rapidly at other positions. For a small R, the transmitted intensity is large,
but the resolution is worse with the wider fringe pattern. For a large R,
we can only obtain a limited energy but we can have a narrow bandwidth
with a higher resolution. In our model for the FPI, which corresponds to a
fixed-gap etalon, the parameters R, d, µ and the wavelength λ are fixed; only
the incident angle θ can be changed.
One important and useful definition is the free spectra range (FSR), which
14
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Figure 2.4: Transmission intensity with different reflections (d=0.015 m,
µ=1, λ =630 nm).
is defined as [1, 36]:
4λFSR = λ
2
2µd
. (2.21)
If we call one repetition of the fringe an order, then the FSR defines the
necessary change of wavelength in the incident light needed for the fringes to
shift from the mth order to the (m+ 1)th order.
Figure 2.5 shows an example of how the change of wavelength causes am-
biguity. The top panel is the fringe pattern with wavelength 630.0 nm, the
middle one with a wavelength shifted 0.005 nm, and the bottom one with
a wavelength shifted 0.013 nm. Note that the top and bottom panels are
indistinguishable from one another. From Equation (2.21) we know that
4λFSR = (630nm)22×0.015 = 0.013 nm, explaining why we cannot distinguish the
panels.
2.3 Framework Description – Forward Model
Below we use existing climatological models or empirical models to create
a forward model of FPI observations, allowing us to use airglow emission
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Figure 2.5: Examples of ambiguity caused by shifting wavelength (d=0.015
m, µ=1).
volume rate, temperature and neutral wind velocity to simulate what the
instrument observes. In this section, we first discuss the Doppler broadening
and the Doppler effect, explaining how they influence our observations, and
then discuss the overall forward model.
2.3.1 Doppler Broadening
In reality, there is no perfect monochromatic source. Due to random thermal
motion, there is a small shift from the center wavelength for each particle.
Therefore, the real light sources are comprised of a small range of wavelengths
centered at the emission wavelength. The source emission profile can be
represented as a Gaussian form [1]:
S(k) =
1
kst
√
2pi
exp
(
−1
2
(
k − ko
kst
)2)
, (2.22)
where k = 2pi
λ
is the wavenumber, ko =
2pi
λo
is the center wavenumber, and
kst is the standard deviation of the wavenumber which is related to a source
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temperature through:
kst =
ko
c
√
kBZT
m
, (2.23)
where kBZ is Boltzman’s constant, T is the temperature with unit K, and
m is the mass of a particle with unit kg. From Equation (2.23), it is clear
that when temperature is low, kst is small as well, so the Gaussian profile is
sharp and narrow. However, when the temperature increases, the Gaussian
distribution is broadened, an effect called Doppler broadening. Since k = 2pi
λ
,
the source emission profile, S(k), can also be expressed as a function with
the wavelength, λ:
S(λ) =
1√
2pikst
exp
(
−1
2
(
2pi/λ− ko
kst
)2)
. (2.24)
With incoming light incident upon the FPI, an interference fringe pattern
is produced at the altitude h:
Y1D(h, θ) =
∑
i
S(h, λi)T (λi, θ), (2.25)
where λi is the frequency of the airglow emission, S(h, λi) is the source profile
at the altitude h, T (λi, θ) is the FPI’s instrument function, and θ represnets
the incident angle of the incoming light upon the FPI.
2.3.2 Doppler Effect
While Doppler broadening takes into account the influence of the temperature
on the real source emission, the Doppler effect shows how the wind velocity
influences fringes. The Doppler effect is due to the relative motion between
the emitter (the particles in the atmosphere) and the receiver (the FPI) [36].
We assume an emitter transmits some waves at the radian frequency ωo
to a stationary receiver. These waves propagate at a velocity of vp. Now the
emitter is moving at a velocity of vs in the receiver’s LoS. Let ωobs be the
radian frequency observed at the receiver. The phase at the transmitter is
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then [35]:
φ = ωobs(t− vst/vp). (2.26)
Since we know that the frequency at the transmitter is ωo, we have [35]:
ωo =
dφ
dt
= ωobs(1− vs/vp). (2.27)
So the Doppler shifted radian frequency is [35]:
ωobs =
ωo
1− vs/vp , (2.28)
and
λobs = λo(1− vs/vp) (2.29)
in the wavelength form, where λo = 2pivp/ωo.
In our case, the velocity is related to the motion of the neutral particles in
the upper atmosphere and is referred to as a wind. The redline emission has a
wavelength of λo = 630.0 nm and a propagation speed of c. The neutral wind
in the upper atmosphere is around vh = 100 ∼ 300 m/s horizontally [6], and
very weak vertically [37]. The horizontal wind can move particles, causing the
Doppler shift if an observation is in a different frame, such as the ground.
If we assume the wind velocity projected onto the FPI’s LoS is vproj, the
observed Doppler shifted wavelength can be expressed as:
λ = λo
(
1− vproj
c
)
. (2.30)
The wind generally has three components, v = uxˆ+ vyˆ+wzˆ, in zonal (xˆ),
meridional (yˆ) and vertical (zˆ) directions. We define the zonal and meridional
winds to be positive for the east and north directions, respectively. To obtain
an estimate of the neutral wind for our forward model, we refer to horizontal
wind model (HWM07) [38–40], which estimates the meridional (v) and zonal
(u) wind velocities (m/s) as a function of location and time during quiet
geomagnetic conditions.
Let el and az be the elevation and azimuth angles of the FPI’s look direc-
tion, respectively. The FPI’s LoS is vo = sin(az) cos(el)xˆ+cos(az) cos(el)yˆ+
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0zˆ. The wind velocity projected onto the FPI’s look direction can be calcu-
lated as:
vproj = v · vo = |v| cos(el)(v cos(az) + u sin(az). (2.31)
Here, we only consider the horizontal wind and ignore the vertical wind,
because the vertical wind is relatively weak, as mentioned above.
In most chapters of this dissertation, we focus on using the FPI simulation
framework to simulate the FPI observations caused by the airglow emissions
in the upper atmosphere, the fringe of which is shifted depending on different
wind velocities in the ionosphere. Based upon a rough approximation of
the wind at around 250 km in altitude and the wavelength of the 630.0-nm
redline emission, we need to choose the system parameters, µ and d, carefully.
Otherwise, if the wind causes the fringe to shift more than one order, we could
obtain an inaccurate estimate of the wind in the upper atmosphere.
The FPI being considered here has an etalon with d=0.015 m and µ=1.
With the redline emission λo=630.0 nm and a thermospheric horizontal wind
of 300 m/s [6], the maximum Doppler shifted wavelength would be:
4λ = λo|vproj|/c = λo × 300/(3× 108) = λo × 10−6, (2.32)
when el = 0◦ and vh = 300 m/s from Equation (2.31). From Equation (2.21),
we have:
4λFSR = λ2o/(2× 0.015) = λo × 2.1× 10−5. (2.33)
Since4λ < 4λFSR, the wavelength shift due to wind velocity does not cause
ambiguity in fringe orders.
2.3.3 Forward Model
To simulate the 2D fringe patterns observed by an imaging FPI, we can
rotate the 1D fringe pattern, Y1D, to create a 2D ring pattern. Interpolation
is needed to sample Y2D onto a rectangular array, similar to a 2D CCD. Here,
we simulate a 1024× 1024 pixel CCD [41]. The 2D ring pattern can then be
normalized and weighted by some factor (e.g., the airglow volume emission
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rate). After the total ring pattern is constructed, realistic noise, such as
CCD dark noise, shot noise and readout noise, can be added to this 2D ring
pattern. An example of a simulated 2D ring pattern, Y2D, is show in Figure
2.6(a).
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Figure 2.6: An example of (a) 2D ring pattern and (b) the resultant 1D
fringe pattern.
Now let us take a look at the whole forward model. In Figure 2.7, we
assume that an FPI is placed on the Earth’s surface. Let A be an arbi-
trary point along the FPI’s look direction. We simulate the 2D ring pattern,
Y2D(h, θ), that would be measured by an imaging FPI, if only the photons
emitted by the airglow emission at point A are considered. The calcula-
tion is based on the temperature and wind velocity from NRLMSISE-00 and
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HWM07 models, and then scaled by the airglow volume emission rate com-
puted from NRLMSISE-00 and IRI07 models. Another point, B, at another
altitude along the look direction also produces a weighted set of fringes. The
total ring pattern observed by the FPI would be the sum of all the fringes
due to Doppler broadened and shifted redline emissions of all points along
the look direction and weighted by the intensity of the volume emission rates:
I(θ) =
hu∑
h=hl
Y2D(h, θ)V (h)s∆t, (2.34)
where Y2D(h, θ) and V (h) are the 2D ring pattern and the airglow volume
emission rate along the LoS at the altitude h, respectively. hl and hu are
the lower and upper bounds of the altitude range. In the study presented
here for the nighttime redline airglow observations, we choose hl = 150 km,
hu = 400 km, with a step size of s = 5 km. ∆t is the integration time.
Figure 2.7: Schematic illustration of the observation geometry for a
ground-based FPI.
2.4 Framework Description – Inverse Process
Having developed a forward model to simulate the 2D interferogram of what
an FPI observes, we next perform the inverse process to obtain estimates of
the temperature and neutral wind velocity based upon the observed fringes.
Now we can view the whole system as a linear time-invariant (LTI) system,
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with the overall superposition of redline emissions being the input, the in-
strument function being the impulse response, and our observation being the
output, which is the convolution of the input redline emissions and instru-
ment function. Therefore we first use a frequency-stabilized HeNe laser with
a known wavelength (serving as the delta input impulse) and observe the
resultant fringes by the FPI; in this way can we find out what the instru-
ment function is. We then express the instrument function in Fourier series,
which can be substituted into the convolution, so the estimates of the input
emissions (including wind velocity and temperature) can be obtained. The
technique can be applied equally well to the simulated fringe patterns from
the forward model or real data obtained from an FPI.
To find out the instrument function, the first step is to transform the 2D
back into a 1D fringe pattern. This is done by creating a mapping using the
bright interferogram obtained by exposing the FPI to a frequency-stabilized
laser [41, 42]. First, a median filter is run on the 2D laser interferogram
and a binary image is obtained by comparing to some threshold. Next,
the connected components in the binary image are labeled to identify each
ring. The center position of each ring is determined by the center of the
circle which can contain all the pixels within that ring. Then we average
the center positions of the three most complete rings and assume it to be
the center of the interferogram. In practice, assuming that the instrument is
stable, the center positions of all laser images on a given night are averaged
to be the center. We then divide the 2D image into a predetermined number
of annuli, nannuli = 500, each having an equal area. Letting Ao be the area
of the etalon, then Ai = Ao/nannuli is the area of each annulus. The radius
of the ith annular region can be expressed as:
ri =
√
i
Ai
pi
. (2.35)
Inside each annulus, we sum the pixel intensities and normalize by the num-
ber of pixels in the annular region to obtain the 1D interferogram. An ex-
ample is given in Figure 2.6(b), which is the resultant fringe pattern of the
2D interferogram in Figure 2.6(a). We then analyze each order of the 1D
interferogram individually.
The number of photons in the ith annular region (or called spectral bin)
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is [43]:
Ni =
AoΩitQiToi × 106
4pi
∫ ∞
0
TF (λ)Ψ(λ, θi)Y (λ)dλ+Bi, (2.36)
where Ωi is the field of view of the i
th annular ring, t is the integration time,
Qi is the quantum efficiency, Toi is the optical transmission of the instrument
caused by the reflective coatings, TF (λ) is the filter function used to select
the emission lines with specific spectral characteristics that we are interested
in, Ψ(λ, θi) is the instrument function as we mentioned in Section 2.3, Bi is
the background emission on the ith annular ring, and Y (λ) is the spectral
distribution of the source emission (similar to Equation (2.22)).
Now we would like to express Equation (2.36) as the convolution of the
input Gaussian profile and the instrument function. Here, the instrument
function is expanded in the form of Fourier series [43]:
Ψ(λ, θi) =a0i +
∞∑
n=1
(
ani cos
[
2pin
4λ0 (λl − λr) + 2pinφi
]
+ bni sin
[
2pin
4λ0 (λl − λr) + 2pinφi
])
, (2.37)
where a0i, ani and bni are the Fourier coefficients, λr is the reference laser
wavelength, φi = (dµ/λl)(θ
2
1 − θ2i ) is the phase offset of the ith annular ring
compared to the 1st annular ring, and
θi = tan
−1
[
1
f0
(
r2i−1 + r
2
i
2
)1/2]
≈ 1
f0
(
r2i−1 + r
2
i
2
)1/2
, (2.38)
is the angle subtended by the ith annular ring [41]. f0 is the focal length of
the lens. The approximation in Equation (2.38) is valid for small angles. 4λ0
is the FSR of the instrument at wavelength λo, defined as 4λ0 = λ20/2µd.
λl is the observed shifted wavelength defined as λl = λ0[1 +
vproj
c
], λ0 is the
wavelength of the emission and vproj is the wind velocity projected onto the
FPI’s look direction as we discussed in Section 2.3.
Due to the wavelength difference between the HeNe laser (632.8 nm) and
the redline emission (630.0 nm), the Fourier coefficients are shifted so that
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the peak of the shifted laser fringe is at the beginning or end of the spectra
each order [41]. The shifted Fourier coefficients are expressed as [44]:
a
′
ni = anicosβn + bnisinβn, (2.39)
b
′
ni = −anisinβn + bnicosβn, (2.40)
where the shifted phase is:
βn = 2pi(n− 1)
(
1 +
jl
Klaser
)
, (2.41)
where jl is the offset of the center of the j
th spectra bin compared to the first
spectra bin in the same order, and Klaser is the fractional number of annuli
in that order [41]. Then the shifted Fourier coefficients are normalized as:
a∗
′
ni = a
′
ni/a0i, (2.42)
b∗
′
ni = b
′
ni/a0i. (2.43)
For 2D sky emission images, we assume the center to be the one determined
from laser images and then follow the same procedures to transform sky
images into 1D fringe patterns. Each order within the 1D fringe is then
analyzed individually. Letting i0 be the index of the first bin in the order,
the index of ith annulus inside its order is given by:
j = i− i0. (2.44)
If we substitute the Fourier coefficients into Equation (2.36), the number of
counts in the jth annulus is:
Nj =U1 + U2
[
1 +
ncoef∑
n=1
(
a∗
′
nj cos
[ 2pin
Ksky
(j −KskyU3)
]
+
b∗
′
nj sin
[ 2pin
Ksky
(j −KskyU3)
])
exp(−n2U24 )
]
+Bi, (2.45)
where ncoef is the maximum index of the Fourier coefficients. Ksky is the
number of annuli inside one order for the 1D sky interferogram, which is
related to Klaser by Ksky/Klaser = λ
2
l /λ
2
laser, where λlaser is the wavelength
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of the laser. The four parameters U1-U4 are:
U1 = Cojt4λF ∂R
∂λ
(
1−R
1 +R
)
, (2.46)
U2 = Coja0tTFoRo, (2.47)
U3 = Ksky
λl − λr
4λ0 − i0 + 1, (2.48)
U4 =
pi
c
√
2kT
m
λ0
4λ0 , (2.49)
where Coi = AoΩiQiToi×106/4pi (sensitivity of ith channel with unit count/R-
ayleigh/s), 4λF =
∫∞
0
TF (λ)dλ (filter integral width in Angstroms),
∂R
∂λ
serves as a correction term for the continuum brightness, TFo is the trans-
mission of the filter at λl, and Ro is the intensity of the 630.0-nm emission.
For each order, if an initial guess of U1, U2, U3, U4 is given, we can compute
optimal values of U01, U02, U03, U04 using the Levenberg-Marquardt (LM) non-
linear least square algorithm [45,46]. The temperature and LoS wind velocity
can be estimated as (the inverse of Equations (2.48) and (2.49)):
v0 = c
(
U034λ0 + λr
λ0
− 1
)
− vref , (2.50)
T0 =
(
U04c
pi
4λ0
λ0
)2
m
2k
, (2.51)
where vref is a reference velocity with zero wind. The estimated errors of
LoS wind velocity and temperature are:
σv =
√(
c4λ0
λ0
σU3
)2
+ σ2vref , (2.52)
σT =
c4λ0
piλ0
σU4
√
2mT0
k
, (2.53)
where σU3 and σU4 are the square root of the 3
rd and 4th elements in the
diagonal of the covariance matrix returned by the LM algorithm, respec-
tively. This covariance matrix tells us the covariance of the four estimated
parameters, U1−U4. σv and σT tell us how uncertain our estimates from the
instrument are in a perfect reference. Equations (2.52) and (2.53) are the
statistical errors for each ring order, as estimated using LM algorithm. We
then form our estimate of the wind and temperature by taking the weighted
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average of the individual-order estimated winds and temperatures, weighted
by these statistical errors. We form an estimate of the overall statistical error
by calculating the weighted variance of the individual estimates.
2.5 Simulation Results
The whole framework described above is illustrated in Figure 2.8. Given
an FPI’s location, look direction and observation time, we first retrieve the
temperature, wind, and airglow volume emission rate profiles along the FPI’s
look direction from IRI07, NRLMSISE-00 and HWM07 models. A 2D ring
pattern is simulated as a weighted summation of all 2D ring patterns due to
the airglow emission at each point along the FPI’s look direction. The dark
noise, readout noise and shot noise are added to the ring pattern. In the
inverse routine, we first transform the 2D ring pattern back into a 1D fringe
pattern. The LM algorithm is then applied to the 1D fringe pattern with
the reference Fourier coefficients obtained from a laser FPI fringe. The esti-
mates of temperature and wind are made based upon the 1D fringe pattern’s
Doppler broadening and Doppler shift, respectively.
Below, we test on our FPI simulation framework to make sure that it gives
reasonable estimates of winds and temperatures in Section 2.5.1, followed by
a description of a MiniME FPI system in Section 2.5.2. In Section 2.5.3,
we set the same location, time and look direction into our framework as one
night’s observations at the Urbana Atmospheric Observatory (UAO) and
compare the results from our framework with the experiment data.
2.5.1 Framework Validation
We now test our FPI simulation framework to make sure it gives accurate
estimates of winds and temperatures. We first assume there is a single tem-
perature and wind input to the FPI system. The FPI parameters, such as
d, R, µ and θi, can be found in Table 2.3. The dark noise we add to the
normalized 2D ring pattern has a standard deviation of 0.5, and the read-
out noise has a standard deviation of 1.0. Here, we run the simulation 1000
times, each of which is created with a random temperature and wind velocity
uniformly distributed in the range [400 K, 1500 K] and [−300 m/s, 300 m/s],
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Figure 2.8: Framework diagram for estimating wind velocity and
temperature.
Table 2.3: FPI simulation parameters.
Parameter Value
Solar flux index F10.7=68.8
Thickness of etalon d 0.015 m
Laser wavelength 632.8 nm
Etalon reflectivity R 76%
Full incident angle −1.8◦ ∼ 1.8◦
Etalon refractive index µ 1.0
Noise (standard deviation readout noise: 1.0
compared to an normalized image) dark noise: 0.5
shot noise: square root of signal
A ground-based FPI position latitude: 40.16◦
longitude: −88.77◦
Date and time 20:45 LT 14 Feb, 2008
Observing direction elevation angle 45◦
azimuth angle: north
respectively [41]. The result of the Monte Carlo simulation as a function of
input temperatures and wind is shown in Figure 2.9. The x axis is the input
27
temperature or wind, and the y axis is the error (the different between the
input value and the estimated value). The blue dots show the differences
between the retrieved parameter and the input parameter. The red dots
are the estimates of the errors returned by the LM algorithm as shown in
Equations (2.52) and (2.53). From the figures, we can see that the blue dots
are bounded by the red dots, indicating the estimates of errors bound the
actual differences between estimated parameters and input parameters. For
the wind, the error is around 5 m/s, independent of the input wind values.
For the temperature, the error becomes larger with the increase of the input
temperature, which can be seen from Equation (2.53).
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Figure 2.9: Monte Carlo simulation on error analysis as a function of input
temperatures and winds when considering only one point emitting the
redline airglow.
Below we expand upon the study in [41] by allowing for gradients in winds
and temperatures along the FPI’s look direction. We first study a ground-
based FPI as described in Table 2.3. The redline airglow volume emission
rate, wind, and temperature profiles along the FPI’s look direction are shown
in Figure 2.10. We only show the values within the altitude range [150 km,
400 km]. The redline airglow emission rate outside [200 km, 350 km] is
negligible. Within this range, the modeled temperature from NRLMSISE-
00 increases from 650 to 670 K. The wind modeled using HWM07 varies
from 20 to 40 m/s, with a large increase from 200 km to 225 km, remaining
28
0 0.5 1 1.5 2150
200
250
300
350
400
V6300 (photons/cm
3/s)
A
lt
it
u
d
e 
(k
m
)
550 600 650 700
150
200
250
300
350
400
Temperature (K)
 
0 0.5 1 1.5 2150
200
250
300
350
400
V6300 (photons/cm
3/s)
A
lt
it
u
d
e 
(k
m
)
ï20 0 20 40 60
150
200
250
300
350
400
Wind in LoS (m/s)
 
(a)
0 0.5 1 1.5 2150
200
250
300
350
400
V6300 (photons/cm
3/s)
A
lt
it
u
d
e 
(k
m
)
5 6 650 700
150
200
250
300
350
400
Temperature (K)
 
0 0.5 1 1.5 2150
200
250
300
350
400
V6300 (photons/cm
3/s)
A
lt
it
u
d
e 
(k
m
)
ï2 20 40 60
150
200
250
300
350
400
Wind in LoS (m/s)
 
(b)
Figure 2.10: Simulated redline airglow volume emission rate (solid black
lines in (a) and (b)), temperature (dashed red line in (a)) and wind (dashed
red line in (b)) profiles along an FPI’s look direction.
almost unchanged above 225 km. As we can see, these parameters within
the altitude range are relatively, but not exactly, constant.
After the application of our forward model, the estimate of temperature
returned by the inversion routine is 673.3±21.4 K, while the estimate of LoS
wind is 37.1 ± 6.2 m/s. A Monte Carlo simulation of 100 runs provides an
estimated temperature of 672.6 K and LoS wind of 38.3 m/s. The average
temperature and LoS wind weighted by airglow volume emission rates, cal-
culated from climatological models, are 664.3 K and 38.2 m/s, respectively.
The temperature and wind at the emission peak altitude are 664.9 K and
39.1 m/s, respectively. The temperature estimate is slightly higher than both
the weighted average and the peak value. This is caused by the fact that the
Doppler shifts from all the points along the FPI’s LoS are different depend-
ing on the LoS winds at these points; therefore the overall interferogram is
artificially broadened, resulting in a “hotter” estimated temperature.
2.5.2 MiniME FPI System
In this section, we give a brief description of the MiniME FPI system which is
used in the RENOIR project to estimate temperature and wind parameters
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in the upper atmosphere.
As shown in Figure 2.11, the MiniME is a portable imaging FPI designed
to estimate neutral temperatures and winds in the thermosphere [41, 42].
The photons emitted by airglow emissions along the FPI’s look direction are
incident at the FPI, resulting in a 2D interferogram. This interferogram is
Figure 2.11: MiniME FPI (from [47]).
then imaged onto an Andor DU434 CCD detector. The CCD readout and
dark noise are very low in the MiniME system, which makes possible the
long integration time necessary for observations of the dim emission at low
latitudes. A narrowband filter is also used to select the wavelength we are
interested in (630.0 nm). A total of 12 orders, covering a field of view of 1.78◦,
can be observed on the CCD. To select a given look direction for the system,
a SkyScanner system is used [41,42]. This system consists of two mirrors that
can be independently moved. One of the mirrors is for rotating the elevation
plane of the observations, while the other is to adjust the azimuth plane. As
a result, the FPI can make observations along any desired look direction. A
frequency-stabilized HeNe laser is used to obtain a calibration image, from
which the instrument function is deduced.
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2.5.3 Comparison to MiniME Data
Next, we test our framework as summarized in Figure 2.8. The FPI’s loca-
tion and look direction are given in Table 2.3. We trace through the FPI’s
look direction. For every point along its LoS, we compute the 2D ring pat-
tern caused by airglow emission at that point and based upon atmospheric
parameters calculated from climatological models as shown in Figure 2.10.
The step we choose here is 5 km. We then sum all the ring patterns and add
the noises. The inverse process is then performed to estimate temperature
and wind velocity, which are average values along FPI’s LoS and weighted
by the airglow intensity profile.
Two MiniME systems were operated at UAO from Aug 2007 through Nov
2008 for testing [42]. These are the same two MiniME systems now running
in the RENOIR project. We compare the temperature and wind estimates
from our model with MiniME data obtained from UAO. As a comparison,
we provide the parameters of the MiniME system in Table 2.4. The time and
location parameters are given in Table 2.3. Figure 2.12 shows the estimates
of temperature from our model and MiniME data. The blue dots are from
our model and are essentially the NRLMSISE-00 temperatures, and the blue
lines are uncertainties returned by LM algorithm. The red stars are the mean
temperatures from MiniME data and the red lines are the uncertainties (stan-
dard deviation) around the mean value. Note that this comparison primarily
is showing the comparison of climatological models to measured data. We
can see that our estimates match MiniME data quite well, especially early in
the evening, when the 630.0-nm emission is bright, reducing our uncertain-
ties. Figure 2.13 is a similar result for both meridional and zonal winds. We
can see that the wind estimates based upon the HWM07 model can predict
the correct direction (the meridional wind is south and the zonal wind is
eastward), though this example also shows that the HWM07 model cannot
capture the wind’s day-to-day variation as well as the measured data. Since
the same inverse process is performed upon MiniME data, this figure also
shows that both our FPI model and the MiniME are working accurately.
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Table 2.4: MiniME system parameters [42].
Parameter Value
Etalon aperture 0.042 m
Etalon gap d 0.015 m
Etalon reflectivity R 76%
CCD readout noise 3 electrons/pixel
CCD dark noise 0.0004 electrons/s/pixel
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Figure 2.12: Comparison of the temperature estimates from our model and
MiniME data.
2.6 Conclusion
In this chapter, we first reviewed the chemistry reaction of 630.0-nm and
557.7-nm airglow emissions and the basic principle of an FPI. We then dis-
cussed our FPI simulation framework which is used to simulate the observa-
tions of the airglow emissions. This FPI simulation framework includes two
parts, a forward model and the inverse process. The forward model takes
airglow emission rate, temperature and wind calculated from climatological
and empirical models as input and produces a 2D ring pattern. The forward
model includes dark noise, shot noise and readout noise. It also chooses sys-
tem parameters based upon the instrument parameters of the two FPIs now
operating in Brazil. The inverse process takes advantage of the LM algorithm
and returns recovered temperature and wind. The simulation results were
verified by comparing to MiniME data. This verification is important and
can facilitate our study in the following chapters.
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Figure 2.13: Estimation of (a) meridional and (b) zonal wind velocity.
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CHAPTER 3
CLOUD DETECTION ALGORITHMS
BASED ON IMAGING FPI
MEASUREMENTS
FPIs can be used to estimate winds and temperatures in the thermosphere
by observing the 630.0-nm redline emission as we discussed in Chapter 2.
From a ground-based FPI, the availability of measurements depends on the
sky conditions at the local observatory. When clouds are overhead, they can
both reflect the lights from nearby cities and filter out the 630.0-nm emission
produced in the upper atmosphere. In either case, analysis of the observed
FPI spectra would lead to erroneous results.
In this chapter, we propose and evaluate two methods for cloud detection
dependent only on FPI observations. In Method 1, the estimate of the in-
tensity of the spectral background is used to detect clouds. This background
measurement parameter can be decomposed into two components: the sky
continuum and the fluctuations in the intensity due to clouds obscuring the
observation of the 630.0-nm emission. This latter component can therefore be
used for detecting clouds. In Method 2, we work in the spectral domain and
extract features from the 1D fringe pattern to train two sets of data (those
during clear weather and those during cloudy weather). A good threshold is
found during the training process, which, when applied to testing all available
data, provides a correct detection probability above 80%. Both methods are
verified through comparisons with images taken by a collocated CCD all-sky
camera.
3.1 Introduction
The reliability of FPI observations is related to the prevailing sky conditions
at the local observatory. When it is cloudy during the observations, the
estimated parameters are not accurate. As mentioned by Biondi [16] in
their FPI measurements in Natal, Brazil, the cloud cover caused by the
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on-shore breeze could interfere with FPI observations. As a result, their
measurements were limited to a shorter available time. An all-sky CCD
camera can be placed at the same location and deployed to take pictures
at the same time during FPI observations. The sky conditions can then be
determined using these images. However, having a collocated imaging system
is not always practical and looking through the data can be a laborious and
time-consuming task.
In this chapter, we put forward two ways to determine the sky conditions
utilizing observations from an imaging FPI. We first show the straightfor-
ward way to determine sky conditions using a collocated CCD camera. We
then develop two new methods for determining which measurements are con-
taminated by cloud cover using only measurements from an FPI. With the
new methods, we can greatly expand our database of useable FPI data, since
the usage of a collocated all-sky imaging system is not needed.
3.2 Cloud Detection Utilizing Collocated Imaging
The accuracy of FPI measurements depends on the sky conditions at the
local observatory. One straightforward way to monitor the overhead sky
conditions is to use the images taken by a collocated all-sky camera. By
looking through these images, we can determine whether the sky is clear or
cloudy.
In the RENOIR project, a PICASSO imager is fielded alongside an FPI at
one of the observing sites [23]. PICASSO is an all-sky imaging system which
is used to take pictures of nighttime emissions at selected wavelengths. This
imager includes a lens, a filter-wheel and a 1024×1024 Andor DU434 CCD
camera. To obtain 630.0-nm redline emission images, two filters, including
one to isolate the 630.0-nm emission and one to subtract the background
continuum, are used [42]. The CCD camera can be cooled as low as -80 ◦C
to reduce dark noise. The azimuthal spatial resolution is in the range of 1
km to 5 km (elevation angle dependent).
Figure 3.1 shows an example of clear and cloudy sky images taken by
the PICASSO imager. The five red points in the plots are the FPI’s five
look directions: zenith, north, west, south and east. Clouds are readily
apparent in the image to the right, and the image could be used to determine
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Figure 3.1: An example of (a) clear and (b) cloudy sky images taken by
PICASSO over Cajazeiras. The five red points are the FPI’s look directions.
which of the FPI measurements would be affected by clouds. We only take
images using PICASSO during moon down periods. However, the imaging
FPI does not have the constraint, as it has a much smaller field-of-view (FoV)
which can be steered to avoid the moon. Thus, relying on PICASSO to
provide cloud cover information needlessly constrains the reduction of FPI
data. Additionally, relying on a second instrument to provide cloud over
information makes deployment and operations more complicated and costly.
Having a cloud detection scheme that requires only FPI data would reduce
the operational overhead.
We now develop two cloud detection algorithms based on FPI measure-
ments. These algorithms only depend on FPI measurements and therefore
can break the constraint of usage of collocated imagers compared to the
method described above and expand the useful database. The first method
analyzes the parameter U1, returned in our analysis method, to determine
cloudy times. The second method analyzes data in the spectral domain and
treats this problem as a typical classification one to detect cloudy weather
conditions.
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3.3 Cloud Detection Method Based upon FPI
Measurements – Method 1: By Analyzing U1
In this section, we aim at determining cloudy weather by analyzing the pa-
rameter U1. We first describe our method, followed by validation and a
discussion.
3.3.1 Method Description
Equations (2.46)-(2.49) describe the four parameters returned by the LM
algorithm in analyzing the interference pattern obtained by the imaging FPI.
Figure 3.2 illustrates how these four parameterscan be obtained from the 1D
fringe pattern. U1 is related to the background emission passing through our
Background
emission
Doppler
broadening
Doppler
shift
Relative
intensity
U1
U2
U3
U4
Figure 3.2: An illustration showing how the four parameters U1-U4 can be
obtained from the 1D fringe pattern.
narrowband filter, U2 is the relative airglow intensity, U3 and U4 are related
to wind and temperature, respectively.
The method developed in this section aims at detecting clouds by analyz-
ing the background emission parameter, U1, in the unit of analog-to-digital
(ADU). We take the night of 16 Oct 2009 as an example. U1 consists of two
components:
U1 = N + ∆, (3.1)
where N is the background continuum and ∆ represents net fluctuations
in the intensity caused by passing clouds. N varies with the surrounding
background. For example, it increases when the moon is up. Such variations
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are gradual and continuous. Since clouds typically move through the FoV
quickly, the fluctuations ∆ are expected to change rapidly.
The variations of the normalized background, as a function of time in
four observation directions (north, south, east and west) on the night of 16
Oct 2009 are shown as the red circles in Figure 3.3. We need to isolate
the fluctuations from the background. Figure 3.4 is an example of this
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Figure 3.3: Comparison of normalized U1 and I on 16-17 Oct 2009.
decomposition of the background parameter in the south direction on this
night. The black line in the left panel shows the approximate continuum of
the background (not normalized). The subtraction of the continuum from the
background gives us the net fluctuation caused by passing clouds as shown
in the right panel. Two cloudy periods are found (with sudden and large
∆ fluctuations) on this night: one from 00:00 local time (LT) to 01:30 LT,
and the other from 02:30 LT to 04:00 LT. An empirical threshold is chosen
to separate clear and cloudy periods. If the net fluctuation oscillates above
4 ADU, it is classified as cloudy. The sky is categorized as clear if the net
fluctuation is below 4 ADU. The shaded regions in Figure 3.3 are determined
as cloudy periods using this method.
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Figure 3.4: An example of the decomposition of U1.
3.3.2 Method Validation
Below we verify our method. Here we analyze the all-sky images taken on
16 Oct 2009. On this night, we have 255 images taken from 18:39 LT on
16 Oct to 04:01 LT on 17 Oct by the PICASSO imager. In each image, we
choose the 4 pixels with the same elevation and azimuth angles as the FPI’s
four look directions: north, south, east and west, as shown in Figure 3.1.
A 7 × 7 median filter is applied to smooth the image data. The variations
of the normalized image intensity, I, in these four observation directions
are shown as blue lines in Figure 3.3 as a function of time. In each plot,
large oscillations take place when the clouds pass by. The clouds are verified
visually by examining the individual all-sky images taken on this night. These
oscillations are in very good agreement with the shaded regions determined
by analysis of the FPI background parameter as mentioned above. This
verifies our method for cloud detection on this night.
To examine the effects of the clouds on the analyzed FPI data, the es-
timates of wind and temperature as well as their error bars are shown in
Figure 3.5 for this night. The error bars represent the standard deviations in
the estimated parameters calculated from the LM algorithm [43,44]. During
the time periods determined to be cloudy, the error estimates of temperature
are around 100 to 150 K, and those for the wind are around 30 to 50 m/s.
During the clear sky condition, the temperature errors are around 20 to 50 K,
while the winds have errors between 5 and 20 m/s. The errors during cloudy
weather are larger than clear sky condition on the same night. The larger
errors can be caused by many factors. For example, the airglow emission
signal can be attenuated by the clouds; therefore the signal-to-noise ratio
39
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Figure 3.5: FPI estimates of (a) temperatures and (b) winds on the night of
16-17 Oct 2009 over Cajazeiras.
(SNR) is reduced, leading to larger errors. Besides, the scattering and diffu-
sive properties of the clouds can integrate the signal over the whole sky, not
just along the FPI’s LoS. The photons that emit the airglow volume emission
rates are randomized by the multiple scattering during their passage through
a cloud. As a result, the observed FPI spectrum is not indicative of a single
emitting region and the results of our inversion process are inaccurate.
To test our cloud detection method more broadly, we analyze all FPI mea-
surements in Oct 2009 over Cajazerias using both the collocated all-sky im-
ages and Method 1. We treat the classification determined from the all-sky
images to be the truth. We count the number of correct classifications by
comparing the results of our method with those obtained by all-sky images.
All FPI measurements in Oct 2009 over Cajazerias are analyzed by both
all-sky images and Method 1, in order to determine the sky condition as either
clear or cloudy. We then compare the results from the two methods, as given
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in Table 3.1. In this table, the diagonals are the correct classification of our
method compared to using the collocated imager, while the two off-diagonal
elements are the false classification which are cloudy (clear) determined by
our method but are actually clear (cloudy) conditions determined by the
PICASSO images. The percentages in the parentheses tell us how accurate
our method is. The two percentages in each row add to 100%.
Table 3.1: Statistical comparison of sky conditions determined by all-sky
images and Method 1.
Oct 2009: Method 1: Method 1:
clear cloudy
All-sky imager: 866 10
clear (98.86%) (1.14%)
All-sky imager: 38 129
cloudy (29.46%) (70.54%)
The diagonal elements are much larger than the off-diagonal elements,
indicating a robust method. We can see that our method has a strong ability
to detect when the sky is clear. Our method also shows a good ability
to determine the cloudy weather condition with a correctness around 70%.
The two off-diagonal elements are the false detection percentages by our
method. For example, the probability of misdetecting cloudy weather as
clear is 29.46%. This percentage is relatively high, indicating that some
cloudy data may remain in our dataset after application of this method.
In this method, the variation trend of the background continuum changes
daily, influenced by many factors. However, the most important feature is
that it varies smoothly. We then detect clouds based upon large and sudden
net fluctuation. During moon up and twilight periods, the continuum back-
ground increases, as does the shot noise. Thus, the resultant SNR of FPI
observations decreases, and that could add uncertainties to our estimations.
Furthermore, in [48], Minin and Kamalabadi showed that an unknown con-
tinuum, such as that caused by clouds, could influence the uncertainties of
the four parameters U1 − U4.
One drawback of the cloud detection method we described here is that we
have to look through the background parameters U1 night by night and deter-
mine the sky conditions by hand, because the continuum, though smoothly
varying, does not provide any easily-followed trend each night. As a result,
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this manual method is inconvenient if we would like to apply it to large
database. Next, we develop a second and more automated method for cloud
detection.
3.4 Cloud Detection Method Based upon FPI
Measurements – Method 2: By Analyzing
Interferogram
In this section, we propose a cloud detection method that analyzes data in
the spectral domain. In Section 2.4, we mentioned that we transform a 2D
sky image to a 1D fringe pattern during the inverse process. During this
transformation, within each annulus, we not only sum the pixel intensities,
but also calculate their standard deviation, σspectra. Figure 3.6(a) is an ex-
ample of the 2D sky images during clear and cloudy times. The associated
1D fringe patterns and σspectra are given in Figure 3.6(b). We can see that
during clear sky conditions, the 2D image shows a clear interference pattern,
while during cloudy time, the ring pattern is blurred and hard to recognize.
The effect on the 1D fringe pattern is that σspectra does not show the obvious
interference pattern during cloudy times. In this section, we treat our prob-
lem as a typical classification problem which includes two parts: training and
testing. In the training step, we have data already classified, from which we
can extract useful features to distinguish among different classes. Thresh-
olds can be found during this process. In the testing step, we exact the same
features from unclassified data and apply the same threshold to determine
the classes of the data. Figure 3.6(b) shows that the ratio of maximum and
minimum of σspectra is greatly reduced, and, the minimum of σspectra is much
larger during cloudy times. Based on this observation, we choose these two
features to classify our data.
3.4.1 Training
We randomly choose 3 nights in Oct (Oct 12, 15 and 16) and 3 nights in Nov
(Nov 11, 13 and 14) 2009. We first classify the data on these six nights into
clear or cloudy sky conditions based upon images taken by the collocated
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(a.1) a 2D image during clear time (a.2) a 2D image during cloudy time
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Figure 3.6: An example of (a) 2D sky images and (b) the according 1D
fringe patterns and σspectra during both clear and cloudy time on the night
of 16-17 Oct 2009 over Cajazeiras.
PICASSO imager. The σspectra for these nights are shown in Figure 3.7, with
the red lines representing FPI measurements made during clear weather, and
the blue being those during cloudy sky. We then use the two features ob-
tained from σspectra in the first order of the 1D fringe pattern to train the
data, as described below.
1) Feature 1: the ratio of maximum and minimum of σspectra:
The first feature chosen is the ratio of the maximum and minimum of σspectra
in the first order of the 1D fringe pattern. In Figure 3.8, the red circles are
ratios during clear sky condition, while the blue crosses represent those dur-
43
0 50 100 150 200 250 300 350 400 450 500
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
index
m
sp
ec
tr
a
Figure 3.7: A collection of σspectra from training data (red represents data
during clear weather while blue is during cloudy weather).
ing cloudy conditions. The blue crosses tend to have smaller ratios than the
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Figure 3.8: The ratio of maximum and minimum of σspectra on training data.
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red dots, as we expected. However, these two sets of data have significant
overlap. By choosing different values of threshold to distinguish these two
data sets, we can then have a function of correct percentage with respect
to different thresholds. Figure 3.9 shows the correct percentage of detection
during clear and cloudy weather, as well as the overall correct detection prob-
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Figure 3.9: Correct percentages with different thresholds using Feature 1.
ability. As is shown, the best threshold is approximately 0.45, which gives us
a correct detection probability of about 65% on the training data set. This
low accuracy is not surprising, due to the overlap in the data. Therefore,
this feature alone is not sufficient.
2) Feature 2: the minimum of σspectra:
Next, we choose the minimum of σspectra in the first order of the 1D fringe
pattern as the discriminating feature. Figure 3.10 shows the value of all avail-
able data from the six nights considered here, with the red dots representing
clear conditions and blue crosses the cloudy conditions. Though the two sets
of data still overlap, they appear to be separated enough for thresholding to
be effective.
In Figure 3.11, we plot the correct detection percentages as a function of
threshold. Based on this plot, we choose the threshold to be 1.45. If the
45
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Figure 3.10: The minimum of σspectra on training data.
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Figure 3.11: Correct percentages with different thresholds using Feature 2.
minimum is above 1.45, it is determined to be cloudy weather; otherwise,
it is clear. This threshold provides a correct detection probability of about
85% on this set of training data.
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Using both features to classify the data was also considered. To do so,
Fisher Linear Discriminant method was used to find a linear combination of
the two features that would separate the clear nights from the cloudy nights,
and a threshold was applied to this data [49]. This method proved to be
too sensitive to the choice of training dataset, however, due to the significant
overlap in the Feature 1 data. As a result, the second feature alone was
chosen to classify the data.
3.4.2 Testing
All FPI measurements from Oct to Dec 2009 (43 nights) over Cajazerias
are analyzed by both the all-sky imager method and Method 2, in order to
classify the weather condition as either clear or cloudy, as shown in Table
3.2. In comparison to Method 1, we can see that Method 2 has a stronger
ability to detect cloudy weather, while Method 1 is better in detecting clear
sky condition. However, Method 2 is automatic after the threshold is found
through the training process, suggesting that Method 2 is a more practical
way for detecting clouds.
3.5 Discussion
One reason for misclassification using the methods described above by com-
paring with imager data is that sometimes the FPI measurements are not
carried out at the exact same time that the PICASSO images are taken.
When we perform the comparison, we choose the all-sky image which was
taken at the closest time to each FPI measurement, whose time difference
could range from seconds to minutes. Since clouds move rapidly, it is possi-
ble that the cloud conditions change during the period of time between the
FPI observation and the closest image. Additionally, since the integration
time for each FPI measurement is 5 minutes, the sky condition could change
during the measurement, which causes uncertainty for our comparison.
Another possible reason for false classification is that our method would
classify small clusters of clouds or edges of large clouds to be clear sky con-
dition. However, this false classification is not of major concern, since we do
not expect sporadic clouds to have large effects on our measurements.
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Table 3.2: Statistical comparison of sky conditions determined by the
all-sky imager and Method 2.
Oct 2009: Method 2: Method 2:
clear cloudy
All-sky imager: 691 141
clear (83.05%) (16.95%)
All-sky imager: 19 154
cloudy (10.98%) (89.02%)
Nov 2009: Method 2: Method 2:
clear cloudy
All-sky imager: 347 84
clear (80.51%) (19.49%)
All-sky imager: 20 103
cloudy (16.26%) (83.74%)
Dec 2009: Method 2: Method 2:
clear cloudy
All-sky imager: 551 72
clear (88.44%) (11.56%)
All-sky imager: 27 88
cloudy (23.48%) (76.52%)
All 3 months in 2009: Method 2: Method 2:
clear cloudy
All-sky imager: 1489 297
clear (83.37%) (16.63%)
All-sky imager: 66 345
cloudy (16.06%) (83.94%)
Method 2 is a good way to determine the sky conditions, which is especially
useful when a collocated imaging system is not available. For example, from
Oct to Dec 2009, there are a total of 1333 FPI measurements for which the
PICASSO system is unavailable for determining the cloud cover. By our
method, the amount of available data can be greatly increased.
3.6 Algorithm Application
Using the cloud-detection technique, we can remove FPI data determined to
be collected during cloudy weather. This procedure is carried out for the
dataset collected from Cajazerias. For each month, we can calculate the
weighted averaged temperature and wind with data during clear weather,
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in order to see the geophysical distribution of these parameters within one
month.
For each night, we use data collected each night from 18:00 LT to 06:00
LT. The cloud detection algorithm described above can then be used to
identify the weather condition as either clear or cloudy. For each month, we
partition the time range into 30-minute intervals and categorize the data in
that month to each interval according to the time they are observed. Inside
each 30-minute interval, we analyze the data statistically. For example, in
an arbitrary time interval i (i = 1, 2, · · · ), let xij be the FPI observations
(either temperature or wind) and wij be the accordingly estimated error
(j = 1, 2, · · · , Ni); the weighted mean value is:
x¯i =
∑Ni
j=1 xij/w
2
ij∑Ni
j=1 1/w
2
ij
, (3.2)
and the weighted standard variance is defined as:
σxi =
(∑Ni
j=1(xij − x¯i)/w2ij∑Ni
j=1 1/w
2
ij
)1/2
. (3.3)
The weighted standard variance tells us how much the wind or temperature
varies in each 30-minute bin during the entire month. In this sense, they
give an estimate of the geophysical variability of the wind and temperature
estimates.
Figure 3.12 shows the statistical estimates of zonal winds in Oct 2009
during clear and cloudy weather. The classification is based upon our method
describe above. The “cloudy” plot only includes data collected during times
determined to be cloudy, while the “clear” plot makes use of the remaining
data collected during clear weather conditions. The histogram calculates the
amount of data in each 30-minute bin in either clear or cloudy condition.
From this figure, we can see that the estimates during cloudy periods are not
smooth and contain many oscillations. They sometimes go beyond the main
variation trends compared to estimates during clear periods.
The monthly averages of winds and temperatures from Oct 2009 to Sep
2010 in Brazil constructed after cloudy conditions have been removed from
the data are given in [18].
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Cloud detection based on FPI observations 
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The Remote Equatorial Nightime Observatory of Ionospheric 
Regions (RENOIR) experiment is currently being conducted in 
northeastern Brazil to study ionospheric irregularities.  Two Fabry-
Perot Interferometers (FPIs) are part of the instrumentation deployed 
and are used to observe the 630.0-nm redline emission in the upper 
atmosphere.  From these instruments, estimates of the neutral 
temperature and wind can be made. The accuracy of these 
estimates is highly dependent on the weather (e.g., clear, cloudy) 
conditions in the sky when the observations are made. Data from a 
collocated allsky imaging system can be used to determine the sky 
conditions. However, the imaging system is limited to taking data 
during moon down conditions; a constraint not imposed on the FPI 
systems.  Thus, using only the imaging system to determine sky 
conditions limits the amount of useable data from the FPI.  
Therefore, we put forward the idea of cloud detection by using only 
the FPI observations based upon measurements of the continuum 
background also made by the FPI.   We find that large oscillations in 
the continuum typically indicate the passage of clouds. The month-
by-month average temperature and wind estimates based upon this 
cloud detection method are compared with the results from the 
imager-only method, and good agreement is found. 
FPI 
630.0 nm Redline emission 
Accuracy of the FPI 
measurements are 
dependent on sky 
conditions 
As part of the RENOIR experiment currently being conducted in 
Brazil, two Fabry-Perot Interferometers (FPIs) are deployed and 
used to observe the 630.0-nm redline emission in the upper 
atmosphere.  From these observations, estimates of the neutral 
temperature and wind can be made.  However, the accuracy of 
these estimates depends on the sky conditions (e.g., clear, cloudy) 
over the local observatory. When clouds are overhead, they can both 
reflect the lights from nearby cities and filter out the 630.0-nm 
emission. In either case, analysis of the observed FPI ring patterns 
could lead to erroneous results.  
INTRODUCTION 
Data from a collocated allsky imaging system, such as the Portable 
Ionospheric Camera And Small-Scale Observatory (PICASSO), can 
be used to determine the sky conditions. However, the imaging 
system is limited to taking data during moon down conditions; a 
constraint not imposed on the FPI systems because of the narrow 
field of view of the instrument.  A method for cloud detection based 
only on the FPI observations would increase the amount of useable 
data.  Here, we validate the FPI-only approach against the approach 
using collocated imaging data (the “direct approach”) and then 
present monthly averages of winds and temperatures obtained 
during the RENOIR experiment. 
The direct approach for cloud detection relies on collocated imaging data provided by the 
Portable Ionospheric Camera and Small Scale Observatory (PICASSO), which is a wide-
angled imaging system. The look direction of the FPI at the time of a given image is found 
and it is determined from the temporally coincident image if the look direction “clear” or 
“cloudy”, as shown in Figure 2.1.  Because wind estimates rely both on the line-of-sight 
Doppler shift and an estimate of the zero-wind reference obtained from the temporally-
closest zenith Doppler measurement, a given wind estimate from the FPI can be 
considered “clear” only if both the line-of-sight and closest zenith measurement are taken 
during clear conditions.  Figure 2.2 shows the wind estimates from a single night.  Periods 
that are shaded have been determined to be “cloudy” based upon the imaging data.  It is 
clear that the error bars of the estimated winds increase dramatically during cloudy 
periods.  The increased error bars early in the morning are due to uncertainties in the 
estimated caused by the dimness of the emission during the pre-sunrise time period. 
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 FPI APPROACH 
The inversion process of the FPI observations provides us with 4 parameters, one of which 
tells us the intensity of the background emission passing through our narrowband filter. 
Our method aims at detecting clouds by analyzing this parameter. This background 
measurement consists of two components, the continuum (N) and net fluctuation (!). The 
combination of the two components results in the background having an increasing mode 
with some large fluctuations on top of the main trend on this night, as seen in Figure 3.1. 
These fluctuations are indicative of passing clouds.  Our method determines these times 
and denotes data collected at these times as “cloudy”. We compare the “cloudy” times 
determined by the imager-based direct approach with the FPI approach in Figure 3.2 and 
find good agreement.  Because the FPI is not limited to taking data during moon-down 
conditions, using the FPI approach will increase the amount of useable data in our study of 
winds and temperatures. 
!"#$%&' J)*' !;<' K>53#%-$74' KL' B-767$$?' ML' >74' 52-$4A' =&%"-4'
4&/&%?"7&4'N+,>4&4'%&#"-7O'@A'/,&'!;<'>==%->5,'"7'8-$%'-@+&%1"7#'
4"%&56-7+)' !"#)J)(' >%&' /,&' ."74+' "7' >22' 8-$%' 4"%&56-7+' ."/,' /,&'
+,>4&4' 6?&+' "74"5>61&' -8' /,&' =%&+&75&' -8' -1&%,&>4' 52-$4+' >+'
4&/&%?"7&4'@A'/,&'!;<'>==%->5,)''
Fig.3.1 Fig.3.2 
 FPI APPROACH ANALYSIS OF FPI WIND AND TEMPERATURE DATA 
Using the FPI approach described above, we calculate monthly means of the winds and 
temperature obtained from the FPI located at Cajazeiras, Brazil (geographic: -6.89 N, -38.56 E).  
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bins.  The weighted mean wind speed is calculated as well as the weighted standard deviation, 
which is representative of the geophysical variability for a given 30-minute time period for that 
month.  The number of data points considered in each bin for Oct 2009 is presented in the bar 
graphs below each plot in Figure 4. The monthly-mean winds and temperatures for October 
through December 2009 are shown in Figure 5.  From the plots of the winds and temperature 
estimates we will be able to study seasonal trends.  For example, we can see an increase in the 
temperatures around midnight during equinox conditions, consistent with the finding on the 
midnight temperature maximum of Faivre et al. (2006). 
Figure 5. Statistical estimates of the monthly meridonal (Fig.5.1) and zonal (Fig.5.2) winds and temperatures (Fig.5.3) in the year 2009 
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Figure 4. Satistical estimates of the monthly 
meridonal and zonal winds for October 2009 over 
Cajazeiras, Brazil with the number of data points in 
each 30 minute bin.  Separate plots for “clear” and 
“cloudy” data are presented. 
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obtained by an FPI are contaminated by passing clouds.  This 
technique is validated against a method utilizing collocated images 
of the sky conditions overhead.  Using the FPI approach increases 
the amount of data available for analysis because the collocated 
imaging system is limited to taking data during moon-down 
conditions. The cloud times determined from both the approaches 
compare well, thus validating the FPI approach.  
We compute and present the monthly means for winds and 
temperatures for an FPI located in Cajazeiras, Brazil using the FPI 
approach. These monthly averages will be useful for studying the 
seasonal dynamics of the winds and temperatures. 
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The Remote Equatorial Nightime Observatory of Ionospheric 
Regions (RENOIR) experiment is currently being conducted in 
northeastern Brazil to study ionospheric irregularities.  Two Fabry-
Perot Interferometers (FPIs) are part of the instrumentation deployed 
and are used to observe the 630.0-nm redline emission in the upper 
atmosphere.  From these instruments, estimates of the neutral 
temperature and wind can be made. The accuracy of these 
estimates is highly dependent on the weather (e.g., clear, cloudy) 
conditions in the sky when the observations are made. Data from a 
collocated allsky imaging system can be used to determine the sky 
conditions. However, the imaging system is limited to taking data 
during moon down conditions; a constraint not imposed on the FPI 
systems.  Thus, using only the imaging system to determine sky 
conditions limits the amount of useable data from the FPI.  
Therefore, we put forward the idea of cloud detection by using only 
the FPI observations based upon measurements of the continuum 
background also made by the FPI.   We find that large oscillations in 
the continuum typically indicate the passage of clouds. The month-
by-month average temperature and wind estimates based upon this 
cloud detection method are compared with the results from the 
imager-only method, and good agreement is found. 
FPI 
630.0 nm Redline emission 
Accuracy of the FPI 
measurements are 
dependent on sky 
conditions 
As part of the RENOIR experiment currently being conducted in 
Brazil, two Fabry-Per t Interfer m ters (FPIs) ar  deployed and 
used to observe the 630.0-nm redlin  emission in the pper 
atmosphere.  From th s  observations, estimates of the neutral 
temperatur  and wind can be ade.  However, the accur cy of 
these estimates depends on th  sky conditions (e.g., clear, cloudy) 
over the loc l observatory. When clouds are overhead, they can both 
reflect the lights from nearby cities and filter out the 630.0-nm 
emission. In either case, an lysis of the observed FPI ring patterns 
could lead to erroneous results.  
INTRODUCTION 
Data from a collocated allsky imaging system, such as the Portable 
Ionospheric Camera And Small-Scale Observatory (PICASSO), can 
be used to determine the sky conditions. However, the imaging 
system is limited to taking data during moon down conditions; a 
constraint not imposed on the FPI systems because of the narrow 
field of view of the instrument.  A method for cloud detection based 
only on the FPI observations would increase the amount of useable 
data.  Here, we validate the FPI-only approach against the approach 
using collocated imaging data (the “direct approach”) and then 
present monthly averages of winds and temperatures obtained 
during the RENOIR experiment. 
The direct approach for cloud detection relies on collocated imaging data provided by the 
Portable Ionospheric Camera and Small Scale Observatory (PICASSO), which is a wide-
angled imaging system. The look direction of the FPI at the time of a given image is found 
and it is determined from the temporally coincident image if the look direction “clear” or 
“cloudy”, as shown in Figure 2.1.  Because wind estimates rely both on the line-of-sight 
Doppler shift and an estimate of the zero-wind reference obtained from the temporally-
closest zenith Doppler measurement, a given wind estimate from the FPI can be 
considered “clear” only if both the line-of-sight and closest zenith measurement are taken 
during clear conditions.  Figure 2.2 shows the wind estimates from a single night.  Periods 
that are shaded have been determined to be “cloudy” based upon the imaging dat .  It is 
clear that the error bars of the estimated winds increase dramatically during cloudy 
periods.  The increased error bars early in the morning are due to uncertainties in the 
estimat d caused by the dimness of the emission during the pre-sunrise time period. 
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 FPI APPROACH 
The inversion process of the FPI observations provides us with 4 parameters, one of which 
tells us the intensity of the background emission passing through our narrowband filter. 
Our method aims at detecting clouds by analyzing this parameter. This b ckground 
measurement consists of two components, the continuum (N) and net fluctuation (!). The 
combination of the two components results in the background having an increasing mode 
with some large fluctuations on top of the main trend on this night, as seen in Figure 3.1. 
These fluctuations are indicative of passing clouds.  Our method determines these times 
and denotes data collected at these times as “cloudy”. We compare the “cloudy” times 
determined by the imager-based direct approach with the FPI approach in Figure 3.2 and 
find good agreement.  Because the FPI is not limited to taking data during moon-down 
conditions, using the FPI approach will increase the amount of useable data in our study of 
winds and temperatures. 
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temperature obtained from the FPI located at Cajazeiras, Brazil (geographic: -6.89 N, -38.56 E).  
For a given month, all of the data determined to be from “clear” times are binned into 30-minute 
bins.  The weighted mean wind speed is calculated as well as the weighted standard deviation, 
which is representative of the geophysical variability for a given 30-minute time period for that 
month.  The number of data points considered in each bin for Oct 2009 is presented in the bar 
graphs below each plot in Figure 4. The monthly-mean winds and temperatures for October 
through December 2009 are shown in Figure 5.  From the plots of the winds and temperature 
estimates we will be able to study seasonal trends.  For example, we can see an increase in the 
temperatures around midnight during equinox conditions, consistent with the finding on the 
midnight temperature maximum of Faivre et al. (2006). 
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technique is validated against a method utilizing collocated images 
of the sky conditions overhead.  Using the FPI approach increases 
the amount of data available for analysis because the collocated 
imaging system is limited to taking data during moon-down 
conditions. The cloud times determined from both the approaches 
compare well, thus validating the FPI approach.  
We compute and present the monthly means for winds and 
temperatures for an FPI located in Cajazeiras, Brazil using the FPI 
approach. These monthly averages will be useful for studying the 
seasonal dynamics of the winds and temperatures. 
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(b)
Figure 3.12: Statistical estimates of zonal wind in Oct 2009 in Cajazeiras
with histogram showing the amount of available data during (a) clear and
(b) cloudy sky conditions.
3.7 Conclusion
In this chapter, we focused on the reliability of imaging FPI measurements
due to the we ther conditions. After reviewing a method to detect clouds
based on a collocated imaging system, we proposed two novel cloud detec-
tion algorithms dependent only on FPI observations. Method 1 was r alized
by analyzing the intensity of the spectral background. By decomposing this
parameter into two parameters on each night, the continuum and the mag-
nitude of the net fluctuation, we determined whether prevailing conditions
were cloudy or clear based upon the net fluctuations. In Method 2, we treat
our problem as a typical classification problem: first extracting features to
train the data, finding a discriminating threshold, and using this threshold
on the whole database. Method 2 performs better than Method 1 in that: 1)
Method 2 has a better overall correct detection probability; and 2) Method
2 is automatic after we find the threshold while Method 1 is a manually pro-
cedure. The new methods can break the requirement of a collocated imaging
system and expand the useful database.
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CHAPTER 4
GRAVITY WAVE PERTURBATIONS
In this section, we discuss how the winds, temperature and airglow emission
intensity in the thermosphere are perturbed by AGWs. After a brief overview
of the theory and experimental work on studying AGWs in Section 4.1, we
introduce the Brunt-Va¨isa¨la¨ frequency in Section 4.2 following [50]. Then we
derive the equations of motion, including continuity, momentum and thermo-
dynamics equations, in Section 4.3. The phase relation among perturbations
in winds, temperature and airglow emission intensity is discussed in Section
4.4, following [51]. Finally, in Section 4.5, we present the simulation result
of perturbation profiles.
4.1 Theory and Experimental Work on Studying
AGWs
When a region in the atmosphere is disturbed, the gravity and buoyancy
forces act on this region to restore the equilibrium. As a result, air par-
ticles within this region begin to oscillate and an AGW is generated. Jet
streams, thunderstorms, tornadoes, storms, auroral events, etc., are all pos-
sible sources of AGWs [52,53]. Figure 4.1 shows an example of AGWs.
AGWs are very important in atmospheric dynamics, since they can trans-
port and redistribute energy throughout the atmosphere [50]. The amplitude
of AGWs increases exponentially with altitudes to maintain the momentum,
since atmospheric density decreases with altitude [54]. As a result, even a
small-scale AGW at a lower altitude can have a large scale in the thermo-
sphere. As AGWs propagate from lower to upper atmosphere, the neutral
density, temperature and wind are disturbed [55,56]. When an AGW finally
breaks, its energy and momentum are absorbed into the surrounding atmo-
sphere, which can cause turbulence and “secondary” AGWs [57]. The dissi-
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Figure 4.1: An example of an AGW taken in Chile at ALO (Andes Lidar
Observatory) at 04:43:31 UT (Universal Time) on July 16, 2010. Courtesy
of Alan Liu, Gary Swenson and Fabio Vargas. Image acquired in private
communication with Fabio Vargas.
pation altitude depends on the AGW’s horizontal and vertical wavelengths,
background wind, viscosity and diffusion in the environment. Wave reflec-
tion can also take place depending on the background atmosphere. When
the reflection is partial, the transmitted wave and reflected wave can interfere
with each other, making it possible to transport energy over a long distance
horizontally [50].
AGWs are thought to be a plausible seeding mechanism for Equatorial
Spread F (ESF). ESF refers to a class of plasma irregularities in the equa-
torial F regions [58], and has an influence on trans-ionospheric radio wave
propagation, such as satellite communications. ESF was first discovered in
1938 [59]. Since then scientists have used a wide variety of techniques, such
as radar, rocket, satellites, etc., to study ESF. At the same time, theoretical
work has progressed as well to better understand the generative mechanism
for ESF. Whitehead first put forward the idea of “spatial resonance” for
seeding ESF [60]: the ionization irregularity can be enhanced if an atmo-
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spheric gravity wave has the same phase as that of the ionization motion. In
the 1970s, observations were made by transequatorial propagation of high-
frequency (HF) radio waves, measuring the wavelength and phase velocity of
ESF irregularities. Rottger explained these wavelike structures by the spatial
resonance of AGWs [61,62]. In 1981, Kelley analyzed Jicamarca backscatter
radar data and proposed that the Rayleigh-Taylor instability (RTI), initiated
by AGWs, could be a better explanation for ESF, since spatial resonance
cannot explain the observed large amplitudes of depletions [63]. A series
of observations and theoretical work since then has provided evidence for
the atmospheric gravity wave seeding of ionospheric plasma bubbles [64–69],
although conclusive evidence is still lacking.
Internal AGWs were first discussed by Hines in 1960. His theory was
based upon the assumption of an idealized atmospheric model. For example,
the background atmospheric profiles were constant horizontally. Rotation
of the Earth, thermal conduction and viscosity were not considered in his
model [54,70]. While instructive, such assumptions can limit the applicability
of the model’s results.
In order to explore the propagation of AGWs in a more realistic atmo-
sphere, the multilayer technique was put forward [70–72]. Klostermeyer used
piecewise constant coefficients to approximate height-dependent coefficients,
in order to include the height-dependent temperature and winds, as well
as viscosity, thermal conduction, etc., into a more realistic thermosphere
model [70]. Richmond gave a numerical model to approximate the genera-
tion, propagation and dissipation of AGWs. He also examined how robust
the numerical model was [73].
More recently, an analytic anelastic AGW dispersion relation was derived
by Vadas and Fritts [74]. This dispersion relation considers kinematic vis-
cosity and thermal diffusivity. Vadas and Fritts [75] showed that AGWs
could possibly propagate into the thermosphere before dissipating. In Vadas
[2007], a detailed discussion was provided of the parameters of AGWs ex-
cited from the lower atmosphere, such as the relation among horizontal and
vertical wavelengths, intrinsic frequency, the vertical wavelength when the
AGW dissipates, the maximum vertical wavelength before dissipation, etc.
In the meantime, experiments were done to help study the properties of
AGWs. Incoherent scatter radar data collected at the Arecibo Observa-
tory were analyzed to obtain the variation of the electron density profile
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by Thome over Puerto Rico [76]. He discussed the period, amplitude and
phase information of observed travelling ionospheric disturbances. Harris et
al. [77] measured the ion temperature below the F peak by the Ion Energy
Analyzer on a low-altitude polar-orbiting satellite, and he stated that the
wavelike structure in the ion temperature was evidence of disturbances in
the neutral atmosphere, since the ion and neutral temperatures should be
the same at 200 km in altitude. Oliver et al. [78] observed the passage of
AGWs by simultaneously transmitting multiple radar beams into different
regions of the atmosphere. Later, Djuth et al. [79, 80] used the coded long-
pulse radar technique at the Arecibo Observatory to measure the electron
density which indicated around 1% to 3% disturbance of the electron den-
sity. Innis et al. [81] analyzed five years’ photometric data of the 630.0-nm
airglow emission over the southern polar cap in which thermospheric gravity
waves were detected by the cross-spectral power of the airglow emission.
However, most of the experiments mentioned above were based upon mea-
surements of ionospheric parameters. In other words, very few studies made
use of direct observations of gravity waves. A few examples, however, do
exist. Observation of the neutral density was made by the density gauges on
the Explorer 32 satellite [82], which agreed with the work of Thome [76]. In-
nis performed a series of work in Antarctica. Measurement of thermospheric
vertical winds was reported in Innis and Conde [83] using the Wind and Tem-
perature Spectrometer (WATS) on the Dynamics Explorer-2 satellite. They
calculated the standard deviation of the vertical velocity within a 120-second
sliding window. By mapping the standard deviation to the corresponding lo-
cal time and latitude, they observed that the region around the polar cap
between the midnight and dawn had a maximum standard deviation. This
observation was interpreted as being caused by AGWs in the auroral oval
during the midnight to dawn period of time. Earle et al. [84] presented ob-
servations of ion and neutral density perturbations at midlatitudes by the
Dynamics Explorer-2 satellite. Their measurements were consistent with the
predictions of the analytic results from Vadas and Fritts [74].
Although satellite measurements can provide excellent global coverage of
measured parameters, a ground-based FPI can be used to make direct ob-
servations of AGWs with high temporal resolution for a given region. Before
simulating different FPI scenarios to test the ability to detect when AGWs
pass by in next chapter, we first review Brunt-Va¨isa¨la¨ frequency, the equa-
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tions of motion, and gravity wave perturbations in this chapter.
4.2 Brunt-Va¨isa¨la¨ Frequency
Here we follow [50] to derive Brunt-Va¨isa¨la¨ frequency. An air parcel is in
equilibrium if the forces of gravity and buoyancy acting on it equal each
other. Now we displace this air parcel from its equilibrium; let us say, it is
lifted upward a distance of δz. Assume the pressure inside the air parcel is
always the same as the surrounding air. According to Newton’s second law,
we have [50]:
mp
d2(δzzˆ)
dt2
= −g(mp −ma)zˆ, (4.1)
where mp is the mass of the air parcel, t is the time, g is the value of the
gravitational acceleration, and ma is the mass of the surrounding air having
the same volume as the air parcel. We assume the upward z direction is
positive.
By applying the ideal gas law:
p = ρRT, (4.2)
where p is the pressure, ρ is the mass density, T is the temperature, and
R = 287 J kg−1 K−1, Equation (4.1) can be expressed as:
d2(δz)
dt2
= −gTa − Tp
Ta
, (4.3)
where Ta is the temperature of the surrounding atmosphere, and Tp is the
temperature inside the air parcel.
If we expand the temperatures Ta and Tp using Taylor-series, Equation
(4.3) becomes:
d2(δz)
dt2
= − g
Ta
(
∂Ta
∂z
− ∂Tp
∂z
)δz. (4.4)
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Let
Γ = −∂Tp/∂z = g/cp, (4.5)
γa = ∂Ta/∂z, (4.6)
θ = Ta
(
ps
p
)R/cp
, (4.7)
where Γ is the adiabatic lapse rate, cp is the specific heat capacity at con-
stant pressure, γa is the atmospheric temperature gradient, θ is the potential
temperature and ps is standard pressure. Equation (4.1) is reduced to:
d2(δz)
dt2
= −g
θ
∂θ
∂z
δz, (4.8)
where we used the hydrostatic approximation ∂p
∂z
= −ρg, so:
1
θ
∂θ
∂z
=
Γ− γa
Ta
. (4.9)
The solution to the partial differential equation (4.8) takes the form:
δz(t) = AeiNt +Be−iNt, (4.10)
where
N =
√
g
θ
∂θ
∂z
(4.11)
is called the Brunt-Va¨isa¨la¨ frequency. When N is imaginary (N = i|N |),
the term Be−iNt = Be|N |t increases exponentially, which represents an insta-
bility. Only when N is real can an AGW propagate. In other words, wave
propagation is only possible within a statically stable atmosphere, that is,
∂θ
∂z
> 0.
The Brunt-Va¨isa¨la¨ frequency is an important parameter, which is the max-
imum frequency for a vertically propagating AGW. To see this, we assume
that the air parcel is now displaced by δs in a direction having a cross angle
β to the horizontal plane, making Equation (4.1) to be:
mp
d2(δssˆ)
dt2
= −g sin β(mp −ma)sˆ. (4.12)
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Following a similar procedure as discussed above, the air parcel now has a
motion in the form:
δs(t) = AeiN
′t +Be−iN
′t, (4.13)
where
N ′ = N sin β. (4.14)
From this equation, we can see that the frequency of the wave motion depends
on β. When the air parcel is displaced horizontally, no wave oscillation is
generated, since N ′ = 0. The maximum frequency is N , when the air parcel
is displaced vertically.
4.3 Equations of Motion
Since Earth’s atmosphere can flow freely, it can be viewed as a fluid when
we apply either Newton’s laws or thermodynamics principles [85]. In this
section, we will discuss mass, momentum and energy conservation equations
of a fluid, following [85].
4.3.1 Material Derivative
Assume we have a fluid element, which is defined as an infinitesimal and
indivisible fluid with fixed mass [85]. Letting v = v(x, y, z) be the velocity of
this fluid, and Φ be one of its properties (mass density, velocity, temperature,
etc.), then Φ changes as [85]:
δΦ =
∂Φ
∂t
δt+
∂Φ
∂x
δx+
∂Φ
∂y
δy +
∂Φ
∂z
δz,
=
∂Φ
∂t
δt+ (δx, δy, δz) · 5Φ, (4.15)
where “·” is the dot product; that is, given two vectors v1 = (x1, y1, z1) and
v2 = (x2, y2, z2), the dot product is v1 ·v2 = x1x2 +y1y2 +z1z2. 5 represents
the gradient operator; for example, 5Φ = (∂Φ
∂x
, ∂Φ
∂y
, ∂Φ
∂z
) is a vector being the
direction with the fastest rate of change of Φ. Therefore, the rate of change
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of Φ as with respect to time is:
dΦ
dt
=
∂Φ
∂t
δt+ (
dx
dt
,
dy
dt
,
dz
dt
) · 5Φ,
=
∂Φ
∂t
δt+ (v · 5)Φ, (4.16)
where the first term represents the time variation of Φ, and the second term is
the spatial change of Φ. The total rate of change is therefore called material
derivative or total time derivative, and denoted by D/Dt, satisfying:
D
Dt
=
∂
∂t
δt+ (v · 5), (4.17)
which can be applied to both scalar and vector fields.
Next, we will derive the material derivative of a volume. Assume a fluid
occupies some volume V ; then if this fluid flows, this volume will change
accordingly following [85]:
D
Dt
∫∫∫
V
dV =
∫∫
Σ
v · dS, (4.18)
where Σ is the surface enclosing the volume, v is the flux velocity, and dS
points in an outward direction normal to the surface. The divergence theo-
rem, also known as Gauss’ theorem, uncovers the relation between the surface
and volume integrals. By applying this theorem, we have:
D
Dt
∫∫∫
V
dV =
∫∫
Σ
v · dS =
∫∫∫
V
5 · vdV, (4.19)
where 5· is the divergence operator. For example, for the vector field v =
(vx, vy, vz), we have 5 · v = ∂vx∂x + ∂vy∂y + ∂vz∂z .
As a result, the change of volume is [85]:
D∆V
Dt
= ∆V 5 ·v, (4.20)
called the material derivative of a volume.
58
4.3.2 Conservation of Mass
Conservation of mass states that the rate of change of mass inside a volume
is equal to the summation of flux going through the surface enclosing that
volume [58]. Letting ρ be the mass density inside the volume V , we have [58]:∫∫∫
V
∂ρ
∂t
dV = −
∫∫
Σ
ρv · dS, (4.21)
which is similar to Equation (4.18). Applying the divergence theorem again,
we have [58]: ∫∫∫
V
∂ρ
∂t
dV = −
∫∫
Σ
ρv · dS −
∫∫∫
V
5 · (ρv)dV. (4.22)
The differential form of Equation (4.22) is then:
∂ρ
∂t
+5 · (ρv) = 0, (4.23)
which is called the continuity equation. Besides, if we expand the divergence
operator, that is, 5 · (ρv) = v · 5ρ+ ρ(5 · v), we have [58]:
∂ρ
∂t
+ v · 5ρ+ ρ(5 · v) = 0. (4.24)
If expressed in the form of material derivative, this equation can be simplified
to be:
Dρ
Dt
+ ρ5 ·v = 0. (4.25)
We can also derive Equation (4.25) from a material perspective [85]. From
the definition of a fluid element, we know it has a fixed mass, so we have [85]:
D(ρ∆V )
Dt
= 0, (4.26)
for a fluid element with density ρ and volume ∆V . By expanding this equa-
tion, we have [85]:
∆V
Dρ
Dt
+ ρ
∆V
Dt
= 0. (4.27)
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Substituting Equation (4.20), we have:
∆V (
Dρ
Dt
+ ρ5 ·v) = 0. (4.28)
If we divide both sides by ∆V , we can also have Equation (4.25).
4.3.3 Momentum Equation
Momentum is defined as the product of an object’s mass and velocity. The
momentum equation relates the fluid velocity with forces [58]. Starting from
Newton’s second law and from the perspective of material derivative, the rate
of change of a fluid’s momentum satisfies [85]:
D
Dt
∫∫∫
V
ρvdV =
∫∫∫
V
FdV, (4.29)
where F represents the forces acting on the fluids. By re-arranging this
equation, we have [85]: ∫∫∫
V
(ρ
Dv
Dt
− F)dV = 0, (4.30)
so [85]:
ρ
Dv
Dt
= F. (4.31)
The pressure and viscosity are common factors to consider. Pressure acts
on the boundary of a fluid in a normal direction to the fluid’s surface. Vis-
cosity is neglected in many studies on atmosphere; however, it plays an im-
portant role in a fluid’s reaching its equilibrium. Taking these two terms into
account, Equation (4.31) is [85]:
Dv
Dt
=
F
ρ
= −1
ρ
5 p+ µ
ρ
52 v + Fv, (4.32)
where p is the pressure inside the volume, and µ is the viscosity. The first
term in the right side is caused by pressure force, and since the pressure force
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is always inward, so we have a minus sign here. The second term is due to
the viscosity force. The last term, Fv, includes other body forces per unit
mass, for example, the Earth’s gravity force g.
4.3.4 Thermodynamic Equation
Here, we view the Earth’s atmosphere as an ideal gas. According to the first
law of thermodynamics [86]:
dU = dQ− dW, (4.33)
where dU is the change of energy within the system, dQ includes energy
interaction with the outside, and dW is the work done by the system. Besides,
we have [85]:
dU = cvdT, (4.34)
dW = −pdα, (4.35)
where cv is the specific heat at constant volume, T is the temperature, p is
the pressure, and α = 1/ρ. As a result, Equation (4.33) leads to [85]:
dQ = cvdT + pdα. (4.36)
If we express the above equation in the form of material derivative and sub-
stituting Equation (4.25) into it, we have [85]:
cv
DT
Dt
+
p
ρ
5 ·v = Q˙, (4.37)
where Q˙ represents sources of body heatings. The relations among cv, cp (the
specific heat at constant pressure), R and γ (Ratio of mean specific heats at
constant pressure and volume) are:
γ = cp/cv, (4.38)
γ − 1 = R/cv, (4.39)
cp = cv +R. (4.40)
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Therefore, if we divide Equation (4.37) by cv at both sides, we can have:
DT
Dt
+ (γ − 1)T 5 ·v = Q˙, (4.41)
where the new Q˙ already includes a factor of 1/cv.
If we use potential temperature in Equation (4.7) to express Equation
(4.41), we can have [51]:
1
θ
Dθ
Dt
=
1
γT
Q˙. (4.42)
4.3.5 In a Rotating Reference Frame
The discussions above are all in inertial reference frames. However, the Earth
is rotating with an angular velocity Ω, which is not an inertial reference frame.
Therefore, it is necessary for us to derive the relation of coordinates between
inertial and rotating reference frames. Generally speaking, for a given vector
A, we have the relation [85]:(DA
Dt
)
I
=
(DA
Dt
)
R
+ Ω×A, (4.43)
where the subscript I refers to a quantity in an inertial frame, while R is in
a rotating frame. Let vI = (dr/dt)I and vR = (dr/dt)R be the flow velocity
of the fluid as seen from the inertial and rotating frames, respectively. By
applying Equation (4.43), we have [85]:(Dr
Dt
)
I
=
(Dr
Dt
)
R
+ Ω× r, (4.44)(DvR
Dt
)
I
=
(DvR
Dt
)
R
+ Ω× vR. (4.45)
Equation (4.44) leads to [85]:
vI = vR + Ω× r. (4.46)
Substituting Equation (4.46) into Equation (4.45), we have [85]:(DvI
Dt
)
I
=
(DvR
Dt
)
R
+ 2Ω× vR + Ω× (Ω× r). (4.47)
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The second term in the right side, 2Ω×vR, is called the Coriolis force per unit
mass. The third term is defined as the centrifugal force, with Ω× (Ω× r) =
rΩ2 cos θ, where θ is the latitude. The Earth’s gravitational force, g, can be
used to include the effect of the centrifugal force.
Substituting Equation (4.47) into Equation (4.32), we finally have the mo-
mentum equation for the fluid in a rotating reference frame [85]:
Dv
Dt
+ 2Ω× v = −1
ρ
5 p+ µ
ρ
52 v + g + Fv. (4.48)
For a scaler field Φ, we have [85]:(DΦ
Dt
)
R
=
(DΦ
Dt
)
I
. (4.49)
Therefore, the rate of change of either mass (density) or temperature field re-
mains unchanged as seen from an inertial and rotating frame, and Equations
(4.25) and (4.42) still hold.
4.4 Gravity Wave Perturbations
Below we derive the perturbations of the winds, temperature and airglow in-
tensity which are caused by AGWs. Vadas [51] considers a three-dimensional,
local, interval body forcing/heating as the source of AGWs in an isothermal,
non-dissipative atmosphere. She derives the analytic, linear, f-plane, com-
pressible solutions. Here, we follow Vadas’ paper.
The momentum, continuity and heat equations of the fluid are:
Dv
Dt
+
1
ρ
5 p− g + 2Ω× v = F(x)F(t), (4.50)
Dρ
Dt
+ ρ5 ·v = 0, (4.51)
1
θ
Dθ
Dt
=
1
γT
J(x)F(t), (4.52)
which are essentially Equations (4.48), (4.25) and (4.42). Diffusion is not
considered here. The wind vector is v=(u, v, w), defined in terms of the zonal,
meridional and vertical winds. F(x) = Fx(x)xˆ+Fy(y)yˆ+Fz(z)zˆ is the spatial
portion of the 3D body force, where xˆ, yˆ and zˆ are zonal, meridional and
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vertical unit directions. J(x) is the spatial portion of the heating. Both of
F(x) and J(x) and their derivatives are continuous. F(t) is a time continuous
function, representing a finite interval time period. Therefore, F(x)F(t) and
J(x)F(t) are the sources of the AGWs.
If we decompose the fluid variables into two parts, the background profiles
(those with the overlines) and the perturbations (those with primes), we
have:
u = U¯ + u′, v = V¯ + v′, w = w′,
ρ = ρ¯+ ρ′, T = T¯ + T ′, p = p¯+ p′,
(4.53)
where we again assume that the vertical background wind is zero. We also
assume that the background temperature and wind velocities are constant
in the same altitudes z. From Figure 2.1, we can see that the temperature
is almost constant at altitudes from 200 km to 300 km. An isothermal and
unsheared background profile is one assumption made to obtain an analytic
solution for Equations (4.50)-(4.52) [51].
When no perturbation exits, Equation (4.50) is reduced to:
dp¯
dz
= −gρ¯, (4.54)
where g = −gzˆ. Therefore, we have:
ρ = ρ¯0e
−z/H , p = p¯0e−z/H , (4.55)
where H is the scale height, and ρ0 and p0 are the density and pressure at
the reference altitude z = 0 km, respectively. These two equations tell us
that the density and pressure are decreasing exponentially with altitude [54].
The f-plane approximation is applied here, which states that 2Ω × v ≈
f(−v′xˆ+u′yˆ), where f = 2Ω sin θ and θ is the latitude. In Vadas’ derivation,
she first linearizes Equation (4.50)-(4.52) [51]:
∂v′
∂t′
+
1
ρ¯
5 p′ − ρ
′
ρ¯2
5 p¯+ f(−v′xˆ+ u′yˆ) = F(x)F(t), (4.56)
∂ρ′
∂t′
+ (v′5)ρ¯+ ρ¯5 ·v′ = 0, (4.57)
∂p′
∂t′
+ v′ · 5p¯+ γp¯5 ·v′ = p¯
T¯
J(x)F(t), (4.58)
64
where ∂
∂t′ = (
∂
∂t
+ U¯ ∂
∂x
+ V¯ ∂
∂y
).
Then a list of intermediate variables (or, reference variables) are defined
as:
ξ = e−z/2Hu′, σ = e−z/2Hv′, η = e−z/2Hw′,
φ = e−z/2Hρ′/ρ¯, ψ = e−z/2Hp′/ρ¯, ζ = e−z/2HT ′/T¯ ,
Fxs = e
−z/2HFx, Fys = e−z/2HFy, Fzs = e−z/2HFz,
Js = e
−z/2HRJ.
(4.59)
The reason for these definitions is that the amplitude of the AGWs increases
exponentially with altitude [54], and these intermediate variables are constant
with altitude.
These intermediate variables, (ξ, σ, η, φ, ψ, ζ, Fxs, Fys, Fzs and Js), can
then be expanded in the form of the Fourier series, (ξ˜, σ˜, η˜, φ˜, ψ˜, ζ˜, F˜xs,
F˜ys, F˜zs and J˜s), in space domain. For example, the relation between ξ and
ξ˜ satisfies [51]:
ξ(x, y, z, t) =
1
(2pi)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−i(kx+ly+mz)ξ˜(k, l,m, t)dkdldm, (4.60)
where k, l, m are wavenumbers of AGWs in zonal, meridional and vertical
directions, respectively.
Therefore, Equations (4.56)-(4.58) can be expressed in the space Fourier
domain as below [51]:
∂ξ˜
t′′
− ikψ˜ − fσ˜ = F˜xsF (t), (4.61)
∂σ˜
t′′
− ilψ˜ + f ξ˜ = F˜ysF (t), (4.62)
∂η˜
t′′
− imsψ˜ + gφ˜ = F˜zsF (t), (4.63)
∂φ˜
t′′
− i(kξ˜ + lσ˜ +msη˜) = 0, (4.64)
∂φ˜
t′′
+ δη˜ − ic2s(kξ˜ + lσ˜) = J˜sF (t), (4.65)
where
c2s = γgH,δ = g(γ − 1)− ic2sms,ms = m− i/2H, (4.66)
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and cs is called the speed of sound.
4.4.1 Dispersion Relation
If we take the Laplace transform of Equations (4.61)-(4.65), we can derive
the dispersion relation of AGWs (the more detailed derivation can be found
in [51]):
ω4Ir − [f 2 + c2s(k2 + l2 +m21/4H2)]ω2Ir + c2s[k2HN2 + f 2(m2 + 1/4H2)] = 0,
(4.67)
where kH is the horizontal wavenumber of AGWs and ωIr is the intrinsic
frequency of the AGW.
When the AGW propagates much slower compared to cs, the dispersion
relation can be simplified to be:
ω2Ir =
k2hN
2 + f 2(m2 + 1/4H2)
k2h +m
2 + 1/4H2
. (4.68)
As we mentioned, we are interested in lower latitude, where θ ≈ 0 and
f ≈ 0. The dispersion relation is reduced to be:
ω2Ir =
k2hN
2
k2h +m
2 + 1/4H2
, (4.69)
where the definition of parameters can be found in Table 4.1. Equation
(4.69) shows the relation between intrinsic frequency, and the horizontal and
vertical wavelengths of an AGW. The vertical wavenumber is then:
m = ±(k
2
hN
2
ω2Ir
− k2h −
1
4H2
)1/2. (4.70)
When
k2hN
2
ω2Ir
> (k2h +
1
4H2
), we have m > 0, which is a propagating wave.
When
k2hN
2
ω2Ir
< (k2h +
1
4H2
), m is imaginary, which is an evanescent wave.
For an evanescent wave, the amplitude decreases exponentially with respect
to the propagating distance. As illustrated in Figure 4.2, the middle red
line is where the wave is generated at zo. The wave is propagating in the
vertical direction. When considering the evanescent case, we have m =
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Table 4.1: Definition of parameters in the upper atmosphere [51].
(u, v, w, Winds (zonal, meridional and vertical), temperature,
T, p, ρ) pressure and neutral density at the altitude z
(U¯ , V¯ , W¯ , Background winds, temperature, pressure
T¯ , p¯, ρ¯) and neutral density
(u′, v′, w′, Winds, temperature, pressure and neutral density
T ′, p′, ρ′) perturbations at the altitude z
(ξ, σ, η, Winds, temperature, pressure and neutral density
φ, ψ, ζ) perturbations at the reference altitude
(ξ˜, σ˜, η˜, the Fourier series of winds, temperature, pressure and
φ˜, ψ˜, ζ˜) neutral density perturbations at the reference altitude
(k, l,m) Zonal, meridional, and vertical wavenumbers of AGWs
kH Horizontal wavenumber of AGWs, k
2
H = k
2 + l2
(λk, λl, λm) Zonal, meridional and vertical wavelengths of AGWs
τr Ground-based period of AGWs
ωr Ground-based frequency of AGWs
ωIr Intrinsic frequency of AGWs
H Scale height
γ Ratio of mean specific heats at constant pressure and volume
N Brunt-Va¨isa¨la¨ frequency
±i|k2hN2
ω2Ir
− k2h − 14H2 |
1/2
= ±ir, so the wave is:
w(z) = ei(kx+m(z−zo)−ωrt)
= e−r|z−zo|ei(kx−ωrt), (4.71)
where ωr is the ground-based frequency. The first exponent component in
the right side shows that the amplitude of an evanescent wave is decreasing.
The black lines at both sides of the red line are evanescent waves.
The ground-based frequency, ωr, is defined as the frequency of the AGW
when observed in a fixed coordinate reference frame, for example, by an FPI
on the ground. The intrinsic frequency, ωIr, is the frequency of the wave
when the observer is moving at the neutral wind. When the background
wind is zero, we have ωIr = ωr. When the horizontal background wind is
not zero, let us say, the eastward wind is U¯ and the northern wind is V¯ , the
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Figure 4.2: Illustration of evanescent waves (reproduced from [50]). The
middle red line is where the wave is generated at zo. The wave is
propagating in the vertical direction.
relation between ωr and ωIr is:
ωIr = ωr − kU¯ − lV¯ ,
= ωr − (kxˆ+ lyˆ) · (U¯ xˆ+ V¯ yˆ), (4.72)
showing ωIr is Doppler-shifted ωr. If ωr < (kxˆ + lyˆ) · (U¯ xˆ + V¯ yˆ), this wave
is annihilated and absorbed into the background wind. Otherwise, the wave
can propagate. So the background wind servers as a “filter” which filters out
some AGWs with smaller frequencies.
4.4.2 Phase Velocity and Group Velocity
Phase velocity, vp, is defined as the speed of a constant phase propagating in
the direction of the wave vector:
vpx =
ωIr
k
, vpy =
ωIr
l
, vpz =
ωIr
m
(
1
vp
)2 = (
1
vpx
)2 + (
1
vpy
)2 + (
1
vpz
)2. (4.73)
However, AGWs propagate energy and momentum at the group velocity.
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The group velocity is defined as the derivative of ω to the wave vector k, so:
ug =
Nm2
(k2 +m2 + 1/4H2)3/2
,
wg = − Nmk
(k2 +m2 + 1/4H2)3/2
. (4.74)
Here we are interested in the relation of the group velocity, vg = ugxˆ +
vgyˆ+wgzˆ, and the wave vector, k = kxˆ+ lyˆ+mzˆ. For simplicity, we assume
the wave is propagating in the zonal-vertical 2D plane; that is:
k = kxˆ+mzˆ. (4.75)
Therefore, we have:
(vg,k) = (
Nm2
(k2 +m2 + 1/4H2)3/2
, 0,− Nmk
(k2 +m2 + 1/4H2)3/2
) · (k, 0,m)
= 0, (4.76)
which shows that the wave energy is propagating perpendicular to the wave
vector, as illustrated in Figure 4.3.
x
z
m
k
vg
k!x +m!z
β
Figure 4.3: Relation between group velocity and wave vector (reproduced
from [50]).
For an AGW to propagate momentum upward from the lower atmosphere
to the thermosphere, the wave vector needs to have a downward component,
such that vg has an upward component.
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4.4.3 Phase Relation among AGW Parameters
The analytic solutions to Equations (4.61)-(4.65) are:
ξ˜ =
ikωIr + fl
ilωIr − fk σ˜, (4.77)
ψ˜ =
i(ω2Ir − f 2)
ikωIr + fl
ξ˜, (4.78)
η˜ =
−ωIr
N2 − ω2Ir
(m− i
2H
+
i
γH
)ψ˜, (4.79)
φ˜ =
i(m− i
2H
)N2 − ω2Ir
γH
g(N2 − ω2Ir)
ψ˜, (4.80)
ζ˜ =
−N2(im− 1
2H
) +
ω2Ir
γH
(1− γ)
g(N2 − ω2Ir)
ψ˜. (4.81)
In our simulation, we are interested in lower latitudes, where θ ≈ 0 and
f ≈ 0. As a result, the first two equations in the set are reduced to be:
ξ˜ =
k
l
σ˜, (4.82)
ψ˜ =
ωIr
k
ξ˜. (4.83)
Assuming that AGWs have the plane wave solutions:
ξ(x, y, z, t) = ei(kx+ly+mz−ωrt)ξ˜(k, l,m), (4.84)
we can transform these intermediate parameters back from the Fourier do-
main to the time domain. Besides, we multiply a factor of ez/2H , representing
the conversion from the reference altitude to the altitude z. Finally, we add
the background means and end up with:
u = U¯ + ξ˜e
z
2H ei(kx+ly+mz−ωrt), (4.85)
v = V¯ + σ˜e
z
2H ei(kx+ly+mz−ωrt), (4.86)
w = η˜e
z
2H ei(kx+ly+mz−ωrt), (4.87)
T = ζ˜ T¯ e
z
2H ei(kx+ly+mz−ωrt), (4.88)
ρ = φ˜ρ¯e
z
2H ei(kx+ly+mz−ωrt). (4.89)
From Equation (2.7), we can see that the airglow intensity is dependent
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on T and neutral density ρ. If we substitute the two parameters with pertur-
bation into Equation (2.7), we can obtain the airglow volume emission rate
under the perturbation of an AGW. Actually, though the coefficients k1, k3,
k4 and k5 depend on the temperature, this influence is small. Taking k4 for
example, k4 = 2.9×10−11e67.5/T . If T¯ = 730, then k4 = 3.1809×10−11; when
T = 800, k
′
4 = 3.1553× 10−11. So the relative change of k4 is |k
′
4−k4|
k4
= 0.8%,
which is relatively small compared the the influence of neutral intensity on
perturbations.
4.5 Simulation Results
In order to investigate the influence an AGW has on FPI measurements,
we simulate the temperature, wind velocity, and 630.0-nm airglow intensity
profiles for a modeled atmosphere perturbed by an AGW. Our simulation
focuses on a 2D altitude-longitude region. The altitude is from 200 km to
300 km. The longitude is from −38.5◦ to −35.5◦. The latitude is fixed to be
−6◦. The background profiles, H, γ, and N are obtained from climatological
models (MSIS, IRI, and HWM models) run for the conditions on 14 Oct
2009. Here, we assume the wind velocity from the HWM model at around
250 km to be our background wind in the whole region.
We arbitrarily assume that the AGW has an intrinsic period of 15 minutes,
larger than the Brunt-Va¨isa¨la¨ frequency in the thermosphere. The Brunt-
Va¨isa¨la¨ frequency at 250 km is N ≈ 0.01, giving a buoyancy period of 10
minutes [10]. The geometry of the wave vector and wavefront in the 2D
region is illustrated in Figure 4.4. Since the background zonal wind in this
region is eastward at nighttime, we assume the horizontal wavelength of the
AGW is λh = 100 km westward. Otherwise, if U¯ is too large, ωIr would
be 0, and the wave would be filtered out. The vertical wavenumber, m, is
downward, so that the group velocity is upward to propagate the momentum.
We have tan θw =
m
k
, θf = θw − 90◦ and tan θf = − km . The amplitude of
the zonal wind perturbation is 40 m/s at the altitude around 250 km. Other
AGW perturbation parameters can be derived from Equation (4.85)-(4.89).
The parameters we choose here are used to show an example of perturbations
caused by AGWs. A case with more realistic parameters will be studied in
Chapter 5.
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Wave vector
θf
θw
wavefront
Figure 4.4: Geometry of the wave vector and wavefront.
The perturbation profiles are shown in Figure 4.5. The left panels are the
background mean profiles, and the right ones include perturbations. Each
colorbar is for the two subplots in that row. Though the background vertical
velocity is assumed to be zero, the vertical wind with perturbation is not
zero due to the influence of the AGW. Wave structures can be seen in the
airglow intensity perturbation, but the perturbation is small in comparison
to the background emission. The amplitudes of the temperature and wind
perturbations increases exponentially.
To see this more clearly, we plot the variations of the temperature, winds
and airglow intensity along one look direction as in Figure 4.6, in which
the LoS is the solid purple line shown in Figure 4.5. Figure 4.6 also shows
that the airglow intensity is minimally perturbed, with a maximum of about
2% of the background airglow intensity around 250 km. We can see that
the airglow intensity is negligible outside the range of 200-300 km (marked
as two black lines), inside the range of which the temperature is almost
constant in altitudes. This also gives us confidence to take advantage of
Equations (4.85)-(4.89), the assumption of which requires the background
fluid to be isothermal. The wind velocity shown here is the superposition of
the projections of both zonal and vertical winds onto the LoS direction, as
explained by Equation (2.31). What an FPI observes is the integration of
the airglow intensity profile and the average of wind and temperature profiles
weighted by this airglow intensity profile.
Actually, the wind is more complicated because it is a vector. In our
2D simulation, it has zonal and vertical components. As we mentioned,
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Figure 4.5: Zonal wind, vertical wind, temperature and airglow intensity
profiles in the upper atmosphere (with a small-scale gravity wave). The left
panels show the background profiles, and the right ones show the perturbed
profiles. The colorbars are for the subplots in a given row. The solid and
dashed magenta lines are the LoS of FPI1 and FPI2 respectively as we will
mention in Chapter 5.
what Figure 4.6 shows is the projection of wind onto the FPI’s LoS. Figure
4.7, on the other hand, illustrates the decomposition of the wind along an
FPI’s LoS. In more detail, we show the zonal perturbation, the zonal wind
(background plus perturbation terms), the vertical perturbation and the total
wind profiles. We can see that the perturbations increase exponentially. The
total wind is rotating within some range depending on the background wind
and perturbation amplitudes.
73
0 10 20 30
160
220
280
340
Airglow intensity
(photons/cm3/s)
Alt
itu
de
 (k
m)
600 700 800
160
220
280
340
Temperature
(T)
Alt
itu
de
 (k
m)
20 30 40 50
160
220
280
340
Wind velocity
(m/s)
Alt
itu
de
 (k
m)
Figure 4.6: The variations of airglow intensity, temperature and wind along
the LoS shown as the solid magenta lines in Figure 4.5. The solid blue lines
are the background profiles, while the dashed red lines are with
perturbations caused by a small-scale AGW. The winds are in LoS
direction. The region in between two black lines is from 200 km to 300 km.
From Equations (4.85)-(4.89), we know the perturbations are also varying
as a function of time. Figure 4.8 is an example of variations of airglow and
relative temperature as a function of time when seen to the zenith from the
ground. The x axis is the time in unit of the AGW’s ground-based period.
We show a simulation of 5 periods here. We can clearly see the oscillation
and periodicity of perturbation structures in these profiles.
4.6 Conclusion
In this chapter, we first reviewed the history of studies on AGWs, the Brunt-
Va¨isa¨la¨ frequency and equations of motion for a fluid. These are important
concepts or equations in understanding the property of AGWs. Then we
followed Vadas [51] to derive the phase relation among neutral density, tem-
perature and wind perturbations when an AGW takes place. The simulation
results of perturbation profiles were provided in this chapter. We also stud-
ied on these profiles to see the exponentially expanding property of an AGW
and the decomposition of wind vector. In the next chapter, we determine
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Figure 4.7: The zonal perturbation, the zonal wind (background plus
perturbation terms), the vertical perturbation and the total wind profiles
along an FPI’s LoS.
what deployment of FPIs can be used to detect AGWs.
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Figure 4.8: Variations of (a) airglow and (b) relative temperature as a
function of time when observed from the ground in the zenith direction.
The x axis is the time in unit of the AGW’s ground-based period. A
simulation of 5 periods is shown.
76
CHAPTER 5
DETECTING AGWS WITH
GROUND-BASED FPIS
In this chapter, we simulate ground-based FPI observations and estimate
temperatures and winds using the forward model in Section 2 when con-
sidering AGWs passing through the observation region. Two kinds of FPI
deployments are considered here. The first simulation considers the usage of
only one FPI. We discuss two important parameters in our simulation: the
FPI’s elevation angle and the AGW’s frequency. This discussion leads us to
a two-FPI deployment for detecting AGWs.
5.1 Detecting AGWs with One FPI
In this section, we simulate the FPI observations when an AGW passes
through an observation region. We plot the variations of FPI observations
and estimates as a function of time with different FPI look directions and
AGW parameters.
5.1.1 Relationship between FPI’s Elevation Angle and Its
Observations
1) Perturbations caused by a small-scale AGW:
The parameters of a small-scale AGW simulated in this section are the same
as in Section 4 (also see Table 5.1(a)). The dissipation altitude of an AGW de-
pends on its dispersion relation and background environment. In Vadas [56],
the ray trace model was utilized upon the dispersion relation, which pro-
vides us with a detailed and graphical description of the relation among the
horizontal and vertical wavelengths as well as the intrinsic frequency. From
Figures 4-7 in Vadas [56], we also see that AGWs that can possibly propagate
from the lower atmosphere into the thermosphere have large wavelengths.
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Table 5.1: AGW simulation parameters.
Starts Ends τIr(min) λh(km) ξ˜ (m/s)
(z = 250 km)
(a) AGW 22:00LT 24:00LT 15 100 (westward) 40
(b) AGW 22:00LT 24:00LT 30 500 (westward) 40
(c) AGW1 21:00LT 23:30LT 20 500 (westward) 40
AGW2 22:30LT 01:00LT 40 1000 (eastward) 40
To investigate the effects of an AGW on FPI observations, we fix the wave-
lengths and ground-based frequency of the AGW and change the azimuth and
elevation angles of the FPI’s look directions. We choose λh = 100 km; there-
fore, λk ≈ 100 km at 250 km based upon the dispersion relation in Equation
(4.69). The wavefront of the AGW is θf = 135
◦. Using these parameters,
we calculate perturbation parameters from Equations (4.85)-(4.89) and use
these parameters in our forward model. The FPI estimates of the relative
airglow intensity, temperature and winds as a function of time with different
elevation angles are shown in Figure 5.1. The red circles are the estimated
parameters, and the wind in the plot is in the FPI’s look directions. The
blue lines are the values at 250 km from climatological models. Each set of
three subplots in a column is for one specific look direction.
Examining Figure 5.1, the relative airglow intensities for an elevation an-
gle of 55◦ are larger than those for the other elevation angles; this is because
with smaller elevation angles; the integration path is longer, leading to a
larger integrated airglow intensity. The plots show that the airglow pertur-
bation is small, around 2% of the background airglow intensity at 250 km,
as was mentioned in Section 4. The perturbation amplitudes of temperature
and winds increase as the look direction rotates from nearly perpendicu-
lar to the wavefront (az : 90◦, el : 55◦) to nearly parallel to the wavefront
(az : −90◦, el : 55◦). When the LoS is perpendicular to the wavefront, the
path goes through multiple cycles of the AGW, which cancels out the crests
and troughs in the integration; therefore, the variations of perturbations are
smoothed out. In contrast, when the LoS is parallel to the wavefront, all
points along the LoS encounter maximum or minimum perturbation at the
same time; therefore, the observed variation is large. This figure also shows
that the oscillations of the airglow intensity, temperature and wind pertur-
bations are not in phase. This is expected based on the relationship given in
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Figure 5.1: FPI estimates of the relative airglow intensity, temperature and
wind as a function of time when simulating a small-scale AGW passing by.
(The red circles are the estimated parameters, and the wind in the plot is
in the FPI’s look directions. The blue lines are the values at 250 km from
climatological models.)
Equations (4.85)-(4.89).
2) Perturbations caused by a medium- or large-scale AGW:
In most cases, only medium- or large-scale AGWs can propagate to thermo-
spheric altitudes. Vadas [56] summarized the possible horizontal wavelengths
for AGWs that could propagate into the thermosphere from different excita-
tion altitudes under different temperature profiles. Figure 5.2 (from Figure
79
4 in [56]) is one graphic example showing the relation among AGW param-
eters when it is excited at 0 km and 120 km. The x axis is the horizontal
wavelength in the unit of km. The y axis is the initial vertical wavelength in
km. The pink dashed lines are the dissipation altitudes of each AGW. Green
dot lines are AGWs’ intrinsic periods. By carefully choosing a pair of λh and
λz(zi), we can find a realistic AGW that could propagate to 250-300 km in
altitude.
(a)
(b)
Figure 5.2: Relation among AGW parameters when it is launched from (a)
0 km and (b) 120 km. The x axis is the horizontal wavelength in the unit of
km. The y axis is the initial vertical wavelength in km. The pink dashed
lines are the dissipation altitudes of each AGW. Green dot lines are AGWs’
intrinsic periods. (From [56].)
The parameters we choose here are λh = 500 km (westward) and ωIr = 30
min (see Table 5.1(b)), based upon [56]. The background and perturbed
profiles are given in Figure 5.3. In this case, the 2D region we are interested
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in cannot cover one whole wavelength (λh = 500 km, and the 2D region
only spans 3◦ horizontally). The perturbation of the airglow intensity is
only 1 − 2% of background airglow emission at 250 km. This is relatively
small compared to that of the temperature and winds (as can be seen from
Figure 5.3), and we actually cannot observe much oscillation caused by the
AGW in the airglow perturbation profiles in this 2D region. The vertical
wind perturbation has an amplitude around 10 m/s, also small compared to
that of the small-scale AGW in the previous section or the horizontal wind
perturbations.
The simulated FPI estimates from our framework are shown in Figure 5.4.
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Figure 5.3: Zonal wind, vertical wind, temperature and airglow intensity
profiles in the upper atmosphere (with a medium-scale gravity wave). The
left panel are the background profiles, and the right ones are the
perturbation profiles. The colorbars are for each two subplots in that row
respectively. The solid and dashed magenta lines in each subplot are the
LoS of FPI1 and FPI2, as explained later.
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We see that the temperature variations show a strong periodicity for all LoS.
This is due to the fact that our LoS cannot cover even one wave cycle inside
the altitude range of 200− 300 km with a medium-scale AGW. As a result,
the estimated time-series for the temperature has a large oscillation even
when the FPI’s LoS is perpendicular to the AGW wavefront, because there
is no total cancellation of maximum and minimum inside a partial cycle of
the AGW.
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Figure 5.4: FPI estimates of the relative airglow intensity, temperature and
wind as a function of time when simulating a medium-scale AGW passing
by. (The red circles are the estimated parameters, and the wind in the plot
is in the FPI’s look directions. The blue lines are the values at 250 km from
climatological models.)
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However, for the wind, we can still observe that the amplitudes of pertur-
bations vary with different FPI look directions. Because the wind is a vector,
the projection of the horizontal and vertical winds onto the LoS is different
with different LoS. In our simulation, we choose λh = 500 km (westward);
therefore, λk ≈ 200 km (downward) at around 250 km based upon the dis-
persion relation. The wavefront of the AGW has θf around 21
◦. When the
FPI has a LoS of (az, el) = (90◦, 69◦) (perpendicular to the AGW wavefront),
the time-series of the wind is almost flat, indicating that the projection of
the vertical wind cancels out the contribution from the projection of the
horizontal wind. When the FPI’s LoS rotates away from this direction, the
amplitude of the wind perturbation increases.
We give a rough derivation here to explore the reason why the amplitudes
of wind perturbations vary with the FPI’s LoS. We assume the volume at
around 250 km plays the major role in the observations. We can substitute
Equations (4.69) and (4.83) into Equation (4.79). The imaginary part of η˜
is very small compared to its real part, so we have:
η˜ ≈ R{η˜} = −ωIr
N2 − ω2Ir
mψ˜
=
−ω2Ir
N2 − ω2Ir
m
k
ξ˜
=
−km
m2 + 1/4H2
ξ˜. (5.1)
One interesting thing is that R{η˜} and ξ˜ are always out of phase by 180◦.
This means whenever the horizontal wind has a maximum perturbation east-
ward, the vertical wind attains its maximum perturbation downward. The
perturbation profiles in Figure 5.3 show this phenomenon.
We ignore the 1/4H2 term in the denominator, which is generally 1/20 to
1/5 of m2 depending on the wavelength. The ratio of the magnitudes of the
horizontal and vertical wind perturbations is then:
r =
ξ˜
η˜
=
−m2 + 1/4H2
km
≈ −m
k
, (5.2)
which has an absolute value of the ratio of the horizontal and vertical wave-
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lengths.
Now if the elevation angle of the FPI’s LoS is θ, the magnitude of the wind
perturbation at 250 km is:
vlos = ξ˜ cos θ + η˜ sin θ
=
√
ξ˜2 + η˜2 sin(pi/2 + θ − θf ). (5.3)
When θ = θf − pi/2, vlos = 0, which means that the projections of horizontal
and vertical winds onto the FPI’s LoS are canceled. This is when the FPI
has a LoS of (az, el) = (90◦, 69◦), and we have a time-series of winds almost
without oscillation. When θ = θf , vlos attains its maximum. This situation
occurs when the FPI has a LoS of (az, el) = (−90◦, 21◦), which is when the
FPI’s LoS is parallel to the AGW wavefront.
5.1.2 AGWs’ Ground-Based Frequency
In our simulation, we assume that the integration time needed for each FPI
observation is 5 minutes. This is a typical integration time for the Min-
iME FPIs being used at low-latitudes. The relatively long integration time
as compared to high-latitude FPIs [22] is due to the fact that the airglow
emission is quite dim at low latitudes. As a result of the long integration
time, if the AGW is of a very short ground-based period, we may not be
able to detect it even when the look direction of the FPI is parallel to the
wavefront. Based upon the Nyquist theorem [87], the AGW we can detect
should at least have a period of 10 minutes. We cannot detect a wave with
a period larger than our total observation time, which is the upper bound of
an AGW’s period.
In conclusion, for a small-scale wave, an FPI can better detect the passing
gravity wave when its LoS is more parallel to the wavefront orientation.
For a medium- or large-scale wave, the estimated temperature from an FPI
observation can always be used for detecting AGWs. The range of wave
periods that an FPI can detect depends on the FPI’s integration time and
the total observation time. In our case, we can detect a wave with a period
from 10 minutes to hours.
84
5.2 Two-FPI Strategy and Frequency Analysis
We have simulated the time-series of one-FPI estimates to see how they vary
with different LoS and varying AGW parameters. Our conclusion was that
for a small AGW, we would prefer an FPI with a LoS parallel to the AGW’s
wavefront. Because the propagation direction for an AGW is not known a
priori and can change on any given night, we need a deployment scenario in
which we maximize the likelihood of having the desired relationship between
LoS and the AGW propagation direction. This leads us to consider a two-
FPI deployment. Suppose we have two FPI placed on the ground, and both
of them observe the common volume in the upper atmosphere at around 250
km. If the look directions are about orthogonal to each other, then at least
one of them can give an estimate of temperature or winds with a sufficiently
large perturbation when an AGW passes through. If the wavefront is near
vertical, both FPIs would observe approximately the same amplitude of per-
turbations, which is a symmetric situation. Otherwise, one always detects a
larger perturbation than the other.
For a medium- or large-scale AGW, although the temperature variation as
a function of time is independent of the FPI’s LoS, we cannot estimate the
orientation of an AGW using only temperature information. However, if we
have two FPIs with a cross angle around a right angle, then a rough guess
of the wave orientation could be made by comparing the amplitudes of wind
profiles of the two FPIs’ estimates.
5.2.1 Simulation Parameters of Two-FPI Deployment
Our simulation parameters of the two FPIs can be found in Table 5.2. The
geometry of the two FPIs’ look directions can be seen in Figure 5.5, in which
the two FPIs observe a common volume in around 250 km in altitude. In
Figure 4.5 and 5.3, the solid line represents FPI1’s LoS while the dashed line
is FPI2’s .
In our simulation, we add dark noise, readout noise and shot noise. The
noises are adjusted to make sure that the estimates returned by the inverse
process have an error around 15 − 20 K for the temperature and 2 − 5 m/s
for the wind (based upon analyzing real FPI data) right after sunset when
airglow intensities are brightest.
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Table 5.2: FPI parameters.
Location LoS
lat lon alt (km) az el
FPI1 −6◦ −38.5◦ 0 90◦ 55◦
FPI2 −6◦ −35.5◦ 0 −90◦ 55◦
FPI1 FPI2
Ground
Common Volume
LoS of FPI1LoS of FPI2
Figure 5.5: Illustration of two-FPI strategy.
5.2.2 Lomb-Scargle Periodogram Analysis
We apply the Lomb-Scargle periodogram technique [87–90] to analyze the
simulated data. The traditional periodogram technique is an application of
discrete Fourier transform [87, 91, 92]. If we have a sequence of data, xi,
observed at time ti, i = 1, 2, . . . , N, respectively, the traditional periodogram
is [87]:
P (ω) =
1
N
|
N0∑
j=1
xje
−iωj|2
=
1
N
|Fx(ω)|2, (5.4)
where Fx(ω) is the discrete Fourier transform of the sequence xi. For the
sequence of data having an unknown frequency ωo, Equation (5.4) has a peak
at the frequency ωo.
There are two major drawbacks for the traditional periodogram, as dis-
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cussed by Scargle [87]. The first problem is that this method is weak when
the input data are noisy. In real experiments, almost all observations include
some noise, more or less. This difficulty can be solved by adding more data.
With the increases of the amount of input data, the SNR increases. Another
problem is that it is sensitive to sampling interval. Only strictly evenly sam-
pled data can result in a good periodogram. Since the possibility of carrying
out experiments depends on many factors, such as the weather, environment,
etc., it is hard to maintain precisely evenly sampled experiments.
Later, Lomb [88] and Scargle [87] put forward another type of periodogram,
called Lomb-Scargle periodogram. One of its advantages is its ability to
deal with unevenly sampled data. Based upon [88, 89], the Lomb-Scargle
normalized peridogram is:
P (ω) =
1
2σ2
{(∑Ni=1(xi − x¯) cos[ω(ti − τ)])2∑N
i=1 cos
2[ω(ti − τ)]
+
∑N
i=1(xi − x¯) sin[ω(ti − τ)])2∑N
i=1 sin
2[ω(ti − τ)]
}
,
(5.5)
where
x¯ =
1
N
N∑
i=1
xi, σ
2 =
1
N − 1
N∑
i=1
(xi − x¯)2, (5.6)
tan(2ωτ) =
∑N
i=1 sin 2ωti∑N
i=1 cos 2ωti
. (5.7)
Here, x¯ is the mean of the sequence data, σ2 is the variance, and τ is the time
offset making the periodogram independent of the origin of time. Equation
(5.5) is the same result one would expect to obtain by least-square fitting
algorithm [88,90].
Let z be the distribution of the Lomb-Scargle periodogram, that is, z =
PΩ(ω). It is an exponential distribution with a probability distribution func-
tion as [87]:
fz(zo) = Pr(zo < z < zo + dz)
= e−zo , zo > 0. (5.8)
87
The cumulative distribution function is [87]:
Fz(zo) = Pr(z < zo)
=
∫ zo
0
fz(z)dz,
= 1− e−zo , zo > 0. (5.9)
We can view z as the power levels and Fz(zo) is the probability that the
peridogram is less than zo. So [87]:
po = 1− Fz(zo)
= e−zo , zo > 0 (5.10)
calculates the probability that the periodogram has a certain frequency com-
ponent larger than the power level zo.
Letting Nf be the number of frequencies in the periodogram, we have [89]:
Nf = −6.362 + 1.193N + 0.00098N2, (5.11)
which is a numerical approximation fitted by a parabola.
So the probability, po, that the periodogram is larger than zo at any fre-
quency is:
po = 1− Pr(z1 < zo, z2 < zo, · · · , zNf < zo)
= 1−
Nf∏
i=1
Pr(zi < zo)
= 1− (Fz(zo))Nf
= 1− (1− e−zo)Nf , (5.12)
where zi = PΩ(ωi). Solving zo from the above equation, we have [87]:
zo = −ln[1− (1− p0)1/Nf ], (5.13)
which calculates the power threshold that the input data have a probability
larger than po at some frequencies.
In our study, though we make an FPI measurement every 5 minutes, not all
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the data can be used. For example, whether the FPI measurements are reli-
able depends on the weather conditions. Clouds can either reflect lights from
nearby cities to our instruments or filter out the redline emission partially;
therefore the data measured is not accurate. A traditional way to solve this
problem is by scanning the images taken by an all-sky camera at the same
time and same location. We can also detect cloudy weather conditions based
upon only FPI parameters, as we discussed in Chapter 3. FPI data collected
during the cloudy time are removed, and the resultant clear data are not
evenly sampled. The Lomb-Scargle periodogram has been successfully used
for analyzing FPI measurements in high latitudes [22,93] .
Here we show the Lomb-Scargle periodogram analysis for both small-scale
and medium-scale AGWs, the parameters of which are in Table 5.1(a) and
(b). The observed airglow intensities and estimated temperatures and wind
velocities (in FPIs’ LoS directions) can be found in Figure 5.1 and Figure
5.4. We can compare our simulation results with Figures 2-3 in [93], which
are from FPI measurements made at high latitudes. Their figures also show
the periodicity in the relative airglow intensity, wind and temperature, as
well as the out-of-phase properties among these observations and estimates.
The results of periodogram analysis for a small AGW are shown in Figure
5.6. The simulation parameters are τIr = 15 min, U¯ ≈ 60 m/s and λh = 100
km, so τr ≈ 30 min based upon Equation (4.72). The thresholds are shown
when the false alarm probabilities are 99%, 90%, 70% and 50%. Winds and
temperatures show stronger ability for detecting AGWs than the airglow in-
tensity. The periodograms of FPI2 are better at detecting the simulated
small AGW than FPI1 due to the geometry: the LoS of FPI2 is more par-
allel to the wavefront, while the LoS of FPI1 is more perpendicular to the
wavefront. This comparison also provides us with some information about
the AGW’s orientation; that is, the wavefront must be westward.
Figure 5.7 shows the resultant periodogram analysis for detecting a medium-
scale AGW. For this medium-sized AGW, τr ≈ 40 min. We see that the
temperature can be used to detect AGWs for either FPI in this case. The
periodogram of wind estimates from FPI2 shows a slightly larger peak at the
AGW’s ground-based frequency. If we compare the amplitudes of wind pro-
files from the two FPIs in Figure 5.4, we see that the estimated time-series of
the wind from FPI2 has a larger perturbation amplitude; therefore, we can
conclude that the wavefront must be westward.
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Figure 5.6: Lomb-Scargle periodogram analysis of simulated data from the
two-FPI deployment when there is a small-scale AGW passing by.
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Figure 5.7: Lomb-Scargle periodogram analysis of simulated data from the
two-FPI deployment when there is a medium-scale AGW passing by.
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A rough estimation of the AGW’s orientation can be calculated in the
following way. From Figure 5.4, the magnitudes of the LoS winds from two
FPIs are around m1 = 7.5 m/s and m2 = 30 m/s, respectively. Assume that
the CV at 250 km is the major contributing region. Letting θ55 be the cross
angle of the FPI1’s LoS to the east, then the cross angle of FPI2’s LoS to
the east is pi − θ55. Applying Equation (5.3), we have:
m1 =
√
ξ˜2 + η˜2 sin(pi/2 + θ55 − θf ), (5.14)
m2 =
√
ξ˜2 + η˜2 sin(pi/2 + pi − θ55 − θf ). (5.15)
Dividing m1 by m2, we have:
m1
m2
=
cos(θ55 − θf )
cos(θ55 + θf ))
(5.16)
=
1 + tan θf tan θ55
1− tanθf tan θ55 . (5.17)
Therefore,
tan θ¯f =
m1 −m2
m1 +m2
1
tan θ55
, (5.18)
and θ¯f ≈ 157◦, which is very close to the true value 159◦ in this case.
5.2.3 Time Frequency Analysis
Time frequency analysis is a method widely used in signal, speech and image
processing. In general, it applies frequency analysis to a chuck of data locally
in time [94–97]. As a result, it can identify its properties in local time and
frequency simultaneously. The short time Fourier transform (STFT), Gabor
transform, discrete- and continuous- wavelet are all popular techniques in
time frequency analysis.
In this section, we take the idea of STFT and apply it to the periodogram.
Define an operator to express Equation (5.5):
P (ω) = P(x(t)); (5.19)
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accordingly, the short time Lomb-Scargle periodogram is [94–97]:
P (ω, s) = P(x(t)w(t− s)), (5.20)
where w(t) is a sliding window that filters out the input data that is not in
the window. For each time index s, we take a chunk of data out and apply
the periodogram; then we shift the window and repeat the process. The term
ω refers to frequency information, and s refers to time analysis. As a result,
we can obtain both time and frequency information.
When there is a mixture of several gravity waves occurring during the
observation time, we could apply the short-time Lomb-Scargle periodogram
to obtain the time-frequency analysis, which tells us which gravity wave
occurs in a certain period of time. An example is given here. Assume we have
two AGWs, characterized by the parameters given in Table 5.1(c). The time-
frequency spectra upon time-series estimates of winds are shown in Figure
5.8. As we can see, FPI1 has the ability to detect AGW2, since its LoS
is more parallel to the phase front of AGW2, and FPI2 can detect AGW1
due to the same reason. The two periodograms can approximately tell us the
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Figure 5.8: Short-time Lomb-Scargle periodogram analysis of simulated
data when there is a mixture of two AGWs passing by.
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frequency of the AGWs at certain periods of time. The results depend on the
length of the short window we use. In this case, we use a rectangular window
of 2 hours. The longer the window is, the better the frequency resolution is
but with worse time resolution. When the window is short, we can obtain
better time resolution but worse frequency resolution.
5.3 Conclusion
In this chapter, we simulated FPI observations with AGW perturbations. We
tested the ability to detect AGWs with only one FPI by changing AGWs’
parameters and the FPI’s LoS. Our conclusions include that the one-FPI
strategy for detecting AGWs has limitations depending on the geometry of
AGWs’ wavefronts and the FPI’s LoS. As a result, we deployed a two-FPI
strategy to detect AGWs. The geometry was chosen so the two FPIs can ob-
serve a common volume inline. The Lomb-Scargle was reviewed and applied
to the time-series of FPI measurements. A two-FPI strategy has a higher
possibility for detecting an AGW compared to one-FPI case. The short-time
Lomb-Scargle analysis was also applied to achieve a time-frequency analysis
of AGWs.
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CHAPTER 6
SIMULATION OF A SATELLITE-BASED
FABRY-PEROT INTERFEROMETER FOR
MEASURING UPPER-ATMOSPHERIC
RELATED TEMPERATURES AND WINDS
In this chapter, we apply the Abel-like inversion to the spectral domain
of FPI observations for retrieving altitude profiles of neutral temperatures
and winds in the thermosphere (>100 km), based upon the simulation of a
satellite-based FPI. The FPI simulation framework in Chapter 2 is used to
simulate a satellite-based FPI.
6.1 Introduction
Although ground-based instruments can provide measurements with high
temporal resolution for a given region, satellite-based measurements provide
excellent global coverage of atmospheric parameters. More importantly, tra-
ditional ground-based interferometers can only observe nighttime airglow,
due to the Rayleigh scattering in the lower atmosphere during daytime [32].
Measurements from satellite-based instruments, however, do not suffer from
this scattering and have been used to study the daytime airglow for sev-
eral decades. In the 1970s, a visible-airglow experiment on the Atmosphere
Explorer satellite was carried out to measure both daytime and nighttime
557.7-nm greenline emission by applying an airglow photometer with the
goal of studying the complicated mechanism of greenline dayglow [98, 99].
The Dynamics Explorer satellite, launched in 1981, studied the circulation
in the upper thermosphere [100]. An FPI was used to estimate the merid-
ional wind, while the in-situ WATS instrument measured the zonal wind.
The combination of measurements from these two instruments provided vec-
tor wind measurements [101]. The meridional winds were assigned to the
tangent points along the FPI’s LoS. As the FPI scanned downward with
negative elevation angles, a vertical profile of the wind was obtained as a
function of the tangent height [101].
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The High-Resolution Doppler Imager (HRDI), a triple-etalon Fabry-Perot
interferometer, was placed on the UARS aiming at studying dynamics in
stratosphere, mesosphere and lower thermosphere [102]. HRDI estimated
winds by observing absorption and emission lines of the O2 band at 762
nm. In order to obtain vector winds, the instrument observed the common
volume from two orthogonal views as the satellite orbited. In [102], the
altitude-dependent winds were inverted by expressing the estimated winds
as the weighted average of LoS winds.
The WINDII, a Michelson imaging interferometer with a wide FoV, was
flown on the UARS and collected measurements of the airglow emission in-
tensity, neutral temperatures and winds from 1991 to 1997 [32]. Similar
to the HRDI experiments, two orthogonal look directions were used to de-
rive the vector wind [103]. Michelson interferometers have a similar working
principle as the FPI, that is, estimating the neutral temperatures and winds
by measuring the Doppler broadening and Doppler shift of airglow emission
spectrum. WINDII provided both redline (630.0 nm) and greenline (557.7
nm) daytime airglow profiles which were used to derive an empirical model
of both redline and greenline emission rates [32–34]. An improved method
to derive vertical profiles of temperature and wind was developed in which
temperature and wind parameters were discretized in the spatial domain. A
linearly constrained least squares algorithm was then applied with results
presented in [103–105]. The retrieval process for the WINDII measurements
was performed in the spatial domain because the Michelson interferometer
data have an explicit expression of the line integration of atmospheric pa-
rameters. However, as we have shown in Chapter 2, the LM method used
to analyze FPI data does not provide any explicit forms for the weighted
average of atmospheric parameters. As a result, instead of the spatial do-
main, we work in the spectral domain to realize the Abel-like inversion. It
is applicable to any spectral measurement technique as long as we assume
spherical symmetry of the estimated parameters.
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6.2 Retrieval Vertical Profiles of Neutral Temperature
and Wind by a Satellite-Based FPI
In Chapter 2, we provided the simulation results based upon a ground-based
FPI. The LoS of a ground-based FPI always starts from the ground and
extends to around 400 km. This single viewing geometry greatly limits
our possibility to observe the airglow emission from other look directions.
Satellite-based FPIs, on the other hand, make this problem easy to han-
dle. Since our FPI simulation framework is applicable to both a ground-
and a satellite-based situation, as long as we input appropriate parameters
(latitude, longitude, altitude, azimuth and elevation angles), we can easily
simulate the observations of a satellite-based FPI. In this section, we first
discuss the geometry of a satellite-based FPI. In following subsections, we
focus on retrieving the vertical profiles of normalized airglow volume emission
rate, temperature and wind as a function of altitude, assuming these three
parameters are homogeneous horizontally.
6.2.1 Geometry of a Satellite-Based FPI
As shown in Figure 6.1, we assume an FPI is placed on a satellite at location
O at an altitude of 550 km. ON is the spherical surface with a height of 550
km. OM is the tangent line to the arc ON at point O. If the FPI is looking
downward with a negative elevation angle, el, it can observe the airglow
emission within the thermosphere. The look direction of one measurement,
m1, has a tangent point at P1 (the closest point to the Earth). After this first
observation, the simulated FPI scans downward with another look direction,
m2. As a result, a collection of FPI measurements is obtained. For simplicity,
we consider the Earth and the satellite in a fixed reference frame.
6.2.2 Retrieval of Vertical Profiles of Airglow Emission Rate,
Temperature and Wind
1) Direct retrieval:
In the strategy of a direct retrieval, the obtained estimates (temperature and
wind) are assumed to be the atmospheric parameters at the tangent point for
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Figure 6.1: Geometry of a satellite-based FPI.
each measurement [101]. So for a collection of measurements (m1, m2, · · · ,
mn), the estimated temperatures and winds are assumed to be the values at
points P1, P2, etc. The values at these tangent points can therefore be used
to estimate vertical profiles of these parameters. In this section, we apply
this direct retrieval method [101], and will compare with a second method
discussed later.
An example of the results based upon the nighttime redline emission is
presented in Figure 6.2, using observation parameters given in Table 6.1. We
simulate observations for a satellite over the equator with the FPI looking
westward. Therefore, only zonal wind is considered here. In Figure 6.2, the
black dots show the results of the direct inversion while the blue circles are
values at the tangent points calculated from the climatological models. The
redline airglow emission rate is normalized by its peak value. We can see
that the direct estimates are comparable to the tangent values, especially
when tangent altitudes are above the peak of the airglow emission rate, that
is, 240-250 km. However, the estimates below the peak altitude begin to
diverge from the tangent values.
In Figure 6.2(c), the redline airglow emission has a peak at around 240-250
km. For an observation with a tangent point above the peak altitude, the
airglow emission intensity profile along the FPI’s LoS attains its maximum at
the tangent point. The fringe pattern caused by the airglow emission at the
tangent point, therefore, makes the largest contribution to the FPI observa-
tion. Under this situation, we can assume that the estimated neutral temper-
ature and wind from the FPI observations are the atmospheric parameters
at tangent points, since the airglow emission at the tangent altitude provides
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Figure 6.2: Retrieval of vertical profiles of (a) temperature, (b) wind and
(c) normalized redline airglow intensity for the nighttime redline airglow
emission. In each plot, the blue circles are from climatological models, the
black dots are reconstructed with direct inversion, and the red stars and the
uncertainties are from the inversion with correction.
Table 6.1: Simulation parameters for a satellite-based FPI (for redline
nightglow).
Parameter Value
Satellite position [0◦, −60◦, 550 km]
Date and time 06:00 UT on January 1, 1992
FPI’s LoS elevation angle: -13.8◦, -14.8◦, -15.7◦, -16.6◦
-17◦, -17.4◦, -17.8◦, -18.2◦
azimuth angle: −90◦ (west)
Solar flux index F10.7=240.3
the dominant component. This is shown in Figure 6.3(a), which gives pro-
files of airglow emission, temperature and the LoS wind along the FPI’s look
direction with an elevation angle of −16.6◦. With this viewing geometry, the
tangent point has a height of around 261 km, which is above the airglow
peak. Therefore, the airglow emission profile has a single hump with the red
dashed line indicating the location of the tangent point. The temperature
and LoS wind at this location are 1098 K and −33.7 m/s, respectively, as
indicated by the red dashed lines. From Figure 6.2(a) and 6.2(b) we can see
the parameters estimated with the direct retrieval technique (black dots at
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Figure 6.3: (Top) Airglow emission, (middle) temperature, and (bottom)
LoS wind profiles along the satellite-based FPI’s look directions calculated
from climatological models. Examples for (a) a tangent point above the
emission intensity peak and (b) below the emission intensity peak are
shown.
261 km) are 1118± 11.7 K and −31.9± 2.1 m/s, which are very close to the
values at the tangent points from climatological models.
However, when the observation’s tangent point is below the peak altitude,
the results are less satisfactory. Figure 6.3(b) provides profiles along the LoS
of airglow emission, temperature and LoS wind along the FPI’s look direc-
tion when the elevation angle is −18.2◦ and the tangent altitude is 203 km.
It is evident that the airglow emission profile has two peaks (red lines) and
the tangent point is in the middle of the two peaks (black lines). From cli-
matological models, the temperatures at the peak altitude and tangent point
are around 1085 K and 1023 K, respectively. The wind is approximately
−36.0 m/s and −35.2 m/s, respectively. Since the airglow emissions at the
peaks contribute most to the FPI interferogram, the estimates from the di-
rect retrieval method are biased towards the atmospheric parameters at the
peak altitudes, not the tangent altitudes. From Figure 6.2(a) and 6.2(b), the
estimated temperature and LoS wind (the lowest black dots) are 1081± 13.8
K and −34.8± m/s, respectively. The estimated temperature is closer to
the value at the peaks. (The winds at the peak and tangent points do not
differ much, explaining the smaller discrepancy in this estimate.) From this
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analysis, we can see that the direct retrieval technique gives us a reasonable
estimate when FPI observations have a tangent altitude above the airglow
emission peak height. Otherwise, the estimates are biased and some correc-
tion is needed.
2) Retrieval with correction:
The main reason that the direct retrieval method does not work for observa-
tions with tangent points below the emission peak altitude is that the fringe
pattern generated by the airglow emission at locations of the peak intensity
dominate the overall interferogram while the one caused by the airglow emis-
sion at the tangent point is buried in this signal. Therefore, if we can remove
or deconvolve the interferogram components generated by airglow emissions
above the tangent altitude, we can more accurately retrieve the temperature
and wind at this tangent point. Here, we apply the onion peeling method in
the spectral domain [106].
The altitude is divided into multiple intervals. It is assumed that tem-
perature, wind and airglow intensity are homogeneous inside each interval.
As shown in Figure 6.1, the first layer is in the range [`1, `0] which includes
the tangent point P1. The first measurement, m1, intersects with the upper
bound altitude l0 at points A11 and B11. The second layer is [`2, `1] and in-
cludes P2. The LoS of observation m2 consists of two parts, the length that
goes through the first layer (lines [A21, A22] and [B22, B21]) and the length
inside the second layer (line [A22, B22]). For the i
th layer, the path can be
divided into i parts. The algorithm is described as following:
Step 1: the fringe spectrum, Y1, measured by the first observation, m1, is
used to estimate the temperature and wind in the first layer [`1, `0].
Step 2: the fringe spectrum, Y2, made by the second measurement, m2,
can be corrected by:
Yc2 = Y2 − Yc1L21
L1
, (6.1)
where L21 = |A22A21|+ |B22B21|,L1 = |A11B11|, Yc1 = Y1 and L2 = |A22B22|.
The temperature and wind in the second layer [`1,`2] are estimated using
the corrected fringe spectrum, Yc2. Here, the subscript c represents the cor-
rected fringe spectrum after the interferograms from above layers have been
removed.
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Step 3: the fringe spectrum, Yi, is made by the i
th observation, mi. The
path of mi intersects with `j (j < i) at points Aij+1 and Bij+1. Yi can be
corrected by:
Yci = Yi −
i−1∑
j=1
Ycj
Lij
Lj
, (6.2)
where Lij = |AiiAij| − |AiiAij+1| + |BiiBij| − |BiiBij+1|, for j < i and Li =
|AiiBii|. Therefore Yci can give a better estimation of temperature and wind
in the ith layer [`i−1, `i].
The basic idea is similar to the Abel inversion commonly used in retrieving
electron density profiles from radio occultation experiments. In radio occul-
tation, the refractive index is assumed to be spherically symmetric; that
is, the refractive index is constant inside each layer [106, 107]. McDade and
Llewellyn mentioned a method to reconstruct two-dimensional emission rates
by satellite airglow limb tomography [108]. Here, we assume that the airglow
volume emission rate, temperature and wind are constant within each layer.
With this assumption, we can then subtract the fringe contributed by layers
above the current observing layer. As a result, the remaining fringe pattern
is caused only by airglow emission within the lower layers. In [105], the Abel-
like inversion is applied in the spatial domain. Here, the reconstruction is
realized in the spectral domain.
An example obtained by applying the Abel-like inversion in the spectral
domain to simulated data is shown as the red stars in Figure 6.2. Above
250 km, the estimates by direct retrieval and the one with correction do
not differ much. However, when the altitude is below 250 km, the retrieved
parameters with correction are closer to the tangent values, compared to the
direct retrieval method. Let us still take the two observations with elevation
angles −16.6◦ and −18.2◦ for example. With the correction, the estimated
temperature and wind at 261-km altitude are 1107± 16.2 K and −32.0± 3.2
m/s, respectively, which is not much different from the direct retrieval results.
For the LoS with tangent altitude 203 km, the estimated temperature and
wind are 1039± 60.8 K and −35.6± 8.3 m/s, respectively. The temperature
shows a large improvement, compared to the direct retrieval method.
The method described here is applicable to any spectral measurement tech-
nique as long as we assume spherical symmetry. However, one drawback is
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that as we invert from the higher to lower layers, the uncertainty accumu-
lates. For example, in reality, the first observation spectrum, Y1, includes
noise (shot noise, readout noise and CCD dark noise):
I1c = Y1 + n1, (6.3)
where n1 is the noise in the first measurement, m1, and I1c is the measurement
considering the noise. Now let us consider the second measurement, m2, with
the noise n2, so the measurement is:
I2 = Y2 + n2. (6.4)
If we apply the correction technique, we obtain:
I2c = I2 − I1cL21
L1
= Y2 + n2 − (Y1 + n1)L21
L1
= (Y2 − Y1L21
L1
) + (n2 − n1L21
L1
), (6.5)
where the first term is the same as Equation (6.1), and the second term is
due to the noise. Besides n2, the correction technique added an extra noise
term, n1, from the higher layer to the current layer. As a result, the standard
deviation of noise increases from n2 to
√
n22 + (n1L21/L1)
2. When we recover
the atmospheric parameters from higher to lower layers, we need to remove
the higher layers from the current layer; therefore, the noise accumulates.
With more noise, the uncertainties, σv and σT , are also larger as a result.
The effect of this noise can be restricted when the airglow emission is bright,
which ensures a sufficiently large SNR. However, when the airglow is dim
(as those with altitudes below the peak height), the accumulated noise will
drastically affect the uncertainty.
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6.3 Simulation Results of a Satellite-Based FPI:
Dayglow
Both horizontal and vertical gradients are expected to be larger during day-
time as compared to nighttime. In this section, we show simulation results
of retrieved vertical profiles of neutral temperatures and winds based upon
empirical dayglow models to investigate these effects on the retrieved param-
eters.
6.3.1 Simulation Parameters
We simulate the FPI observations of the dayglow and retrieve atmospheric
profiles of the emission intensity, temperature, and LoS winds. The simula-
tion parameters, including time and location, are given in Table 6.2. Two
airglow emissions are simulated in this section: the 630.0-nm redline and
557.7-nm greenline dayglow emissions. The simulated FPI observes with an
elevation angle changing from −12◦ to −20.6◦. Since the azimuth angle is
westward, we are only considering a zonal wind component. When the tan-
gent altitude is above 200 km, the redline emission is simulated, while the
greenline emission is simulated when the tangent altitude decreases below 200
km. The combination of redline and greenline observations greatly extend
the altitude range of our simulated measurements. In contrast to nighttime
measurements constrained to 200 to 350 km, during the daytime, we can
obtain estimates between 100 km and 400 km.
Table 6.2: Simulation parameters for a satellite-based FPI (for dayglow).
Parameter Value
Satellite position [0◦, −60◦, 550 km]
Date and time 18:00 UT on January 1, 1992
FPI’s LoS elevation angle: varies in [-12◦− -20.6◦]
azimuth angle: −90◦ (west)
Solar flux index F10.7 = 240.3
The two-dimensional profiles (altitude-longitude) of temperature, zonal
wind velocity, redline and greenline emissions are shown in Figure 6.4. The
dayglow profiles are calculated from the empirical model mentioned in Chap-
ter 2, and the temperature and wind profiles are from the climatological
103
Longitude (o)
Al
tit
ud
e 
(k
m
)
Temperature (K)
 
 
ï100 ï95 ï90 ï85 ï80 ï75 ï70 ï65 ï60
100
150
200
250
300
350
400
200
400
600
800
1000
1200
1400
(a)
Longitude (o)
Al
tit
ud
e 
(k
m
)
Zonal wind (m/s)
 
 
ï100 ï95 ï90 ï85 ï80 ï75 ï70 ï65 ï60
100
150
200
250
300
350
400
ï120
ï100
ï80
ï60
ï40
ï20
0
20
(b)
Longitude (o)
Al
tit
ud
e 
(k
m
)
Daytime redline intensity (photon/cm3/s)
 
 
ï100 ï95 ï90 ï85 ï80 ï75 ï70 ï65 ï60
100
150
200
250
300
350
400
0
50
100
150
200
250
300
350
400
450
500
(c)
Longitude (o)
Al
tit
ud
e 
(k
m
)
Daytime greenline intensity (photon/cm3/s)
 
 
ï100 ï95 ï90 ï85 ï80 ï75 ï70 ï65 ï60
100
150
200
250
300
350
400
0
100
200
300
400
500
600
700
800
(d)
Figure 6.4: Two-dimensional profiles of (a) temperature, (b) zonal wind in
LoS, (c) redline and (d) greenline dayglow on January 1, 1992. The black
lines are the FPI’s look directions, with dashed lines representing
observations of the redline emissions and solid lines being for the greenline
dayglow measurements. The magenta lines connect the tangent points of all
measurements.
models. The black lines are the FPI’s look directions, with dashed lines rep-
resenting observations of the redline emissions and solid lines being for the
greenline dayglow measurements. The magenta lines connect the tangent
points of all measurements. Our aim is to reconstruct vertical profiles of
thermospheric parameters along the magenta lines by a collection of mea-
surements. As can be seen from the two-dimensional profiles, the redline
dayglow has a peak around 250 km, and the greenline emission profile has a
peak around 150 km. The temperature is almost constant above 200 km and
decreases with decreasing altitude below 200 km. The wind has some large
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vertical variations below 150 km. Horizontal gradients are small in these
profiles, and we can assume these thermospheric parameters are constant in
each layer.
6.3.2 Simulation Results
The retrieved vertical profiles of temperature, LoS wind, and normalized
airglow intensity, are given in Figure 6.5. The parameters from climatological
models and results with direct retrieval are denoted as blue circles and black
dots, respectively. The retrieved results with corrections as well as their
uncertainties are represented with red stars (above 200 km) and green stars
(below 200 km).
As expected, the retrieved results with correction are closer to the values
from climatological models at the tangent points, compared to the direct re-
constructed results, especially below the emission peak altitudes. For exam-
ple, the redline airglow emissions volume rates below 250 km reconstructed
by the direct technique are even larger than the value at the peak altitude,
and the greenline airglow emissions also give much larger values than the true
values below 150 km. This poor reconstruction is due to the fact that lower
layer observations include emissions from upper layers; therefore, the emis-
sion at the peak altitude is dominant. As reflected in neutral temperature
and wind profiles, this results in retrieved values that gradually diverge from
the true values when the tangent altitude decreases below the peak height.
The red and green stars (reconstruction results with corrections) give more
accurate estimates of atmospheric parameters at the tangent altitudes, since
interferograms from upper layers have been removed.
The uncertainties of the LoS winds have an average around 5.3 m/s above
200 km and 9.5 m/s below 200 km. The uncertainties of the neutral temper-
ature are with an average about 53.5 K when the altitude is above 200 km
using redline measurements and around 48.8 K below 200 km using green-
line observations. Actually, the uncertainties obtained by direct retrieval are
around 20 K and 2-3 m/s for neutral temperature and wind, respectively,
for both redline and greenline airglow observations. However, when the re-
trieval method with correction is applied, the uncertainties become larger
with decreasing altitude, due to the accumulated uncertainties as mentioned
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Figure 6.5: Retrieval of vertical profiles of (a) temperature, (b) zonal wind
in LoS and (c) normalized airglow intensity using dayglow. Blue circles are
from climatological models, the black dots are by direct inverse, and the red
and green stars and uncertainties are retrieved with the correction applied
for redline and greenline dayglow, respectively.
above.
The Monte Carlo technique is applied and the statistical results (average of
10 runs) are shown in Figure 6.6. Doing so removes the uncertainties of any
one run caused by noises and can indicate if our method introduces any biases
in the results. The improvement of the retrieval technique with correction is
clear in this plot. The differences between the averaged Monte Carlo results
retrieved with correction and the values from models are also shown. Average
errors of around 20 K and 2 m/s are found in the temperature and wind,
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respectively.
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Figure 6.6: Monte Carlo results (10 runs) of retrieval of vertical profiles of
(a) temperature, (b) wind and (c) normalized airglow intensity using
dayglow. Blue circles are from climatological and empirical models. The
red and green plus signs are Monte Carlo results by direct inverse. The red
and green stars are Monte Carlo retrieval profiles with the correction
applied. The black diamonds in (a) and (b) are the errors of retrieval with
correction compared to the true values.
6.3.3 Effects of Horizontal Gradients
Horizontal gradients invalidate the spherical symmetry assumptions used in
the method developed here. Here, we superpose horizontal gradients onto
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the profiles shown in Figure 6.4. The horizontal gradients have percent vari-
ations from 0 to h% from −100◦ to −60◦ continuously. h is chosen to be
20, 40, 60, 80 and 100. Only redline airglow simulations are presented here.
Retrieved temperature profiles are shown in Figure 6.7. The Monte Carlo
results (an average of 10 runs) are given in Figure 6.8. The retrieved tem-
perature profiles have larger biases when the horizontal gradients increase,
as expected. However, the retrieval results and their uncertainties still rep-
resent the modeled values when the horizontal gradients are as large as 40%.
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Figure 6.7: Results of retrieval of vertical profiles of temperature using
redline dayglow. Blue circles are from climatological and empirical models.
The red stars and errorbars are obtained from the correction method. From
left to right, horizontal gradients are added with a percent variation of 0,
20%, · · · , 100%.
6.3.4 Effects of Solar Activity and Seasonal Variations
To see the effects of solar cycle and seasonal variations on the simulation
result, we run the simulation on the 1st date of each month from 1992 to
1995 for both daytime and nighttime airglow measurements. The simulation
parameters are the same as shown in Tables 6.1 and 6.2. The results are
shown in Figures 6.9-6.12. The x axis is time by year. Figure 6.9 and Figure
108
1000 1200 1400 1600 1800 2000 2200 2400 2600200
220
240
260
280
300
320
340
360
380
400
Temperature retrieved by airglow (K)
Al
tit
ud
e 
(k
m
)
 
 
100%80%60%40%20%0
model
with correction
Figure 6.8: Monte Carlo results (an average of 10 loops) of retrieval of
vertical profiles of temperature using redline dayglow. Blue circles are from
climatological and empirical models. The red stars are obtained from the
correction method. From left to right, horizontal gradients are added with a
percent variation of 0, 20%, · · · , 100%.
6.11 are the temperature, zonal wind and airglow variations estimated from
nightglow and
dayglow during the four years, respectively. Figure 6.10 and Figure 6.12
are the statistical errors (average of 10 runs) of estimated temperature and
LoS wind compared to the values at tangent points. As we can see, the errors
are generally larger at the high altitude where the airglow is weak, and also
slightly larger at the lowest altitude since the airglow is also weak there
and the uncerntainties accumulate. Though the thermospheric parameters
show variations due to season and solar variations, the statistical errors are
independent of the variations.
6.4 Conclusion
We applied an Abel-like inversion in the spectral domain to retrieve vertical
profiles of thermospheric temperature and wind based upon the simulation
of a satellite-based FPI by observing airglow emissions. Both daytime and
nighttime simulations were examined with satisfactory results. Horizontal
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Figure 6.9: Profiles of (a) temperature, (b) zonal wind and (c) redline
airglow volume emission rate from 1992 to 1995 during nighttime.
gradients were then superposed onto the modeled profiles in order to see
the effects of horizontal gradients, since they contradict the assumption of
spherical symmetry. Finally, Monte Carlo simulations were run covering 4
years, the results of which showed this inverse technique is robust to solar
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Figure 6.10: Errors in retrieved (a) temperature and (b) LoS wind
estimates from 1992 to 1995 based upon Monte Carlo simulations of
nighttime airglow obtained using the correction method.
cycle and seasonal variations.
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Figure 6.11: Profiles of (a) temperature, (b) zonal wind and (c) redline
airglow volume emission rate from 1992 to 1995 during daytime.
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Figure 6.12: Errors in retrieved (a) temperature and (b) LoS wind
estimates from 1992 to 1995 based upon Monte Carlo simulations of
daytime airglow obtained using the correction method.
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CHAPTER 7
SUMMARY AND FUTURE WORK
The FPI is a widely used spectroscopic instrument to study thermospheric
dynamics. By observing the airglow emission, FPI measurements are used to
estimate neutral temperatures and winds based upon the Doppler broadening
and Doppler shift of the fringe pattern. An FPI simulation framework is
set up with a forward model based upon climatological or empirical models
and an inverse process to retrieve the input temperatures and winds. An
advantage of this framework is that we can assume any location and time for
the simulated FPI observations. We validate our FPI simulation framework
by comparing to climatological models and experiments made in UAO.
The reliability of ground-based FPI measurements highly depends on the
weather conditions over the local observatory. Therefore it is necessary for
us to develop possible methods to determine sky conditions when we make
the measurements. Though an all-sky CCD camera at the same location can
surely provide us with this information, it is not always practical to have such
an imaging system collocated with the FPI. Two methods, not requiring a
collocated imager, are put forward in this dissertation. The first method de-
composes the background parameter obtained during data analysis into the
background continuum and net fluctuation, with a large net fluctuation indi-
cating a cloudy period. The second method treats our problem as a typical
classification problem. During the training process, features are extracted
from already classified data and the threshold can be found. The threshold
can then be applied in the testing step to classify data. Both methods only
depend on FPI measurements. However, the second method is automatic to
determine the sky condition after the training process. The testing result
shows an accurate percentage over 80%. The new methods can therefore
greatly expand the useful database.
We have also considered the possibility of using different FPI scenarios to
detect AGWs when they pass through our observatory. With the passage of
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AGWs, the airglow emission, temperature and wind are all perturbed. We
first simulate time-series observations and estimates with only one ground-
based FPI with different look directions and different scales of AGWs. Then
we investigate a two-FPI strategy which has a higher possibility for detecting
AGWs compared to one FPI. The Lomb-Scargle periodogram is used to ana-
lyze the simulated data for detecting the ground-based frequency of AGWs.
The short-time periodogram is also applied to provide time-frequency in-
formation for a mixture of two AGWs. A rough estimation of the AGWs’
orientation can also be calculated with the two-FPI deployment.
Finally, a satellite-based FPI scenario is simulated based upon our FPI sim-
ulation framework. This scenario aims at retrieving altitude-dependent tem-
perature and wind profiles by applying an Abel-like inversion. Both 630-nm
redline and 557.7-nm greenline airglow emissions are simulated. Simulation
results are satisfactory. Horizontal gradients are added to our background
profiles, and the retrieved estimates show a large bias when the horizontal
gradients increase to around 60%. Monte Carlo simulations of four years
are run, with results showing that this application is robust to conditions
expected over a range of solar activities and seasonal variations.
Our simulation work mostly focuses on a two-dimensional (longitude-altitude)
plane. In the future, this capability could be expanded to three-dimensional
scenarios. For example, as shown in Figure 1.1 and [23], fully simulating the
CV points A and B would require three-dimensional capabilities. With the
two CV points, meridional and zonal winds can be measured. This scenario
can then be used to study the possibility of detecting AGWs in three dimen-
sional space and to see the phase relations among temperature, meridional
and zonal winds. In addition, simulations could be run considering a satellite
moving in three dimensions in order to retrieve the temperature and vector
wind in a more realistic scenario.
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