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Abstract
For each pair of non-zero real numbers q1 and q2, Laustsen and Silvestrov have
constructed a unital Banach ∗-algebra Cq1,q2 which contains a universal normalized
solution to the ∗-algebraic (q1, q2)-deformed Heisenberg–Lie commutation relations.
We show that in the case where (q1, q2) = ±(1,−1), this Banach ∗-algebra is very





mam = 0, then necessarily a1 = a2 = · · · = aM = 0.
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1 Introduction
Three elements b1, b2, and b3 of a complex algebra satisfy the (q1, q2)-deformed Heisen-
berg–Lie commutation relations for some parameters q1, q2 ∈ C \ {0} if b1b2 − q1b2b1 = b3,
q2b1b3 − b3b1 = 0, and b2b3 − q2b3b2 = 0. In the case where q1 = q2 = 1, these relations
reduce to the classical Heisenberg–Lie commutation relations, while for q1 = q2 = −1,
they are known as the coloured Heisenberg–Lie commutation relations. We refer to [3,
Section 1] for a comprehensive discussion of these commutation relations and their role in
mathematics and physics.
In response to a question raised by the work of Sigurdsson and Silvestrov [5], Laustsen
and Silvestrov [3] constructed, for each pair q1, q2 ∈ C \ {0}, a Banach algebra which
contains a universal normalized solution to the (q1, q2)-deformed Heisenberg–Lie commuta-
tion relations in the following specific sense.
1.1 Theorem. ([3, Theorem 1.2].) For each pair q1, q2 ∈ C \ {0}, there is a unital Banach
algebra Bq1,q2 that contains elements b1, b2, and b3 which satisfy the (q1, q2)-deformed
Heisenberg–Lie commutation relations, and
(i) ‖b1‖ = ‖b2‖ = 1 and ‖b3‖ = 1 + |q1|;
(ii) whenever a unital Banach algebraA contains elements a1, a2, and a3 which satisfy the
(q1, q2)-deformed Heisenberg–Lie commutation relations and ‖aj‖ 6 1 for j ∈ {1, 2},
there is a unique bounded unital algebra homomorphism ϕ : Bq1,q2 → A such that
ϕ(bj) = aj for j ∈ {1, 2, 3}.
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Laustsen and Silvestrov also considered the natural ∗-algebraic counterpart of the
(q1, q2)-deformed Heisenberg–Lie commutation relations and obtained a similar conclu-
sion in this case. Before stating their result precisely, let us clarify some terminology: a
∗-algebra is a complex algebra with an involution, while a Banach ∗-algebra is a Banach
algebra with an isometric involution. Following [3], we say that two elements c1 and c2 of
a ∗-algebra satisfy the ∗-algebraic (q1, q2)-deformed Heisenberg–Lie commutation relations
for some parameters q1, q2 ∈ R \ {0} if c1c∗1 − q1c∗1c1 = c2 and q2c1c2 − c2c1 = 0.
1.2 Theorem. ([3, Theorem 1.4].) For each pair q1, q2 ∈ R \ {0}, there is a unital
Banach ∗-algebra Cq1,q2 that contains elements c1 and c2 which satisfy the ∗-algebraic
(q1, q2)-deformed Heisenberg–Lie commutation relations, and
(i) ‖c1‖ = 1 and ‖c2‖ = 1 + |q1|;
(ii) whenever a unital Banach ∗-algebra A contains elements a1 and a2 which satisfy the
∗-algebraic (q1, q2)-deformed Heisenberg–Lie commutation relations and ‖a1‖ 6 1,
there is a unique bounded unital ∗-homomorphism ϕ : Cq1,q2 → A such that ϕ(cj) = aj
for j ∈ {1, 2}.
Laustsen and Silvestrov then went on to investigate the situation for C∗-algebras. A
number of negative results were obtained in [3, Section 3], while representations using
weighted shift operators on `2(Z) were studied in [3, Section 4]. The present note can be
seen as a continuation of this investigation of Laustsen and Silvestrov.
Two results from [3] are of particular relevance for our work: (i) the classical case
q1 = q2 = 1 is easily resolved using the Kleinecke–Shirokov Theorem (see [3, Corollary 3.4]);
and (ii) a direct computation shows that the zero solution is the only solution in the
coloured case q1 = q2 = −1 (see [3, Proposition 3.8]). In fact, the latter result remains
true as long as the parameters q1 and q2 are both negative and the underlying ∗-algebra A
is very proper in the sense that if a1, . . . , aM is a finite collection of elements of A with∑M
m=1 a
∗
mam = 0, then necessarily a1 = a2 = · · · = aM = 0; C∗-algebras are well known to
have this property.
With the cases q1 = q2 = ±1 thus resolved, the most important remaining case is when
q1 = −q2 = ±1. Our main result, to be proved in Section 2, addresses this case.
1.3 Theorem. The Banach ∗-algebras C1,−1 and C−1,1 are very proper.
The notion of a ∗-algebra being very proper is due to Palmer [4, Definition 9.7.18(b)]
and is motivated by its intimate connection with positivity and order structure of ∗-alge-




a∗mam : M ∈ N, a1, . . . , aM ∈ A
}
(1.1)
denote its positive cone, and suppose that A is very proper. Then A is ordered in the
sense that A +∩(−A +) = {0} (see [4, Lemma 9.7.20(b)]), and consequently the relation 6
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defined by
a 6 b ⇐⇒ b− a ∈ A +
is a partial order on the set {a ∈ A : a = a∗} of self-adjoint elements of A .
2 The proof of Theorem 1.3
We begin by outlining Laustsen and Silvestrov’s construction [3] of the Banach ∗-algebras
Cq1,q2 for parameters q1, q2 ∈ R \ {0}. In the process we shall introduce key notation and
terminology.
2.1 The semigroup S2 and the Banach ∗-algebras C q1,q2. Our starting point is
the free unital semigroup S2 on two generators, denoted by s1 and s2; we write e for the
neutral element. Associated with S2 is the semigroup Banach algebra
`1(S2) :=
{






where the vector-space operations are defined pointwise, the product is given by convo-
lution, and the norm is ‖f‖1 :=
∑
w∈S2 |f(w)|. Each f ∈ `1(S2) can be written as the
sum of the absolutely convergent series
∑
w∈S2 f(w)δw, where δw denotes the point mass
at w ∈ S2.
Since each w ∈ S2 \ {e} has the form w = sj1sj2 · · · sjn for unique n ∈ N and
j1, . . . , jn ∈ {1, 2}, we can define mappings ν1, ν2 : S2 → N0 by
νk(w) :=
{
0 for w = e
card
{
m ∈ {1, . . . , n} : jm = k
}
for w = sj1sj2 · · · sjn
(
k ∈ {1, 2}),
where cardA denotes the cardinality of the set A, and N and N0 are the sets of positive
and non-negative integers, respectively. Thus νk(w) records how many times the letter sk
occurs in the word w. The number lenw := ν1(w) + ν2(w) is the length of w.
We can define a semigroup involution on S2 (that is, an antimultiplicative mapping
w 7→ w∗, S2 → S2, of period two) by e∗ := e, s∗1 := s2, s∗2 := s1, and
(sj1sj2 · · · sjn−1sjn)∗ := s∗jns∗jn−1 · · · s∗j2s∗j1
(
n > 2, j1, . . . , jn ∈ {1, 2}
)
.
This induces an isometric involution on `1(S2) by the rule δ∗w := δw∗ for each w ∈ S2,
and so `1(S2) is a Banach ∗-algebra. To emphasize our focus on the ∗-algebraic structure
of `1(S2), we shall use the notation s = s1 and s∗ = s2 for the two generators of S2.
We can now state Laustsen and Silvestrov’s definition of the Banach ∗-algebra Cq1,q2
for parameters q1, q2 ∈ R \ {0} as follows: Cq1,q2 := `1(S2)/J , where J is the closed,
two-sided ∗-ideal generated by the element g := q2δs2s∗ − (1 + q1q2)δss∗s + q1δs∗s2 in `1(S2)
(see [3, the proofs of Theorems 1.2 and 1.4]). In other words, we have
J = span{δvgδw, δvg∗δw : v, w ∈ S2}, (2.1)
as is easily checked. We write pi : `1(S2)→ Cq1,q2 for the quotient homomorphism.
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In the two cases that Theorem 1.3 is concerned with, we have −q1 = q2 = ±1, so the
middle term in the definition of the element g above vanishes, and g = ±(δs2s∗ − δs∗s2).
This shows in particular that the ∗-ideal generated by g is the same in the two cases, and
consequently C1,−1 = C−1,1; we shall simply denote this algebra by C in this section. For
definiteness, we assume that g = δs2s∗ − δs∗s2 .
2.2 The projections ρm,n. For each pair m,n ∈ N0, the set
Vm,n :=
{
v ∈ S2 : ν1(v) = m and ν2(v) = n
}
is finite, and the mapping ρm,n : f 7→
∑
v∈Vm,n f(v)δv, `1(S2) → `1(S2), is idempotent,







(ρm−j,n−kf)(ρj,kh) and ρm,n(f ∗) = (ρn,mf)∗
(
f, h ∈ `1(S2)
)
. (2.2)
















this is immediate from the fact that {Vm,n : m,n ∈ N0} is a partition of S2.
2.3 Lemma. For each pair m,n ∈ N0, there is a unique bounded operator ρ˜m,n : C → C
such that piρm,n = ρ˜m,npi.
Proof. Given v, w ∈ S2, we have δvgδw = δvs2s∗w − δvs∗s2w. Since νk(vs2s∗w) = νk(vs∗s2w)
for k ∈ {1, 2}, this implies that ρm,n(δvgδw) ∈ {0, δvgδw} ⊆ J . A similar argument
(or (2.2)) shows that ρm,n(δvg
∗δw) ∈ J , and therefore J ⊆ ker(piρm,n) by (2.1). The
desired conclusion now follows from the Fundamental Isomorphism Theorem. 2
2.4 Definition. For each n ∈ N0, let Wn := Xn ∪ Yn ∪ Zn, where
Xn :=
{
sj(s∗)n−j : j ∈ {0, 1, . . . , n}},
Yn :=
{





sj(s∗)2k+1(ss∗)`s : j, k, ` ∈ N0, j + 2k + 2`+ 2 = n
}
,
and let W :=
⋃∞
n=0Wn.
We note that Yn = ∅ for n ∈ {0, 1, 2} and Zn = ∅ for n ∈ {0, 1}, and the family
{Xn : n ∈ N0} ∪ {Yn : n > 3} ∪ {Zn : n > 2}
forms a partition of W . The following result explains why these sets are of interest to us.
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2.5 Lemma. For each v ∈ S2, there is w ∈ W with lenw = len v such that δv − δw ∈J .
Proof. Define a relation on S2 by
v ∼ w ⇐⇒ δv − δw ∈J (v, w ∈ S2).
This is an equivalence relation which satisfies
(v ∼ w ⇔ v∗ ∼ w∗) and (v ∼ w ⇒ xvy ∼ xwy) (v, w, x, y ∈ S2) (2.4)
because J is a ∗-ideal in `1(S2). Since δs2s∗ − δs∗s2 = g ∈ J , we have s2s∗ ∼ s∗s2, and
hence an easy induction gives
s2ms∗ ∼ s∗s2m (m ∈ N0). (2.5)
More generally, we find
s2mw ∼ ws2m and (s∗)2mw ∼ w(s∗)2m (m ∈ N0, w ∈ S2). (2.6)
Indeed, the second statement is immediate from the first by (2.4). We establish the first
statement by induction on the length of w.
If lenw = 0, then w = e, and the statement is obvious.
Assume inductively that the statement is true for each w ∈ S2 of length n ∈ N0, and
suppose that v ∈ S2 has length n + 1. We can either write v = ws or v = ws∗ for some
w ∈ S2 of length n. The induction hypothesis implies that s2mw ∼ ws2m for each m ∈ N0,
so in the first case we have s2mv = (s2mw)s ∼ (ws2m)s = vs2m by (2.4), while in the second
case we use the transitivity of ∼ together with (2.4)–(2.5) to argue as follows:
s2mv = (s2mw)s∗ ∼ (ws2m)s∗ = w(s2ms∗) ∼ w(s∗s2m) = vs2m.
Hence the induction continues, thus completing the proof of (2.6).
We shall next show that for each n ∈ N0 and w ∈ Wn, there are x, y ∈ Wn+1 such that
ws ∼ x and ws∗ ∼ y. (2.7)
We achieve this by inspecting each of the three possible forms of w separately.





) ∼ sj(s(s∗)n−j) = sj+1(s∗)n−j ∈ Xn+1
by (2.4) and (2.6), whereas if n− j is odd, we have ws = sj(s∗)n−js ∈ Zn+1. In both cases
we find that ws∗ = sj(s∗)n−j+1 ∈ Xn+1.
We next consider the case where w ∈ Yn, say w = sj(s∗)2k+1(ss∗)`, where j, k ∈ N0 and





) ∼ sj((s∗)2k+3(ss∗)`−1s) ∈ Zn+1.
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Finally, if w ∈ Zn, say w = sj(s∗)2k+1(ss∗)`s, where j, k, ` ∈ N0 with j+2k+2`+2 = n,
then by (2.6) we have
ws = sj(s∗)2k+1(ss∗)`s2 ∼ sj+2(s∗)2k+1(ss∗)`
which belongs toXn+1 if ` = 0 and to Yn+1 otherwise, while ws
∗ = sj(s∗)2k+1(ss∗)`+1 ∈ Yn+1.
We are now ready to prove the statement of the lemma itself. We proceed by induction
on the length of v.
If len v = 0, then v = e, and we can simply take w = e ∈ X0.
Assume inductively that the lemma is true for each v ∈ S2 of length n ∈ N0, and
suppose that u ∈ S2 has length n + 1. Take v ∈ S2 of length n such that either u = vs
or u = vs∗. By the induction hypothesis, we can find w ∈ Wn such that v ∼ w, and (2.7)
implies that ws ∼ x and ws∗ ∼ y for some x, y ∈ Wn+1. Thus we conclude that either
u = vs ∼ ws ∼ x or u = vs∗ ∼ ws∗ ∼ y, and the result follows by transitivity of ∼. 2
2.6 Corollary. For each a ∈ C , there is f ∈ `1(S2) with f(w) = 0 for each w ∈ S2 \W
such that pi(f) = a.
Proof. Lemma 2.5 implies that for each v ∈ S2, we can choose ω(v) ∈ W such that
δv − δω(v) ∈ J . Take h ∈ `1(S2) with a = pi(h), and let f ∈ `1(S2) be the sum of the
absolutely convergent series
∑
v∈S2 h(v)δω(v). Then clearly f(w) = 0 for each w ∈ S2 \W ,
while linearity and continuity of pi ensure that








2.7 The infinite dihedral group and the ∗-homomorphism θ˜. Let D∞ denote the
infinite dihedral group; that is, D∞ is the group generated by two elements r1 and r2
satisfying r21 = r
2
2 = e (the neutral element). Thus, each element d ∈ D∞ \ {e} has the
form d = rj1rj2 · · · rjn for unique n ∈ N and j1, . . . , jn ∈ {1, 2} with j1 6= j2, j2 6= j3, . . . ,
jn−1 6= jn. We can define an involution on D∞ by e∗ := e, r∗1 := r2, r∗2 := r1, and
(rj1rj2 · · · rjn)∗ := r∗jn · · · r∗j2r∗j1 for n > 2 and j1, . . . , jn as above. This turns the group
Banach algebra `1(D∞) into a Banach ∗-algebra with respect to the involution determined
by δ∗d := δd∗ for each d ∈ D∞. To emphasize the ∗-algebraic structure of `1(D∞), we shall
denote the two generators of D∞ by r = r1 and r∗ = r2.
Warning: the involution described above is different from the usual involution on a
group Banach algebra (which is given by δd 7→ δd−1). We shall only consider the above
involution on `1(D∞), so no confusion should arise.
Since δr belongs to the unit ball of `1(D∞), the universal property of `1(S2) (as stated
in [3, Lemma 2.7], for instance) implies that there is a unique bounded unital ∗-homomor-
phism θ : `1(S2)→ `1(D∞) such that θ(δs) = δr. We have J ⊆ ker θ because
θ(g) = θ(δs2s∗)− θ(δs∗s2) = δr2r∗ − δr∗r2 = δr∗ − δr∗ = 0,
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so by the Fundamental Isomorphism Theorem, there is a unique bounded unital ∗-homo-
morphism θ˜ : C → `1(D∞) such that θ = θ˜pi.
We are now ready to prove Theorem 1.3.





mam is non-zero; we shall achieve this by constructing a linear






is non-zero. More precisely, we shall










n ∈ N0 : ρ˜j,n−jam 6= 0 for some j ∈ {0, . . . , n} and m ∈ {1, . . . ,M}
} ∈ N0.
(Note that this minimum exists because (2.3) implies that ρ˜j,n−jam is non-zero for some
n ∈ N0 and j ∈ {0, . . . , n} whenever am is non-zero.)
For each m ∈ {1, . . . ,M}, apply Corollary 2.6 to find fm ∈ `1(S2) with fm(w) = 0 for




























j=0 ρj,n−jfm, we may suppose that
ρj,n−jfm = 0
(
n ∈ {0, 1, . . . , N − 1}, j ∈ {0, 1, . . . , n}). (2.8)









































Our strategy is to show that (2.9) is non-zero by verifying that it takes a non-zero value at
a suitably chosen element of D∞; the choice will depend on the parity of N and the type
(in the sense of Definition 2.4) of elements w ∈ WN such that fm(w) is non-zero for some
m ∈ {1, . . . ,M}.
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Vj,N−j ∩ YN =
{
sj−2`+1(s∗)N−j−2`+1(ss∗)2`−1 : ` ∈ {1, . . . , L}},
Vj,N−j ∩ ZN =
{
sj−2`(s∗)N−j−2`+1(ss∗)2`−1s : ` ∈ {1, . . . , L}},
where L := 1
2
min{j,N − j} ∈ N0. Now θ(δsj(s∗)N−j) = δe, while for each ` ∈ {1, . . . , L}, we
find θ(δsj−2`+1(s∗)N−j−2`+1(ss∗)2`−1) = δ(rr∗)2` and θ(δsj−2`(s∗)N−j−2`+1(ss∗)2`−1s) = δ(r∗r)2` . Hence,























`=1(. . .) if L = 0, and consequently we have
(θρj,N−jfm)∗(θρj,N−jfm) =




































































































where we have used the fact that rr∗ is the inverse of r∗r in D∞ to simplify products of
powers of rr∗ and r∗r.
Similar reasoning shows that for j odd and with K := 1
2
(













































































We are now ready to specify the element of D∞ at which we shall evaluate the expres-
sion (2.9). Recall that we assume that N is even. We consider three separate cases.
Case I: fm(y) 6= 0 for some y ∈ YN and m ∈ {1, . . . ,M}. (This is possible only if
N > 4.) We then define
p := max
{
` ∈ N : fm
(
sj(s∗)2k+1(ss∗)`
) 6= 0 for some m ∈ {1, . . . ,M}
and j, k ∈ N0 with j + 2k + 2`+ 1 = N
} ∈ {1, 2, . . . , N
2
− 1}
and evaluate (2.9) at (rr∗)2(p+1) ∈ D∞, using (2.10)–(2.11). The choice of p ensures
that at most one term on the right-hand sides of (2.10)–(2.11) is non-zero for each fixed
m ∈ {1, . . . ,M} and j ∈ {0, . . . , N}, as we shall now explain.
First, all terms in (2.10)–(2.11) involving δe or δ(r∗r)` for some ` ∈ N evidently vanish
when evaluated at (rr∗)2(p+1).
Second, suppose that j is even. Evaluating a typical term from the first sum in (2.10)













` ∈ {1, . . . , L})









= 0 by the definition of p.
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Third, still for j even, by arguments similar to the above we see that the only term
















Indeed, if the (k, `)th term of this sum is non-zero, we must have max{2k − 1, 2`− 1} 6 p
and 2(k+ `) = 2(p+1), which is satisfied precisely when 2k−1 = 2`−1 = p; in particular,
a non-zero contribution is possible only for p odd.
Fourth, in the case where j is odd, we find that the only non-zero contribution when
















namely for 2k = 2` = p. Clearly, this happens only if p is even.






























because all terms are non-negative and at least one is non-zero by the definition of p.
Case II: fm(z) 6= 0 for some z ∈ ZN and m ∈ {1, . . . ,M}. (This is possible only if
N > 2.) In this case we define
q := max
{
` ∈ N0 : fm
(
sj(s∗)2k+1(ss∗)`s
) 6= 0 for some m ∈ {1, . . . ,M}
and j, k ∈ N0 with j + 2k + 2`+ 2 = N
} ∈ {0, 1, . . . , N
2
− 1}
and evaluate (2.9) at (r∗r)2(q+1) ∈ D∞. As in Case I, we find that the right-hand sides
of (2.10)–(2.11) contribute at most one non-zero term for each fixed m ∈ {1, . . . ,M}
















because all terms are non-negative, and at least one is non-zero by the definition of q.
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Case III: we may now suppose that fm(w) = 0 for each m ∈ {1, . . . ,M} and each
















and the definition of N implies that at least one of the coefficients of δe and δ(rr∗)2 is
non-zero, thus ensuring that the whole expression is non-zero.
This completes the proof of Theorem 1.3 for even N . In the case where N is odd, very
similar arguments apply; we omit the details. 2
3 Closing remarks
A natural generalization of Theorem 1.3 would be to show that the Banach ∗-algebras C1,−1
and C−1,1 have faithful ∗-representations on a Hilbert space. There is a general obstruction
to the existence of such representations, known as the ∗-radical and defined as follows.
3.1 Definition. A linear functional λ on a ∗-algebra A is positive if 〈a∗a, λ〉 > 0 for each
a ∈ A . The ∗-radical of a unital ∗-algebra A is given by
∗ -radA =
⋂
{kerλ : λ : A → C is linear and positive}.
If ∗ -radA = {0}, then A is ∗-semisimple.
We can now make the statement above precise: a unital Banach ∗-algebra is ∗-semi-
simple if and only if it has a faithful ∗-representation on a Hilbert space; see [1, Theo-
rem 3.1.17] for details. In particular, the problem raised at the beginning of this section
can be reformulated as follows.
3.2 Question. Are the Banach ∗-algebras C1,−1 and C−1,1 ∗-semisimple?
A ∗-semisimple unital ∗-algebra is very proper. The converse is not true in general. For
Banach ∗-algebras, the following theorem sheds light on the precise relationship between
the two notions.




a ∈ A : −a∗a ∈ A +
}
,
where A + denotes the norm-closure of the positive cone A + defined by (1.1).
We can rephrase the conclusion of Theorem 1.3 as the statement that −a∗a ∈ A +
implies that a = 0 for each element a of A := C1,−1 = C−1,1. To answer Question 3.2
in the positive would require that we replace A + by its closure in this statement. We
do not see how to modify our proof to achieve this, but nevertheless we conjecture that
Question 3.2 will have a positive answer.
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