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We consider a large quantum system with spins 1
2
whose dynamics is driven entirely by measure-
ments of the total spin of spin pairs. This gives rise to a dissipative coupling to the environment.
When one averages over the measurement results, the corresponding real-time path integral does
not suffer from a sign problem. Using an efficient cluster algorithm, we study the real-time evolu-
tion of a 2-d Heisenberg antiferromagnet, which is driven to a disordered phase, either by sporadic
measurements or by continuous monitoring described by Lindblad evolution.
Simulating the real-time evolution of large quantum
systems is a notoriously hard problem. On the one hand,
due to the enormous dimension of the Hilbert space,
which grows exponentially with the system size, diag-
onalizing the Hamiltonian is impossible in practice. On
the other hand, the configurations contributing to the
real-time path integral have complex weights, which pre-
vents the application of the Monte Carlo method based
on importance sampling. While this method often works
extremely well for Euclidean time simulations of quantum
systems in thermal equilibrium, it fails for real-time sim-
ulations, due to a severe sign or complex weight problem.
A notable exception are gapped 1-d systems with small
entanglement, for which the matrix product states un-
derlying the density matrix renormalization group [1, 2]
provide a good basis for simulating the real-time evo-
lution, at least for moderate time intervals [3–9]. Also
Euclidean time simulations may suffer from severe sign
problems, for example, in fermionic systems away from
half-filling or in the presence of frustrating interactions.
Some sign problems even fall in the complexity class of
NP-complete problems [10], which can be solved in poly-
nomial time on a hypothetical “non-deterministic” com-
puter, but not on an ordinary deterministic computer
(unless NP would unexpectedly coincide with the com-
plexity class P). This means that a general method for
solving sign problems is unlikely to exist, and that these
problems should thus be addressed on a case by case ba-
sis. In fact, several severe sign problems have been solved
completely using the meron-cluster algorithm [11, 12] or
the fermion bag approach [13–15].
It is not surprising that classical computers have prob-
lems simulating quantum systems, in particular, in real
time. The entanglement inherent in complex quantum
phases is not easily representable, let alone computable,
as classical information. For this reason, as early as
1982 Feynman proposed using specifically designed quan-
tum devices to mimic quantum systems that are difficult
to simulate classically [16]. Since the ground-breaking
experimental realization of Bose-Einstein condensation
[17, 18], the fields of atomic physics and quantum optics
have undergone impressive development. The degree to
which ultracold atomic systems can be engineered and
controlled is truly remarkable, and Feynman’s vision of
quantum simulators is becoming a reality. For example,
the bosonic Hubbard model has been implemented with
exquisitely well-controlled ultracold atoms in an optical
lattice [19], and several aspects of this quantum simu-
lation have been verified by comparison with accurate
quantum Monte Carlo simulations [20]. Digital [21] and
analog [22] quantum simulators are widely discussed in
atomic and condensed matter physics [23–28], and more
recently also in a particle physics context [29–37].
While quantum simulators are gradually becoming
available, they are far from being universally applicable,
and they are not yet precision instruments. Hence, sim-
ulating the real-time evolution of large quantum systems
on classical computers remains an important challenge.
Since isolated quantum systems tend to evolve into com-
plicated entangled states such as those of Schro¨dinger’s
cat, it will in general be extremely difficult to compute
them classically. In the real world, Schro¨dinger cat states
usually do not arise, because quantum systems suffer
from decoherence by coupling to their environment, and
thus behave more classically. It should hence be eas-
ier to simulate quantum systems in the presence of an
environment. Here we develop a method to simulate
the real-time evolution of large quantum spin systems
whose dynamics are entirely driven by measurements of
the total spin (~Sx + ~Sy)
2 of pairs of spins 12 at adja-
cent positions x and y. The measurements give rise to
a dissipative coupling to the environment, which drives
the system from an initial state to a new equilibrium.
Remarkably, when one averages over the measurement
results, the sign problem is eliminated and the dynam-
ics can be addressed with an efficient cluster algorithm.
This is the first time that the real-time evolution of a
large strongly coupled quantum system can be simulated
over arbitrarily long time intervals in any spatial dimen-
sion. The dissipative measurement process that drives
the time-evolution may even be realizable in optical lat-
tice experiments. The control of quantum systems by
measurements is investigated in [38, 39], and dynamical
phenomena in out-of-equilibrium quantum systems are
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2discussed in [40–50]. Measurements have also been sug-
gested as a resource for quantum computation [51–54].
In non-relativistic quantum mechanics, the path integral
representation of measurement processes has been dis-
cussed in [55, 56].
Let us consider a general quantum system with a (pos-
sibly time-dependent) Hamiltonian, whose real-time evo-
lution from tk to tk+1 is described by the time-evolution
operator U(tk+1, tk) = U(tk, tk+1)
†. At time tk (k ∈
{1, 2, . . . , N}) we assume an observable Ok is measured
and an eigenvalue ok is obtained as the measurement re-
sult. The Hermitean operator Pok projects on the sub-
space of the Hilbert space spanned by the eigenvectors of
Ok with eigenvalue ok. Starting from an initial density
matrix ρ0 =
∑
i pi|i〉〈i| (with 0 ≤ pi ≤ 1,
∑
i pi = 1)
at time t0, the probability of reaching a final state |f〉 at
time tf , after a sequence of N measurements with results
ok, is then given by [57]
pρ0f (o1, o2, . . . , oN ) =∑
i
〈i|U(t0, t1)Po1U(t1, t2)Po2 . . . PoNU(tN , tf )|f〉
〈f |U(tf , tN )PoN . . . Po2U(t2, t1)Po1U(t1, t0)|i〉pi. (1)
The matrix elements of both the time-evolution and the
projection operators are in general complex, thus lead-
ing to a severe sign problem in Monte Carlo simulations.
As we have argued above, classical measurements disen-
tangle the quantum system, at least to some extent, and
should thus alleviate the sign problem. For simplicity, we
now consider quantum systems whose time-evolution is
entirely driven by measurements, i.e. U(tk, tk+1) = 1. By
inserting complete sets of states
∑
nk
|nk〉〈nk| = 1 into
the first factor and independently
∑
n′k
|n′k〉〈n′k| = 1 into
the second factor in eq. (1), between the times tk, one ar-
rives at a real-time path integral along the Keldysh con-
tour leading from t0 to tf and back [58, 59]. In the dou-
bled Hilbert space of states |nkn′k〉, encompassing both
pieces of the Keldysh contour,
pρ0f (o1, o2, . . . , oN ) =∑
i
pi〈ii|(Po1 ⊗ P ∗o1)(Po2 ⊗ P ∗o2) . . . (PoN ⊗ P ∗oN )|ff〉 =∑
i
pi
∑
n1,n′1
. . .
∑
nN−1,n′N−1
N∏
k=1
〈nk−1n′k−1|Pok ⊗ P ∗ok |nkn′k〉.
(2)
We use the notation 〈nk−1n′k−1|Pok ⊗ P ∗ok |nkn′k〉 =〈nk−1|Pok |nk〉〈n′k−1|Pok |n′k〉∗, 〈n0n′0| = 〈ii|, and
|nNn′N 〉 = |ff〉. We also consider the probability pρ0f
of reaching the final state |f〉 irrespective of the interme-
diate measurement results,
pρ0f =
∑
o1
∑
o2
. . .
∑
oN
pρ0f (o1, o2, . . . , oN )
=
∑
i
pi
∑
n1,n′1
. . .
∑
nN−1,n′N−1
N∏
k=1
〈nk−1n′k−1|P˜k|nkn′k〉,
(3)
where P˜k =
∑
ok
Pok ⊗ P ∗ok is obtained by summing over
all possible measurement results ok at time tk.
Besides the process of sporadic measurements, let
us also consider quantum systems that are continu-
ously monitored by their environment. This situation
is characterized by a set of Lindblad operators [60, 61]
Lok =
√
εγPok (related to Kraus operators [62]) that
obey (1 − εγN)1 + ∑k,ok L†okLok = 1. Here γ deter-
mines the probability of measurements per unit time, and
k ∈ {1, 2, . . . , N} labels the operators Ok (with eigenval-
ues ok) that can induce quantum jumps at any moment
in time. In the continuous time limit, ε → 0, and in the
absence of a Hamiltonian, the time-evolution of the den-
sity matrix is then determined by the Lindblad equation
∂tρ =
1
ε
∑
k,ok
(
LokρL
†
ok
− 1
2
L†okLokρ−
1
2
ρL†okLok
)
= γ
∑
k
(
∑
ok
PokρPok − ρ). (4)
As a simple example, let us first consider two spins
1
2 ,
~Sx and ~Sy, forming total spin S eigenstates |SS3〉
(with 3-component S3): |11〉 =↑↑, |10〉 = 1√
2
(↑↓ + ↓↑),
|1 − 1〉 =↓↓, and |00〉 = 1√
2
(↑↓ − ↓↑). The projection
operators corresponding to a measurement 1 or 0 of the
total spin are then given by P1 = |11〉〈11| + |10〉〈10| +
|1− 1〉〈1− 1| and P0 = |00〉〈00|, such that
P1 =

1 0 0 0
0 12
1
2 0
0 12
1
2 0
0 0 0 1
 , P0 =

0 0 0 0
0 12 − 12 0
0 − 12 12 0
0 0 0 0
 . (5)
The negative entries in P0 give rise to a sign problem in
the corresponding real-time path integral. We quantize
the spins in the 3-direction, with sx = ± 12 denoting the
eigenvalues of S3x. In the doubled Hilbert space of states
|nkn′k〉 = |sx,ksy,ks′x,ks′y,k〉 one then obtains
〈sx,ksy,ks′x,ks′y,k|P˜ |sx,k+1sy,k+1s′x,k+1s′y,k+1〉 =
(δsx,k,sx,k+1δsy,k,sy,k+1δs′x,k,s′x,k+1δs′y,k,s′y,k+1
+δsx,k,sy,k+1δsy,k,sx,k+1δs′x,k,s′y,k+1δs′y,k,s′x,k+1)/2. (6)
All matrix elements of P˜ = P1 ⊗ P ∗1 + P0 ⊗ P ∗0 are non-
negative. The Kronecker δ-functions encode loop-cluster
rules for binding parallel spins together [63, 64]. The
Lindblad process is the continuous-time limit of the dis-
crete measurement process, which can be simulated di-
rectly in continuous time [65]. Remarkably, the resulting
cluster algorithm allows very efficient real-time simula-
tions, without encountering a sign problem.
The simple two-spin system is easily extended to a
large system in any dimension. We investigate a system
of quantum spins 12 on a square lattice of size L×L with
periodic boundary conditions. To define an initial den-
sity matrix ρ0 = exp(−βH), we consider the antiferro-
magnetic Heisenberg Hamiltonian, H = J
∑
〈xy〉 ~Sx · ~Sy,
3which is used only to prepare an ensemble of initial states,
not to evolve it further in time. The real-time evolution is
again driven entirely by the measurement of the total spin
(~Sx + ~Sy)
2 of nearest-neighbor spin pairs. In a first step,
all pairs of neighboring spins separated in the 1-direction,
at x = (x1, x2) and y = (x1 + 1, x2) with even x1, are
measured simultaneously. In a second step, the pairs at
(x1, x2) and (x1, x2+1) with even x2, which are separated
in the 2-direction, are examined. In a third and fourth
measurement step, the total spins of pairs with odd x1
and x2 are being measured. Then the same four-step
measurement process is repeated an arbitrary number of
times M , such that the total number of measurements
is N = 4M . This particular measurement sequence was
chosen arbitrarily and can be replaced by any other one.
For the Lindblad process the ordering of the measure-
ments is irrelevant. Together with the Keldysh contour,
the Euclidean time interval [0, β] (where T = 1/β is the
temperature) forms a closed contour in the complex time
plane. The clusters, which are closed loops extending
through both real and Euclidean time, are updated by
simultaneously flipping all spins belonging to the same
cluster with probability 12 . Remarkably, as a global con-
sequence of eq. (6), the clusters, and thus also the spin
configurations that contribute to the real-time path inte-
gral, are identical on both parts of the Keldysh contour,
i.e. sx,k = s
′
x,k. Then eq. (6) simplifies to
〈sx,ksy,ksx,ksy,k|P˜ |sx,k+1sy,k+1sx,k+1sy,k+1〉 =
(δsx,k,sx,k+1δsy,k,sy,k+1 + δsx,k,sy,k+1δsy,k,sx,k+1)/2 =
〈sx,ksy,k|P1|sx,k+1sy,k+1〉. (7)
We have investigated the real-time evolution of initial
state ensembles corresponding to the 2-d square lattice
Heisenberg antiferromagnet. While the uniform magne-
tization, ~M =
∑
x
~Sx, i.e. the total spin, is conserved
in the measurement process, the staggered magnetiza-
tion, Ms =
∑
x(−1)x1+x2S3x, as well as the other Fourier
modes S˜(p) =
∑
x S
3
x exp(ip1x1+ip2x2), p = (p1, p2), are
affected by the measurements. Fig. 1a shows the stag-
gered magnetization squared, averaged over the ensemble
of final states |f〉 that results after N discrete measure-
ments, for systems with different initial temperatures.
They are quickly driven to a new equilibrium ensemble.
In order to study the equilibration process in more
detail, we now consider continuous Lindblad evolution,
from an initial ensemble at low temperature βJ = 5L/2a,
where a is the lattice spacing. Fig. 1c shows the real-time
evolution of the Fourier modes
〈|S˜(p)|2〉 → A(p) +B(p) exp(−t/τ(p)), (8)
for a variety of momenta p = (p1, p2). While the con-
served magnetization ~M with momentum p = (0, 0) does
not equilibrate at all, low momentum modes equilibrate
more slowly than high momentum modes. After a short
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FIG. 1. [Color online] a) Real-time evolution of 〈M2s 〉 driven
by discrete measurements, for βJ = 0.01, 0.1, 1, and 10, for
L = 16a. b) Inverse equilibration time 1/[γτ(p)] as a function
of |p| for L = 16a, βJ = 40, and L = 32a, βJ = 80. c)
Evolution of the Fourier modes 〈|S˜(p)|2〉 for the Heisenberg
antiferromagnet driven by a continuous Lindblad process.
initial phase, the various modes approach the ultimate
new equilibrium exponentially, with an equilibration time
τ(p). Interestingly, for fixed momentum, τ(p) is almost
independent of the spatial volume. Large systems equili-
brate slowly, because they contain modes of low momen-
tum. For small momenta, the equilibration time behaves
as 1/[γτ(p)] = C|pa|r, C = 1.26(8), r = 1.9(2) (Fig. 1b).
Since the measurement process conserves the total spin
~S =
∑
x
~Sx, it does not change the probability distribu-
tion of the spin associated with the initial density matrix
ρ0. The continuous-time Lindblad process even respects
the translation and rotation symmetries of the lattice.
The final density matrix, to which the system is driven
by the measurements, is constrained by these symme-
tries, and is proportional to the unit matrix in each sym-
metry sector. This finally leads to a vanishing correlation
length and to A(p) = L4/4(L2−1), indicated by the hori-
zontal line in Fig. 1c. The unit density matrix (restricted
to the appropriate symmetry sectors) is a stable T =∞
fixed point of any Hamiltonian plus Lindbladian dynam-
ics, and thus a universal attractor for the ultimate long-
term evolution for a large class of dissipative processes.
For the initial density matrix ρ0 of the antiferromag-
net, 〈M2s 〉/L2 is proportional to L2, indicating sponta-
neous symmetry breaking of the SU(2) spin symmetry
at zero temperature. By the Lindblad process the sys-
tem is driven to a final density matrix for which 〈M2s 〉/L2
410-4
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FIG. 2. [Color online] a) 〈M2s 〉/L4 and b) Binder ratio
〈M4s 〉/〈M2s 〉2 as functions of time for L/a = 12, . . . , 48, βJ =
8, . . . , 30. Evolution of c) Ms(t)/Ms(0) and d) ξ(t)/ξ(0).
becomes volume-independent, indicating that the SU(2)
spin symmetry is then restored. Consequently, the sys-
tem must undergo a phase transition. Since the dissipa-
tive Lindblad process drives the system far out of ther-
mal equilibrium, this phase transition is not expected to
fall to any of the standard dynamical universality classes
[66]. Figs. 2a,b show 〈M2s 〉/L4 and the Binder ratio
〈M4s 〉/〈M2s 〉2 for βJ = 2L/3a. The various finite-volume
curves for the Binder ratio do not intersect. Instead,
with increasing volume their inflection point moves to
later times. Figs. 2c,d show the staggered magnetization
density Ms and the length scale ξ = c/(2piρs), where c
is the spinwave velocity and ρs is the spin stiffness, as
functions of time, obtained by a fit to
〈Ms(t)2〉 = Ms(t)
2L4
3
3∑
n=0
cn
(
ξ(t)
L
)n
, (9)
which implicitly defines Ms(t) and ξ(t). Here the con-
stants c0 = 1, c1 = 5.7503(6), c2 = 16.31(2), c3 =
−84.8(2) (which are accurately determined at t = 0)
are assumed to be time-independent. The order pa-
rameter Ms(t) = Ms(0) exp(−t/τ) (with Ms(0) =
0.30743(1)/a2 [67, 68]) decays exponentially with γτ =
0.240(2), which suggests that the phase transition is com-
pleted only after an infinite amount of time. The length
scale ξ(t) (with ξ(0) = 1.459(3)a [68]) increases with
time, which can be attributed to a decrease of ρs.
By averaging over all measurement results, we have
eliminated the sign problem. When one distinguishes
individual measurement results, one encounters a sign
problem. When one measures spin S = 1, one obtains
〈sx,ksy,ks′x,ks′y,k|P1 ⊗ P ∗1 |sx,k+1sy,k+1s′x,k+1s′y,k+1〉 =
(δsx,k,sx,k+1δsy,k,sy,k+1δs′x,k,s′x,k+1δs′y,k,s′y,k+1
+δsx,k,sy,k+1δsy,k,sx,k+1δs′x,k,s′x,k+1δs′y,k,s′y,k+1
+δsx,k,sx,k+1δsy,k,sy,k+1δs′x,k,s′y,k+1δs′y,k,s′x,k+1
+δsx,k,sy,k+1δsy,k,sx,k+1δs′x,k,s′y,k+1δs′y,k,s′x,k+1)/4, (10)
which is always non-negative. Again, the Kronecker δ-
functions encode rules for forming clusters of parallel
spins. The four contributions to the right-hand side of
eq. (10) correspond to four different cluster break-ups of
the eight contributing spins. When we measure the total
spin S = 0, we obtain
〈sx,ksy,ks′x,ks′y,k|P0 ⊗ P ∗0 |sx,k+1sy,k+1s′x,k+1s′y,k+1〉 =
(sx,k−sy,k)(sx,k+1−sy,k+1)(s′x,k−s′y,k)(s′x,k+1−s′y,k+1)/4
×δsx,k,−sy,kδsx,k+1,−sy,k+1δs′x,k,−s′y,kδs′x,k+1,−s′y,k+1 , (11)
which may indeed be negative. In this case, the Kro-
necker δ-functions assign anti-parallel spins on neighbor-
ing spatial sites to the same cluster. Interestingly, the
resulting sign problem is similar to the one that arises
for geometrically frustrated quantum antiferromagnets in
Euclidean time, which has been addressed with a nested
cluster algorithm in [69]. While this algorithm reduces
the sign problem by a factor that is exponential in the
space-time volume, in general it does not solve the prob-
lem completely. If we distinguish only a few measurement
results, and average over the other ones, the sign prob-
lem remains manageable, and can be solved by the nested
cluster algorithm.
We have considered quantum spin systems whose real-
time evolution is entirely driven by measurements of the
total spin of spin pairs. Remarkably, when one aver-
ages over the measurement results, the corresponding
real-time path integral is unaffected by the sign problem
and has been simulated with a very efficient loop-cluster
algorithm. Subsequent measurements at discrete times
as well as a related dissipative continuous-time Lindblad
process destroy long-range antiferromagnetic correlations
of the initial density matrix, and drive the system to a
new equilibrium with only short-range correlations. Our
method can be applied to other initial density matri-
ces and can be extended to other measurement processes
that drive the real-time evolution. It will be interesting
to investigate the real-time evolution of a variety of ini-
tial states by various dissipative measurement processes,
which may even by realizable in optical lattice experi-
ments with ultracold atoms. A challenging next step will
be to combine measurements with the real-time evolution
driven by a non-trivial Hamiltonian.
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