Main result
Recently there has been considerable interest in inequalities concerning Euler's gamma function 
If y > 0 and 0 < x < 1, then the inequality is reversed.
Note that, by the recursion Γ(z + 1) = zΓ(z), the two sides of (1) are equal if x = 1. Also, Guo and Qi ([4] , Theorem 2) gave (x + y + 1)/(x + y + 2) as a lower bound for the left hand side of (1); see Chen and Qi [3] and the references therein for related work.
Preliminaries
As usual the digamma function is denoted by ψ(z) = d log Γ(z)/dz. Among the basic properties of Γ(z) and ψ(z), we shall make use of the recursion
and the asymptotic expansions [1] log
, Theorem 8) implies the following bounds: for z > 0
See also Qi et al. [6] and Koumandos ([5] , Theorem 1). The bounds (4) and (5) are crucial in our proof of Theorem 1.
Proof of Theorem 1
For x > 0 and y > 0 denote
Equivalently we need to show
g(x, y) < 0, 0 < x < 1.
As direct assessment of the sign of g(x, y) appears difficult, let us consider the function ∂g(x, y)/∂y instead. Using ψ(x + y + 2) = ψ(x + y + 1) + 1/(x + y + 1), we have
where
Lemma 1 records a useful monotonicity property of h(x, y).
Lemma 1. For x ≥ 1/ √ 2 and fixed y > 0, the function h(x, y) strictly decreases in x.
Proof. We have
where (4) is used in the inequality. From the last expression it is obvious that ∂h(x, y)/∂x < 0 if x ≥ 1/ √ 2.
Proof. This follows from Lemma 1, noting that h(1, y) = 0. Now deal with the 0 < x ≤ 1/ √ 2 case. Let
We have
Using the Taylor expansion
with y + 1 < ξ < x + y + 1, we obtain
where (5) is used in the inequality. Proof. We first show that u(x, y) decreases in x if x ∈ (0, 1/ √ 2]. In view of Lemma 3, we know ∂u(x, y) ∂x
After laborious but straightforward calculations we get
noting that y > 0. Thus u(x, y) decreases in x when x ≤ 1/ √ 2. We may use this and Lemma 2 to obtain 
Proof. For fixed x > 0, the asymptotic formula (3) gives f (x, y) = (x + y + 1/2) log(x + y + 1) − (y + 1/2) log(y + 1)
Proof. By Lemma 2, when x > 1 we have h(x, y) < 0, which means that g(x, y) strictly decreases in y. By Lemma 5, g(x, y) > 0 for all x > 1 and y > 0. Similarly, if 0 < x < 1, then by Lemmas 2 and 4 we have h(x, y) > 0, i.e., g(x, y) strictly increases in y, which implies g(x, y) < 0 in view of (7).
Theorem 1 then follows from Lemma 6. Remark 2. The statement of the problem by Chen and Qi ([3] , Open Problem 1) does not explicitly mention the range x > 1. We emphasize that x > 1 is necessary and sufficient for (1) .
