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The dispersion relation of plasma and plasma-dielectric photonic multilayer structures is ap-
proached in terms of a one-dimensional Particle-in-Cell simulation. For several plasma-dielectric
configurations, the system response is obtained using a pulsed excitation and a subsequent two-
dimensional frequency analysis. It is first shown that the dispersion relation of a single, homogeneous
plasma slab is well described by the cold-plasma model even at low pressures of 1 Pa. The study
is extended to the simulation of plasma photonic crystals with a variety of configurations, based on
the work of Hojo and Mase [J. Plasma Fusion Res. 80, 89 (2004)]. Considering a one-dimensional
plasma photonic crystal made from alternating layers of dielectric and homogeneous plasma slabs, it
is shown that the assumption of a cold-plasma description is well justified also in this case. Moreover,
in this work the results are reformatted and analyzed in a band diagram representation, in particular
based on the lattice constant a. Based on these considerations a scaling invariant representation
is presented, utilizing a generalized set of parameters. The study is completed with an exemplary
comparison of three plasma-dielectric photonic crystal configurations and their corresponding band
diagrams.
I. INTRODUCTION
In the field of optics and photonics, photonic crystals
(PC) [1] are well known for their manifold unique prop-
erties [2]. Many aspects, in particular concerning the pos-
sibility to guide electromagnetic fields at low losses have
found applications in information technology [3]. More-
over, these structures allow for a wide range of scientific
as well as industrial applications (e.g., mode confinement
and guiding or frequency filters for information process-
ing). Influenced by the unique properties of plasmas in
the microwave regime, in the past decade intensive re-
search has been done on merging the properties of di-
electric bandgap structures and plasmas [4–11]. Various
aspects of plasma photonic crystals (PPC) have been in-
vestigated concerning the theoretical prediction of pho-
tonic bandgaps (PBGs) and frequency filtering in one
and more dimensions [12, 13], the theoretical prediction
of two-dimensional PPCs and their experimental vali-
dation [11, 14–18]. In most theoretical models used so
far, the plasma has been introduced in terms of the sim-
plest approach available, namely the cold-plasma model.
Thus, a simple dispersion relation can be obtained with
the assumption of a Maxwell-Boltzmann distribution of
electrons. Using a reduced kinetic theory [19], it can be
shown that a similar mathematical description can be ob-
tained even for non-Maxwellian electron energy distribu-
tions. A more fundamental (i.e., fully kinetic) approach
to PPCs has been pursued using Particle-in-Cell (PIC)
simulations [20, 21]. To the best of our knowledge, how-
ever, an in-depth study of the plasma dispersion charac-
teristics in the collisional case remains due. The aim of
this work is to approach this limitation using PIC simu-
lations.
II. SIMULATION SETUP
In order to study the interaction of electromagnetic waves
with plasma-dielectric structures on a kinetic basis, a
one-dimensional PIC code is employed [22–24]. The code
used in this work is an extension of the benchmarked [25]
yapic.The code is extended to include a one-dimensional
full-wave description of the perpendicular electromag-
netic fields ~E(x, t) = E(x, t)~ez and ~B(x, t) = −B(x, t)~ey.
The procedure uses the finite-difference time-domain
(FDTD) method [26, 27] with absorbing boundary condi-
tions. The plasma is coupled to the electromagnetic fields
using the current density of the moving charged particles
similar to the procedure of [28, 29]. The structure of
interest is analyzed from the response of the system to
a given small-signal electromagnetic excitation. For the
electric field, a short modulated pulse of the form
E(x = xc, t) = E0 [0.5 + cos(ω0t) + cos(2ω0t)] exp
[−(t/τp)2]
with a pulse width τp = 8.5 ps, a fundamental frequency
ω0 = 2pi · 55 GHz, and a field strength E0 = 106 V/m
is excited in the center of the configuration at xc. The
system response is thereafter evaluated for a duration
tmax = 2.25 ns. Subsequently, the thus obtained spatio-
temporal evolution of the electric field is analyzed in the
two-dimensional frequency domain (i.e., spatial and tem-
poral) using the fast Fourier transform (FFT) method.
Monte Carlo collisions (MCC) [30, 31] are used to simu-
late a plasma operated at a pressure p = 1 Pa in argon
gas at a temperature T = 300 K [32, 33]. The plasma
is initialized with an electron temperature of Te = 3 eV
and a homogeneous plasma density n0 = 10
13 cm−3. At
the boundary interfaces reflection boundary conditions
are imposed for the particles, while the electromagnetic
field is unaffected (i.e., transparent). To reduce numeri-
cal heating, a spatial discretization smaller than the De-
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2bye length is chosen ∆x λD ≈ 4.1 µm. The time step
follows from the Courant stability criterion ∆t < ∆x/c
[27].
In the following, two different configurations are inves-
tigated: (i) a homogeneous plasma slab with length
Ls = 33.6 cm and (ii) a plasma-dielectric photonic crys-
tal (detailed later; cf. figure 3). The configurations are
detailed in the respective subsections.
III. RESULTS
A. Homogeneous plasma slab
Many theoretical studies of PPCs rely on the cold-plasma
model as a simplifying assumption for the interaction of
the electromagnetic field with the plasma. It is, there-
fore, instructive to initially validate this assumption us-
ing PIC. This approach is arguably more fundamental as
it entails a kinetic description of a representative ensem-
ble of particles. The cold-plasma model [34, 35] is derived
from a one-dimensional force balance for electrons [35]
me
dve
dt
+meνmve = −eE.
Therein, e is the elementary charge, me is the electron
mass, ve is the electron velocity, and νm is the electron-
neutral collision frequency. A plasma dielectric constant
is found as [35]
εp(ω) = 1−
ω2pe
ω(ω − iνm)
from Ampere’s law, using a time-harmonic approach
f(t) = Re{f˜(ω) exp(iωt)} and assuming a stationary ion
background. ωpe =
√
e2ne/(ε0me) is the electron plasma
frequency and ε0 is the vacuum permittivity. This result
closely corresponds to the well-known Drude model [36].
In summary, this complex, frequency-dependent relative
Figure 1. Spatio-temporal plot of the electric field propaga-
tion through the homogeneous plasma slab as calculated using
PIC. Color min/max from blue to red are [−2, 2.4] ·106 V/m.
Figure 2. Dispersion relation of a bulk plasma calculated
using PIC simulations (axes normalized to the electron plasma
frequency). Red dots indicate reference values obtained from
equation (1).
permittivity is derived assuming a homogeneous, quasi-
neutral, and infinite plasma. Its dispersion relation (a
function of the angular frequency ω and the wave num-
ber k) in the collisionless case (νm → 0 s−1) is [35]
D(ω, k) = ω2 − ω2pe − (kc)2 = 0, (1)
with the vacuum speed of light c.
In a one-dimensional frame, this result can be compared
to PIC simulation results of a thick plasma slab (mim-
icking a bulk plasma). As concerns the boundaries, elec-
trons and ions are fully reflected, and as such no bound-
ing plasma sheath can establish. Initially a homogeneous,
quasi-neutral plasma is imposed. Due to particle conser-
vation and negligible energy coupling of the electromag-
netic fields into the plasma this state approximately re-
mains throughout. Consequently, a homogeneous, quasi-
neutral plasma is simulated, which is finite in size as con-
cerns the electromagnetic fields.
A spatio-temporal plot of the electric field propagation
through the plasma is shown in figure 1. Despite the fi-
nite size of the simulated plasma slab, reflections of the
electromagnetic field at the boundaries are small. As
the proceeding analysis is conducted in the frequency-
domain, these reflections “assist” to confine the electro-
magnetic field to the slab region for a longer time period.
The longer the effective response of the electromagnetic
field propagation through the plasma, the more accurate
the obtained spectra. The corresponding simulation re-
sults analyzed in the two-dimensional frequency (Fourier)
domain are displayed in figure 2 along with the analytic
result (indicated by red dots) calculated from equation
(1). For the latter, a remarkable agreement is observed,
indicating that the reflecting boundary condition for the
particles mimic an infinitely extended plasma. Note that
the signal of the system response decreases with increas-
ing frequency. This is merely due to the finite pulse width
of the excitation rather than physical damping of the sig-
nal. From the agreement of the two models it can be
argued that the PIC model very well justifies the use of
the cold-plasma model for homogeneous plasmas, despite
3the low pressure. This aspect is well reasoned with the
observation that for an infinite plasma, the ratio of the
collision mean free path and the system size is λc/Ls → 0.
Note that λc is approximately related to the collision fre-
quency νm via λc = v/νm, given the particle velocity v.
The above reasoning is substantially different regarding
the temporal dynamics as the collision frequency governs
the randomization of the particle trajectories and, con-
sequently, the damping of electromagnetic field response.
(This is also why a low pressure p = 1 Pa was chosen in
this study.)
B. Plasma photonic crystal
A critical extension of our analysis concerns the appli-
cation of the PIC model to the concept of plasma pho-
tonic crystals. This is particularly instructive because
the cold-plasma model has been widely used to describe
these scenarios. For validation, a geometry identical to
the one considered by Hojo and Mase [12] is analyzed. It
is schematically depicted in figure 3. Based on their no-
tation, the one-dimensional photonic crystal is geometri-
cally described in terms of the thickness of the dielectric
Ld = L and the plasma Lp = Ld, L being a specified
length. They provide a set of three selective parame-
ters of a one-dimensional PPC, namely {εr, d, ωpeL/c}.
Here εr is the relative permittivity of the dielectric, d is
the relative thickness of the plasma (related to L), and
ωpeL/c is a plasma related parameter. Additionally, they
provide equations for the dispersion relation of this setup
based on these parameters. Most importantly, however,
they base their theoretical results on the cold-plasma
model. PIC simulations of this setup were performed
using the model described previously with a correspond-
ingly adapted geometric configuration. The plasma is
divided into homogeneous layers of plasma partitioned
by layers of dielectric (as shown in figure 3). This con-
figuration is identical to [12]. In figure 4, PIC simulation
results (in the Fourier domain) for the described PPC ge-
ometry are presented for the different cases discussed in
[12]. Reference values extracted from [12] are again indi-
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Figure 3. Schematic of a finite size one-dimensional plasma-
dielectric photonic crystal with lattice constant a, plasma
thickness Lp and thickness of the dielectric Ld. The x-axis
denotes the region of finite extend.
cated by red dots and plotted for comparison. Both PPC
dispersion relations are in remarkable agreement. Note
that Hojo and Mase present the dispersion relation irre-
spective of the zone edges of the first irreducible Brillouin
zone; this will be of interest later. An immanent differ-
ence lies in the way the results are obtained: The refer-
ence dispersion relations [12] are calculated directly from
the system properties. In contrast, the response obtained
from PIC also depends on the mode coupling of the probe
signal and the corresponding selective excitation. The
visible outcome of the PIC results, therefore, largely de-
pends on the coupling of the excitation to the respec-
tive modes available. In addition, the results are implic-
itly folded at the Brillouin zone edges by coupling into
the neighboring cells (although only weakly). Therefore
many more symmetry modes appear in the PIC results.
It can be concluded that – if particle-wall interactions
with the layer boundaries are neglected and, hence, no
plasma boundary sheaths are formed – the cold-plasma
model and the kinetic PIC approach yield the same re-
sults. In consequence, it seems appropriate to use the
cold-plasma approach in these scenarios.
C. Band diagram representation
From the previous considerations it can be concluded
that a dispersion relation based on the cold-plasma model
is well justified for: (i) a homogeneous plasma slab
and (ii) homogeneous layers of plasmas forming a PPC.
Moreover, as indicated by the zone-folded dispersion di-
agrams obtained from the PIC model, results (ii) can
be viewed in the context of Floquet’s or Bloch’s theory
[37–39] with a periodic description in the first irreducible
Brillouin zone. A definition based on the lattice con-
stant a = Ld + Lp is suggested. The normalized angu-
lar frequency ωa/(2pic) and the normalized wave num-
ber ka/(2pi) follow and the analysis can be restricted
to −0.5 < ka/(2pi) < 0.5. In consequence, an alterna-
tive set of selective parameters can be used with {εr,
αp, ωpea/c}, which may be more favorable depending
on interpretation. The parameters are the relative per-
mittivity of the dielectric εr, the plasma plasma filling
fraction of the PPC αp = Lp/a, and the plasma related
parameter ωpea/c (now based on the lattice constant a).
This definition of the variables and selective parameters
implies that the scaling invariance property (cf. dielectric
photonic crystals) fundamentally also apply to PPC – in-
cluding the plasma component. It follows that the rela-
tive plasma strength ωpea/c and the dielectric constant εr
of the intermediate dielectric layers in a PPC are closely
connected to the two relative permittivities of a purely
dielectric PC. It is, however, worthwhile to note that in
a PPC there is of course a strong frequency dependence.
The dielectric contrast largely differs in the frequency
interval below the threshold of the electron plasma fre-
quency ωa/c < ωpea/c and above ωa/c > ωpea/c. Be-
low the electron plasma frequency the plasma does not
4Figure 4. Dispersion relations for different benchmark cases (cf. individual insets) calculated using PIC simulations. The red
dots indicate values extracted from Hojo and Mase [12] for comparison.
provide any propagating modes, thus making the PPC
largely dissipative. A fact that may be undesired or in-
tentionally utilized.
Figure 5 presents three exemplary cases in terms of
photonic band diagrams for plasma-air (top), plasma-
dielectric (center) and air-dielectric (below) PCs, respec-
tively. Due to the full-wave approach of the PIC simula-
tions, the photonic bands are – to some extend – implic-
itly folded at the zone edge. However not all modes are
excited equally well (cf. figure 4). Therefore, in figure 5
the modes were explicitly folded back into the first irre-
ducible Brillouin zone at the zone edges. One can clearly
distinguish the individual photonic bands as well as their
separating bandgaps in this representation (cf. dashed
red lines). In the case of air-separated plasma layers (fig-
ure 5, top) there is only a small difference compared to
a homogeneous plasma slab. For the first bandgap that
forms, only a small gap-midgap ratio of ∆ω/ωm = 10.9%
is found (∆ω being the absolute size of the bandgap and
ωc being the midgap frequency). Moreover, the mini-
mum of the lower band (dielectric band) at ka/(2pi) = 0
is indeed quite close to the normalized electron plasma
frequency at ωpea/(2pic) = 0.32 (cf. dotted red line). This
is due to (i) the low dielectric contrast of the PPC itself
and (ii) the fact that the lowest dielectric constant of the
PPC corresponds to vacuum. Following the (in this case
possibly misleading) nomenclature of [39]: the energy of
the dielectric band (below the bandgap) is mostly con-
centrated in the plasma layers, while the energy of the
air band (above the bandgap) resides mostly in the di-
electric layers in between – in this case air. The behavior
is different for the plasma-dielectric case (figure 5, cen-
ter): As expected, the higher dielectric constant of the
intermediate layers pulls down all bands to lower frequen-
cies. The gap-midgap ratio of the first bandgap thus sig-
nificantly increases to ∆ω/ωm = 48.5% (a combination
of an increased absolute bandgap ∆ω and a decreased
midgap frequency ωm). In this case, the lowest band lies
significantly below the normalized electron plasma fre-
quency. Consequently, propagating modes are allowed
which are forbidden in a homogeneous plasma. Finally,
in the case of a purely dielectric PC (figure 5, below) the
situation for frequencies above ωa/(2pic) ≈ 0.23 is quite
similar. The high dielectric constant also pulls down the
bands to lower frequencies. Below the mentioned fre-
quency, however, the difference between the plasma and
the vacuum becomes apparent: Propagating modes are
found for frequencies below the first bandgap down to
ωa/(2pic) → 0. This is not the case for the plasma-
dielectric and plasma-air PCs, which are governed by
the plasma cut-off frequency. In addition, the purely di-
electric gap-midgap ratio of the first bandgap is slightly
smaller with ∆ω/ωm = 42.6%. With respect to poten-
tial applications in particular the first aspect may be im-
portant, as a distinct cut-off frequency (known for the
cold-plasma dispersion relation) may be utilized to de-
liberately select the PC’s properties.
The procedure of embedding the plasma properties into
the scaling invariant theory of purely dielectric PCs can
be used straightforwardly. The approach can be readily
extended to two or three dimensions. With respect to
the cases discussed in this work, one has to be careful
about the directionality of the bandgap. The performed
calculations are strictly one-dimensional – in terms of the
configuration as well as the analysis. Taking into account
oblique incidence, it follows from the one-dimensional ge-
ometry that the PPC does not have a complete bandgap.
However, depending on the dielectric constant omnidirec-
tional reflection might still occur [39]. As our simulation
is at this point restricted to one dimension only, this is
beyond the scope of this work.
5Figure 5. Band diagram representations (first irreducible Bril-
louin zone) for a plasma photonic crystal with αp = 0.5
(that is d = 1) and different combinations of ωpea/c and
εr (top: plasma-air, center: plasma-dielectric, below: air-
dielectric; see insets) obtained by PIC simulations. Bandgaps
are marked by dashed red lines; ωpea/(2pic) is marked by dot-
ted red lines.
IV. CONCLUSION
To summarize this work, the plasma dispersion relation
based on the cold-plasma model – frequently used as a
simplifying assumption – has been verified by means of
a kinetic approach. Moreover, by using PIC simulations
the theoretical results of Hojo and Mase [12] were verified
and the assumption of a cold-plasma was validated for
a multilayer geometry of homogeneous layers of plasma.
The PIC model is well capable of describing complex par-
ticle interactions with the walls and in consequence the
formation of plasma boundary sheaths, which may alter
the results to some extend. This is, however, beyond the
focus of this work, which is on an alternative representa-
tion of the presented results in the frame of PC theory.
A corresponding set of alternative, selective parameters
was suggested. Hence, a scaling invariant interpretation
was provided is, which is valid as long as non-linear inter-
actions (such as substantial heating of the plasma by the
incident radiation) or the invalidity of the cold-plasma
assumption can be neglected. The formulation can be
readily applied to multiple dimension.
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