Entanglement can offer substantial advantages in quantum information processing, but loss and noise hinder its applications in practical scenarios. Although it has been well known for decades that the classical communication capacity over lossy and noisy bosonic channels can be significantly enhanced by entanglement, no practical encoding and decoding schemes are available to realize any entanglement-enabled advantage. Here, we report structured encoding and decoding schemes for such an entanglement-assisted communication scenario. Specifically, we show that phase encoding on the entangled two-mode squeezed vacuum state saturates the entanglement-assisted classical communication capacity and overcomes the fundamental limit of covert communication without entanglement assistance. We then construct receivers for optimum hypothesis testing protocols under discrete phase modulation and for optimum noisy phase estimation protocols under continuous phase modulation. Our results pave the way for entanglement-assisted communication and sensing in the radiofrequency and microwave spectral ranges.
The main contributions of this paper are 1) discovery of the optimum encoding scheme and 2) construction of practical quantum receivers for EA classical communication over lossy and noisy bosonic channels. We first show that phase encoding on two-mode squeezed vacuum (TMSV) is asymptotically optimum (Section III A). Next, we show that such an EA communication protocol is in fact secure and allows one to break the square-root law of covert communication [23] by a logarithmic factor (Section III B). Then, we propose practical quantum receivers, based on prior results of Refs. [8, 39] , to offer a constant advantage over the classical capacity C (Φ) in the weak signal power regime (Section IV A). As a byproduct, we show that our designed receiver also enables optimal phase estimation and asymptotically saturates the quantum Fisher information (QFI) upper bound [40] (Section IV B). Finally, we project the performance of a proof-of-concept experiment, based on the parameters reported in Ref. [10] (Section V).
We begin our paper by a brief overview of EA communication over lossy and noisy bosonic channels. Figure 1 . Schematic of the entanglement-assisted classical communication protocol. Classical information θ is encoded on the signal modeâS, which is sent over a noisy channel, represented by the beamsplitter with transmissivity κ and noise NB, and then jointly measured with the entangled idler modeâI to decode the classical informationθ.
II. LOSSY AND NOISY BOSONIC CHANNELS: AN OVERVIEW
Practical communications involves transmitting electromagnetic waves carrying classical information through optical fibers or free space, both of which can be modeled as a bosonic thermal lossy channel L κ,N B with the input-output mode relation in the Heisenberg picture:â R = √ κâ S + √ 1 − κâ B , as illustrated in Fig. 1 . Here, the input mode is subject to an energy constraint â † Sâ S = N S , and the noise modeâ B is in a thermal state with mean photon N B /(1 − κ), where κ is the transmissivity of the bosonic channel.
Without EA, the classical capacity is known as [41] 
obtained by maximizing the Holevo information [18, 19, 42] over the states ensemble. Here, g(n) = (n+1) log 2 (n+ 1) − n log 2 n is the entropy of a thermal state with mean photon number n. The capacity is achieved by a Gaussian-modulated coherent states in conjunction with a joint-detection receiver, which are in general difficult to build. In some special situations, however, practical receivers are known to achieve the classical capacity [21, 43] . For example, in the limit of κN S 1 and N B 1, the optical heterodyne receiver approaches the classical capacity. Moreover, in the large noise case of N B 1, the classical capacity is always saturated by a heterodyne or a homodyne receiver.
Classical communication can be enhanced by preshared entanglement. The bosonic EA classical communication operates in the following way (see Fig. 1 for an example). One starts with entangled signal-idler pairŝ a S ,â I , the idlerâ I is delivered through a noiseless channel for pre-shared unlimited EA, while the encoded signalâ S , with mean photon number N S , is sent through the noisy channel. A joint measurement on the received signal-idler pairsâ R ,â I is performed to decode information. The EA classical capacity is [1] 
where A ± = (D − 1 ± (N S − N S ))/2, N S = κN S + N B and D = (N S + N S + 1) 2 − 4κN S (N S + 1). Various aspects of EA communication have been explored, including extensions to limited pure entanglement [44] , noisy entanglement [45] , trade-off capacities [35, 46] , and superaddivity issues [47, 48] .
Comparing the capacity formulas with and without EA, one have lim
which diverges as ln(1/N S ) (see Fig. 2 ). Thus, in the weak signal and strong noise regime, EA can offer large capacity advantage. Moreover, it is known that encoding on the TMSV,
achieves the EA classical capacity over a bosonic thermal lossy channel [35] [36] [37] , but previously known encoding needs large quantum memories and/or some unknown non-Gaussian operation, both of which are beyond the reach of current technology.
III. OPTIMUM ENCODING-PHASE MODULATION

A. Channel capacity
In this section, we show that a set of states produced by phase modulation on a TMSV is the asymptotic optimal encoding scheme, in the sense that it achieves C E L κ,N B for N B 1. Mathematically, phase modulation is described by the unitaryÛ θ = exp iθâ †â [49] , whereâ is the annihilation operator of the incoming field. Under phase encoding (see Fig. 1 ), the joint state of the returned signalâ R and retained idlerâ I at the re-
. Note that we used the commutation between the phase encodingÛ θ and the channel L κ,N B , which can be directly seen from the covariance matrix of the zero-mean Gaussian stateρ θ RI :
where
Here, Z and X are two-by-two Pauli matrices, and we have used N B N S to simplify the results. The amplitude of the cross correlation in each mode pair is C p = κN S (N S + 1).
Thus, the set of states at the receiver end is given by
where the phase θ is uniformly distributed. Under optimum decoding, the accessible information after the channel can be obtained by
is the Holevo information and S(·) is the von Neumann entropy. The conditional entropy S(ρ θ RI ) can be straightforwardly calculated because the state is Gaussian [49] . The calculation for the unconditional entropy is nevertheless more involved, as detailed in Appendix A and shown in Fig. 2 the numerical results in red dots. Because phase encoding achieves the EA capacity C E (L κ,N B ), it is asymptotically the optimum encoding over a lossy and noisy bosonic channel While continuous phase encoding is the optimum, it is more practical to consider discrete phase modulations. As an example, Section IV A demonstrates the binary-phase-shift-keying (BPSK) as a handy implementation that overcomes the classical capacity. In a BPSK, the ensemble of the quantum states at the receiver is
Similarly, we can calculate the Holevo information for Σ 1 BP SK in Fig. 2 . We see that even BPSK is also asymptotically optimum. However, continuous modulation still has advantage when repetition encoding is utilized, because the information rate per encoding in a BPSK is bounded above by one bit. Fig. 4 shows the communication performance based on BPSK and continuous phase encoding, with the optical parametric amplifier (OPA) receiver, phase conjugate receiver (PCR) and feed-forward (FF) sum-frequency generation (SFG) receivers. The derivation of the relevant formulae will be given in the following sections.
In many protocols such as quantum illumination and floodlight quantum key distribution [50] , repetition encoding of the same θ on M signal-idler mode pairs, i.e.,
, is used to obtain sufficiently large mutual information per encoding so that efficient error correction codes can be employed. Let M mode pairs be a phase modulation block, the deriva- 
B. Covertness
An additional benefit of the EA communication protocol is its security and covertness [22, 23] . Suppose that a passive adversary endeavors to detect Alice and Bob's communication attempt by monitoring the mode lost to the environment, but does not have access to the idlerâ I since entanglement is pre-shared prior to communication.
In the presence of EA communication with N mode-pairs, the reduced state of the modes lost to the environment is a product of N thermal statesρ 1 , each with mean photon number
of the message being transmitted. In the absence of communication, the stateρ 0 remains thermal with mean photon number
can be numerically calculated as both states are diagonal in the number basis. Here, we use the quantum Chernoff bound [51, 52] to estimate the error probability of the adversary
Under the requirement of P E ∼ 1/2, we can still communicate with N ∼ κ 2 N 2 B /N 2 S modes, which is large when κN B 1. A more careful calculation, similar to that in Ref. [23] , shows that under the requirement of P E ≥ 1/2 − δ, the relative entropy D(ρ ⊗N additivity of relative entropy and thermal state properties,
When κN B is large and based on the capacity formula in Eq. 1 and Eq. 2, we expect the information transmitted in classical communication without EA to be
which is often regarded as the square-root law in covert communication [23] ; while the EA communication can transmit a factor of ln(1/N S ) ∼ ln(N δ ) more bits of information. The √ N δ ln(N δ ) scaling breaks the square-root law in covert communication by a logarithmic factor, as shown in the example in Fig. 3 .
Moreover, because the quantum states accessible to the adversary is identical for any encoded message, the adversary cannot learn any information about the message. As such, the protocol is unconditionally secure, as long as the idler is retained securely in the Alice's laboratory.
Optical Parametric
Amplifier (OPA) Gain: Figure 5 . The setup of OPA receiver. PD: photo-detector.
IV. PRACTICAL RECEIVER STRUCTURES
A. Discrete modulation and optimum hypothesis testing
Section III A demonstrates the optimality of phase encoding in EA communication without specifying a structured receiver that approaches the channel capacity. In this section, we focus on practical receiver design. In order to allow efficient error correction codes, we consider the repetition encoding with the BPSK modulated state
Formally, the decoding of BPSK may be viewed as a binary hypothesis testing task that discriminates two modulated phases θ = 0, π. Such a hypothesis testing task is similar to that of quantum illumination. It is known that quantum illumination's OPA receiver and PCR [39] both offer a 3-dB advantage in the error-probability exponent over that of the classical illumination, while the optimum quantum receiver offers a 6-dB error-probability exponent advantage. The advantage enabled by the OPA receiver was demonstrated in a quantum-illumination experiment [53] . A more recent work discovered the optimum receiver [8] , based on SFG and FF, to unleash quantum illumination's full advantage over the optimum classical scheme. We will evaluate the performance of the OPA receiver ( Fig. 5 ), the PCR ( Fig. 6 ) and the FF-SFG receiver ( Fig. 7) in an EA communication scenario. Let the error probability of the symmetric hypothesis testing be P E , the communication rate per mode is given by
The results are plotted in Fig. 4 . The classical communication rate C (M ) , based on repetition encoding of identical Gaussian distributed coherent state in M modes, is also plotted for comparison.
OPA receiver
We first elaborate the OPA receiver. The OPA receiver applies parametric amplification across all returnedsignal and retained-idler mode pairs to transform the cross correlations between the input modes to photonnumber differences. It applies a two-mode squeezing operation on each {â
The distribution of the total photon number across the M modes can be obtained as
For M 1, P OPA (n|θ = 0; M ) and P OPA (n|θ = π; M ) are approximately Gaussian. In this regime, the optimum binary encoding yields an approximately symmetric Gaussian channel. For equal priors, the maximum likelihood (ML) decision rule gives the threshold
, and the error probability
√ π is the complementary error function. The error probability is evaluated in Fig. 8 . Then, we can evaluate the communication rate based on Eq. 8. As shown in Fig. 4 , an ideal OPA receiver applied on BPSK encoded TMSV source (red line) beats the classical capacity by ∼ 18.6% at M = 10 8 and ∼ 10.0% at M = 10 9 . As the number of modes M in the repetition block increases, the rate decreases as expected.
Phase-conjugate receiver
The PCR as a variant of the OPA receiver, reaches the same asymptotic error exponent when N S 1, N B 1, whereas it yields a slight advantage with nonzero N S (see 
Then the conjugated signal along with the idler is detected by a balanced difference detector with the photon countN (m) =N
are the two outputs of a 50-50 beamsplitter:ĉ Figure 6 . The setup of a PCR.
(â
By analogy with the OPA receiver, the decision is made according to the total photon count across the M modes.
With large M , the photon statistics of PCR is approximately Gaussian. With ML decision rule we have
where µ P CR = |N + − N − | and σ 2 P CR = (σ + + σ − ) 2 . Here the means and variances, depending on the phase encoding θ ∈ {0, π}, are given by N ± = ±C p and 1. For κ 1, N S 1, we see the higher order term in the denominator is smaller than the OPA case, which enhances the performance slightly. Illustrated by the cyan line in Fig. 4 , an ideal PCR with BPSK encoded TMSV source overcomes the classical capacity by ∼ 26.0% at M = 10 8 and ∼ 16.3% at M = 10 9 .
FF-SFG receiver
The FF-SFG receiver improves the performance of the OPA receiver and is the asymptotically optimum for quantum illumination. Through an SFG process, the FF-SFG receiver converts the cross correlations between the signal-idler pairs and produces quantum states with the photon number statistics approximating a coherent state. Thus, by analogy with the Dolinar receiver, the optimum receiver for binary coherent-state discrimination, the FF-SFG receiver asymptotically achieves the quantum Chernoff bound for quantum illumination. The principle of the FF-SFG receiver is briefly introduced below (more details in Appendix B and in Ref. [8] ).
The FF-SFG receiver consists of a sequence of multiple cycles of adaptive detection. The measurement results of all previous cycles are combined through a Bayesian Figure 7 . The setup of a single cycle of the FF-SFG receiver. The phase of r k is adaptively tuned by the setup in Fig. 9 .
strategy that produces a posterior distribution of different hypotheses. In the k-th cycle, the prior probabilities P for the hypotheses θ 0 = 0, θ 1 = π are used to design the measurements, whose results are used to obtain the posterior P (k+1) 0 , P (k+1) 1 through a Bayesian formula. Denote the ML decision before the cycle as h = arg max P (k) , while the true hypothesis is h. As shown in Fig. 7 , the FF-SFG slices a η k 1 portion of the strong returned-signal modesĉ E,k 's is generated with the same mean photon number M |r| 2 , of which the total photon number is measured. The bright output goes through an additional two-mode squeezingŜ( k ) that wipes out the r k dependence in the evolution of the cross correlation. The evolution is terminated when the cross correlation has been almost used up, i.e., when the residual crosscorrelation is only a 1 portion of the initial cross correlation.
Based on an analogy to the Dolinar receiver, the choice of r k is where λ 2 k = 4η|C in si,k | 2 . The intuition behind is that, when one guesses correctlyh k = h, with the information sufficiently extracted, i.e. M k =0 λ 2 1, the condition reduces to r k,h k √ ηC in si,k , leaving the sum-frequency modeb k close to vacuum. In this case, any click of the photon detector implies, with a high likelihood, that a wrong hypothesis has been made. In doing so, nearly unambiguous information is obtained to improve the performance.
Note that the correlation C in si,k is a complex number, of which the phase {0, π} is binary encoded. To match the phase, an adaptive phase rotationÛ ∆θ is applied according to the prior probabilities before each measurement, as shown in Fig. 9 .
Monte-Carlo simulations on the FF-SFG receiver are performed under various parameters for EA communication. Similar to the results for target detection [8] , the FF-SFG receiver also demonstrates its optimality for phase discrimination, as shown in Fig. 8 . By analogy to the Dolinar receiver, the minimum error probability of discriminating Σ M BP SK , determined by the Helstrom bound, can be estimated based on the discrimination between noisy coherent states with mean e iθ h (1 − )M κN S /N B and noise −N S ln( )/2, which approximately equals
provided N S 1 and is a small constant. The exact Helstrom limit with equal priors was used in the numerical evaluation in Fig. 8 . From the error probabilities, the communication rate can be evaluated by Eq. 8. As is indicated by the blue stars in Fig. 4 , an FF-SFG receiver with BPSK encoded TMSV source overwhelms the classical capacity by an advantage of ∼ 99% for M = 10 8 and ∼ 71% for M = 10 9 .
B. Continuous encoding and noisy phase estimation
Although the BPSK encoding is handy for practical communications, its capacity is intrinsically bounded by one bit per symbol. This rapidly undermines the EA communication advantage as M increases, as shown in Fig. 4 . An immediate solution is increasing the number of the discretization levels in the phase modulation. The continuous phase encoding is the limiting case when the alphabet size approaches infinity. With continuous phase encoding, decoding becomes a parameter estimation problem, in which one endeavors to acquire an estimationθ of the encoded phase θ based on the received ensemble state Σ M θ . In a Bayesian scheme, the conditional distribution P (θ|θ) describes the measurement outcome. Since the encoding θ is uniformly distributed in [0, 2π), the per-mode communication rate reads
This section begins with an analysis of adaptive noisy phase estimation. We find that (1) the TMSV is asymptotically the optimum input state for noisy phase estimation as it maximizes the QFI among all states; and (2) two receivers, the OPA receiver and the FF-SFG receiver, are in fact asymptotically optimum for phase estimation with TMSV source, as they both saturate the QFI. Combining these results, the optimum noisy phase estimation protocol is devised.
Finally, we utilize adaptive noisy phase estimation as the decoding strategy and analyze the communication rate. In a parameter estimation scenario, however, the QFI only characterizes the estimation performance when large number of independent copies of the same measurement are available [54] [55] [56] . With a limited number of input states, e.g., in a EA communication situation, one needs an adaptive strategy to optimize the parameter estimation process. The Bayesian Fisher information and Van Trees information approaches [57, 58] are used to numerically calculate the communication rate, as plotted in Fig. 4 . Indeed, EA advantages over the classical communication rate C (M ) , assuming repetition encoding and no entanglement assistance are observed for M 1, as shown in Fig. 4(b) .
Maximum QFI
The precision limit for the root-mean-square (rms) error in estimating a parameter θ on M 1 input statesρ θ is given by the quantum Crammér-Rao lower bound (CRLB): δθ ≥ 1/ √ M J θ [59] [60] [61] , where the singleparameter QFI
is obtained from the Uhlmann fidelity F (ρ,σ) = tr √ρσ√ρ 2 . Although the well-known NOON state [62] is the optimum for phase estimation in the absence of noise, it quickly becomes impotent as noise and loss arise. While the optimum quantum state for noisy phase estimation remains unknown, an upper bound on the QFI has been found [40] . It is straightforward to show that the maximum of the upper bound is achieved in a large photon number variance limit, i.e., ∆ 2 N S → ∞ [63] and
In the limit of κ
Since the rms error of phase estimation is bounded, this QFI only holds in an asymptotic limit, at which the 1/ √ M factor decreases the rms error to δθ 2π. With a TMSV source, the joint stateρ θ RI at the receiver in the EA communication protocol is Gaussian, thus the fidelity and the QFI can be analytically obtained [64] :
As a comparison, suppose one uses the coherent state | √ N S , in lieu of the TMSV, the returned state
κN S and thermal noise N B . It is straightforward to derive the fidelity [65] , and thus the QFI under this circumstance:
In the limit of N B 1, κ 1, and N S 1, one has J UB θ J TMSS θ 2J coh θ . Note that the QFI, in this limit, is only related to the mean of the displacement. As such, the coherent state is anticipated to also be the optimum state in the absence of EA. With EA, a 3-dB advantage can be achieved. In fact, the presented EA protocol based on the TMSS is asymptotically optimal. In the following, we describe the optimum receiver that saturates the maximum QFI. Figure 9 . Feed-forward setup of the adaptive schemes. On the transmitter side, the phase encoding unitaryÛ θ encodes identical information among multiple signal modes. On the receiver side, a phase compensationÛ ∆θ k is applied on the signal before the measurement. The compensation angle ∆θ k is determined from the posterior distribution p (k−1)
θ |{n k−1 } .
Optimum receiver for noisy phase estimation-adaptive OPA receiver
Elaborated in Eq. 9, the OPA receiver's photon number counting statistics are P OPA (n|θ; M ), conditioned on the encoded phase θ.
The corresponding classical Fisher information J OPA θ = ∞ n=0 (∂ θ logP OPA (n|θ; M )) 2 P OPA (n|θ; M ) can be analytically solved:
For N B 1 and G = 1 + √ N S /N B , it becomes J OPA θ M sin 2 θJ TMSS θ . The factor sin 2 θ indicates that the QFI J OPA θ is phase dependent and is only maximized at θ = π/2. Thus, a single-shot phase estimation of a random phase does not usually achieve the maximum QFI. However, with multiple copies of the joint signal-idler state available, viz., M 1, this phase-dependent factor can be asymptotically eliminated through an FF mechanism [54] [55] [56] . A simple FF approach involves first performing an OPA operation on √ M modes to obtain an initial estimationθ = θ + O(1/M 1/4 ) of the true value θ , followed by a phase shift of ∆θ = π/2−θ to set the phases to θ +∆θ = π/2+ O(1/M 1/4 ) so that near-maximum QFI can be attained. In EA communication, however, the rate of the convergence to the maximum QFI is important. Thus, a systematic Bayesian FF approach is adopted and illustrated in Fig. 9 . In the proposed FF approach, the entire M mode pairs are measured in K cycles, with each cycle consuming M k modes such that K k=1 M k = M . By doing so, an adaptive strategy S M specified by the param- θ |{n k−1 } is applied. The phase shift is a functional of the Bayesian posterior probability of the last cycle, which will be specified later.
After the measurement, the posterior probability is updated, based on the measured photon number n k and the prior probability using the Bayesian formula
(21) From this, one can construct the estimatorθ k = arg max p (k) θ |{n k } (θ|{n k }). After all cycles are executed, the output from the last cycle is chosen as the final estimate.
The maximum Fisher information approach and the maximum Van Trees information [57, 58, 66] approach are taken to determine the phase shift ∆θ k = f p (k−1) θ |{n k−1 } . The Fisher information approach simply maximizes the Fisher information by taking ∆θ k = arg max ∆θ k J OPÃ θ k−1 +∆θ k = arg max ∆θ k sin 2 (θ k−1 + ∆θ k ) based on the current estimator, giving ∆θ k = π/2−θ k−1 . The Van Trees approach maximizes the average Fisher information, also known as the Van Trees information:
Because the Van Trees approach makes use of the entire posterior distribution, it yields a performance superior to that of the maximum Fisher information approach when the posterior probability has multiple peaks with similar heights.
Seeking an analytical solution for the ultimate posterior probability is challenging. We thus resort to a Monte Carlo simulation to evaluate the performance. We simulate the parameter estimation process with 4 × 10 5 samples and record the evolution of the variance evaluated from the posterior probability p (k) θ |{n k } (θ|{n k }) of each estimation cycle. In Fig. 10 , the variance at k-th cycle are plotted with the progress, i.e., the portion of the modes that have been utilized up to the current cycle k =1 M /M . To benchmark the convergence, the CRLB in Eq. 18 for each k =1 M number of modes is shown. First, an equal slicing of M k = M/K is considered. In this case, the Fisher information approach has a variance converging to the CRLB as the number of cycles K increases ( Fig. 10(a) ). Nevertheless, the Van Trees approach converges to the CRLB much faster. With K = 10 slices, the variance is already close to the CRLB ( Fig. 10(b) ).
In practice, the implementation of the FF process can be challenging, so the number of cycles K need be minimized. Hence, the Van Trees approach is favorable. One can reduce the number of cycles in the maximum Fisher approach by heterogeneously slicing M into larger segments M k as we progress to a small variance region. As an example,the diamond marked line uses K = 100 estimation cycles with heterogeneously distributed resource. The first 50 cycles are assigned with small M k equivalent to those of K = 3000, whereas the latter 50 cycles are sliced wider with M k comparable to the uniform slices with K = 100 (red crosses). A large advantage from the optimization of M = {M k , 1 ≤ k ≤ K} is observed. The systematic optimization of the parameter M is in general a dynamical programming problem subject to future work.
Using the above Bayesian Van Trees approach, the permode communication rate is calculated using Eq. 15, and the results are depicted in Fig. 4 . In a M 1 repetition encoding scenario, using TMSV with the Bayes Van Trees approach shows certain advantages over classical communication without EA. However, for small M 's, the performance of continuous phase modulation fails to achieve the CRLB and becomes worse than the classical performance due to a low signal-to-noise ratio and a large uncertainty in parameter estimation.
Extension of the FF-SFG receiver
In Section IV A 3, the FF-SFG receiver is shown to transform the information carried by the cross correlation into different photon number statistics of a coherent state. The FF-SFG receiver may provide a more pow-erful means for optimum decoding than previously proposed joint receivers for classical communication with coherent states [67] . Let us start with local decoding through phase estimation. Similar to an OPA receiver for phase estimation, a Bayesian scheme with continuous prior and posterior probability distributions is adopted to enable phase estimation for the FF-SFG receiver. However, because the Fisher information of the FF-SFG receiver has a similar dependence on the precision of the POVM choice parametrized by ∆θ, and that the OPA receiver already asymptotically achieves the maximum QFI J TMSS θ , the FF-SFG receiver may not further improve the parameter estimation precision with a finite number of input states.
To determine the uncertainty of the phase estimation with the FF-SFG receiver, the Fisher information from the joint photon statistics of the sum frequency port and the thermal port in each cycle is derived. Let the squeezing operation have a strength r k and choose the phase compensation ∆θ k , the initial cross correlation C in si,1 = C p e i(θ +∆θ k ) leads to a mean b = −i
of the displacement of the sum mode. The attainable Fisher information from the sum mode reads (details in Appendix C)
where θ 2 is an angle determined by the parameters r k , ∆θ k , and the true value θ . Considering a combined cross correlation evolution in K estimation cycles and plugging into Eq. B8, the total Fisher information on the sum mode is derived as J Sum,total θ ≤ 2M κN S /N B . The inequality is asymptotically achieved by the Bayesian adaptive scheme described in Section IV B 2. Note that for small mean photon numbers, the thermal state has similar photon number statistics as these of a coherent state with the same mean photon number. The final QFI of the joint photon statistics is therefore doubled:
Hence the FF-SFG receiver asymptotically achieves the QFI, and so does the OPA receiver. Furthermore, the optimum case requires θ 2 = θ + ∆θ k = π/2, so does the OPA receiver. According to Eq. 20 and Eq. 23, since the two receivers share the same phase dependence sin 2 (θ + ∆θ k ), their convergence performances to the CRLB are expected similar as well.
V. EXPERIMENTAL DESIGN
A proof-of-concept experiment using the adaptive OPA receiver to beat the Holevo classical capacity can be readily built with off-the-shelf components. Similar to the quantum illumination experiment [10] , broadband entanglement from spontaneuous parametric down conversion (SPDC) can be generated and employed as the signal and the idler. A loosely focused pump is needed to achieve a > 99% efficiency at the entanglement source. The idler photons can be stored in a spool of optical fibers with an efficiency in excess of 95%. Other experimental imperfections include free-space-to-fiber coupling loss (< 5%), detector loss (1 − η D < 2%), and filter losses (< 10%), which contributes to an overall exess loss on the signal 1 − κ S ∼ 15% and idler 1 − κ I ∼ 15% (combining the storage loss and filter loss). The noisy and lossy channel is usually induced by an adversary in a contested environment, which can be emulated by a beamsplitter and a power-tunable amplified spontaneous emission source, e.g., an erbium-doped fiber amplifier, to deliver a N B up to 500 × 10 3 .
The adaptive OPA receiver can be realized by a fieldprogrammable gate array (FPGA) that processes realtime detector output with > 100-MHz bandwidth, capable of generating a feed-forward signal within ∼ 100 ns. In conjunction with a 20-GHz electro-optic phase modulator that controls the pump phase, the response time of the adaptive OPA receiver is sufficient to cope with 1 kbit/s communication rate, corresponding to M = 2 × 10 9 . This experimental platform also allows the demonstration of the optimal noisy phase estimation in Section IV B 2, which will be the first optimum parameter estimation process.
To analyze the communication key rate, we include the extra losses 1 − κ I , 1 − κ S and detector inefficiency 1 − η D in the theory analysis. We will focus on BPSK, which is easier to implement. The analysis is in parallel to section IV A 1; With the imperfections, the photon count changes to
As a result the optimum gain shifts to G = 1 + √ κ I N S /κ S N B . With some algebra, we find that the variable inside the error function in Eq. 10 is a factor of √ κ I η D smaller than the ideal case. It is independent of the excess signal loss because the large noise background N B . As an example, at M = 10 9 and the same parameters in Fig. 4 , we have P OPA E = erfc(0.43 √ κ I η D )/2. To achieve the classical capacity C(L κ,N B ), we find the minimum efficiency κ I η D > ∼ 90%. In order to reach this threshold, the imperfections need to be improved slightly compared with the previous experiment [10] . In particular, if we replace the filter with a free space filter, the filter loss can be reduced to < 1%, thus leading to 1 − κ I ∼ 5% 
VI. BLUEPRINTS FOR JOINT RECEIVERS
As shown in Section IV A 3, conditioned on the encoded phase θ and at the N S → 0 limit, one effectively deals with a displaced thermal stateρ θ b with mean λ = e iθ κ (1 − ) M N S (N S + 1)/(N B + 1) and thermal noise n e N S ln (1/ ) /2 at the two output ports of the FF-SFG receiver. As explained in Section III, the overall Holevo information for the repetition encoded ensemble Σ M θ is difficult to calculate. As an estimation, the Holevo information of the ensemble Σ M SFG = {ρ θ b , θ ∼ U [0, 2π)} is calculated. Although this is not the exact Holevo information of Σ M θ because the quantum states in the ensemble are only effective states for photon number counting, one can still obtain interesting observations from this estimation.
To calculate the Holevo information of Σ M SFG , first notice that the conditional entropy is simply g(n e ). The unconditional single-mode state is diagonal in the photon number basis due to an average over uniform phase modulation θ ∈ [0, 2π). As such, one only needs the photon number distribution P DTS (·; λ, n e ) of a displaced thermal state (see Appendix D). The overall Holevo information per mode among the received state is
where H [·] is the entropy of a classical distribution. The result for = 0.05 is in Fig. 2 . At M = 1, this estimation well agrees with the exact result χ(Σ 1 θ ) and also reaches the EA capacity C E (L κ,N B ). As M increases, the per-mode Holevo information decreases, as expected. Nonetheless, the advantage over the classical capacity survives even at M > 10 5 .
This analogy inspires us to consider a concatenation of the FF-SFG receiver with Holevo-capacity-achieving receivers for classical communication, like the jointdetection receivers designed in Ref. [67, 68] . While the FF-SFG receiver transforms the EA communication detection into a coherent state detection problem, the joint receiver optimally extracts information from the coherent states. A complete design for such a receiver is subject to future work.
VII. CONCLUSION
In conclusion, we proposed a structured encoding and decoding devices to achieve EA advantages in communication over noisy bosonic channels. We showed that phase encoding on TMSV is asymptotically optimum. In particular, a simple BPSK encoding approaches the optimum Holevo information. In addition to offering higherthan-classical communication rates, the EA communication protocol is strictly secure and beats the fundamental limit of covert communication without EA. Specifically, the EA communication protocol allows for sending ∝ √ N ln(N ) bits covertly in N channel uses, while classical covert communication is limited to the square-root law of transmitting ∝ √ N bits at the same covertness level.
We also showed that practical repetition encoding maintains a ln(1/N S ) rate advantage, even though the actual communication rate decreases. For repetitive BPSK encoding, we analyzed practical receivers that offer a con-stant advantage over the classical capacity C (Φ) in the low signal power regime. For continuous phase encoding, we showed that TMSV with the practical receivers is asymptotically optimum for noisy phase estimation. To optimize its parameter estimation performance with a finite number of states, we developed two adaptive Bayesian phase estimation schemes that maximize the Fisher information and the Van Trees information respectively. We find that the Van Trees approach enjoys much faster convergence to the quantum Cramér-Rao bound and leads to practical advantages in communication.
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In order to enable an efficient SFG conversion, a weak signal with n s 1, similarly for the idler n i 1, is preferable. Thus, in advance of the processing, the bright input signalĉ (m) S is sliced into K sequential cycles using beamsplitters repetitively,
The dimmed signalĉ S,2 , iteratively used as the input of the (k + 1)-th cycle. In this section we will omit the subscript k below.
The SFG and the Adaptive Squeezing Modules.
Consider the k-th cycle. For adaptive sensing, we first move into the rotated frameĉ S,1 e i∆θ , in the sense that an adaptive phase compensation moduleÛ ∆θ is applied as is shown in Fig. 9 . Overall, the signal-idler pair experiences three unitaries, a squeezingŜ(r k ), a SFG process and a anti-squeezingŜ(−r k ).
The first squeezing is meant to control the correlation C si,1 = √ η ĉ in(m) Sĉ in(m) I = √ ηC in si e i∆θ between the signal and the idler. In the adaptive scheme, C si,1 is supposed to be suppressed to close to zero. The squeezing yieldŝ c From the analysis in Ref. [8] , in the low photon number regime the SFG process can be approximated as a two-mode squeezing on the signal-idler pair with r = C si,1r in the sense of eliminating the correlation completely, 
(B2)
It is easy to check that C si,1r = 0.
The anti-squeezing operationŜ(−r k ) makes the mean photon number ĉ †(m) Eĉ (m) E detected at the dim port of the second beamsplitter the same as the sum-frequency mode. The second BS is used to merge the outputĉ ). Hence C out si = C in si − √ ηr(n s + 1)
where f (k) = r k / √ η. This implies no loss of crosscorrelation when the estimation is perfectly correct (i.e. r=0), which is expected.
Correction of correlations.
A fourth squeezing moduleŜ( ) may be applied between the merged signal and the idler. With k = ηf (k), the r kdependent term in the evolution of correlation C si is completely eliminated. This makes the evolution of C si and thereby the choice of |r k | deterministic, which makes the Bayesian estimation easier to analyze.
Evolution of correlation and photon statistics analogous to coherent state
Now we consider the evolution of the cross correlation. With the correlation correction moduleŜ( ), the evolution reduces to the r k = 0 case. We estimate the performance by analogy with coherent state discrimination. The sum frequency ports yield K coherent states, with the displacement α k = √ M ηC in si,k , and the thermal background N k = ηN s N B → 0. Combined together using beamsplitters, the output is a coherent state with mean photon number as a sum of K modes N T,K = K k=1 |α k | 2 and the unchanged thermal background N = KN k → 0 for finite K. Using the evolution equation of C si , Eq. (B5), plugging in r k = 0, we have where the saturation begins. After saturating, little advantage is obtained by increasing the displacement further.
When N is small, the compromised Fisher information of this sub-optimal case is acceptable. In this regime θ 2 = θ 1 . At this moment the SFG receiver may yield a better convergence speed to CRLB by trading off the magnitude of CRLB.
Appendix D: Photon Statistics of the Displaced Thermal State
A displaced thermal stateρ with mean α 0 and thermal noise N has the Husimi Q function Q(α) = 1 π α|ρ|α = exp −|α − α 0 | 2 /(2σ 2 Q ) /(2πσ 2 Q ), where σ 2 Q = (1 + N )/2.
Using the convolution relation Q(β) =´d 2 αP (α) exp −|β − α| 2 we have the Glauber-Sudarshan P function P (α) = exp −|α − α 0 | 2 /(2σ 2 P ) /(2πσ 2 P ), where σ 2 P = N /2. Sinceρ =´d 2 αP (α)|α α|, we immediately obtain the matrix density ρ θ in the Fock basis 
where 1F1 is the regularized confluent hypergeometric function [72] . Also we can obtain the photon number distribution by letting n = m. Alternatively, we can utilize the following relations to have an equivalent expression, P DTS (n; α 0 , N ) = e − |α 0 | 2 1+N N n (1 + N ) n+1 L n (− |α 0 | 2 N (1 + N ) ) (D2) where J 0 (·) is the Bessel function and L n (·) is the Laguerre polynomials. We have used (−1) m e x L m n−m (−x) = L m −1−n (x) 1 F 1 (n, l + 1, x) = (−1) n n! (l+1)n L l −n (x) and (x) n = n−1 k=0 (x + k).
