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COHOMOLOGICAL INVARIANTS OF ROOT STACKS AND
ADMISSIBLE DOUBLE COVERINGS
ANDREA DI LORENZO AND ROBERTO PIRISI
Abstract. We give a formula for the cohomological invariants of a root stack,
which we apply to compute the cohomological invariants and the Brauer group
of the stack of admissible double coverings.
2010 MSC classification: 14F22, 14H10
Introduction
Cohomological invariants of algebraic groups are a classical topic, whose first
examples date back to the beginning of the twentieth century [Wit37]. Some ex-
amples of cohomological invariants are the discriminant and the Clifford invariant.
The modern definition and foundational results on abstract cohomological invari-
ants were developed by Serre in the late ’90s, and are contained in Garibaldi,
Merkurjev and Serre’s book [GMS03].
If one assumes the point of view of algebraic stacks, cohomological invariants
can be seen as invariants of the classifying stack BG rather than the group G.
Following this idea, in [Pir18], the second author defined an extension of the notion
of cohomological invariants to general algebraic stacks.
Let X be an algebraic stack over a field k and D an ℓ-torsion Galois module
over k, with char(k) ∤ ℓ. A cohomological invariant for X whith coefficients in D
is a functorial way to associate to any point Spec(K) → X a value in the twisted
cohomology group H•(K,D) = ⊕iH
i
Gal(K,D(i)), satisfying a certain continuity
condition.
This definition extends both the classical theory of cohomological invariants of al-
gebraic groups when X = BG and unramified cohomology H•nr(X,D) when X = X
is a scheme. Moreover, in [DLPb], the authors proved that the theory of cohomolog-
ical invariants can be used to compute the Brauer group, and used them to compute
the Brauer groups of the moduli stacks of hyperelliptic curves of any genus.
In [DLP, Appendix A], the authors showed that the cohomological invariants
(and consequently, see [DLPb, Rmk. 8.2], the Brauer group) of the standard com-
pactification Hg of the stack Hg of hperelliptic curves of genus g are trivial, while
claiming this to not occur for the compactification H˜g obtained via the theory of
admissible double coverings. In this paper we prove the aforementioned claim:
Theorem (Thms 4.7, 4.10). Let D be an ℓ-torsion Galois module. Then:
• If ℓ is odd, we have Inv•(H˜g, D) = H•(k,D).
• If ℓ = 2m, then we have an exact sequence
0→ Inv•(BS2g+2, D)→ Inv
•(H˜g, D)→ H
•(k,D)2,
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2 A. DI LORENZO AND R. PIRISI
where the last map lowers degree by g + 2. Moreover, if g is even, the last map is
surjective and split.
Thanks to the result above we are able compute the prime-to-c part of the Brauer
group of H˜g, which coincides with the whole Brauer group of the stack when the
base field has characteristic zero:
Corollary (Thm 4.11). We have
cBr(H˜g) =
cBr(k)⊕H1(k,Z/2Z)⊕ Z/2Z.
If one considers the analogy with unramified cohomology, this appears to be
in stark contrast to what happens for proper smooth varieties, where unramified
cohomology is a birational invariant. The stacks Hg and H˜g are smooth, proper (in
fact, projective, according to Kresch’s definition of a projective Deligne-Mumford
stack [Kre09]) and birational to each other, but their cohomological invariants are
very different. The reason why this happens is related to the so called root stack
construction.
Weak factorization, root stacks and cohomological invariants. Given smooth
projective varieties X,Y over a base field k of characteristic zero, the weak factor-
ization theorem states that a birational map X 99K Y , which is an isomorphism on
an open subset U , always factors as a composition
X = X0
f0
99K X1
f1
99K . . .
fn−1
99K Xn = Y
where for each i either fi or f
−1
i is a blow-up in a smooth center and each fi is an
isomorphism on U .
Recently, Harper [Har] proved a similar result for Deligne-Mumford stacks over
a field of characteristic zero. Given a proper birational map X → Y, we always
have a factorization
X = X0
f0
99K X1
f1
99K . . .
fn−1
99K Xn = Y
where for each i either fi or f
−1
i is a stacky blow-up, that is either a regular blow up
in a smooth center or a root stack along a smooth divisor. Given a Cartier divisor
V , the order r root stack along V , denoted X(V,r) → X , is a canonical way to add
a µr stabilizer along the points of V .
Unramified cohomology and cohomological invariants are left unchanged when
taking a blow-up, but can change drastically when taking a root stack. If one wants
to be able to compare the cohomological invariants of birational proper Deligne-
Mumford stacks, it is critical to be able to understand what happens when taking
a root stack. This is described in our main Theorem:
Theorem (Thm. 1.5). Let X be a smooth scheme over a field k, and let r ≥ 2 be
an integer that is not divisible by char(k). Let V ⊂ X be a divisor.
Given any smooth-Nisnevich cover X
π
−→ X of X by a scheme, let V ′ ⊂ X be the
inverse image of V . Then Inv•(X(V,r)) is equal to the subset of Inv
•(X \ V,D) of
invariants α such that the ramification of π∗α at V ′ is of r-torsion.
The stack H˜g is, up to codimension 2 closed substacks, a root stack over Hg.
More precisely, after excising some loci, it can be obtained from an open substack
of Hg by adding a µ2 stabilizer along the divisor of irreducible singular curves.
As cohomological invariants are unchanged when removing a closed subset f
codimension ≥ 2, we can (and we do) apply the Theorem above to compute the
cohomological invariants of H˜g, leveraging our previous knowledge of the cohomo-
logical invariants of Hg and Hg.
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Cohomological invariants and Chow groups with coefficients. We briefly
recall some properties of cohomological invariants which will be used in the paper.
For a much more detailed introduction to cohomological invariants and Chow groups
with coefficients, the reader can refer to the introduction of [DLPb].
Cohomological invariants with coefficients in a Galois module D form a graded
abelian group. When D = Z/ℓZ, they form a graded-commutative ring, and
Inv•(X , D) is a Inv•(X ,Z/ℓZ)-module. The functor Inv•(−, D) forms a sheaf
with respect to the smooth-Nisnevich tolopogy, where the coverings are smooth
representable maps Y → X such that any point Spec(K) → X has a lifting
Spec(K) → Y. Moreover, cohomological invariants are unchanged when passing
to an affine bundle or an open subset whose complement has codimension ≥ 2, and
in general restriction to a dense open subset is injective.
Our main tool for computatations will be Rost’s Chow groups with coefficients
[Ros96]. These are an extension of ordinary Chow groups (modulo ℓ): instead of
having Z-linear sums of cycles, they are generated by sums in the form
∑
i αiPi,
where αi belongs to H
•(k(P )i, D). In Rost’s notation, the i-codimensional Chow
group of X with coefficients in H•(−, D) is denoted by Ai(X,H•(−, D)), but when
no confusion is possible we will write Ai(X,D) for brevity.
Chow groups with coefficients share the same properties of ordinary Chow groups,
and moreover given a closed subset V of X of pure codimension d they have a long
exact sequence
. . .→ Ai(X,D)→ Ai(X \ V,D)→ Ai+1−d(V,D)→ Ai+1(X,D)→ . . .
When X is smooth, we have an isomorphsim A0(X,D) ≃ Inv•(X,D).
More generally, if X is a smooth scheme being acted upon by a smooth affine
algebraic group G we can use the Edidin-Graham-Totaro approximation process
[EG98] to define equivariant Chow groups with coefficients AiG(X,D). This was
first done by Guillot [Gui07]. Again, we have
Inv•([X/G] , D) ≃ A0G(X,D).
Notation and conventions. Throughout the paper we will fix a base field k of
characteristic c 6= 2. All stacks and schemes are assumed to be of finite type over
k unless otherwise specified. By ℓ or r we will always mean a positive integer that
is not divisible by the characteristic of k. If A is an abelian group, we denote Aℓ
the ℓ-torsion subgroup. If moreover A is torsion, we denote cA the subgroup of
elements whose order is not divisible by c.
Outline of the paper. In Section 1 we discuss the root stack construction in
greater detail. In particular, we give a presentation of the root stack X(V,r) as a
quotient (Proposition 1.2), which we use to deduce our formula for cohomological
invariants (Theorem 1.4).
In Section 2 we recall some basic facts on the stack of stable hyperelliptic curves
and we provide a new description of an open substack of Hg, which will be useful
for our purposes.
In Section 3 we describe the theory of admissible double coverings and its con-
nection to hyperelliptic curves.
Finally, in Section 4, we compute the cohomological invariants of H˜g (Theorem
4.7 for the even genus case and Theorem 4.10 for the odd genus case), as well as
its Brauer group (Theorem 4.11).
1. Cohomological invariants of root stacks
Fix an integer r ≥ 1 and let X be an integral scheme over some field k whose
characteristic does not divide r. Choose an invertible sheaf L over X and define
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X(L,r) as the root stack of order r of X along the invertible sheaf L: this is the
stack over the big étale site of X whose objects are triples (S → X,M, φ), where
M is an invertible sheaf over S together with an isomorphism φ : LS ≃ M⊗r. A
morphism (S → X,M, φ) → (S → X,M′, φ′) over S is given by an isomorphism
of invertible sheaves ψ :M≃M′ such that φ′ ◦ ψ⊗r = φ.
The root stack X(L,r) has a simple presentation as quotient stack: let L be the
line bundle associated to the invertible sheaf L, i.e. L := Spec
OX
(SymL∨), and
denote L∗ the complement of the zero section in L.
The natural Gm-action on L turns L∗ → X into a Gm-torsor. For every r ≥
1 we have a well defined action of G⊗rm over L, via the obvious multiplication
homomorphism G⊗rm → Gm.
Proposition 1.1. We have X(L,r) ≃ [L
∗/G⊗rm ].
Proof. A G⊗rm -torsor P
∗ over S is the complement in a line bundle P → S of the
image of the zero section, where P is of the form P = Spec
OS
(Sym(M⊗r)∨).
Given a morphism S → X , a G⊗rm -equivariant morphism P
∗ → L∗S is necessarily
an isomorphism, which induces an isomorphism of invertible sheaves L ≃M⊗r.
By definition, the groupoid of maps S → [L∗/G⊗rm ] is equivalent to the groupoid
of G⊗rm -torsors P
∗ → S endowed with an equivariant morphism to L∗: by what
we have just observed, the latter is equivalent to the groupoid of maps S → X
together with an invertible sheaf M over S and an isomorphism LS ≃M⊗r. This
shows that X(L,r)(S) ≃ [L
∗/G⊗rm ] (S) for every X-scheme S and thus concludes the
proof. 
Consider a non-zero global section σ of L, and let V be the divisor where the
section σ vanishes. The stack X(V,r) is the root stack of order n of X along V : its
objects are quadruples (S → X,M, τ, φ) whereM is an invertible sheaf over S and
τ is a global section of M, together with an isomorphism φ : LS ≃M⊗r such that
φ(σ) = τ⊗r.
The root stackX(V,r) also admits a simple description as a quotient stack: regard
σ as a morphism from L to A1X , and let (·)
n : A1X → A
1
X be the n
th-power morphism,
so that we can form the cartesian diagram
Y ∗ //

A1X
(·)n

L∗
σ
// A1X
Roughly, the scheme Y can also be thought as the closed subscheme of L∗ ×A1
locally described by the equation u2 = σ(x, t), where x and t are local coordinates
for L∗ and u is a coordinate for A1.
We can define an action of Gm on L∗ and A1X so that the morphisms σ and
(·)n become equivariant: namely, we let Gm acts on both L∗ and the A1X on the
bottom right corner via its nth-power, and on the A1X in the top right corner via the
standard action. In this way Y ∗ inherits a Gm-action too, and we get a cartesian
diagram of quotient stacks as follows:
[Y ∗/Gm] //

[
A1X/Gm
]

[L∗/G⊗rm ] //
[
A1X/G
⊗r
m
]
Proposition 1.2. We have X(V,r) ≃ [Y
∗/Gm].
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Proof. By Proposition 1.1 the groupoid [L∗/G⊗rm ] (S) is equivalent to the groupoid
of objects (S → X,M,LS ≃M⊗r).
As for
[
A1X/Gm
]
, this stack is isomorphic to X×
[
A1/Gm
]
. It is well known that
the groupoid of maps from S to [A1/Gm] is equivalent to the groupoid of invertible
sheaves N over S together with a global section τ .
The morphism [A1X/Gm] → [A
1
X/G
⊗r
m ] sends an object (S → X,N , τ) to (S →
X,N , τ⊗r). The morphism [L∗/G⊗rm ]→ [A
1
X/G
⊗r
m ] sends an object (S → X,M, φ :
L ≃M⊗r) to the object (S → X,M, φ ◦ σS), where σS : OS → LS is the pullback
of the global section σ of L defining V .
Therefore, by definition of cartesian product of stacks, the objects of the groupoid
[Y ∗/Gm](S) are formed by the data of an object (S → X,M, φ : L ≃ M⊗r) of
[L∗/G⊗rm ], an object (S → X,N , τ) of [A
1
X/Gm] and isomorphisms
M≃N , φ ◦ σS = τ
⊗r
This groupoid is clearly equivalent to the one whose objects are maps S →
X together with an invertible sheaf M over S, a global section τ of M and an
isomorphism ψ : LS ≃ M⊗r satisfying ψ(σS) = τ⊗r. In other terms, we have
showed that there is an equivalence of groupoids [Y ∗/Gm](S) ≃ X(V,r)(S). It is
easy to check that this equivalence is functorially well behaved, from which the
Proposition follows. 
We can use Proposition 1.2 to investigate the cohomological invariants of X(V,r),
for X smooth. We start with the case of a root stack along an invertible sheaf.
Proposition 1.3. Let X be a smooth scheme over k. Consider an invertible sheaf
L over X, and let X(L,r) be the root stack of order r of X along L. Then there is
an exact sequence of H•(k)-modules:
0→ Inv•(X)→ Inv•(X(L,r))→ ker(c1(L))r → 0
where the term on the right stands for the subgroup of r-torsion elements in the
kernel of c1(L) : A0(X)→ A1(X).
Proof. The open embedding of stacks [L∗/G⊗rm ] →֒ [L/G
⊗r
m ] induces the following
long exact sequence of equivariant Chow groups with coefficients:
0→ A0
G
⊗r
m
(L)→ A0
G
⊗r
m
(L∗)→ A0
G
⊗r
m
(X)
σ0∗−−→ A1
G
⊗r
m
(L)
We have an isomorphism
A•
G
⊗r
m
(L) ≃ A•
G
⊗r
m
(X) ≃ A•(X)[ξ] =⇒ A1
G
⊗r
m
(L) ≃ A1(X)⊕A0(X) · ξ
where ξ is the generator of A•
Gm
(Spec(k)) as H•(k)-module. It has codimension 1
and cohomological degree 1. With this identification, the morphism σ0∗ is equal to
α 7→ c
G
⊗r
m
1 (L)(α) = c1(L)(α) + rα · ξ.
If α is an element in the kernel of σ0∗, then it must necessarily satisfy
c1(L) ∩ α = 0, rα = 0.
We deduce that ker(σ0∗) is equal to subgroup of r-torsion elements of the kernel of
c1(L).
Combining what we have just found with the long exact sequence above, the
Proposition easily follows. 
Next we study the case of a root stack along a divisor.
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Theorem 1.4. Let X be a smooth scheme over k. Consider a Cartier divisor
V ⊂ X, and let X(V,r) be the root stack of order r of X along V . Then there is an
exact sequence of H•(k)-modules:
0→ Inv•(X)→ Inv•(X(V,r))→ ker(i∗)r → 0
where the term on the right stands for the subgroup of r-torsion elements in the
kernel of i∗ : A
0(V )→ A1(X).
Proof. Recall from Proposition 1.2 that X(V,r) ≃ [Y
∗/Gm]: here Y ∗ stands for
the closed subscheme in L∗ × A1 of equation σ(x, t) = u2, where σ : L → A1 is
determined by the section σ of L defining V and u is a coordinate for A1. The
group Gm acts in the standard way on A1 and as G⊗rm on L.
Let Y be the closure of Y ∗ in L × A1. Observe that we have Y r Y ∗ ≃ V ,
as it is equal to the intersection of the σ−1(0) with the image of the zero section
t0 : X → L (the coordinate u must necessarily be equal to zero). Moreover, the
scheme Y is Gm-invariant.
In the following, we denote the root stack V(OV (V ),r)) by V˜ . Observe that there
is a closed immersion of stacks V˜ →֒ X(V,r): the complement of V˜ in X(V,r) is
isomorphic to X r V . Therefore we have an exact sequence of Chow groups with
coefficients as follows:
(1) 0→ A0(X(V,r))→ A
0(X(V,r) r V˜ ) ≃ A
0(X r V )→ A0(V˜ )
We need to understand the kernel of the last map in the sequence above.
We claim that there is a factorization
(2) A0(X(V,r) r V˜ ) ≃ A
0(X r V )
r∂V−−→ A0(V ) →֒ A0(V˜ )
where the first map is r times the boundary map, and the second map is the pullback
along V˜ → V , whose injectivity follows from Proposition 1.3.
Let Z∗ be the closed subscheme of Y ∗ where u = 0, which is isomorphic to L|∗V ,
and set U∗ := Y ∗rZ∗. Observe that we have [Z∗/G⊗rm ] ≃ V˜ and [U
∗/Gm] ≃ XrV .
Observe that f : Y ∗ → L∗ is a cyclic cover of degree r branched along Z∗ and
ramified over L∗|V . Moreover, A0Gm(U
∗) ≃ A0(X r V ). Let g : L∗|XrV → X r V
be the projection morphism. Then it follows from we have just observed that every
element of A0
Gm
(U∗) is of the form f∗g∗α. By [Ros96, Def. 1.1.(R3a)] we have:
∂Z∗(f
∗g∗α) = r · f∗V (∂L∗|V (g
∗α))
where
∂L∗|V : A
0
Gm
(L∗|XrV ) −→ A
0
Gm
(L∗|V )
is the boundary map induced by the closed embedding L∗|V →֒ L∗, and fV : Z∗ →
L∗|V is the restriction of f to Z∗. Consider the cartesian diagram
L∗|V //
gV

L∗

V // X
Then the compatibility formula implies
r · ∂L∗|V (g
∗α) = r · g∗V (∂V α)
where ∂V : A
0(X r V ) → A0(V ) is the boundary map induced by the closed
embedding V →֒ X . Putting all together, we have shown that (2) holds true.
We deduce from (1) that
Inv•(X(V,r)) = ker
(
r · ∂V : A
0(X r V ) −→ A0(V )
)
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It is easy to see that A0(X) injects into ker(r∂V ). The quotient is then a subgroup
of ker(A0(V ) → A1(X)), and it is precisely the subgroup of r-torsion elements.
This concludes the proof. 
Theorem 1.5. Let X be a smooth artin stack over k, and let r ≥ 2 be an integer
that is not divisible by char(k). Let V ⊂ X be a divisor.
Given any smooth-Nisnevich cover X
π
−→ X of X by a scheme, let V ′ ⊂ X be the
inverse image of V . Then Inv•(X(V,r)) is equal to the subset of Inv
•(X \ V,D) of
invariants α such that the ramification of π∗α at V ′ is of r-torsion.
Proof. Let α be an invariant of X(V,r), and let X be any smooth-Nisnevich cover of
X . The fiber product X ×X X(V,r) is equal to X(V ′,r), so that X(V ′,r) is a smooth-
Nisnevich cover of X(V,r). Then by Theorem 1.4 the ramification ∂V ′(α) must be
of r-torsion.
On the other hand, let α be an invariant of X \ V such that r∂V ′(α) = 0. We
claim that α extends to X(V ′,r). Again by Theorem 1.4 α defines a cohomological
invariant ofX(V ′,r), so we only need to show that the gluing conditions are satisfied.
This is trivially true as a cohomological invariant is zero if and only if it is zero
on a dense open subset and we know that the invariant glues on the open subset
X \ V ′. 
Example 1.6. Consider the scheme P1 with two marked points 0,∞. It’s well known
that P1 has no nontrivial cohomological invariants. If we take the root stack P1(0,r),
Theorem 1.4 shows us that the cohomological invariants are still trivial, because the
complement P1 \ 0 is isomorphic to the affine line A1, which has trivial invariants.
On the other hand, if we take the divisor V = 0+∞, we have P1 \ V ≃ Gm and
for every r
Inv•(P1(V,r), D) = H
•(k,D)⊕ α · H•(k,D)r.
Another way to see this is to note that P1(V,r) ≃
[
P1/µr
]
, where µr acts by multi-
plication on either homogeneous coordinate.
2. The stack of stable hyperelliptic curves
A stable hyperelliptic curve (C, ι) over Spec(k) is a stable curve C endowed with
an involution ι : C → C such that the quotient f : C → C/〈ι〉 is a curve of genus 0.
Let Hg be the stack of stable hyperelliptic curves, i.e. the closure of Hg inside
the stackMg of stable curves. The irreducible components of the boundary divisor
∂Hg := Hg rHg can be described as follows (see [Cor07]):
• The irreducible divisor ∆0 is the closure in Mg of the stack ∆o0 of irre-
ducible, singular and stable curves C → S possessing an involution ι such
that the quotient scheme C/ι is a curve of genus zero.
• The irreducible divisor ∆i, for i = 1, . . . , ⌊
g
2⌋, is the closure in Mg of the
stack ∆oi of singular stable curves C → S whose geometric fibres have two
irreducible components of genus i and g− i meeting at one point, and pos-
sessing an involution ι such that the fibres of the quotient scheme C/ι have
two irreducible components of genus 0 glued at one point.
• The irreducible divisor Ξi, for i = 1, . . . , ⌊
g
2⌋ − 1, is the closure in Mg of
the stack Ξoi of singular stable curves C → S whose geometric fibres have
two irreducible components of genus i and g− i meeting at two points, and
possessing an involution ι such that the fibres of the quotient scheme C/ι
have two irreducible components of genus 0 glued at one point.
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Let H
o
g be the open substack of Hg such that the restriction of the divisors ∆i
and Ξi in H
o
g coincide with the stacks ∆
o
i and Ξ
o
i introduced above. Observe that
the complement of H
o
g in Hg has codimension 2.
We give now an alternative description of the stack H
o
g that resembles the one
in [AV04, Cor. 4.7]. Let Fog be the fibred category over the site of k-schemes
Fog (S) := {(P → S,L, s)} ,
where:
• P → S is a family of twisted conics of rank ≥ 2, i.e. each geometric fibre is a
stacky curve whose coarse moduli space is a conic of rank ≥ 2, and the only
stacky structure allowed is at most a Bµ2 at the node (see [ACV03, Def.
2.1.4] for the notion of twisted curve).
• L is a line bundle on P of degree −g − 1 whose degree on each irreducible
component is > 1. Moreover, if the fibre possesses a twisted node, the
degree of L restricted to an irreducible component must be an half-integer
(more on this a few lines below).
• s is a global section of L⊗(−2). For every geometric point z of S, if the
conic Pz is smooth than s can have at most one double root, otherwise no
double roots are allowed.
More explicitly, if P → Spec(k) is a rank 2 twisted conic, the restriction of L to
an irreducible component can have degree r2 with r = 3, 4, . . . , 2⌊
g
2⌋ + 1. Indeed,
consider an auxiliary rank 2 conic P ′, so that P is the rigidification of [P ′/µ2] away
from the node (here µ2 acts by sending (x : y) 7→ (x : −y)). A line bundle of
bidegree ( r2 ,
l
2 ) can then be thought of as a line bundle on P whose lifting to P
′
has bidegree (r, l).
The category Fog is actually a Deligne-Mumford stack. Observe that F
o
g contains
an open substack isomorphic to Hg, namely the substack of objects (P → S,L, s)
where P → S is smooth and the vanishing locus of s is étale over the base.
Proposition 2.1. There is an isomorphism H
o
g ≃ F
o
g that extends the one of
[AV04, Cor. 4.7].
Proof. Let (C → S, ι) be an object of H
o
g. We can form the stacky quotient [C/ι],
which is by construction a stacky conic of rank ≥ 2. As the stacky structure is
supported on a divisor, we can apply the rigidification process of [ACV03, 5.1] to
rigidify [C/ι] away from the singular locus: the resulting stack P → S is a family
of twisted conics of rank ≥ 2.
Observe that the morphisms C → [C/ι] and [C/ι] → P are both flat, hence so
must be their composition f : C → P . In particular, this easily implies that f∗OC
is a locally free sheaf of rank 2. Moreover, the inclusion OP →֒ f∗OC of ι-invariant
elements has a splitting given by the Reynolds morphism, hence f∗OC ≃ OP ⊕ L
for some line bundle L on P .
The structure of f∗OC as Z/2Z-graded algebra determines a morphism L⊗2 →
OP or, equivalently, a global section s : OP → L⊗(−2). The vanishing locus of s
coincides with the branch locus of C → P , which has degree 2g+2 by the Hurwitz
formula: this implies that L has total degree −g − 1. As C is stable, the degree of
L restricted to every irreducible component must be ≥ 2. Eventually, stability of
C also implies that the vanishing locus of s satisfies the required assumptions.
In this way we have constructed a morphism of stacks ϕ : H
o
g → F
o
g . To construct
its quasi-inverse, we can do the following: given an object (P → S,L, s) of Fog , define
C := Spec
OP
(OP ⊕ L), where OP ⊕ L has the OP -algebra structure induced by
s∨ : L⊗2 → OP . Moreover, there is a well defined involution on OP ⊕L which acts
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as the identity on Op and as − id on L. This determines an involution ι : C → C. It
is easy to verify that the family of curves C → S together with ι is actually an object
of H
o
g, and that the induced morphism of stacks F
o
g → H
o
g gives a quasi-inverse to
ϕ. 
Remark 2.2. The necessity of dealing with twisted conics comes from the fact that
the morphism C → P , whenever it ramifies over the node, cannot be flat unless the
node is twisted.
On the other hand, the line bundle L⊗(−2) comes from the coarse moduli space
of P , so the global section s does as well. This shows that we still have a morphism
from H
o
g to the stack of conics of rank ≥ 2 with a line bundle M of degree 2g + 2
and a global section s of M, but this is not an isomorphism.
The divisor ∆o0 is sent by the isomorphism of Proposition 2.1 to the closed
substack in Fog whose objects are triples (P → S,L, s) with P → S smooth. We
denote this divisor by Do0.
The divisors ∆oi for i > 0 are isomorphic to the divisors in F
o
g whose objects are
(P → S,L, s) are such that P is a family of conics of rank 2 and L has bidegree
(− 2i+12 ,−
2g−2i+1
2 ) on each geometric fibre. In particular every fibre of P → S must
have a twist in the node. We denote these divisors by Doi .
On the other hand, the divisors Ξoi are isomorphic to the stacks whose objects
are triples (P → S,L, s) such that P → S is a family of rank 2 conics and L has
bidegree (−i,−g − i− 1) on each fibre. These divisors will be denoted X oi .
3. The stack of admissible double coverings
In the following, a nodal curve is a connected, reduced and proper scheme C over
Spec(k) of dimension 1 whose singularities are all nodal, i.e. the formal completion
of the local ring of C at a singular point p is isomorphic to k[[x, y]]/(xy), for every
singular point of C.
A family of nodal curves is a proper and flat morphism of schemes C → S such
that every geometric fibre is a nodal curve.
Definition 3.1 ([HM82, Sec. 4]). An admissible double covering of genus g is a
finite morphism C → P between a genus g nodal curve C and a genus 0 nodal curve
P such that:
• on the complement of the singular locus of P , the morphism C → P has
degree 2.
• The image of every node q of C is a node p of P , and we have that
ÔV,p ≃ k[[x, y]]/(xy) −→ ÔC,q ≃ k[[u, v]]/(u, v)
sends x 7→ ue and y 7→ ve with 1 ≤ e ≤ 2.
• Only a finite number of automorphisms of P fixes both the ramification
divisor of C → P and the singular locus.
Given a scheme S, a family of admissible double coverings of genus g over S is an
S-morphism C → P between families of nodal curves over S such that over every
geometric point s of S the morphism Cs → Ps is an admissible covering of degree
2 and genus g.
Remark 3.2. The definition above differs from the one of [HM82] because we do not
require to have 2g+2 sections σi : Spec(k)→ P such that the ramification divisor,
away from the nodes, can be written as
∑
σi.
We can form the fibred category H˜g of admissible double coverings of genus g,
that is
H˜g(S) := {(C → P → S)} ,
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where a morphism (C → P → S) → (C′ → P ′ → S′) consists of a morphism
S → S′ and two isomorphisms C ≃ C′S and P ≃ P
′
S which commute with the
covering maps.
The stack H˜g is a smooth Deligne-Mumford stack. One way to see this is to con-
sider the stack B0,2g+2(S2) of twisted admissible coverings (see [ACV03, 2.2]), which
is isomorphic to the stack of admissible coverings of degree 2 of Harris-Mumford
by [ACV03, Prop. 4.2.2]. The stack B0,2g+2(S2) is a smooth Deligne-Mumford
stack, and the automorphism group of every twisted S2-admissibe covering con-
tains the symmetric group S2g+2, which acts by permutation on the markings. By
[ACV03, 5.1] we can take the rigidification [B0,2g+2(S2)/BS2g+2], and it is easy to
see that this last stack is isomorphic to H˜g.
We can recast Definition 3.1 using the notion of admissible involution.
Definition 3.3 ([Bea77, Sec. 3]). An admissible involution of a nodal curve C
over Spec(k) is an involution ι : C → C such that:
• no irreducible component is fixed by ι.
• The quotient C/〈ι〉 is a nodal curve of genus 0.
• If a node is fixed by ι, then ι acts on the local ring OC,p, hence on its formal
completion ÔC,p, and it does not switch the two branches of the node.
The Definition above extends in an obvious way to families of nodal curves.
Proposition 3.4. [Sca17, Prop. 3.3.7] Let C → P → S be a family of admissible
double coverings over S. Then there exists a unique admissible involution ι : C → C
over S such that P = C/〈ι〉.
Viceversa, given an admissible involution ι : C → C of a family of nodal curves,
the morphism C → C/〈ι〉 is an admissible double covering.
The following results give a somewhat more concrete description of how an ad-
missible double covering looks like.
Proposition 3.5. [Sca17, Lemma 4.1.2, Prop. 4.1.3] Let C → P be an admissible
double covering, and let ι : C → C be the admissible involution of Proposition 3.4.
Then:
(1) the nodal curve C → S is semistable.
(2) Every irreducible component of C is smooth. Moreover, if ι(Ci) = Ci,
then Ci → Ci/〈ι〉 is a hyperelliptic curve, otherwise Ci and ι(Ci) are two
disconnected projective lines.
(3) Every non-stable component is a projective line intersecting the rest of the
curve in two points, which get switched by ι.
An immediate consequence of the Proposition above is that the admissible in-
volution ι of an admissible double covering C → P descends to a hyperelliptic
involution ι of the stable model C of C: in other terms, the stable curve C is a
stable hyperelliptic curve. This argument works for families too.
Corollary 3.6. Let C → P → S be a family of admissible double covering, and let
C → S be its stable model. Then the admissible involution ι : C → C descends to
a hyperelliptic involution ι : C → C, and the pair (C → S, ι) is a family of stable
hyperelliptic curves.
The stabilization morphism commutes with base change, hence the Corollary
above determines a morphism of stacks
ϕ : H˜g −→ Hg, (C → P → S) 7−→ (C → S, ι)
called the collapsing morphism [Sca17, Def. 4.1.13].
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Observe that the collapsing morphism induces a bijection at the level of geometric
points, and it is obviously an isomorphism over the open substack of smooth curves.
This in turn implies that the irreducible components of the boundary H˜g rHg are
∆˜i := ϕ
−1(∆i) for i = 0, 1, . . . , ⌊
g
2⌋ and Ξ˜j := ϕ
−1(Ξj) for j = 1, 2, . . . , ⌊
g
2⌋.
Recall that in Section 2 we defined the open substack Hg
o
of H
o
g. Set then
H˜og := ϕ
−1(H
o
g). As for the case of stable hyperelliptic curves, the complement
of H˜og in H˜g has codimension 2, and the irreducible components of H˜
o
g r Hg are
∆˜oi := ϕ
−1(∆oi ) and Ξ˜
o
j := ϕ
−1(Ξoj ).
Observe that the collapsing map induces an isomorphism of stacks for almost all
the irreducible components of the boundary of H˜og and H
o
g, with the only exception
of ∆˜o0 → ∆
o
0: indeed, compared to its stable model, an admissible covering in ∆˜
o
0
has an additional automorphism, namely the involution of the projective line that
switches the two intersection points.
Proposition 3.7. The stack H˜og is a root stack of H
o
g of order 2 along the divisor
∆o0.
Proof. It follows directly from [Sca17, Prop. 4.4.5] 
4. Computation of cohomological invariants
We start by recalling some facts on cohomological invariants of the stack of
smooth hyperelliptic curves. A more in depth discussion of this subject can be
found in the Introduction to [DLPb].
Let étn be the stack of étale algebras of degree n. It is isomorphic to the classify-
ing stack BSn. Given a family of smooth hyperelliptic curves C → S with involution
ι, the ramification divisor of C → C/〈ι〉 is the spectrum of an étale OS-algebra of
degree 2g + 2. This defines a map
Hg −→ ét2g+2 ≃ BS2g+2
which is smooth-Nisnevich, so that the pullback Inv•(BS2g+2, D)→ Inv•(Hg, D) is
injective. The cohomological invariants of BS2g+2 are isomorphic to
H•(k,D)⊕ α1 · H
•(k,D)2 ⊕ . . .⊕ αg+1 ·H
•(k,D)2
where the classes αi are the arithmetic Stiefel-Whitney classes coming from the
invariants of BO2g+2 [GMS03, 23.3].
Theorem 4.1 ([DLPb, Thm. 7.9]). Let Ig be the submodule of Inv
•(BS2g+2, D)
generated by the elements 1, α2, . . . , αg+1, and let ng be equal to 4g+ 2 if g is even
and 8g + 4 if g is odd. If g is even, we have
Inv•(Hg, D) = α
′
1 · H
•(k,D)ng ⊕ Ig ⊕ β2g+2 ·H
•(k,D)2
where α′1 and β2g+2 are elements of degree respectively 1 and 2g + 2.
If g is odd, there is an exact sequence
0→ α′1 · H
•(k,D)ng ⊕ Ig ⊕ w2 · H
•(k,D)2 → H
•(k,D)2
Where α′1 and w2 are elements of degree respectively 1 and 2 and the last map
lowers degree by g + 2. When k = k, the last map is surjective and the sequence
splits.
As the pullback of an open immersion is injective, the invariants of H˜g inject
into those of Hg. We want to understand which cohomological invariants extend
to the stack H˜og introduced in Section 3, which in turn has the same invariants as
H˜g as they differ by a subset of codimension 2.
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Proposition 4.2. We have:
(1) for every g ≥ 2 and for every torsion Galois module D, the cohomological
invariants of Hg with coefficients in D that comes from BS2g+2 extend to
cohomological invariants of H
o
g r∆
o
0.
(2) For g ≥ 3 odd, the invariant w2 pulled back along Hg → B PGL2 does not
extend to an invariant of H
o
g r∆
o
0.
Proof. To prove (1), we show that the map Hg → BS2g+2 extends to the whole
of H
o
g r ∆
o
0. Because of the isomorphism Hg
o
≃ Fog of Proposition 2.1, we can
equivalently prove that there is a morphism Fog r D
o
0 → BS2g+2 extending the
morphism on Hg.
This last task is readily accomplished: to every object (P → S,L, s) of Fog rD
o
0
we associate the vanishing locus of s, which by construction is étale over S of degree
2g + 2, determining in this way the desired map H
o
g r∆
o
0 → BS2g+2.
Point (2) has already been shown in the proof of [DLP, Thm. A.1].

Proposition 4.3. Let D be a pn-primary torsion Galois module, with 2 ∤ p. Then
Inv•(H
o
g r∆
o
0, D) ≃ H
•(k,D).
Proof. We know from [DLPb, Prop. 7.5] that
(3) Inv•(Hg, D) ≃ H
•(k,D)⊕H•(k,D)pm [1]
as H•(k,D)-modules, where pm = gcd(pn, 2g + 1).
Let [M ] be the generator of the pn-torsion subgroup of
Pic(Hg) ≃ Z/2
1+rg (2g + 1)Z,
where rg ∈ {0, 1} is such that rg ≡ g mod 2. Then in (3) above we have
H•(k,D)pm [1] ≃ H
•(k,D)pm · [M ],
with the product induced by the Z/pnZ-module structure of D.
First suppose that D = Z/pnZ. In order to prove that H
o
g r∆
o
0 has only trivial
invariants, it is enough checking that its Picard group has trivial pn-torsion: this
easily follows from the computation of Pic(Hg) (see [Cor07, Thm. 2] in character-
istic 0 and [DLP, Thm. B.1] in positive characteristic). Moreover, this also shows
that the ramification of [M ] along the boundary divisor ∪∆oi ∪ Ξ
o
j , regarded as an
element of Z/pmZ, is invertible.
For a general pn-primary torsion Galois moduleD and γ ∈ H•(k,D)pm , let γ ·[M ]
be an invariant of Hg that extends to an invariant of H
o
g r∆
o
0: its ramification is
equal to γ times the ramification of [M ], which we know to be invertible as an
element of Z/pmZ. This implies γ = 0, and we are done. 
Corollary 4.4. Let D be a pn-primary torsion Galois module, with 2 ∤ p. Then
Inv•(H˜g, D) ≃ H
•(k,D)
Proof. The stack H
o
g r ∆
o
0 is an open substack of H˜g, hence the invariants of
the latter inject into the the ring of invariants of the former, which is trivial by
Proposition 4.3. 
4.1. The g even case.
Proposition 4.5. Let g ≥ 2 be even, and let D be a 2n-primary torsion Galois
module. Then the exceptional invariant βg+2 of Hg extends to H
o
g r∆
o
0.
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Proof. We give the proof assuming D = Z/2Z, the general case follows easily from
this one.
Let us recall how βg+2 is constructed. Let C → Hg be the universal smooth conic,
and let L and s be respectively the universal line bundle on C and the universal
global section s of L⊗(−2). The existence of such objects over Hg is a consequence
of [AV04, Prop. 2.2].
Let U be the complement in C of the vanishing locus V of s: in particular, we
have that L⊗2 is trivial on U or equivalently LU belongs to H1(U , µ2).
Then we can define a degree 1 cohomological invariant t of U as follows: given a
morphism p : Spec(K)→ U we set t(p) = [LK ], which belongs to H1(Spec(K), µ2).
Another way to see the invariant t is the following. Given a morphism p :
Spec(K) → U , consider any lifting p′ : Spec(K) → L⊗(−2). The element p′∗(s) ∈
K∗ is well defined up to squares, and it’s easy to see that this glues to the co-
homological invariant t. In particular, this shows that the boundary of t in the
complement of U is equal to 1.
This invariant does not extend to a global invariant of C, but αg+1 ·t does, where
αg+1 is the degree g + 1 generator of Inv
•(BS2g+2). The reason is that
∂V(t · αg+1) = αg+1
and the restriction of αg to V is zero. This is explained in detail in [DLP, Sec. 2].
Using the well known property that C is actually the projectivization of a rank
2 vector bundle, we deduce that Inv•(C) ≃ Inv•(Hg), hence the construction above
gives the exceptional invariant βg+2 of Hg.
The construction of the exceptional invariant for H
o
g r ∆
o
0 proceeds along the
same lines. Let Psm → H
o
g r ∆
o
0 be the smooth locus of the universal conic, and
let L and s be respectively the universal line bundle restricted to Psm and the
universal global section of L⊗(−2). Again, the existence of such objects is assured
by the isomorphism H
o
g r∆
o
0 ≃ F
o
g of Proposition 2.1.
Observe that Psm → H
o
gr∆
o
0 is a smooth-Nisnevich covering of H
o
gr∆
o
0, hence
the cohomological invariants of the latter inject into Inv•(Psm) via pullback.
Moreover, if an invariant of C, the universal smooth conic, can be extended to
Psm, then it necessarily comes from H
o
g r∆
o
0. Indeed, let ξ be such an invariant:
due to Psm → H
o
gr∆
o
0 being a smooth-Nisnevich cover, we have that ξ comes from
H
o
g r∆
o
0 if and only if it glues, i.e. pr
∗
1 ξ − pr
∗
2 ξ = 0 in Inv
•(Psm ×Hogr∆o0
Psm).
On the other hand the restriction of pr∗1 ξ − pr
∗
2 ξ to C ×Hg C is zero, as we
already know that the invariant glues over Hg. As C ×Hg C is an open substack
of Psm ×Hogr∆o0
Psm, the invariants of the latter injects into the invariants of the
former. Therefore pr∗1 ξ − pr
∗
2 ξ is zero as well, hence ξ glues to an invariant of
H
o
g r∆
o
0, as claimed.
The same argument used to produce the invariant βg+2 of C applies in this
situation, giving us an invariant on Psm which obviously extends βg+2. More
precisely, one considers the complement of the vanishing locus of s in Psm: here we
have the invariant t of cohomological degree 1 given by
t = [L] ∈ H1(Psm r {s = 0}, µ2).
The product αg+1 · t, due to the very same reason for which αg+1 · t extended in the
smooth case, extends to a global invariant of Psm. With a little abuse of notation,
this invariant is also denoted βg+2. Then, for what we observed a few lines above,
the invariant βg+2 must come from H
o
g r∆
o
0. This concludes the proof. 
Putting together Proposition 4.2 and Proposition 4.5, we derive the following
result.
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Corollary 4.6. Let g ≥ 2 be an even integer and D a 2-primary torsion Galois
module. Then we have
Inv•(Hg, D) ≃ Inv
•(H
o
g r∆
o
0, D)
We can now apply the formula for the invariants of a root stack to compute the
invariants of H˜g.
Theorem 4.7. Let g ≥ 2 be even and D a Galois module of pn-primary torsion,
with p prime. Then if p = 2 we have
Inv•(H˜g, D) ≃ Inv
•(Hg, D),
otherwise the invariants of H˜g are trivial.
Proof. The complement in H˜g of the open substack H˜og has codimension 2, hence
these two stacks have the same cohomological invariants.
We know from Proposition 3.7 that H˜og is a root stack of order 2 of H
o
g along
the divisor ∆o0. Therefore, by Theorem 1.4, the cohomological invariants of H˜
o
g are
equal to the cohomological invariants of H
o
g r∆
o
0 whose ramification along ∆
o
0 is of
2-torsion.
It follows from Corollary 4.6 that the ramification of all the cohomological in-
variants of H
o
g r∆
o
0 along ∆
o
0 is of 2-torsion. This concludes the proof. 
Remark 4.8. Theorem 4.7 should be compared with [DLP, Thm. A.1], where it is
shown that the cohomological invariants of Hg are all trivial. This does not come
as a surprise: the compactification of Hg by admissible double coverings preserves
most of the structure needed to construct the cohomological invariants of smooth
hyperelliptic curves. On the other hand, this is not the case for the compactification
by stable hyperelliptic curves.
4.2. The g odd case. When g is odd and D is a 2n-primary torsion Galois module
with n ≥ 2, the stack Hg has basically two more invariants than in the even genus
case (see Theorem 4.1). One of the two is the invariant w2 of cohomological degree
2 pulled back from BPGL2, and the other comes from the 4-primary torsion of
Pic(Hg), which for g odd is equal to Z/4(2g + 1)Z. This second invariant, denoted
α′1, is a square root of α1, the degree one invariant coming from BS2g+2.
We have already seen in Proposition 4.2 that w2 does not extend to an invariant
ofH
o
gr∆
o
0, so in order to have a complete picture in degree ≤ g+1 of Inv
•(H
o
gr∆
o
0)
we only need to understand if α′1 extends or not. A bit surprisingly, the value of
the genus plays a role here.
Proposition 4.9. Let g ≥ 3 be an odd integer and let D be a 2-primary torsion
Galois module.
(1) If g ≥ 5, there is a submodule Kg of H•(k,D)2 and an exact sequence
0→ Inv•(BS2g+2, D)→ Inv
•(H
o
g r∆
o
0, D)→ Kg → 0
such that the inverse image of a non-zero element in Kg has degree at least
g + 2.
(2) If g = 3, define
I = α2 · H
•(k,D)2 ⊕ α3 ·H
•(k,D)2 ⊕ α4 ·H
•(k,D)2 ⊂ Inv
•(BS4, D).
Then there is an exact sequence
0→ H•(k,D)⊕H•(k,D)4[1]⊕ I → Inv
•(H
o
3 r∆
o
0, D)→ K3 → 0
such that the inverse image of a non-zero element in K3 has degree at least
5. The H•(k,D)4[1] is equal to α
′
1 ·H
•(k,D)4, where α
′
1 is a square root of
α1.
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Proof. First suppose D = Z/2nZ, n ≥ 2. From [Cor07, Thm. 2] in characteristic
zero and [DLP, Thm. B.1] in positive characteristic, we know that the Picard group
of Hg is freely generated by an element ζ plus the boundary divisors. If λ denotes
the Hodge line bundle, we have
4(2g + 1)λ = [∆0] + 2
⌊ g−1
2
⌋∑
j=1
(j + 1)(2j + 1)[Ξj ] + 4
⌊ g
2
⌋∑
i=1
i(2i+ 1)[∆i].
From this we deduce that Pic(H
o
g r ∆
o
0) has 4-torsion elements if and only if 4
divides 2(j+1)(2j+1) for 1 ≤ j ≤ g−12 , hence only if g = 3. Therefore, the invariant
α′1 actually extends to an invariant of H
o
g r∆
o
0 only in genus three.
The description of Inv•(H3, D) of Theorem 4.1, combined with Proposition 4.2
and the observations above, yields the desired result.
If g ≥ 5, what we have just shown implies that the ramification of α′1 along the
boundary divisor is of 2-torsion, because we know that α1 = 2α
′
1 can be extended:
this implies that an invariant γ · α′1 of H
•(k,D)4 · α′1 is unramified if and only if
γ is a multiple of 2, hence the subgroup of H•(k,D)4 · α′1 of unramified elements
coincides with H•(k,D)2 · α1.
As in the genus three case, combining this with Proposition 4.2 and Theorem
4.1, we get the claimed description. 
This enables us to give an almost complete description of the cohomological
invariants of H˜g for g odd.
Theorem 4.10. Let g ≥ 3 be an odd integer and let D be a pn-primary torsion
Galois module, with p prime. If p = 2 there is a (possibly trivial) submodule Kg of
H•(k,D)2 and an exact sequence
0→ Inv•(BS2g+2, D)→ Inv
•(H˜g, D)→ Kg → 0
such that the inverse image of a non-zero element in Kg has degree at least g + 2.
If p > 2, then the cohomological invariants of H˜g are trivial.
Proof. For g ≥ 5, we can apply exactly the same argument that we used to prove
Theorem 4.7.
In the case g = 3, the ramification of the invariant α′1 along ∆0 cannot be of
2-torsion, otherwise we would be able to extend the invariant α1 = 2α
′
1 to Hg.
Therefore, this case can be worked out as in the proof of Theorem 4.7 as well. 
4.3. Brauer groups. Theorem 4.7 and Theorem 4.10 give to us all the informa-
tions needed to determine the prime-to-the-characteristic part of the Brauer group
of H˜g.
Theorem 4.11. Let g ≥ 2 and set c = char(k). Let cBr(−) denote the prime-to-c
part of the Brauer group. Then:
cBr(H˜g) ≃
cBr(k)⊕H1(k,Z/2Z)⊕ Z/2Z.
In particular, when c = 0 the formula above describes the whole Brauer group of
H˜g.
Proof. The proof works exactly as in [DLPb, Thm. 8.1]. The starting point is the
isomorphism
(4) Inv2(H˜g,Z/ℓZ(−1)) ≃ Br
′(H˜g)ℓ,
where on the right we have the ℓ-torsion part of the cohomological Brauer group.
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Theorem 4.7 and Theorem 4.10 can then be used to compute the left hand side
of (4): one has only to observe that all the elements in the cohomological Brauer
group that do not come from the ground field are of 2-primary torsion.
To conclude, by results of Edidin-Hasset-Kresch-Vistoli and Kresch-Vistoli (see
the Introduction of [DLPb]), we have that the prime-to-char(k) part of the coho-
mological Brauer group of a smooth, quasi-projective, tame Deligne Mumford stack
belongs to the Brauer group, so in particular cBr(H˜g) =c Br
′(H˜g). 
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