Since the advent of quantum mechanics different approaches to find analytical solutions of the Schrödinger equation have been successfully developed. Here we follow and generalize the approach pioneered by Natanzon and others by which the Schrödinger equations can be transformed into another well-known equation for transcendental function (e.g., the hypergeometric equation). This sets a class of potentials for which this transformation is possible. Our generalization consists in finding potentials allowing the transformation of the Schrödinger equation into a triconfluent Heun equation. We find the energy eigenvalues of this class of potentials, the eigenfunction and the exact superpartners.
I. INTRODUCTION
The study of exactly solvable Schrödinger equations can be traced back to the beginning of quantum mechanics. The earliest examples are represented by the harmonic oscillator, Coulomb, Morse, Pöschl-Teller, Eckart and ManningRosen potentials [1] [2] [3] . By looking closer at these examples one can start to conjecture that exact solvability of the Schrödinger equation depends on the fact that such an equation can be suitably reduced to the hypergeometric or the confluent hypergeometric equation. The problem of deriving the most general class of potentials such that the Schrödinger equation can be transformed into the hypergeometric equation has been solved by [4] . Furthermore, [5] studied solutions regular at infinity for the basic SUSY ladder of Hyperbolic Pöschl-Teller potentials that admit representations in terms of confluent Heun polynomials. [6] derived new classes of potentials such that the onedimensional Schrödinger equation can be turned into the Heun equation and its confluent cases. The generalized Heun equation has been considered as well in [6] . Since the hypergeometric equation 
with a, b, c ∈ R is a special case of the Heun equation 
whenever q = αβa and ǫ = 0, the potential classes obtained in [6] generalizes the Natanzon's class. We start by reviewing the method developed by [6, 7] allowing the construction of the most general potential such that the Schrödinger equation can be reduced to the triconfluent Heun equation (5) . Such a potential contains six free parameters.
II. REDUCTION OF THE RADIAL SCHRÖDINGER EQUATION TO A TRICONFLUENT HEUN EQUATION
We consider a quantum particle in a central field in three and two spatial dimensions, respectively. In the three dimensional case the behaviour of the particle is described by the Schrödinger equation ( 2 = 2m = 1) i∂ t Ψ(t, r) = HΨ(t, r), H = −∆ + U (r) with Ψ ∈ L 2 (R 3 ). Here, ∆ denotes the Laplacian. Since the Hamilton operator commutes with the angular momentum operator L = (L x , L y , L z ), it is sufficient to solve the eigenvalue problem for H, i.e. the time-dependent Schrödinger equation, on the subspace of L 2 (R 3 ) spanned by a basis of common eigenvectors of |L 2 | and L z . Such a subspace is made of functions having the form Φ ℓm (r, θ, φ) = Φ(r)Y ℓm (θ, φ) where Φ ∈ L 2 (R + , r 2 dr) and Y ℓm (θ, φ) denotes the spherical harmonics. In spherical coordinates the Laplace operator becomes
If Φ ℓm is an eigenfunction of H relative to the eigenvalue E, then Φ must satisfy the radial Schrödinger equation [8] 
The above equation can be further simplified if we bring it to its canonical form by means of the transformation Φ(r) = ψ(r)/r with ψ ∈ L 2 (R + , r 2 dr) and we obtain
The region where the dynamics of the particle can take place is constrained to the half axis r > 0. Moreover, it will be assumed that the effective potential does not depend on the energy of the particle. Two-dimensional quantum systems appear in solid state physics in connection with the fractional quantum Hall effect [9] and high temperature superconductivity [10] [11] [12] . For the two-dimensional case we consider a system of two anyons [13] , i.e. particles with fractional statistics, in a spherically-symmetric potential. The time-independent Schrödinger equation governing this system is [14, 15] ( 2 = 2µ = 1 with µ the reduced mass of the system)
where θ is the statistics parameter, m ∈ Z is the azimuthal quantum number and r = |r 1 − r 2 | > 0 is the relative coordinate. Note that r = 0 to avoid that the two particles overlap. By means of the substitution Φ(r) = ψ(r)/ √ r we get formally the same Schrödinger equation as given by (3) with
We want to construct the most general potential U such that the radial Schrödinger equation (3) with effective potential given by (3) with ℓ = 0 or (4) with fixed ν can be transformed into the triconfluent Heun equation [16] 
with parameters A 1 , A 2 , A 2 ∈ R and ρ ∈ Ω ⊆ R. Note that (5) can be obtained by means of a confluence process of the singularities involved in the Heun equation. To appreciate the role of the TCH equation in physics, we refer to [17] [18] [19] [20] where this equation appears in the treatment of anharmonic oscillators in quantum mechanics. A short exposition of known results concerning anharmonic oscillators can be found in Ch. I of [21] . It is interesting to observe that the radial Schrödinger equation (3) reduces immediately to the above triconfluent Heun equation whenever
i.e. U is a quartic potential. In what follows we are interested in non trivial transformations of the dependent variable ψ and the radial coordinate r transforming (3) into (5) . As in [6] we introduce the coordinate transformation ρ = ρ(r) with r > 0 and (5) becomes
The standard form of the above equation can be achieved by using the Liouvillle transformation
where we must require that
on the interval (0, ∞), i.e. ρ must be an increasing function of the variable r. Hence, we end up with the linear ODE
Here, S(ρ) denotes the Schwarzian derivative of the coordinate transformation ρ evaluated at r and it is given by
It can be easily checked that solutions of (7) will be expressed in terms of the solutions of (5) according to
Moreover, equation (7) will reduce to the radial Schrödinger equation (3) when J(r) = E − V ef f (r). Therefore, the effective potential is completely determined by the Bose invariant I [22] and the Schwarzian derivative of the coordinate transformation. In order to be sure that the potential does not depend on the energy of the particle, we must require that
• the Bose invariant admits a decomposition of the form
According to Theorem IV.6 in [6] , this will be the case if the parameters entering in the triconfluent Heun equation can be written as A i = a i + Eb i with i = 0, 1, 2 and a i , b i ∈ R for any i = 0, 1, 2. Then, we have
• The coordinate transformation satisfies the differential equation
The condition expressed by (6) implies that we have to take the positive square root of (9) , that is ρ ′ (r) = 1
With the help of (8) and (9) the effective potential can be written as
Rewriting the Schwarzian derivative in terms of I 1 and its derivatives with respect to ρ we obtain the most general form for the effective potential such that the radial Schrödinger equation (3) can be transformed into a triconfluent Heun equation, namely
Replacing the corresponding expressions for I 0 and I 1 into (11) we can write the effective potential as
Note that (12) represents a class of potentials depending upon the six real parameters a i , b i with i = 0, 1, 2. Concerning the solution of the differential equation governing the coordinate transformation we need to require that
We have the following cases
(a) If ∆ < 0, the coordinate transformation ρ maps the interval (0, ∞) of the radial variable into the whole real line. Using 2.261 and 2.262(1) in [23] we find that the solution of (10) can be written as
and equation (10) becomes
where the plus sign must be taken when
where the minus sign must be taken for b 1 > 0. Integrating the above equation we obtain
The above equation is quadratic in ρ and therefore we can solve it in order to express ρ as a function of the radial variable. In the case b 1 > 0 and requiring that ρ is an increasing function of the radial variable we find that
In this case ρ maps the interval (0, ∞) into itself and the condition ρ > − b 0 /b 2 is automatically satisfied. If b 1 < 0, by a similar reasoning we find the solution
The image of the interval (0, ∞) under the transformation ρ is the interval (2 b 0 /b 2 , ∞) and also in this case the condition ρ > b 0 /b 2 is satisfied. If b 0 = 0, then ∆ = 0 implies b 1 = 0 and ρ is given by the expression
where ρ 1 and ρ 2 denote the roots of I 1 . In this case we can express the radial variable in terms of ρ as
In this case only if ∆ > 0 we can make I 1 > 0 on an open interval (ρ 1 , ρ 2 ) where ρ 1 and ρ 2 denote the roots of I 1 . Employing 2.261 and 2.262(1) in [23] yield 
Moreover, we can express ρ in terms of the radial coordinate as
We can observe that ρ is an increasing function of r and it maps the interval (0,
III. ANALYSIS OF THE POTENTIALS
We analyze those potentials arising from the cases when the coordinate transformation ρ can be written as an explicit function of the real variable r.
A. The case ∆ = 0, and b0, b1, b2 > 0
It is straightforward to verify that I 1 = b 0 + 2 √ b 2 r and the effective potential can be written as
Note that c 0 = c 1 = c 2 = 0 if we choose
and the corresponding effective potential will depend only on the parameters b 0 and b 2 . We observe that 1. Since r > 0 and b 0 > 0, it follows that the denominators appearing in (13) can never vanish and therefore the potential is never singular on the open interval (0, ∞).
2. If r = 0 the potential is finite there while asymptotically for r → ∞ it grows linearly as The function I 1 is formally given as in the previous case and the effective potential has the same form as (13) with
We observe that 1. Since r > 0 and b 0 > 0, it follows that I 1 can never vanish and therefore the potential is never singular.
2. The potential is finite at r = 0 while asymptotically for r → ∞ it grows linearly as (13).
3. There are again choices of the parameters such that the potential has at least one minimum. The potential takes the form
where
Note that it becomes singular at r = 0 and asymptotically at infinity it behaves as (13) . There are choices of the parameters such that this potential has a maximum very close to r = 0 and a minimum. See Fig. 2 . The potential (14) is singular at r = 0 and it grows linearly for r → ∞. We have choices of the parameters such that the potential exhibits maxima and minima. If we make the substitution r = τ 2 , the critical points of the potential (14) must satisfy the sextic equation
If a 0 and a 1 are both positive, there is no change of sign in (15) and Descartes' rule of signs implies that the sextic equation will not have any positive real root, and hence the potential has no extrema. For all other choices of the signs of the coefficients a 0 , and a 1 , there are only two sign changes in (15) and hence the potential will admit two positive critical points or none. For a complete root classification of a sextic equation we refer to [24] .
D. The case b2 = 0
It can be easily checked that I 1 (r) = (3b 1 r/2) 2/3 and the potential can be written as The potential (16) is singular at r = 0 and it grows quadratically for r → ∞. We have choices of the parameters such that the potential exhibits maxima and minima. If we make the substitution r = τ 3/2 , it is not difficult to verify that the critical points of the potential (16) must satisfy the sextic equation
If v 
If we make the substitution r = τ 3/4 , it is not difficult to verify that the critical points of the potential (18) must satisfy the cubic equation
If a 2 < 0 and a 0 > 0, we do not have any change of sign in (19) and Descartes' rule of signs implies that the cubic equation will not have any positive real root. Hence, the potential has no positive extrema. For any other choice of the signs of the parameters a 2 and a 1 , we will always have two sign changes in (19) and therefore the potential will admit two positive critical points or none.
IV. SOLUTIONS OF THE RADIAL SCHRÖDINGER EQUATION
We study the behaviour of the solutions of the radial Schrödinger equation for the general class of potentials (12) and for the potentials discussed in the previous section. First of all, by means of (10) the solution of the radial Schrödinger equation can be written as
where ρ = ρ(r) and v is a solution of the triconfluent Heun equation (5) . It is in general convenient to bring (5) into its canonical form [16] with the help of the substitution
where the unknown function y must satisfy the equation with
Hence, the general solution of the radial Schrödinger equation can be cast in the form
Note that the function multiplying y in (22) decays exponentially in r as r → +∞ because in the case b 0 , b 1 , b 2 = 0 we have
with ρ 1 and ρ 2 denoting the roots of the quadratic polynomial I 1 introduced in Section II whereas if b 2 = 0 and b 1 = 0 we get
Since equation (5) has no finite singular points, we can construct Taylor series for the solutions of the triconfluent Heun equation by adopting the method outlined in [16] . We first rewrite (20) in terms of the Euler operator δ = ρd/dρ as
Observing that ρ n with n ∈ N are eigenfunctions of the Euler operator, one finds the following two linearly independent solutions, namely
with e 0 (α, β, γ) = 1, e 1 (α, β, γ) = 0, e 2 (α, β, γ) = − α 2 , e n (α, β, γ) = (n − 1)γe n−1 (α, β, γ) − αe n−2 (α, β, γ) − (β + 6 − 3n)e n−3 (α, β, γ) n(n − 1) , n ≥ 3 and
We will refer to (23) as the general solution to contrast it with the polynomial one which will be discussed below. Worth mentioning is also the convergence of (23) as shown in [16] . In order to find polynomial solutions of (20) we start AGAIN by assuming a power solution of the form
Substituting (24) into (20) we obtain the following recurrence relation for the coefficients w n (β − 3n)w n−1 + αw n − γ(n + 1)w n+1 + (n + 1)(n + 2)w n+2 = 0 (25) which holds for all n ≥ 0 provided that w −1 = 0. The above recursion relation is the same as the recursion relation for e n (see above) with a shift for n. In order to have a polynomial solution of degree N we require that w n = 0 for all n > N . Moreover, for n = N + 1 the recurrence relation above gives the condition β = 3(N + 1). Taking into account that β = a 1 + b 1 E, such a condition gives the energy eigenvalue 
does not vanish. The first polynomials are given by
• N = 0: β = 3, α = 0 and p 0 (ρ) = 1;
• N = 1: β = 6, α 2 + 3γ = 0 and p 1 (ρ) = ρ − α/3;
• N = 2: β = 9, α 3 + 12αγ + 36 = 0 and
• N = 3: β = 12, α 4 + 30α 2 γ + 216α + 81γ 2 = 0 and
•
Note that the above list extends the one given in [16] . The special case b 1 = 0 = b 2 and b 0 = 1 and in particular the boundary value problem
has been considered by [25] . Note that the boundary condition is equivalent to the requirement v ∈ L 2 (R). According to [26, 27] the spectrum of the above problem is discrete, all eigenvalues are real and simple and they can be arranged into an increasing sequence E 0 < E 1 < · · · . Moreover, for n → ∞ the asymptotic behaviour of the eigenvalues is [25] E n ≈ 4πn 2B(3/2, 1/4)
where B denotes the Euler function. Furthermore, all non-real zeros of the eigenfunctions of the problem (26) belong to the imaginary axis (see Theorem 1 in [28] ). We conclude this section by deriving a formula for the solution of the recurrence relation (25) . By shifting the index according to the prescription n → n + 1 we can rewrite (25) as a third order homogeneous linear difference equation
with n ≥ −2 and
By letting n = 0 we obtain w 3 in terms of w 2 , w 1 , and w 0 , namely
Furthermore, for n = −2 and n = −1 we get, respectively
from which it follows that
Hence, w n can be evaluated once w 0 is assigned. Note also that solving (27) under the requirement w −2 = w −1 = 0 is equivalent to solve the same recurrence relation subject to the initial conditions
Since our difference equation is linear and of third order, it will have a unique solution which can be expressed as a linear combination of three linear independent solutions w
n , and w
n . Once we find by other means these three particular solutions, we can check their linear independence by verifying that the Casoratian W n of the solutions w (1) n , w (2) n , and w (3) n defined by
does not vanish for any value of n. On the other hand, Abel's lemma allows us to compute the Casoratian even without knowing explicitly the solutions w (i) n with i = 1, 2, 3. Applying (2.2.10) in [29] we find
It is clear that we will have three linearly independent solutions provided that β = 3(k + 1) for all k ∈ N and W 0 = 0. If this is the case, then the general solution of (27) can be written as
with constants C 1 , C 2 , and C 3 determined by the initial condition (28) . In order to solve the recurrence relation (27) we first rewrite it as a system of first order equations of dimension 3, namely
with
where A is the so-called companion matrix of the recurrence relation (27) . Clearly, this matrix is non-singular if its determinant does not vanish and this condition translates into the requirement β = 3(n + 1) for any n ∈ N. We want to solve (29) subject to the initial condition
By Theorem 3.4 in [29] this initial value problem has a unique solution U n such that U 0 = Z 0 . From (29) we have
and by induction we conclude that
Even though the above formula contains the solution of the recurrence relation (27) , it is difficult to extract from it the behaviour of the solution w n as n → ∞. The next result circumvents this problem by investigating the asymptotic behaviour of w n with the help of the so-called Z-transform method which reduces the study of a linear difference equation to an examination of a corresponding complex function.
Theorem IV.1 For the recurrence relation (27) with the initial condition (28) it holds lim n→∞ w n = 0.
Proof. Applying the definition of the Z-transform to our recurrence relation (27) , i.e.
we find with the help of the properties of the Z-transform listed in Ch. 6 in [29] that the original recurrence relation gives rise to the following second order, linear, non homogeneous complex differential equation
The initial condition (28) implies that 2w 2 − γw 1 + αw 0 = 0 and therefore, we are left with the following homogeneous differential equation
By means of the substitution ω = 1/z the above equation can be transformed into the triconfluent Heun equation (20) . Hence, a particular solution is given by x 1 (ω) = T 1 (α, β, γ; ω) with T 1 defined as in (23) . In order to construct a linearly independent set we make use of Preposition 4.2 with j = 1 in [30] . This gives
with T 2 defined as in (23) . Hence, the general solution of (31) for γ = 0 is
where the corresponding series defining T 1 converges uniformly provided that z = 0. Then, the Final Value Theorem for the Z-transform [29] implies that
If γ = 0, we can still use the particular solution x 1 found before together with Abel's formula. Let x 2 denote another particular solution of the triconfluent Heun equation arising from (30) after the transformation ω = 1/z. Then, the Wronskian is given by W (T 1 (α, β, 0; ω); x 2 (ω)) = Cexp(ω 3 ) for some C = 0. Employing the definition of the Wronskian we end up with the following first order, linear differential equation for x 2 , namely
The corresponding integrating factor is given by µ(ω) = T −1 1 (α, β, 0; ω) and hence
Finally, the general solution of (31) for γ = 0 is represented by
Taking into account that the following expansion holds for |z − 1| < 1
once again the Final Value Theorem implies that lim z→1 (z − 1) x(z) = 0 and this completes the proof.
We conclude the analysis of the recurrence relation (27) by constructing asymptotic expansions valid as n → ∞ consisting of an exponential leading term multiplied by a descending series. These kind of expansions are called Birkhoff series [31, 32] . To construct such series we will assume as in [33] that
with α 1 = 0, β = j/ ρ, 0 ≤ j < ρ, ρ ≥ 1 and µ 0 ρ taking integer values. Then, for k = 1, 2, 3 we have Last but not least, note that the above asymptotic results for w (i) n with i = 1, 2, 3 tend to zero for n → ∞ as we would expect from Theorem IV.1. where V + and V − are the supersymmetric partner potentials and they are given by
Clearly, V + (ρ) = Ω(ρ) and moreover the other partner potential can be expressed as
If we denote the eigenstates of the Hamiltonians H − and H + by v In order to establish whether or not the supersymmetry is unbroken we need to find out if the ground state of H − has zero energy, that is E (−) 0 = 0.
VI. ANALYSIS OF THE ZERO ENERGY STATE
Let ψ 0 denote the zero energy solution, i.e. E = 0, associated to an Hamiltonian H 0 such that H 0 ψ 0 = 0 and H 0 = d 2 /dr 2 + V ef f (r) where the effective potential has been already computed in Section II. For the potential V 3 with e 0 = e 1 = e 2 = 0 corresponding to the choice a 0 = a 1 = a 2 = 0 we find that the zero energy solution can be written as a linear combination of Bessel functions as follows ψ 0 (r) = √ r C 1 J √ with integration constants C 1 and C 2 . This solution is not square integrable since it oscillates asymptotically as a plane wave. Therefore, it is obvious that we are handling here the scattering solution for a spacial case of the energy. Note that from the definition of e 4 we can conclude that it is always strictly positive. Another case that can be solved exactly is the following. Consider the potential V 4 and let a 0 = a 2 = b 0 = 0. Then, the coefficients v 1 , v 3 , and v 4 vanishes whereas v 0 = −a1/b 1 . Hence, we have Observe that if E = v 0 or E = 0 and v 0 = 0 we find that
