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Heat Transfer and Thermodynamic Analysis of Heat Pipe-Assisted 
Latent Heat Thermal Energy Storage Systems for Concentrating Solar Power Applications 
Hamidreza Shabgard, PhD 
University of Connecticut, 2014 
Thermal energy storage (TES) is the key advantage of concentrating solar power (CSP) systems. Among 
various types of TES, latent heat thermal energy storage (LHTES) benefits from large energy density and 
virtually isothermal operation that can potentially reduce the cost of TES systems significantly. However, 
most of the phase change materials (PCMs) used in LHTES systems have a prohibitively low thermal 
conductivity. This work presents a novel approach to substantially improve the heat transfer rates of a 
LHTES system by incorporating heat pipes (HPs) and/or thermosyphons (TSs) to circumvent the large 
thermal resistances of the PCMs. The basic design of a HP-assisted LHTES module is presented and a 
thermal network modeling approach is developed for system level analysis of the thermal response of the 
module. The model is further extended to predict the thermal performance of a large-scale LHTES 
system. An exergy analysis is also presented to investigate the second-law efficiency of the LHTES 
systems and guidelines are provided for the design of LHTES systems to achieve maximum second-law 
performance accounting for the practical constraints imposed on the operation of solar LHTES systems. 
The performance of HPs and TSs as the heart of the proposed technology is also studied in detail to 
ensure that the HPs/TSs are capable of providing the assigned heat transfer load. Numerical analysis of 
LHTESs is necessary for fully understanding the complex physical phenomena involved, including the 
solid-liquid and liquid-vapor phase changes and hydrodynamics of the HPs/TSs. To this end, a full 
numerical simulation of a HP-assisted LHTES for dish-Stirling applications is presented. Conjugate heat 
transfer effects in a HP-PCM system are analyzed and the effects of HP spacing on the heat transfer 
response are investigated. The benefits offered by the integration of LHTES with CSP systems, such as 
damping the temporal variations of solar radiation and shifting the power generation to times of higher 
demand, are proved.
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Chapter 1. A Thermal Network Model for High-Temperature Latent 
Heat Thermal Energy Storage using Heat Pipes 
 
A thermal network model is developed and used to analyze heat transfer in a high temperature 
latent heat thermal energy storage unit for solar thermal electricity generation. Specifically, the benefits of 
adding multiple heat pipes to serve as thermal pathways between a heat transfer fluid and a phase change 
material is of interest. Two storage unit configurations are considered; one with phase change material 
surrounding a tube that conveys the heat transfer fluid, and the second with the phase change material 
contained within tubes over which the heat transfer fluid flows. Both melting and solidification are 
simulated. It is demonstrated that adding heat pipes improves the heat transfer between the heat transfer 
fluid and the phase change material, leading to enhanced thermal performance. The enhancement is 
quantified in terms of a dimensionless heat pipe effectiveness. 
1.1. Background 
Solar energy is radiant light and heat from the sun that is harnessed using technologies such as solar 
heating, solar photovoltaics, and solar thermal electricity generation. Solar energy is the cleanest and most 
abundant renewable energy source available that can be harnessed for a variety of uses, including 
electricity generation, providing light or a comfortable interior environment, heating water for domestic, 
commercial, or industrial use and etc. Approximately 87 million GW of solar radiation strikes the earth 
surface, equivalent to a time-and-space averaged solar flux of 175 W/m2. In other words, the amount of 
solar energy striking the earth surface in 1 hour and 45 minutes is enough to supply the global power 
consumption in 2010 (553 EJ).  
In general, solar energy systems can be categorized as passive and active. Examples of passive 
systems are passive solar buildings that are designed and oriented to collect, store and distribute the heat 
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from sunlight to maintain indoor comfort. Examples of active systems are photovoltaics and concentrating 
solar power. An important area of application of solar energy is solar power that is converting sunlight 
into electricity. Photovoltaics (PV) and concentrating solar power (CSP) are two major solar power 
technologies. PV technology uses semiconductors that exhibit the photovoltaic effect. In a PV cell, 
photons of light excite electrons into a higher state of energy. The excited electrons act as charge carriers 
for an electric current. The CSP technology uses mirrors or lenses to concentrate sunlight. The 
concentrated sunlight is converted into heat to produce electrical power using a heat engine such as a 
steam turbine or a Stirling engine. With recent advances in PV industry that has led to improved solar-to-
electric conversion efficiencies and reduced manufacturing costs, PV has gained a larger market share 
than CSP. However, CSP has one major advantage over PV that is thermal energy storage (TES). While 
there is no economically viable option to integrate energy storage with PV, thermal energy storage can be 
easily integrated with a CSP plant, enabling the plant to shift power generation to times of higher demand 
[1-10]. Dispatching power generation is crucial for economically beneficial operation of a power plant. 
Various types of CSP are available. Parabolic trough and linear Fresnel CSP plants concentrate 
solar radiation on a line. Solar power towers and dish-Stirling systems concentrate the solar radiation on a 
focal point. The operating temperature of these systems ranges from around 300 °C to 1000 °C related to 
linear Fresnel and tower technologies, respectively. In 2012, the capacity of CSP plants worldwide was 
about 2.6 GWe. All types of CSP can be integrated with TES systems. 
Thermal energy storage has two major types, namely sensible heat thermal energy storage 
(SHTES) and latent heat thermal energy storage (LHTES). In a SHTES, absorbed solar radiation is stored 
in the form of sensible heat of a solid or liquid media (increasing the temperature of the storage material). 
Thermal energy can be transferred to the storage media via a heat transfer fluid (HTF), or the HTF itself 
can be used as a storage medium as well. The former is called indirect SHTES and the latter is referred to 
as direct SHTES. Major SHTES technologies include direct and indirect two-tank molten salt, single tank 
molten-salt thermocline, and concrete SHTES. In LHTES systems, thermal energy is stored in the form of 
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latent heat of fusion of a phase change material (PCM) upon melting. The stored thermal energy is then 
released upon solidification of the molten PCM. The sensible and latent TES systems can also be 
combined together by connecting SHTES and LHTES units in series. Another method to combine 
sensible and latent TES systems is to use HTFs that contain PCM agents. Such a composite HTF has an 
increased heat capacity and possess superior performance as both the HTF and storage media. Composite 
HTFs are still in research stage. 
The SHTES is a mature technology and is currently being used in large-scale CSP plants. The 
major drawback of SHTES is, however, the relatively high cost related to the huge amount of storage 
material. For example, 28500 tons of molten salt is required to run the 50 MWe Andasol-1 CSP plant in 
Spain for 7.5 h. This large mass of molten salt also needs big storage tanks, in the case of Andasol-1 two 
tanks of 14 m height and 36 m diameter, adding to the overall cost of the TES system. LHTES exhibits 
desirable attributes relative to SHTES due to the relatively higher energy storage density. However, the 
common phase change materials (PCMs) used in LHTES usually possess low thermal conductivity, 
limiting their use in large-scale solar thermal energy generation.  
Salient features of a LHTES system applicable to solar thermal electricity production are shown in 
Fig. 1.1. In general, a heat transfer fluid (HTF) exchanges energy with a PCM. The HTF may be delivered 
from solar collectors, in which case the PCM is melted. Alternatively, the HTF may represent the working 
fluid of a Rankine or other power cycle, in which case the PCM is the energy source and undergoes 
solidification. In either case, operating temperatures are relatively high, and large temperature differences 
between the HTF and the PCM are undesirable. Several approaches have been suggested to reduce the 
thermal resistance between the HTF and the PCM including: packing the PCM within a high thermal 
conductivity solid matrix [11-14], introducing high thermal conductivity particles into the PCM [15,16], 
increasing the area for heat transfer that separates the HTF from the PCM by utilizing extended surfaces 
or fins [17-25], or encapsulating the PCM within the HTF [26-29]. An alternative approach is to 
incorporate devices such as heat pipes (HPs) to serve as thermal conduits between the HTF and the PCM. 
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It is well known that HPs have very high effective thermal conductivities, can be tuned to operate 
passively in specific temperature ranges through selection of appropriate working fluids and operating 
pressures, and can be fabricated in a variety of shapes [30]. As shown, the representative HP is 
transferring heat from the HTF to the PCM with evaporation and condensation of the HP working fluid 
occurring at the end sections of the HP which are separated by an adiabatic section. 
Hybrid HP-PCM behavior has received has received limited attention. Faghri [31,32] patented 
methods to incorporate HPs into PCMs for application in thermal energy storage systems and heat 
exchangers. Horbaniuc et al. [33] modeled the solidification of a low-melting-temperature PCM 
surrounding a longitudinally-finned HP. They considered a LHTES system that was able to operate in 
three modes; charging (melting the PCM), discharging (solidifying the PCM) and simultaneous charging 
and discharging. Their analysis considered the two-dimensional growth of solid PCM around the 
evaporator of the HP as well as adjacent to the fins. They demonstrated that inclusion of more fins leads 
to increased solidification rates, and concluded that the duration of freezing can be controlled by varying 
the number of fins.  
Liu et al. [34] studied experimentally a HP heat exchanger for latent energy storage. They 
considered a LHTES similar to that of Horbaniuc et al., but with a circumferentially-finned 
thermosyphon. Experiments were conducted using water as the HTF and an industrial paraffin wax with 
Tm = 52.1°C as the PCM. A copper thermosyphon charged with acetone and an operating temperature 
range of 0 - 100 °C was utilized. The experiments were designed to investigate the effect of the HTF inlet 
temperature and flow rate on phase change and heat transfer rates. 
Tardy et al. [35] investigated, numerically and experimentally, the thermal behavior of heat pipes 
involving melting of a low-melting-temperature PCM. They used an apparatus consisting of 32 HPs with 
their upper halves inserted into a cold storage tank containing ice, and their lower halves placed in a 
warmer, ducted air stream. A thermal resistance model was developed to determine the heat transfer rates 
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from the air stream to the ice tank and the associated melting process, but water solidification was not 
studied. 
In other related work, Etheridge et al. [36] provide field test data regarding the performance of a 
hybrid PCM-HP cooling system for conditioning of air in buildings. The HPs were half-embedded in a 
hydraded Glauber’s salt which was used as the PCM with the other half of the HPs exposed to air which 
was used to heat or cool a room. Both charging and discharging were considered. Lee et al. [37] 
employed a thermosyphon to enhance the heat transfer in a low-melting-temperature PCM. The 
experimental results were associated with the use of a variety of different PCMs during charging and 
discharging, with attention paid on the sensitivity of system performance on the various storage materials 
used. 
The objective of this study is to develop a thermal network model to investigate the effect of adding 
HPs to a high temperature LHTES system. Both charging (PCM melting) and discharging (PCM 
solidification) processes are considered, in two distinct system configurations. Solidification of the PCM 
is considered to be conduction-dominated, while both conduction and natural convection are accounted 
for during PCM melting. The influence of the number of HPs as well as their orientation relative to the 
HTF flow direction and to the gravity vector, is investigated. Both a heat pipe effectiveness and a 
generalized heat pipe effectiveness are introduced to quantify the heat transfer augmentation associated 
with incorporating heat pipes during the melting and solidification processes. 
1.2. Problem description 
In the LHTES system of interest here, a HTF exchanges thermal energy with a PCM that absorbs or 
releases thermal energy through melting or solidification, respectively. A tube-in-shell configuration is 
considered.  The HTF can either pass through tubes that are embedded within the PCM that is packed 
inside the shell (Fig. 1.2a), or the HTF can pass across tubes which contain the PCM (Fig. 1.2b). In either 
case, a unit cell may be defined and is referred to as Module 1 for the configuration of Fig. 1.2a and 
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Module 2 for configuration of Fig. 1.2b. Features of the two modules are shown in Figs. 1.2c and 1.2d. 
For purposes of discussion, the various liquid and solid PCM regions are illustrated at an arbitrary time 
corresponding to PCM melting (charging) for four HPs in each module. As evident in Figs. 1.2c and 1.2d, 
there are two types of melt regions associated with each module; one corresponding to melting adjacent to 
the HTF tube, and the other with melting in the vicinity of the condenser ends of the heat pipes. The total 
energy stored in either LHTES module is composed of (i) the latent and sensible energy stored in the 
molten PCM that is in contact with the HTF tube and (ii) the latent and sensible energy of the molten 
PCM in the vicinity of the HPs. 
PCM melting and solidification rates are governed by multiple heat transfer processes. In addition 
to the evaporation and condensation that occurs within the HPs, single phase, forced and free convection 
occurs within the HTF and liquid PCM. Conduction occurs within the solid PCM as well as within the 
various solid materials used to construct the HTF tube and HPs. For discharging (PCM solidification), 
solid PCM forms around the HTF tube as well as around the evaporator sections of the HPs.  
The objective of this study is to investigate the potential benefits associated with incorporating heat 
pipes within the LHTES designs. The model to be developed describes the pertinent transient heat transfer 
and phase change processes, and will be exercised to reveal salient features of the melting and 
solidification dynamics. 
1.3. Model development 
The model is based upon a thermal network approach, utilizing the following assumptions. Within 
the HPs the effect of liquid return from the condenser to the evaporator is neglected, as is the effect of 
vapor flow. In addition, the resistance due to phase change in the evaporator and condenser sections of the 
heat pipe(s) is assumed to be negligibly small. For the PCM, the initial temperature is equal to its fusion 
temperature, and the PCM solidifies as a pure material. PCM properties are considered to be constant in 
both the liquid and solid phases and the liquid density is assumed to be the same as that of the solid. The 
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change in the HTF temperature from the inlet to the outlet of the module is assumed to be negligibly 
small. 
1.3.1 Thermal network 
The overall thermal network is shown in Fig. 1.3. Thermal energy is transferred between the HTF 
(at temperature THTF) and the solid-liquid interface of the PCM (at Tm). In general, heat can be transmitted 
through the HPs, through the HTF tube wall, and through either solid or liquid PCM. Because the 
transient response of the system is of interest, the thermal network consists of coupled thermal elements, 
each of which describes both the thermal resistance and the thermal capacitance associated with the 
element. The sub-network associated with the HPs (shown for one HP in Fig. 3) is described in detail in 
[38] and will not be repeated here. Likewise, the convective resistance associated with the HTF is denoted 
as Rconv, HP (Rconv, t) for flow over the condenser or evaporator end of the heat pipe (flow adjacent to the 
HTF tube wall). Heat transfer associated with the HTF tube wall is represented by thermal element En+1 
while transfer within the PCM is represented by elements E7 through En, and En+2 through En+m for the 
PCM adjacent to the HPs and HTF tube wall, respectively.  
For any thermal element, 
              (1) 
where Ti is the representative temperature of element i, and Ti,1 and Ti,2 are the representative two 
surface temperatures of element I that serve as the bases for evaluating heat transfer to or from the 
element. When the PCM is solidified or melted, conduction and energy storage within the solid PCM is 
accounted for. In this case, the characteristic length is λi = r2 - r1 where r1 and r2 are the radial locations of 
the inner and outer surface of the element, respectively.  Equation 1 may be applied to a PCM element by 
(i) assuming piecewise linear temperature distributions between the node corresponding to the location (r1 
+ r2)/2 and the temperatures of the inner and outer surfaces of the radial element and (ii) evaluating the 
( )iii
i
ii TTT
dt
dT 22 2,1,2 −+= λ
α
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surface heat fluxes based upon the average surface area of the element, Ai = 2π(r1 + λi/2)L. The 
thicknesses of the elements within the PCM adjacent to the HTF tube (or HPs) are identical.  
As solidification or melting proceeds in either module, the solid-liquid interface associated with 
the PCM around the HP is advanced by incorporating the surface energy balance for element En 
         (2) 
where keff,n is an effective thermal conductivity based upon either the molecular thermal conductivity of 
the PCM (when convection is negligible) or the effective thermal conductivity applied to the PCM (when 
free convection is important), as will be discussed in Section 4.3. For charging, the positive sign applies 
on the RHS of Eq. 2 and the density of the PCM corresponds to the liquid phase. For discharging, the 
negative sign applies and the density is that of the solid phase. For the solid-liquid PCM interface in the 
vicinity of the HTF tube, Eq. 2 is applied for Element En+m. In this case, Eq. 2 is modified to account for 
the reduction in area available for heat transfer between the HTF and the PCM due to the presence of the 
heat pipes. Approximately 10 elements are placed within the liquid or solid PCM, and for melting 
(solidification), an initial melt (solid) layer thickness of 10 µm is assumed. The predictions to be reported 
here are independent of the number of elements within the PCM. 
Elements 1 through 6 are associated with the HPs and the various surface temperatures (represented 
by the solid points in Fig. 1.3) can be eliminated by performing energy balances on each surface 
temperature node [38], resulting in the following expressions for the element temperatures, which are 
represented by open symbols in Fig. 1.3. For the evaporator wall E1, 
       (3) 
The evaporator wick is represented by Element 2, yielding 
dt
dshsTTsk sl
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         (4) 
Element 3 represents the condenser wick, providing 
         (5) 
Conduction in the condenser wall, Element 4, yields 
      (6) 
Similarly, conduction in the adiabatic wick section of the heat pipe yields for Element 5 
   (7) 
Conduction in the adiabatic section wall, Element 6, yields 
    (8) 
Applying Eq. 1 to Element 7 leads to 
      (9) 
Conduction in the large tube for either module yields 
    (10)  
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where keff is the molecular thermal conductivity for the case of solidification, and is an effective thermal 
conductivity that can account for the effects of free convection for the situation involving melting.  
Application of Equation 1 for all other thermal elements within the PCM, E8 - En-1 and En+2 - En+m-1, 
yields 
 
( )[ ]1,11,1,1,12 2
2
+++−−− +−++= iiiiiiiiiii
i
ii TTT
dt
dT
ξξξξ
λ
α
                                         (11) 
In Eqns. 3 - 11, the parameters jiii ,and,, ξςηη ′ are 
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1.3.2 Effects of convection 
The convective heat transfer coefficients and effective thermal conductivities are evaluated using 
appropriate correlations describing forced and free convection, respectively. 
Forced convection 
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For Module 1, the HTF is characterized by a mean velocity and mean temperature. The influence of 
the evaporator sections of the HPs extending into the HTF flow on convection adjacent to the HTF tube 
wall is neglected. For conditions considered here, the HTF flow is turbulent, ReD > 30,000, and the 
Dittus-Boelter correlation is used to evaluate ht [39, p. 514].  For Module 2, the Zukauskas correlations 
for a tube bank, consisting of an array of staggered tubes in cross flow with ST = 0.75 m and SL = 0.70 m 
are used [39, p. 440]. Again, the influence of the heat pipes on the HTF flow is neglected. 
Forced convection also occurs between the HTF and the evaporator or condenser sections of the 
HPs. For HTF flow perpendicular to the axes of the HPs, as in Module 1 or for the upper and lower HPs 
of Module 2, shown in Figs. 1.2c and 2d respectively, the Zukauskas correlation for cross flow over a 
single tube is used to calculate hHP [39, pp. 426 - 427]. For HTF flowing parallel to the HP axis, as for 
the upstream and downstream HPs of Module 2, expressions for laminar flow over a flat plate are 
employed to calculate the heat transfer coefficient [39, p. 410] Note that the Reynolds numbers based 
upon the lengths of the evaporator or condenser sections of the HPs are ReL < 500,000. Heat transfer to or 
from the circular ends of the HPs is neglected. 
Free convection 
Free convection is neglected for the case of LHTES discharging (PCM solidification). As such, for 
PCM solidification keff in Eqs. 14 and 15 is the molecular thermal conductivity of the solid PCM. For 
LHTES charging (PCM melting) natural convection can be of importance and is accounted for as follows. 
For melting, empirical correlations are used to determine the effective thermal conductivity, keff in 
Eqs. 14 and 15. This approach is used in lieu of solving the full Navier-Stokes and energy equations 
within the liquid phase. Although there are consequences to taking this quasi-steady approach in that (i) 
the exact temperature distributions within the liquid PCM cannot be predicted and (ii) the possible effect 
of complex liquid phase geometries on the heat transfer rates is not accounted for, these limitations are 
considered to be of minor importance since the sensible energy of the entire liquid phase is not highly 
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dependent on the temperature distribution within the liquid phase, and free convection heat transfer 
coefficients are known to be relatively insensitive to the liquid phase domain shape based on numerical 
evaluation of several existing correlations performed in [40].  
As evident in Fig. 1.2, two types of PCM liquid domain shapes can be formed in either Module 1 or 
Module 2. The first type is characterized as a nominally horizontal enclosure consisting of a hot 
horizontal cylinder and a second, nominally-circular cold surface. The second type is a nominally vertical 
enclosure consisting of hot inner cylinder and a surrounding, nominally-circular cold surface. For the 
nominally horizontal domain, the effective thermal conductivity is evaluated using the correlation of 
Kuehn and Goldstein [41] which covers both the conduction as well as laminar and turbulent boundary 
layer regimes. This correlation is valid for a wide range of Pr and rout/rin ratios greater than unity. In 
applying the correlation of Kuehn and Goldstein, concentric cylinders are assumed and the effective 
thermal conductivity, keff, is determined equating the thermal resistance associated with convection with 
an equivalent resistance used in conduction analyses. 
Immediately after the onset of the melting process in the nominally-vertical melt domain, the 
thickness of the liquid layer is very small compared to the perimeter of the HP; therefore, heat transfer 
across the liquid layer occurs primarily by conduction. Ultimately, convection becomes important as the 
melt region expands. The heat transfer in the melt domain is approximated by first evaluating both (i) the 
conduction heat transfer rate and (ii) a rate associated with use of a correlation for free convection in a 
vertical annulus [42]. The correct expression (conduction or free convection) is the one that yields the 
larger heat transfer rate. Again, the effective thermal conductivity, keff, is determined as discussed in the 
preceding paragraph. The software package MATLAB was used to solve the set of differential equations. 
1.4. Results 
The specified dimensions of the various LHTES components are listed in Table 1.1. The base case 
module length, shown in Figs. 1.2c and 1.2d, is LM = 0.12 m. The dimensions of the HTF tube are 
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somewhat arbitrary, but are deemed to be reasonable for large scale solar thermal storage. The dimensions 
of the HPs are representative of those commercially available, and are geometrically compatible with the 
specified HTF tube diameter and spacing. For Module 1 (2), the boundary between the evaporator and 
adiabatic sections of each HP is placed at the inner (outer) diameter of the HTF tube.  
Properties of the PCM and HTF are listed in Table 1.2. Although many different combinations of 
HTF and PCM might be considered, potassium nitrate (KNO3) [3, 43] and Therminol® [5] are specified 
here. These materials are included due to their potential use in large scale solar thermal storage. Note that 
the thermal expansion listed is that of NaCl since the value of β for KNO3 could not be found. Stainless 
steel is specified as the HTF tube and HP wall material due to its relative insensitivity to corrosion. Note 
that the wick effective thermal conductivity is based upon specification of mercury as the working fluid 
within HPs having a porosity of φ = 0.90. A mass flow rate of 2.8 kg/s is specified. This corresponds to an 
approximately 80 MWe solar power plant using Therminol as the HTF with the HTF distributed among 
300 tubes [44]. 
Although the results to be presented are based upon specific materials, dimensions, and module 
configurations, the predictions will demonstrate the degree to which LHTES system performance might 
be enhanced through incorporation of HPs. Moreover, in either Module 1 or Module 2, phase change in 
the vicinity of the HTF tube and any HP occurs independently (except for the effect of area blockage for 
phase change about the HTF tube due to the presence of HPs). As such, in Sections 4.1 and 4.2, module 
charging and discharging is discussed in the context of PCM melting and solidification (i) adjacent to the 
HTF tube and (ii) adjacent to the condenser or evaporator end of a single HP. Once this behavior has been 
established, the effects of combined HTF tube and HP melting and solidification are reported in Section 
4.3 and a dimensionless heat pipe effectiveness is introduced, evaluated and discussed. 
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1.4.1 Module charging 
The PCM melting process is associated with multiple liquid phase domains located adjacent to the 
HTF tube wall, and next to the condenser sections of each of the HPs. Ultimately, the entire PCM may 
melt, in which case the various liquid domains will have merged and coalesced. The model developed 
here can only be applied prior to the merging of the molten PCM domains, as such the duration of melting 
that is simulated is, in general, established by the geometries of the tube and heat pipes, and the heat 
transfer rates between the HTF and the solid-liquid interfaces of the various melt regions. As such, the 
charging duration that may be simulated is not known a priori, rather, the simulation is stopped when the 
boundaries between any two melt regions are predicted to intersect. 
Charging phenomena are first reported in terms of (i) locations of solid-liquid PCM interface 
measured from the HTF tube wall, st, (ii) HTF tube wall temperatures adjacent to the molten PCM, Tt , 
and (iii) the combined sensible and latent energy stored within the PCM adjacent to the HTF tube, Qt. The 
energy stored within (extracted from) the PCM during charging (discharging) is determined from the 
expression 
( )[ ] i
y
xi
slmip VhTTcQ ∑
=
+−±= PCMPCM ρρ          (16a) 
Note that the negative sign on the RHS of Eq. 16a is associated with solidification of the PCM. For 
the PCM adjacent to the HTF tube (denoted as Qt), the limits on the summation are x = n+2 and y = n+m 
and Vi is the volume of each element given by Eqs. 16b and 16c for Modules 1 and 2, respectively. 
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where Rt,out (Rt,in) is the outer (inner) radius of the HTF tube. For heat transfer associated with the HPs 
(denoted as QHP), the limits on the summation are x = 7 and y = n and Vi is 
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where RHP,out is the outer radius of the heat pipe and L is the condenser (evaporator) section length when 
the LHTES is charging (discharging). 
Module 1 
Phenomena associated with melting the PCM adjacent to the HTF tube of Module 1 are shown in 
Fig. 1.4. At t = 0, the HTF is introduced at THTF = 391°C. The initial temperatures of the various materials 
are all Tm = 335°C. Predictions include (i) conduction-dominated melting of the PCM and (ii) melting of 
the PCM including the effects of free convection. Free convection reduces the thermal resistance between 
the HTF tube wall and the solid-liquid interface and, as evident in Fig. 1.4a, melting proceeds rapidly 
relative to the conduction-dominated prediction. Also evident in Fig. 1.4a, tube wall temperatures are 
smaller when free convection is accounted for, as expected. Since melting is accelerated by free 
convection in the molten PCM, the energy stored within the PCM over the 3 hour charging period is 
larger than for the case when melting is (artificially) conduction-dominated, as evident in Fig. 1.4b. 
Similar behavior is noted for PCM melting adjacent to the condenser section of a single heat pipe, 
and results are included in Fig. 1.5. Specifically, the energy that can be stored within the melt region is 
increased as free convection is taken into account, with slightly greater energy stored in conjunction with 
the vertically-oriented heat pipe, relative to the horizontally-oriented heat pipe. The small differences 
noted for the HPs of different orientation are expected due to the well-known insensitivity of heat transfer 
rates associated with free convection for geometries that are oriented differently relative to the gravity 
vector [45]. A comparison between Figs. 1.4b and 1.5 indicates that the energy stored within the PCM in 
the vicinity of a single heat pipe is approximately 13% of the energy stored in the vicinity of the HTF 
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tube. This suggests that inclusion of multiple heat pipes will increase the speed with which energy may be 
delivered to the PCM during charging. 
Module 2 
Melting phenomena associated with charging Module 2 are shown in Figs. 1.6 and 1.7. For PCM 
adjacent to the HTF tube, the solid-liquid interface propagates inward as melting proceeds, and its 
location is shown in Fig. 1.6a, along with the tube wall temperature. The melt front propagates rapidly 
relative to that of Fig. 1.4a, but the volume of PCM that is melted is approximately the same for the two 
modules due to the geometry effect. Tube wall temperature histories are similar for Modules 1 and 2. The 
energy stored within the PCM, reported in Fig. 1.6b, is slightly less than for Module 1 (Fig. 1.4b). Again, 
inclusion of the effects of free convection is necessary in order to predict the system’s response and 
energy storage capability. 
Melting in the vicinity of a single vertical or horizontal heat pipe of Module 2 is shown in Fig. 1.7. 
In contrast to Module 1 (Fig. 1.5), the orientation of the heat pipe is seen to have a profound effect on the 
rate at which energy can be delivered to the PCM. The impact of HP orientation on the system response is 
due primarily to the fundamentally different configurations posed by the evaporator sections of the 
horizontal and vertical heat pipes, relative to the flow of the HTF. Forced convective heat transfer 
resistances in the HTF are smaller for the vertical HP configuration, resulting in predicted charging rates 
for the vertical heat pipes that are approximately 3 times larger than those associated with the horizontal 
HPs. Because the difference in behavior is ultimately associated with forced (not free) convection effects, 
the energy storage rates are also expected to vary with heat pipe orientation when free convection effects 
are ignored, and this trend is also evident in Fig. 1.7 although the sensitivity to orientation for conduction-
dominated melting is less pronounced than when free convection is included in the molten PCM. This is 
expected, since more vigorous free convection occurs in conjunction with the higher overall heat transfer 
rates of the vertical-oriented heat pipe.  
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1.4.2 Module discharging 
Module discharging corresponds to solidification of the PCM. As noted previously, solidification is 
assumed to be conduction-dominated. This assumption is often reasonable, since the sensible energy 
content of molten PCM will, in general, be reduced rapidly as the PCM cools to its fusion temperature. 
For module discharging, the heat transfer fluid temperature is THTF = 295°C, and the initial temperature of 
the PCM is again Tm = 335°C. The energy extracted from the PCM during discharging is determined from 
the Eqs. 16a - d. 
Solidification adjacent to the HTF tube wall, as shown in Fig. 1.8, occurs more rapidly for Module 
1 than for Module 2, as expected since conduction-dominated melting also was predicted to occur faster 
for Module 1 (Figs. 1.4b and 1.6b). Energy transfer associated with tube, Qt, and heat pipe, QHP, is similar 
for both conduction-dominated charging and discharging, although the slightly smaller rates for 
discharging are expected since the temperature difference between the HTF and the PCM’s solid-liquid 
interface are smaller for the discharging process (∆T = 335°C - 295°C = 40°C) than for the charging 
process (∆T = 391°C - 335°C = 56°C). Solidification about a heat pipe is independent of its orientation 
for Module 1, but again shows sensitivity to orientation for Module 2, as expected due to the dependence 
of the forced convection thermal resistance on the orientation of the heat pipe relative to the mean flow 
direction of the HTF. The vertical heat pipe is predicted to yield an increase in the discharging rate 
approximately 50% greater than that of the horizontal orientation, consistent with the nearly 50% increase 
in energy storage associated with the conduction-dominated charging case (Fig. 1.7). 
1.4.3 Heat pipe effectiveness 
To quantify the effect of the HPs on the performance of the LHTES units, a heat pipe effectiveness 
is introduced. This effectiveness is defined as the amount of the sensible and latent energy stored in or 
extracted from modules equipped with HPs relative to the energy stored or extracted without any heat 
pipes. 
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             (17) 
In Eq. 16, Qt is given in Eqs. 16a-16c, N is the number of HPs in the module, QHP is given in Eq. 
16a and 16d, and Qt,HP is the energy stored in or extracted from the module due to heat transfer from or to 
the HTF tube when the effects of heat pipe obstruction are accounted for. Specifically, note that Qt,HP <  Qt 
because as heat pipes are incorporated in either module, the surface area available for heat transfer from 
the HTF tube is reduced, and the volume of PCM that can change phase due to heat transfer to or from the 
HTF tube is partially displaced by heat pipes. Evaluation of Qt,HP is straightforward, and is made at every 
time step in the numerical solution. The heat pipe effectiveness is defined in this manner in order to 
quantify the augmentation of energy storage due to heat pipes. 
Heat Pipe Effectiveness During Charging 
For Module 2 with heat pipes, the melt domains merge at t ≈ 2.1 h. Hence, the effectiveness 
histories, ε(t), are shown for either module during the duration 0 ≤ t ≤ 2 h.  
Module 1. The heat pipe effectiveness histories for all 8 configurations (as described in the legend 
of the figure) of Module 1 are shown in Fig. 1.9a. At early times (t < 2 min), conduction in the PCM 
dominates melting, both in the vicinity of the HTF tube and the HPs. As shown in Fig. 1.5, free 
convection is triggered within the PCM in the vicinity of the heat pipes at t ≈ 2 min while, from Fig. 1.4, 
melting is conduction-dominated in the vicinity about the HTF tube. Hence, ε(t) increases until t ≈ 12 
min, when the onset of free convection occurs in the PCM about the HTF tube (as can be seen in Fig. 
1.4a). For t > 12 min, the ε(t) response is relatively time-invariant as free convection becomes established 
in all the melt domains. For N = 1, 2 3 or 4 HPs, the ε(t) response is insensitive to the orientation of the 
HPs.  
t
t
Q
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Module 2. The heat pipe effectiveness histories for all 8 configurations (as described in the legend 
of the figure) of Module 2 are shown in Fig. 1.9b. The ε(t) history exhibits similar trends as noted for 
Module 1, but with ε(t) ultimately gradually increasing with time. This behavior is attributed to the 
slightly decelerating Qt(t) noted in Fig. 1.6b for Module 2 as opposed to the nearly linearly behavior of 
Qt(t) versus time for Module 1 noted in Fig. 1.4b.  For a given number of heat pipes, the ε(t) response is, 
in contrast to Module 1 (Fig. 1.9a), highly sensitive to the orientation of the HPs because of the role of 
HTF forced convection as previously discussed. Because of this sensitivity, incorporation of fewer heat 
pipes (e.g. N = 2 vertical heat pipes) can provide a higher effectiveness compared to cases when more 
heat pipes are incorporated (e.g. N = 3, with 2 horizontal and one vertical heat pipes). Furthermore, use of 
N = 2 vertical heat pipes in Module 2 (Fig. 1.9b) can provide thermal performance similar to that 
associated with use of N = 3 HPs in Module 1 (Fig. 1.9a).  
Heat Pipe Effectiveness for Discharging 
The heat pipe effectiveness behavior for discharging Modules 1 and 2 is shown in Figs. 1.10a and 
1.10b, respectively. Since free convection is not involved in PCM discharging, the transitions noted in 
Fig. 1.9 are not present.  
Module 1. For Module 1 (Fig. 1.10a) the behavior is independent of the HP orientation, as 
expected.  
Module 2. Fig. 1.10b shows the dependence of the effectiveness on the HP orientation due to the 
forced convection effects associated with the HP evaporator section orientations within the HTF. In 
contrast to behavior noted for LHTES charging, the effectiveness increases as more heat pipes are added 
to either module, except for early times associated with Module 2 (Fig. 1.10b). The thermal performance 
of one module relative to the other is not substantially different. 
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1.4.4 Generalized heat pipe effectiveness 
The similarity among the effectiveness histories of Figs. 1.9 and 1.10 suggests that the thermal 
behavior might be described in terms of a generalized heat pipe effectiveness defined as: 
               (18) 
where N is the number of HPs corresponding to particular values of the effectiveness, ε.  Note that when 
ε%  = 0, no enhancement is associated with the incorporation of heat pipes. 
Charging 
The generalized heat pipe effectiveness histories associated with charging Module 1 are shown in 
Fig 1.11a for module lengths of L = 0.06, 0.12 and 0.24 m for various numbers of heat pipes. The 
duration of the L = 0.06 m simulation is limited because the diameter of the liquid phase domain around 
the HP is equal to L = 0.06 m at t ≈ 0.5 h. For the base case module length of L = 0.12 m, the ε(t) histories 
of Fig. 1.9a collapse to a nearly-uniqueε% history. The generalized heat pipe effectiveness decreases 
(increases) as the module length increases (decreases) and ε%  → 0 as L → ∞. Ultimately the ability to 
collapse the ε%  behavior is due to the insensitivity of (i) free convection within the molten PCM and (ii) 
forced convection in the HTF at the evaporator end of the HP to orientation.  For Module 2 (Fig. 1.11b) 
only behavior for L = 0.12 is shown. Theε% histories cannot be collapsed due to the sensitivity of the 
response to HP orientation. Generalized effectiveness increases as the module length is reduced (not 
shown). 
Discharging 
Since heat transfer is conduction-dominated during discharging, the rate at which phase change 
occurs is slow relative to charging. After 6 hours, the solid regions associated with the PCM adjacent to 
the HTF tube and the HPs do not merge in either module. As expected, theε% histories are independent of 
N
1
~
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the number of heat pipes for Module 1, and ε%  → 0 as L → ∞, as shown in Fig. 1.12a. Also as expected, 
theε%  histories do not collapse for Module 2 (Fig. 1.12b), due to the dependence of forced convection 
rates on the heat pipe orientation relative to the main flow of the HTF. As in Fig. 1.11b, only the results 
for L = 0.12 m are reported. 
Parametric simulations 
In this study, the dimensions, materials, and configurations of the LHTES system are somewhat 
arbitrary. As such, a number of parametric simulations were performed to assess the system response. 
Increases in the HTF tube wall thickness lead to higher thermal resistances poses by the HTF tube, and in 
turn, increased values of the effectiveness and the generalized effectiveness. Increases in the HP wall 
thickness would likewise pose an increased conduction resistance, but would reduce the effectiveness 
values. Arbitrary variations in the latent heat of fusion of the PCM resulted in negligible change in the 
heat pipe effectiveness, despite significantly changing parameters such as the volume of PCM undergoing 
phase change and relative heat transfer resistances. In essence, both heat transfer about the HTF tube wall 
and in the vicinity of the HPs are affected in a similar manner by changing PCM properties. 
1.5. Conclusions and recommendations 
A thermal network model has been developed to analyze the transient response of a LHTES 
system. Two possible designs (represented by Modules 1 and 2) were proposed, and charging as well as 
discharging modes of operation were investigated. The influence of the orientation of the individual heat 
pipes in the two designs was observed. For Module 1, the heat pipe orientation plays a minor role in 
determining the system’s thermal response, while for Module 2, the heat pipe orientation is an important 
consideration. 
The thermal behavior of the hybrid HP/PCM system can be described by both a heat pipe 
effectiveness, ε, and a generalized heat pipe effectiveness,ε% .  The addition of heat pipes was always 
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observed to accelerate charging or discharging rates for either design. Because of the minor role of heat 
pipe orientation in Module 1, the modified heat pipe effectiveness becomes independent of both the 
number and orientation of the heat pipes. However, the dimensionless thermal response of Module 2, 
described in terms of ε% , does not collapse due to the influence of heat pipe orientation on the thermal 
response of the LHTES. The benefits observed for Module 1, in terms of the ability to collapse its 
dimensionless thermal performance, are offset by the observation that the thermal performance of Module 
2 can exceed that of Module 1, even when fewer heat pipes are used in the second design.  
Several design permutations might be considered in future studies. For example, the configurations 
of Fig. 1.2 might be oriented with vertical, rather than horizontal HTF tubes. In this case, placement of the 
tubes in a vertical configuration might be done to reduce pumping requirements for the HTF. For either 
module, the change in the HTF tube orientation relative to gravity would have a minor effect on the 
results reported here. The modeling presented in this study can be utilized to consider other alternative 
designs including cascaded LHTES systems [Michels and Pitz-Paal, 2007]  that utilize several different 
PCM materials to optimize the thermal performance of large-scale thermal energy generation schemes. 
Obviously, the solidification and melting rates predicted here will depend on a large number of 
factors. However, the general conclusions reached in the preceding paragraph are expected to be 
insensitive to modifications in the geometries or materials used. In addition, the predictions can be 
improved by incorporating more detailed models for the various components and heat transfer processes. 
Such efforts are underway.  
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Nomenclature 
A   area (m2) 
cp   specific heat (J/kg·K) 
D   tube diameter (m) 
h   convective heat transfer coefficient (W/m2·K) 
hsl   latent heat of fusion (J/kg) 
k   thermal conductivity (W/m·K) 
L   length (m) 
   mass flow rate (kg/s) 
N   number of heat pipes 
Pr   Prandtl number, ν/α 
QHP stored energy due to HP,(J) 
Qt, HP stored energy due to HTF tube with HPs,(J) 
Qt stored energy due to HTF tube without HPs, (J) 
ReD Reynolds number based on diameter, 
 
ReL Reynolds number based on diameter, 
 
r radial location (m) 
s solid-liquid interface location relative to HTF or HP surface (m) 
S total surface area for convection (m2) 
SL longitudinal tube pitch (m) 
ST transverse tube pitch (m) 
T   temperature (°C) 
Tm   melting temperature (°C) 
t   time (s) 
V   olume (m3) 
 
Greek Symbols 
m&
( )µπ Dm&4
( )µπ Lm&4
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α   thermal diffusivity, (m2/s) 
β   thermal expansion coefficient, (K-1)  
ε   heat pipe effectiveness 
   generalized heat pipe effectiveness 
λ   characteristic length for conduction, (m) 
µ   dynamic viscosity, (N·s/m2) 
ρ   density, (kg/m3) 
ϕ   wick porosity 
 
Superscripts and Subscripts 
conv   convection 
e   evaporator 
eff   effective 
HTF   heat transfer fluid 
HP   heat pipe 
i   element i 
in   inner 
M   module 
PCM  phase change material 
t   HTF tube 
out   outer 
 
Other 
E   thermal element 
 
 
 
ε%
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  Table 1.1. Heat pipe and heat transfer fluid tube materials and dimensions [30]. 
Heat pipe 
Inside diameter, (m) 0.014  
Condenser section length, (m) 0.14  
Evaporator section length, (m) 0.10  
Adiabatic section length, (m) 0.06  
Wall thickness, (m) 0.001  
Wick thickness, (m) 0.001 
Effective wick thermal conductivity,  (W/m·K) 15 a 
Effective wick heat capacity,  J/(m3·K) 4.44 × 105 
Tube 
Thermal conductivity at 350°C, (W/m·K)    20.1 
Density, (kg/m3)    7900 
Specific heat at 350°C, (J/kg·K)    559.9 
Outer diameter, (m)    0.5 
Wall thickness, (m)    0.003 
Module length, (m)    0.12  
 
a
 The effective wick thermal conductivity is calculated based on the thermal conductivity of a stainless steel 
screen wick, the HP working fluid and the HP wick porosity [30, p. 136]. The wick porosity is 0.57, and thermal 
conductivity of the mercury at (350°C) is 12.15 W/m.K. 
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Table 1.2. PCM and HTF properties. 
 
  
 PCM (KNO3) at 350 °C HTF (Therminol® VP-1) at 391 °Ca 
Density,  (kg/m3) 2109 [43] 709 
Thermal conductivity, (W/m·K) 0.425 (liquid); 0.5 (solid) [43] 0.078 
Specific heat, (J/(kg·K)) 953 [43] 2.588 
Dynamic viscosity, (Pa·s) 2.59 × 10-3 [46] 0.152 × 10-3 
Prandtl number 5.81 5.04 
Melting point, (°C) 335 [43] ___ 
Thermal expansion coefficient, (K-1) 200 × 10-6 ___ 
Latent heat of fusion, hsl (J/kg) 95× 103 [43] ___ 
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Fig 1.1. Heat transfer between a HTF and a PCM and methods to improve melting and 
solidification rates. 
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Fig. 1.2. Two LHTES units. (a) The PCM surrounds the HTF tubes. (b) The HTF passes over tubes 
containing PCM. (c) Module 1. (d) Module 2. 
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Fig. 1.3. The thermal network. 
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 Fig. 1.4. Charging of Module 1. (
(b) Energy stored in the PCM adjacent to the HTF tube. 
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a) Temperature histories of the HTF tube and melt front locations. 
LM = 012 m. 
 
 
 Fig. 1.5. Charging of Module 1. Energy stored in the PCM adjacent to one horizontal or one 
vertical HP with either conduction- 
34 
or convection dominated melting. LM = 0.012 m. 
 
 
 Fig. 1.6. Charging of Module 2. (
locations. (b) Energy stored in the PCM adjacent to the HTF tube. 
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a) Temperature histories in the HTF tube wall and melt front 
LM = 012 m. 
 
 
 Fig. 1.7. Charging of Module 2. Energy stored in PCM adjacent to vertical and h
pipes with either conduction- or convection
 
orizontal heat 
-dominated melting. Module length is L = 012 m.
 
 
 Fig. 1.8. Discharging Modules 1 and 2. Solidification is conduction
to the HTF tube (left axis) and adjacent to either a horizontal or vertical heat pipe (right axis). 
m. 
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Fig. 1.9. Heat pipe effectiveness for charging using various numbers and orientations of heat pipes 
and LM = 0.12 m. (a) Module 1. (b) Module 2. 
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Fig. 1.10. Heat pipe effectiveness for discharging using various numbers and orientations of heat 
pipes and LM = 0.12 m. (a) Module 1, (b) Module 2.  
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Fig. 1.11. Generalized heat pipe effectiveness associated with charging using various numbers and 
orientations of heat pipes. (a) Module 1 with LM = 0.06 m, 0.12 m and 0.24 m. (b) Module 2 with LM =  
0.12 m. 
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Fig. 1.12. Generalized heat pipe effectiveness associated with discharging using various numbers 
and orientations of heat pipes. (a) Module 1 with LM = 0.06 m, 0.12 m and 0.24 m. (b) Module 2 with LM 
=  0.12 m.
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Chapter 2. Heat Transfer and Exergy Analysis of High Temperature 
 Cascaded Latent Heat Storage with Gravity-Assisted Heat Pipes for 
Concentrating Solar Power Applications 
2. Dummy 
A thermal network model is developed to predict the performance of high temperature, latent heat 
thermal energy storage (LHTES) systems including cascaded phase change materials (PCMs) and 
embedded heat pipes/thermosyphons. Because the design of LHTES systems involves a compromise 
between the amount of energy stored, the heat transfer rate, and the quality of the released thermal energy, 
an exergy analysis is also carried out to identify the preferred LHTES design. It is found that the LHTES 
with the lowest melting temperature PCM yields the highest exergy efficiency. However, a cascaded 
LHTES recovers the highest amount of exergy during a 24 h charging-discharging cycle. Quantitatively, 
the cascaded LHTES recovers about 10% more exergy during a 24 h charging-discharging cycle 
compared to the best non-cascaded LHTES considered in this work. 
2.1. Background 
Solar energy is a prominent option to meet current and future energy needs. As is well known, in 
order to make this energy option competitive, the challenges attributed to the intermittency of solar 
irradiation, and the relatively high cost of solar-generated electricity must be resolved (Fthenakis et al., 
2009; Mills, 2004). Thermal energy storage is an effective strategy to shift energy delivery to times of 
higher demand (Herrmann and Kearney, 2002) and can be integrated with large scale concentrating solar 
power (CSP) generation (Fthenakis et al., 2009; Mills, 2004) to reduce cost. Important advantages of 
latent heat thermal energy storage (LHTES) utilizing phase change materials (PCMs) relative to sensible 
heat storage include a higher energy density and the potential to minimize the temperature difference in 
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the storage media. However, the low thermal conductivities of typical PCMs have precluded their use in 
large scale applications. 
 Several approaches have been taken to reduce the thermal resistance of PCMs, including 
packing the PCM within a high thermal conductivity solid matrix (Morisson et al., 2008; Siahpush and 
O’Brien, 2008), and mixing high thermal conductivity particles into the PCM (Fukai et al., 2000; Fukai et 
al., 2002). Other techniques include use of extended surfaces (Sharifi et al., 2011; Zhang and Faghri, 
1996) and encapsulation of the PCM within the heat transfer fluid (HTF) (Erek and Dincer, 2009; 
Kaygusuz, 1995). Another approach is to circumvent the high thermal resistance of PCMs by 
incorporating devices such as heat pipes (HPs) to serve as thermal conduits between the HTF and the 
PCM (Faghri, 1990, 1991, 1995; Horbaniuc et al., 1999; Liu et al., 2006; Shabgard et al., 2010). Other 
investigations have focused on the incorporation of several PCMs, each with a unique phase change 
temperature, and have shown that cascading several PCMs can result in higher heat transfer rates, as well 
as improved exergy (or second law) efficiencies (Aceves et al., 1998; Cui et al., 2003; Gong and 
Mujumdar, 1996, 1997; Michels and Pitz-Paal, 2007; Watanabe and Kanzawa, 1995). The improvements 
offered by cascaded PCMs are due to a more uniform temperature difference between the hot and cold 
media compared to a non-cascaded LHTES system. 
Representative investigations of LHTES with cascaded PCMs follow. Watanabe et al. (1995) 
numerically investigated a low temperature, packed bed LHTES with PCMs having a spatially-linear 
(along the HTF flow direction) melting temperature distributions. The LHTES system consisted of PCM-
packed, horizontal cylindrical tubes in a rectangular shell with water as the shell side HTF. The 
investigators considered the effect of the distribution of the PCMs on the exergy efficiency as well as 
charging (melting) and discharging (solidification) rates. They found that setting the melting temperatures 
to an optimal distribution reduces the melting and solidification times. The investigators also 
demonstrated the higher exergy efficiency of a LHTES system with PCMs having multiple phase change 
temperatures. 
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A theoretical analysis of a cascaded LHTES system consisting of an infinite number of individual 
PCMs with different melting temperature along the HTF flow stream was conducted by Aceves et al. 
(1998). For a charging process, as well as an overall charging-discharging process, the optimal PCM 
phase change temperature distribution was found to be an exponential function of the axial location along 
the HTF flow direction. It was shown that for charging- and overall charging-discharging processes the 
exergy efficiency of the cascaded LHTES is higher than that of single PCM systems. 
In a related study, Gong and Mujumdar (1997) numerically investigated a shell-and-tube LHTES 
setup in which the HTF tube is surrounded by segments of PCMs with different melting temperatures. 
Alternating melting and freezing processes were simulated. The results demonstrated that use of multiple 
PCMs enhanced heat transfer relative to a single PCM. Gong and Mujumdar (1996) also analytically 
investigated cascaded LHTES systems with two, three and five PCMs, and concluded that the exergy 
efficiency can be increased by a factor of two to three with use of more than one PCM. They also studied 
the order in which the PCMs make contact with the HTF, and found that the PCMs should be arranged in 
a particular manner to obtain optimal performance. 
Cui et al. (2003) analyzed the thermal performance of a 2 kW solar receiver thermal storage 
module with three PCMs contained in annular canisters adjoining HTF tubes. The PCM melting 
temperatures ranged from 717°C to 779°C, and a gaseous mixture of He and Xe was specified as the 
HTF. The results indicated that the cascaded LHTES provides increased heat transfer rates and more 
steady HTF outlet temperatures over time, compared with a single PCM. 
In other solar-related work, Michels and Pitz–Paal (2007) investigated, experimentally and 
numerically, a cascaded LHTES with alkali nitrate salt PCMs for use in parabolic trough power plants. 
The experiments were conducted using a vertical shell-and-tube heat exchanger with three PCM segments 
under a HTF temperature range of 280°C to 350°C. In addition, a numerical analysis was carried out on a 
cascaded LHTES with five PCMs. Their results confirmed the enhanced performance of a cascaded 
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LHTES compared to non-cascaded systems with respect to the total amount of the PCMs that melt and 
solidify. They also concluded that alternative PCMs with a high heat of fusion and with low corrosivity 
would be desirable, and that the PCM thermal conductivities should be increased to ≈ 2 W/m⋅K for the 
cascaded LHTES to be successfully applied to parabolic trough plants.  
Despite extensive research to improve the performance of LHTES systems, cascaded LHTES 
utilizing heat transfer enhancement techniques have received little attention (Jegadheeswaran et al., 
2010). Furthermore, most of the research regarding cascaded LHTES has been focused on low 
temperature, small-scale storage systems. Analysis of high temperature cascaded LHTES systems that 
have the potential for deployment in commercial-scale solar TES systems is rarely found in the literature. 
Therefore, the objective of this work is to investigate the thermal performance of high temperature, large-
scale cascaded LHTES systems with embedded, gravity-assisted heat pipes using a thermal network 
approach. Gravity-assisted heat pipes are used to increase heat transfer rates by decreasing the thermal 
resistance between the HTF and the PCM. Note that a gravity-assisted heat pipe is a wicked device where 
the purpose of the wick is to promote a uniform liquid distribution on the interior wall of the heat pipe, 
and the condensate is returned to the evaporator section with the assistance of gravity (Faghri, 1995). 
Therefore, gravity-assisted heat pipes effectively transfer heat when the hot medium is below the cold 
medium. All stages of heat transfer during charging including (i) preheating of solid PCM that is initially 
below its melting temperature, (ii) melting, and (iii) further heating of completely molten PCM are 
considered. During discharging, heat transfer associated with (i) cooling of superheated PCM, (ii) 
solidification and (iii) cooling of subcooled PCM is accounted for. Storage utilizing single PCMs is also 
considered, and the single-PCM performance is compared with that of the cascaded LHTES system. The 
operating temperature of the LHTES system varies from 280ºC to 390ºC, which corresponds to HTF 
temperatures in parabolic trough solar power plants currently in use (Herrmann et al., 2004; Kelly and 
Kearney, 2004). Results including (i) the amount of thermal energy stored and released, (ii) the HTF 
46 
 
outlet temperature histories, and (iii) the exergy efficiencies are presented for various charging-
discharging cycles. 
The configuration for the large-scale LHTES system is described in the next section, followed by a 
discussion of the model and the solution methodology in Sec. 3. An exergy analysis is presented in Sec. 4, 
and the results of the heat transfer and exergy analyses are presented in Sec. 5. 
2.2. LHTES configuration 
A high temperature LHTES system with three individual PCM units is considered in which solar 
thermal energy is stored in the PCMs during charging, and recovered (to operate a power cycle) during 
discharging (see Fig. 2.1). The HTF that leaves the LHTES during charging returns to the collector field. 
The output HTF of the LHTES during discharging is the heat source of a power cycle (not shown). 
Hence, each PCM unit contains a single PCM. The PCM units also act as heat exchangers, transferring 
thermal energy between the HTF and the PCM during the charging and discharging cycles. 
The dimensions of the PCM units would be ultimately determined through optimization.  In this 
study, the specified dimensions are arbitrary, but realistic for large-scale LHTES. As shown in Figs. 2.2 
and 2.3, the PCM in each unit (which is taken to be 20 m long) is housed between HTF flow channels 
located at the top and bottom of a rectangular container. Multiple gravity-assisted heat pipes, with their 
ends penetrating into the HTF channels, pass through the PCM in each unit (for brevity, the gravity-
assisted heat pipes will also be referred to as heat pipes from now on). The three PCM units can have 
various depths to provide the desired storage capacity, hence multiple flow channels can exist in each 
PCM unit; for purposes of illustration, only two channels are shown on top of the PCM unit in the side 
views of Figs. 2.2 and 2.3. The air gap above the PCM is intended to accommodate the expansion of the 
PCM during melting, and the outer surfaces of the PCM units are insulated. The heat pipes are assumed to 
be installed in a staggered arrangement with transverse and longitudinal pitches of ST = 0.06 m and SL = 
0.06 × cos π/6 (≈ 0.05) m, respectively (Fig. 2.4). 
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The thermal energy pathways during charging and discharging modes are shown in Figs. 2.2 and 
2.3, respectively. During the charging process (Fig. 2.2), hot HTF flows through the bottom channel only. 
(HTF resides within the top channel, but is not flowing in order to avoid different HTF outlet 
temperatures at the outlets of top and bottom channels which would occur since heat transfer rates from 
the bottom channel are affected by gravity-assisted heat pipes while heat transfer rates from the top 
channel are not affected by heat pipes.) Hence, heat is transferred to the PCM through (i) the bottom 
channel wall, as well as (ii) the heat pipes. The lower sections of the heat pipes that are in contact with the 
HTF serve to evaporate the heat pipe working fluid, while the middle heat pipe sections that are 
surrounded by the PCM condense the working fluid of the heat pipe. The heat pipe sections inside the top 
HTF channel are assumed to be inactive during PCM melting, since heat transfer to the stagnant HTF 
inside the top channel is neglected. It should be noted that even if there was HTF flow in the top channel, 
the upper section of heat pipes would remain inactive, because gravity-assisted heat pipes cannot 
effectively transfer heat in the downward direction. 
During the discharging mode (Fig. 2.3), cold HTF passes through the top channel only, absorbing 
heat through the channel walls as well as from the heat pipes. (The HTF inside the bottom channel is not 
flowing and heat transfer from it is neglected during the discharging process.) In addition to the concern 
regarding different HTF outlet temperatures, cooling the lower sections of the heat pipes hinders effective 
evaporation of the heat pipe working fluid in the middle sections adjoined by PCM. Therefore, during 
PCM solidification only the middle sections of the heat pipes (adjacent to the PCM) evaporate the heat 
pipe working fluid, and top sections within the HTF flow stream condense the working fluid of the heat 
pipes.  
The dimensions and material properties of the heat pipes, the HTF channel walls, and the HTF are 
provided in Table 2.1. The dimensions of the HTF channels are specified for large-scale solar thermal 
storage (thermal energy storage capacity of the order of magnitude of GJ for each PCM unit). The heat 
pipe dimensions are typical of those that are commercially available, and are geometrically compatible 
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with the specified HTF channel (Robak et al., 2011). The heat transfer fluid is Therminol VP–1®, 
conventionally used as the heat transfer fluid of single-axis (parabolic trough or Fresnel reflector) 
concentrating solar power (CSP) generation plants (Price et al., 2002). The HTF flow direction during 
discharge is opposite to that of charging for all LHTES systems considered here. The evaporator and 
condenser lengths of the heat pipes are typical. 
Specification of the PCMs is based on their melting temperatures, heats of fusion, availability, 
corrosion properties, and cost. PCMs with higher heats of fusion are preferable thermodynamically. From 
the heat transfer perspective, high hsl materials may promote higher heat transfer rates during the 
discharge process because a thinner solid layer will be formed on the heat pipes and the HTF channels, 
reducing thermal resistances relative to low hsl PCMs. The selected PCMs and their properties are 
tabulated in Table 2.2. Since some of the properties for the salt mixtures could not be determined 
precisely, the properties of similar mixtures are assumed. During charging, the order of the PCMs in the 
cascaded LHTES (from HTF entrance to exit) is NaOH–NaCl (PCM 1, Tm = 370°C), KCl–MnCl2–NaCl 
(PCM 2, Tm = 350°C) and NaOH–NaCl–Na2CO3 (PCM 3, Tm = 318°C). In addition to the cascaded 
configuration, each of the individual PCMs of Table 2.2 is considered in a non-cascaded storage system. 
The non-cascaded LHTES systems containing PCM 1, PCM 2, or PCM 3 are referred to as LHTES 1, 
LHTES 2, and LHTES 3, respectively.  
2.3. Heat transfer analysis 
A thermal network model (Shabgard et al., 2010) is used to determine energy storage and discharge 
rates. The solution domains are identified by the dashed lines in Figs. 2.2 and 2.3. The top (bottom) HTF 
channel is not a part of the domain during the charging (discharging) process because there is no HTF 
flow in that channel.  
Heat transfer between the HTF and PCM is determined by application of a thermal network model 
based upon the following assumptions. All PCM properties are assumed to be constant in both the liquid 
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and solid phases, and PCM phase change occurs at a fixed temperature. Conduction in the direction of the 
HTF flow, within both the HTF and PCM, is neglected. The advective effects of liquid and vapor flow 
within the heat pipes are neglected, as are thermal resistances due to evaporation and condensation inside 
the heat pipes (actual evaporation and condensation heat transfer coefficients are of the order of 107 
W/m2⋅K). The effect of close-contact melting that may occur due to the falling of suspended solid PCM 
onto the bottom channel during melting is neglected. 
In order to deal with spatial variations of the HTF temperature in the flow direction, the length of 
each PCM unit is sub-divided into discrete numerical modules through which the HTF temperature 
distribution is assumed to be linear in its flow direction. Ultimately, a numerical experiment showed that 
with a module length of 2 m the results of thermal network model are independent of the module length.  
Figure 2.5 depicts a representative module and pertinent nomenclature during charging and 
discharging. The number of heat pipes in each module depends on the module length as well as the 
distance between heat pipes. For the specified module length of 2 m (and depth of 0.6 m), and the 
transverse and longitudinal pitches of Fig. 2.4, each module includes 364 heat pipes. In order to deal with 
the temporal variation of the HTF temperature, the problem is discretized in time with the average HTF 
temperature in each module assumed to be invariant during each time step. The temperature distributions 
shown in Fig. 2.5 will be discussed in more detail in Sec. 3.4. 
2.3.1 The overall charging-discharging process 
Charging begins with a PCM temperature of Ti = 300°C for all PCM units, which is below the 
melting point of all of the PCMs. The duration of the charging process is specified, taking into account 
the availability of solar irradiation. In this work charging periods of 4, 8 and 12 hours are considered. 
Depending on the local temperature difference between the PCM and the HTF, as well as the 
duration of charging, the onset of melting might occur in the vicinity of the heat pipes or adjacent to the 
channel walls. The PCM may completely melt and achieve temperatures in excess of the melting point, 
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provided sufficient heat transfer occurs. Therefore, at the end of the charging period, the PCM in a 
specific module can be entirely solid, two-phase, or completely molten.  
In contrast to charging, the duration of the discharging process is not specified. Rather, the 
discharge period continues until all of the energy stored during charging is recovered. Depending on the 
equilibrium condition in each module after the charging process, the discharging process may start with 
subcooling of the solid PCM, solidification, or cooling of superheated liquid PCM. Except cooling of 
superheated liquid PCM, during which the natural convection effects exist, other stages of heat transfer 
during discharge are conduction dominated. If the discharge process in a module starts with cooling of 
superheated PCM, it may be followed by solidification and subcooling of solid PCM, respectively, if 
sufficient heat transfer occurs. 
It should be noted that the equilibrium conditions of the LHTES after the end of the charging 
period are imposed as the initial condition for the discharging mode. The thermal equilibrium implies that 
all of the PCM, as well as all of the channel walls, heat pipes and HTF in each module reach a thermal 
equilibrium. The conservation of thermal energy in each module is applied to determine the equilibrium 
state.  
2.3.2 Thermal network heat transfer model 
The thermal network model of Shabgard et al. (2010) is extended to quantify the heat transfer 
between the HTF and PCM, either through the channel walls or through the heat pipes. Extensions of the 
model included here are the simulation of heat transfer associated with sensible energy storage (recovery) 
in (from) the subcooled solid- or superheated liquid PCM, heat pipes, HTF channel walls, as well as in the 
HTF residing within the LHTES. (Sensible energy storage in the exterior walls of the PCM unit is 
neglected.) Also in the model, the heat pipes, PCM, and HTF channel walls are included through use of a 
network of thermal elements characterized by both a thermal resistance and a thermal capacitance. Heat 
transfer between the HTF and the heat pipes or channel wall is simulated by a thermal resistance. 
51 
 
A schematic of the thermal network is shown in Fig. 2.6. The thermal pathways through the HTF 
channel and through the heat pipes are designated as HTF-ch-PCM and HTF-HP-PCM, respectively. The 
numerical model includes discretization in both space and time (Shabgard et al., 2010). At each time step 
the thermal network model is applied to each module to compute the amount of heat transfer through the 
channel walls, as well as through the heat pipes. For the heat pipes, the heat transfer associated with one 
heat pipe is first determined and then multiplied by the number of heat pipes in the module. This heat rate 
is then added to the heat transfer associated with the channel to calculate the total heat transfer in each 
module.  
The various thermal elements, TE, shown in Fig. 2.6 are described in detail in (Shabgard et al., 
2010). The full model description is lengthy, and will not be repeated here. In short, thermal elements TE1 
through TE4 account for heat transfer in the HP evaporator wall, evaporator wick, condenser wick, and 
condenser wall, respectively. Thermal elements TE5 and TE6 are associated with axial conduction in the 
wall and wick of the adiabatic section of the HP. Elements TE7 through TEn are affiliated with the PCM 
surrounding the HP where the temperature distribution within the PCM is accounted for by discretizing 
the PCM into (n – 6) elements. Thermal element TEn+1 is associated with conduction through the channel 
wall, while elements TEn+2 – TEn+m account for conduction within the PCM in the vicinity of the channel 
wall. 
Melting and solidification of the PCM occurs at its solid-liquid interface. In reality, the interface 
forms a surface (or multiple surfaces) of complex shape that evolves with time. Because the thermal 
element model is not capable of capturing this complex topography (and prediction of the topography 
with a detailed 3D model is not plausible), several additional numerical approximations are made. 
First, the PCM within each module is subdivided into two regions. The first (planar) region is 
adjacent to the channel wall and its thermal response is assumed to be due exclusively to heat transfer to 
or from the wall. The second region is composed of the remaining PCM; its thermal response is due 
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exclusively to the heat pipes. Second, the volume ratio of the two regions is assumed to be inversely 
proportional to the steady-state thermal resistances of the two thermal pathways of Fig. 2.6. Specifically, 
a total thickness of the first planar region can be assumed, and the steady-state thermal resistance of 
pathway HTF-ch-PCM can be determined. Also, the steady-state thermal resistance of pathway HTF-HP-
PCM can then be calculated, assuming conduction heat transfer in an annular region of maximum 
theoretical radius about an individual heat pipe (see Fig. 2.4) where ( ) ππ 3sinmax TSr = . Calculation 
of the volume of the annular region by using rmax accounts for the PCM located in between neighboring 
annuli. The total thickness of the planar region is adjusted until the ratio of the steady-state conduction 
resistances of the two regions is equal to the volume ratio of the two regions. Once the volume ratio of the 
two PCM regions is determined, the transient melting or solidification process is simulated with heat 
transfer in each subregion decoupled from the heat transfer in the other subregion. 
2.3.3 Natural convection heat transfer 
During melting, the effect of natural convection in the molten PCM is accounted for through use of 
correlations available in the literature. An empirical correlation for natural convection in a vertical 
annulus with a concentrically-located hot vertical tube is adopted to evaluate the natural convection in the 
melt region surrounding the heat pipes (Thomas, 1993). For the melt region adjacent to the bottom HTF 
channel, a correlation for natural convection in a horizontal cavity heated from below is employed 
(Bergman et al., 2011). Details regarding the application of single phase natural convection correlations in 
phase change problem can be found in (Shabgard et al., 2010). The solidification process is assumed to be 
conduction dominated, and thermal contact resistances at the PCM – channel wall, and the PCM – HP 
interfaces are neglected. Neglecting natural convection during solidification is considered to be a good 
assumption, considering the small degree of superheat in the liquid PCM. 
2.3.4 Energy balance for HTF 
Neglecting heat conduction in the HTF flow direction, the quantity that links neighboring modules 
is the HTF temperature. As suggested in Fig. 2.5, a linear temperature profile is assumed for the HTF 
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temperature in each module. During charging, the HTF temperature decreases as it flows through the 
module. In addition, the average HTF temperature increases with time as the PCM warms, as shown in 
Fig. 2.5a. During discharging (Fig. 2.5b) the opposite trends exist. The HTF temperature variation during 
a time step is determined from an energy balance over the HTF in each module: 
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In Eq. (1) 	
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 2⁄  are the average inlet and outlet HTF temperatures, 
respectively, over the time increment ∆t. The expressions 	
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average HTF temperatures at the new and old times, respectively. The upstream module outlet 
temperature, 
, is set equal to 
for the downstream module. The parameters, Qch and QHP are the 
amount of thermal energy transfer due to the active HTF channels and one heat pipe, respectively. These 
heat transfer quantities, Qch and QHP, are obtained by applying the thermal network model with 
 
	
  
  2⁄ . After calculating Qch and QHP, Eq. (1) is solved for 
. The solution methodology is 
then applied to the downstream module until heat transfer throughout the entire unit is predicted. Once 
predictions are achieved for an upstream unit, the solution methodology is then applied to the downstream 
unit or units. 
2.4. Exergy analysis 
The heat transfer model predicts heat transfer and phase change rates, as well as HTF outlet and 
PCM temperatures. However, LHTES systems characterized by high heat transfer rates during charging 
may experience low heat transfer rates during discharging, or vice versa. Hence, it is difficult to identify 
the preferred LHTES system based upon a heat transfer analysis alone. To assist in the performance 
evaluation an exergy analysis is performed to serve as a complementary tool to identify the preferred 
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LHTES system, based on a judicious compromise between the amount of thermal energy recovered, and 
the quality (i.e. temperature) of the delivered thermal energy. The second-law comparison is facilitated by 
defining an appropriate exergy efficiency, and comparing various LHTES systems in terms of that 
efficiency (Aceves et al., 1998; Erek and Dincer, 2009; Gong and Mujumdar, 1997; Watanabe and 
Kanzawa, 1995). 
The operation of TES systems involves sequential charging-discharging cycles, both of which must 
be evaluated (Krane, 1987). In this work, the exergy efficiency, ε, is defined as the ratio of exergy 
recovered by the HTF during discharging, ∆E&,, to the total exergy content of the HTF at the inlet of 
the LHTES during charging, Ec,in, represented by (Aceves et al., 1998) 
' 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  (2) 
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where T0 is the environment temperature (T0 = 300 K). 
Likewise, the denominator of Eq. (2) is 
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A MATLAB program was developed to solve the thermal network model equations. Typically, the 
calculations involve 30 sequential modules. Time steps of ∆t = 40 s proved to produce time step 
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independent results. Simulation of one hour of real time requires about 15 minutes of CPU time on a 3 
GHz CPU. After the heat transfer results are obtained, exergy efficiencies are evaluated. 
2.5. Results 
In this study, representative inlet HTF temperatures during charging and discharging of 390°C and 
280°C, respectively, are specified along with a HTF mass flow rate of 3 kg/s per each channel.  
Figure 2.7 shows conditions after 4 h and 8 h of charging. The local volume fraction of molten 
PCM for the non-cascaded and cascaded systems is shown in Figs. 2.7a and 2.7b, respectively. It is 
evident that LHTES 3 experiences the greatest overall amount of melting for either 4 h or 8 h of charging, 
owing to a higher temperature difference driving heat transfer between the HTF and PCM. On the other 
hand, the overall PCM liquid fraction for LHTES 1 is the smallest as a result of the corresponding small 
temperature difference for heat transfer, particularly during the later stages of charging. In contrast to the 
non-cascaded systems, the cascaded LHTES (Fig. 2.7b) provides more evenly-distributed melting. The 
more uniform melting can be viewed as a more effective use of the latent heats of fusion of the storage 
materials, potentially reducing the size and cost of LHTES storage. Improved uniformity could be 
achieved by using different PCMs. 
Figures 2.7c and 2.7d depict the average PCM temperature along the non-cascaded and cascaded 
LHTES systems. In general, LHTES 3 (LHTES 1) exhibits large (small) temperature variations in the x-
direction. As expected, and as evident for the non-cascaded systems in Figs. 2.7a and 2.7c, the amount of 
heat stored in the PCM decreases along the HTF flow (x) direction. Note that the nearly uniform PCM 
temperature at t = 8 h associated with LHTES 1 (Fig. 2.7c) does not correspond to a uniform distribution 
of thermal energy storage. This can be verified from inspection of Fig. 2.7a where, at 8 h, about half of 
PCM is molten at small x, while at large x the PCM has not begun to melt. Inspection of Figs. 2.7a and 
2.7c also shows that, as the amount of molten PCM decreases, the average PCM temperature also 
decreases, as expected. In contrast, the cascaded system of Figs. 2.7b and 2.7d shows that, for the PCM 
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materials and operating conditions considered here, the units with larger volume-averaged amounts of 
molten PCM (taken over entire unit) exhibit smaller volume-averaged PCM temperatures (again taken 
over entire unit). As inferred from Fig. 2.7b, more latent energy is predicted to be stored in the 
downstream units. Also, more sensible energy is predicted to be stored in the upstream units. Again, this 
behavior is opposite that of the non-cascaded systems. Therefore, the total thermal energy stored in the 
cascaded system is more uniform spatially than the non-cascaded systems. Locally, at x ≈ 20 m and 40 m, 
all of the PCM in Units 2 and 3 of the cascaded LHTES is melted (Fig. 2.7b), and the molten PCM at 
these locations is superheated (Fig. 2.7d). 
Figures 2.7e and 2.7f display the HTF temperature distribution for non-cascaded and cascaded 
LHTES, respectively. In all cases, the HTF temperature decreases in the x-direction, as expected.  Also as 
expected, the HTF temperature at any x-location (x > 0) increases with time (consistent with Figs. 2.7a-
2.7d). At t = 8 h, charging is curtailed and conditions within each of the 30 modules are assumed to come 
to thermal equilibrium (The equilibration process is not modeled). During equilibration it is assumed that 
there are no energy losses from any module, and the HTF is present in each module but is not flowing. 
Discharging conditions are shown in Fig. 2.8. In addition to the initial (tN = 0) and final (tN = td,N) 
discharge times (where N = 1, 2, 3, or cas), conditions of the LHTES systems are shown at half of the 
total discharge time for each LHTES (tN = td,N / 2). Total discharge times are td,1 = 5 h, td,2 = 6.6 h, td,3 = 
14.9 h, and td,cas = 14.1 h. Figures 2.8a and 2.8b illustrate the volume fractions of molten PCM for non-
cascaded and cascaded LHTES systems, respectively. Close inspection of these figures shows that Vf,l (x) 
at t = 0 h is nearly identical to the distributions of Figs, 2.7a and 2.7b at t = 8 h. For non-cascaded LHTES 
systems (Fig. 2.8a), the upstream portion of the system (large x) solidifies faster, due to the smaller 
amount of molten PCM initially available. The same behavior is observed for upstream regions in each 
PCM unit of the cascaded LHTES. Note that, at t = td, Vf,l can be greater than zero at small x. This is 
because, during discharging, the PCM can cool to temperatures below the initial temperature of charging 
(Ti = 300°C) at large x. Since energy is conserved in each unit during thermal equilibration, all energy 
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absorbed during charging is discharged, but a portion of the PCM is molten to compensate for the 
subcooled PCM at large x at t = td. (see LHTES 2 and LHTES 3 in Fig. 2.8a). 
The average PCM temperatures during discharging are shown in Figs. 2.8c and 2.8d for non-
cascaded and cascaded systems, respectively. Careful comparison of the temperature distributions of Figs. 
2.7c and 2.7d at t = 8 h and 2.8c and 2.8d at t = 0 shows that they are slightly different, such as at x ≈ 20 
m for the cascaded system. Again, these differences are due to the equilibration between charging and 
discharging.  
At the end of the 8 h charging period, it was observed that a significant portion of the PCM in 
LHTES 2 and LHTES 3 superheats at small x (Fig. 2.7c). The PCM in LHTES 1, however, does not 
superheat. This is primarily attributed to the smaller temperature difference between the melting point of 
PCM and inlet HTF in LHTES 1 compared to that of the other systems. Therefore, at the beginning of the 
discharge process, there is sensible thermal energy stored in the superheated PCM in downstream (small 
x) portion of LHTES 2 and LHTES 3, as well as downstream location in Units 2 and 3 of the cascaded 
system. This sensible thermal energy is discharged quickly in the early stages of the discharging process 
due to the large temperature difference between the superheated PCM and the cold HTF. It can be seen in 
Figs. 2.8c and 2.8d that, midway through the discharge process (tN = td,N / 2), a large portion of molten 
PCM is subcooled. Close comparison of the average PCM temperature in each of the 3 PCM units shows 
that, at the end of the discharging process (tN = td,N), the cascaded  system exhibits smaller variation from 
unit-to-unit, compared to any of the 3 non-cascaded  systems considered here. 
The HTF temperature along the LHTES is shown in Figs. 2.8e and 2.8f for non-cascaded and 
cascaded systems, respectively. Initially, the HTF temperatures are identical to the PCM temperatures of 
Figs. 2.8c and 2.8d. Shortly after the HTF begins flowing to start the discharge process, HTF 
temperatures rapidly adjust to smaller values (the warm HTF initially in the system at the outset of 
discharging is quickly flushed from the system). Hence, the HTF temperature is shown at 1/20 of the 
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discharging duration instead of at t = 0 in Figs. 2.8e and 2.8f. Toward the end of the discharge process, 
the HTF temperature in the non-cascaded systems increases primarily in the downstream locations since, 
as evident in Fig. 2.8c, the PCM temperatures in the upstream locations are similar to the HTF inlet 
temperature.  
Thermal energy stored and recovered, as well as the duration of a complete charging-discharging 
cycle for charging periods of 8 h and 12 h are shown in Fig. 2.9. In each case, the charging process is, in 
general, characterized by 3 stages. Initially, heat transfer to the solid PCM is conduction-dominated, with 
maximum heat transfer rates occurring at t = 0 h. During the subsequent melting period, natural 
convection occurs in the molten PCM, and heat transfer rates approach time-independent values. Finally, 
after most of the PCM is melted, the diminishing temperature differences between the PCM and HTF lead 
to reduced heat transfer rates. The discharging processes of Fig. 2.9, in general, are also characterized by 
three stages. Initially high heat transfer rates occur because natural convection and high temperature 
differences promote heat transfer between the HTF and the superheated PCM. Subsequently, solid PCM 
forms on the heat transfer surfaces, increasing the thermal resistance between the HTF and the solid-
liquid interface of the PCM, reducing heat transfer rates. Finally smaller heat transfer rates occur during 
the subcooling of the solid PCM. For either charging duration (8 h or 12 h), LHTES 3 provides the 
greatest amount of heat storage and recovery, but has the longest discharging period. Also, 12 h of 
charging for LHTES 3 corresponds to an overall cycle duration greater than 24 h, which is impractical. In 
contrast, LHTES 1 provides the smallest amount of energy storage, but has the shortest duration of 
discharging. The responses of LHTES 2 and the cascaded system are bracketed by those of LHTES 1 and 
3.  
From Eqs. (2) and (3), and for specific values of  5,  &, cHTF, Tc,in, Td,in, and tc, the exergy 
efficiencies depend solely on the HTF outlet temperatures and the time for the discharge. Figure 2.10a 
shows the time variation of Tc,out. (The constant outlet temperatures in the early stages of charging are 
related to the HTF that initially resides in the systems.) The initially cool HTF is flushed from the system 
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at t ≈ 20 min. At t  t 20 min, Tc,out increases rapidly, as expected, and as time progresses heat transfer 
rates to the PCM decrease as discussed with respect to Fig. 2.9, and the HTF outlet temperature plateaus 
and heat transfer rates become relatively time-invariant.  As shown in Fig. 2.10b, Td,out continually drops 
during discharging as heat transfer rates are reduced, as discussed relative to Fig. 2.9. 
Instantaneous exergy efficiencies over a broad range of charging times are shown in Fig. 2.11. 
Specifically, predictions for 1 h ≤ tc d 17 h are shown, where the maximum charging time for each system 
corresponds to an overall charging-discharging cycle of 24 h. In all cases, the exergy content of the HTF 
leaving the LHTES during charging is lost. In addition, there are exergy losses due to the temperature 
differences accompanying heat transfer during either charging or discharging. The exergy loss associated 
with the HTF leaving the LHTES during charging is the biggest contributor to the relatively low exergy 
efficiency of the systems considered here. As evident, LHTES 3 provides the highest exergy efficiencies, 
however, it also corresponds to the shortest maximum possible charging time. Hence, LHTES 3 may not 
be the appropriate choice, depending on the time available for charging. 
Figure 2.12a shows the exergy recovered by the HTF for various charging times. (Again overall 
charging-discharging times would exceed 24 h if any of the curves would be extended to larger tc.) In 
practice, it is desirable to maximize the recovered exergy. It is evident that, for tc d 10.5 h, LHTES 3 
outperforms the other three systems since the exergy recovered by LHTES 3 at its maximum charge time 
(tc ≈ 8 h) exceeds that of any of the other three systems for charging times less than 10.5 h. For tc t 10.5, 
however, the cascaded system yields the highest exergy recovery. The charging time beyond which the 
cascaded system outperforms LHTES 3 is the critical time, tcrit, in Fig. 2.12a (tcrit ≈ 10.5 h). Hence, the 
appropriate selection of the LHTES system depends on the location of the CSP plant and the daily 
availability of solar irradiation. 
For purposes of LHTES design for CSP, the ratio of the energy stored (and released) to the exergy 
efficiency is included in Fig. 2.12b. Remarkably, this ratio is a function solely of the charging time, 
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regardless of LHTES system considered here. Hence, if Q and tc are specified, ε can be found from Fig. 
2.12b. For a fixed environment temperature, the ratio ( ) HTF,in,HTF,1ln ddd TTTR ∆∆+= is a measure of 
how well the Q/ε curves collapse. As R becomes smaller, the more prominent is the collapse of the 
various Q/ε curves. The model was exercised for low temperature storage for LHTES 1, 2, 3, and 
cascaded (with all HTF inlet and PCM melting temperatures arbitrarily reduced to room temperature 
values). For low temperature LHTES, Q/ε does not collapse to a unique curve.  
2.6. Conclusions 
An improved thermal network model was used to analyze the heat transfer in cascaded and non-
cascaded LHTES systems with heat pipes. The large scale, high temperature LHTES systems considered 
here comprise three PCM units, each of which may be filled with the same or various PCMs. Heat pipes 
are incorporated into the LHTES systems to facilitate heat transfer to or from the PCM. The duration of 
the charging-discharging cycle was found to be a limiting factor in the design of LHTES systems for solar 
power applications. It was also found that, for the operating temperatures considered in this work (280°C 
– 390°C), the LHTES system with the lowest melting temperature has the highest exergy efficiency. 
However, it is the cascaded LHTES system that recovers the maximum exergy during a 24 h charging-
discharging cycle. 
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Nomenclature 
∆t   time step (s) 
CSP  concentrating solar power 
c   specific heat (J kg–1 K–1) 
g   gravitational acceleration (m s–2) 
hsl   heat of fusion (kJ kg–1) 
M   mass (kg) 
NHP  number of heat pipes in each module 
    HTF mass flow rate (kg s–1) 
Q   thermal energy (J) 
Qch   thermal energy transfer in a module due to the channel (J) 
QHP  thermal energy transfer in a module due to one heat pipe (J) 
Rconv  thermal resistance due to convection (K W–1) 
r   radius (m) 
SL   longitudinal pitch (m) 
ST   transverse pitch (m) 
T   temperature (°C) 
Tm   melting temperature (°C) 
T0   environment temperature (K) 

;<=  volume-average PCM temperature (°C) 
TE   thermal element 
TES  thermal energy storage 
LHTES  latent heat thermal energy storage 
t   time (s) 
tc   total charging time (s) 
td   total discharge time (s) 
Vf,l   volume fraction of liquid PCM 
E   exergy (J) 
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∆Ed,HTF  exergy recovered by the HTF during discharging (J) 
x   axial coordinate (m) 
 
Greek symbols 
ε   exergy efficiency 
 
Subscripts 
c   charging 
cas   cascaded 
ch   HTF channel 
crit   critical 
d   discharging 
HP   heat pipe 
HTF  heat transfer fluid 
i   initial 
in   inlet 
M   related to module 
max  maximum 
N   LHTES index (N = 1, 2, 3, or cas) 
n   thermal element counter 
m   thermal element counter 
out   outlet 
 
Superscripts 
p   time step counter 
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Table 2.1. Specifications of the gravity assisted heat pipes, HTF channel and HTF. 
Gravity assisted heat pipes 
Wall and wick material Stainless Steel 
Working fluid Biphenyl 
Outer diameter, (m) 0.02 
Total length, (m) 1.0  
The length inside top and bottom HTF channels, (m) 0.15 
Total length of HP exposed to PCM, (m) 0.684 
Effective condenser length during charging, (m) 0.64 
Effective evaporator length during discharging, (m) 0.64 
Wall thickness, (m) 2 × 10 –3  
Wick type Two wraps of screen wick 
Mechanism of condensate return to the evaporator Gravity-assisted 
Screen mesh specifications 150 mesh 
Screen wick porosity 0.7 
Screen wire diameter, (m) 0.066 × 10 –3 
Screen wick thickness, (m) 0.3 × 10 –3 
Effective wick thermal conductivity, (W/m·K)  0.19a 
Effective wick heat capacity, J/(m3·K) 1.43 × 106 
Wall thermal conductivity, (W/m·K)  20.1 
HTF channel 
Thermal conductivity, (W/m·K)    20.1 
Density, (kg/m3)    7900 
Specific heat, (J/kg·K)    559.9 
Height, (m)    0.15 
Width, (m)    0.60 
Wall thickness, (m) 
   8.0 × 10 –3 
Module length, (m)    2 
HTF (Therminol VP-1) at 330°Cb 
Density, (kg/m3)    784 
Specific heat, (J/kg·K)    2397 
Thermal conductivity, (W/m·K)    0.09 
Dynamic viscosity, (Pa·s) 
  193 × 10 –3 
Prandtl number    5.14 
a
 The effective wick thermal conductivity is based upon the use of a stainless steel screen 
wick, biphenyl as the working fluid and a wick porosity of 0.7 (Faghri, 1995).  
b
 Solutia Inc. at www.solutia.com. 
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Table 2.2. Properties of the PCMs. 
PCM composition (wt %) Melting 
Temp. (°C) 
Heat of fusion 
(kJ/kg) 
Density  
(kg/m3) 
Thermal 
conductivity 
(W/m·K) 
Specific 
heat 
(kJ/kg·K) 
1; NaOH–NaCl(26.7), (Luz 
international Ltd., 1988) 
370 370 1960 0.79 1850 
2; KCl(22.9), MnCl2(60.6), 
NaCl(16.5) (Kenisarin, 2010) 
350 215 2250 0.95 960 
3; NaOH(65.2), NaCl(20), 
Na2CO3(14.8) (Kenisarin, 
2010) 
318 290 2000 1.0 1850 
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Fig. 2.1. Cascaded LHTES consisting of three PCM units. 
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Fig. 2.2. PCM unit configuration during charging. 
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Fig. 2.3. PCM unit configuration during discharging. 
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Fig. 2.4. Top view of a section of HTF channel. Dashed line represents rmax. 
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Fig. 2.5. A module used in the thermal network model. 
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Fig. 2.6. Thermal network showing the thermal elements related to heat transfer through the HTF 
channel walls (long dashed line) and through the heat pipes (short dashed line). 
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Fig. 2.7. Conditions at 4 and 8 h of charging. (a) volume fraction of molten PCM, (b) volume 
fraction of molten PCM for cascaded LHTES, (c) volume-average PCM temperature, (d) volume-average 
PCM temperature for cascaded LHTES, (e) HTF temperature, and (f) HTF temperature for cascaded 
LHTES. 
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Fig. 2.8. Conditions during discharging following 8 h charging. (a) volume fraction of molten PCM, 
(b) volume fraction of molten PCM for cascaded LHTES, (c) volume-average PCM temperature, (d) 
volume-average PCM temperature for cascaded LHTES, (e) HTF temperature, and (f) HTF temperature 
for cascaded LHTES. 
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Fig. 2.9. Energy storage and recovery during charging-discharging cycles with charging periods of 8 
and 12 h. 
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Fig. 2.10. Time variation of the HTF outlet temperature for charging time of 8 h. (a) charging, (b) 
discharging. 
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Fig. 2.11. Exergy efficiency of LHTES systems for the charging-discharging cycle (T0 = 300 K). 
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Fig. 2.12. Variation of (a) total exergy recovered by the HTF, with the charging time, and (b) ratio 
of energy stored and recovered during an overall cycle to the corresponding exergy efficiency. 
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Chapter 3. Exergy Analysis of Latent Heat Thermal Energy Storage for  
Solar Power Generation Accounting for Constraints Imposed by 
 Long-Term Operation and the Solar Day 
3. Dummy 
A combined heat transfer and exergy analysis is developed and used to quantify the performance of 
a latent heat thermal energy storage system for solar power generation taking into account two practical 
constraints. First, for long-term operation the thermal energy stored must equal the thermal energy 
recovered. The second constraint is imposed by the 24 hour day. To maximize the second-law 
performance of a particular latent heat storage system associated with a specific charging temperature, it 
is shown that a specific phase change temperature must be used in conjunction with a specific heat 
transfer fluid inlet temperature during the discharge process, and a specific charging time. The second-law 
performance of the storage system can be improved, and potentially impractical operating conditions 
needed to maximize the second-law performance of the LHTES system can be avoided by modifying the 
heat transfer design of the energy storage system. Quantitatively, increasing the surface area of the PCM 
side by a factor of 10 results in a six-fold increase in the exergy extracted from the LHTES system. For a 
typical salt phase change material, the optimal phase change temperatures corresponding to charging HTF 
inlet temperatures of 560°C and 800°C are 475°C and 715°C, respectively. 
3.1. Background 
Use of thermal energy storage is a proven approach to reduce the cost of concentrating solar power 
(CSP) generation. Among various options, latent heat thermal energy storage (LHTES) is attractive 
because of its high energy density and near-isothermal operation. Extensive heat transfer modeling of the 
energy storage and recovery associated with the melting and solidification of phase change materials 
(PCMs) has been conducted. However, in order to analyze the performance of LHTES systems in solar 
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applications from a broader perspective, a combined heat transfer and thermodynamic analysis is 
necessary [1]. For example, Bjurström and Carlsson [2] as well as Adebiyi and Russell [3] determined an 
optimum melting temperature for the PCM that would maximize the second law efficiency during LHTES 
charging (PCM melting). Both studies concluded that maximum exergy would be recovered from the heat 
transfer fluid (HTF) when the melting temperature of the PCM is equal to the geometric average of the 
environment temperature and the temperature of the hot HTF during charging (
>  ?
5@,AB 
,). De 
Lucia and Bejan [4] accounted for the effect of natural convection during PCM melting. They found that 
the expression for the optimal temperature obtained in [2] and [3] is still valid.  
De Lucia and Bejan [1] also modeled a complete charging-discharging cycle. One-dimensional heat 
transfer was assumed and the effect of superheating of the molten PCM was accounted for. The authors 
showed that the optimal melting temperature for a complete charging-discharging cycle is slightly greater 
than the value suggested in previous studies [2-4]. However, it was found that in some cases the optimal 
melting temperature may be approximated as 
>  ?
5@,AB 
,. 
Bellecci and Conti [5] considered LHTES for solar power generation from a different perspective. 
Unlike previous studies [1-4], the HTF leaving the LHTES during charging was not delivered to the 
environment, but was supplied to a heat engine. That is, the LHTES was positioned in series between the 
solar collector field and the heat engine. Of primary interest was the stable operation of the heat engine 
over a typical charging-discharging cycle. It was argued that stability is attained when the LHTES outlet 
temperature is the arithmetic mean of the cold and hot HTF inlet temperatures. It was also shown that any 
attempt to reduce the entropy generation outside of these operating conditions could lead to unstable 
behavior. The optimal melting temperature was found to be approximately the arithmetic mean of the 
inlet temperatures of the hot and cold HTF. 
In related studies, Aghbalou et al. [6] developed an analytical model to predict the thermal response 
of a solar water heating system consisting of a solar collector connected to a storage tank in which planar 
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PCM slabs were immersed in the water stream. The water left the storage tank after exchanging heat with 
the PCM. During the first 9 hours of operation the PCM absorbed thermal energy from the hot water. 
Subsequently, the PCM released thermal energy to the water stream for 3 hours. An optimum melting 
temperature was obtained for the PCM by considering the storage process as a Carnot cycle. The 
influence of the PCM slab length in the flow direction on the optimal melting temperature was also 
investigated. Also, Kousksou et al. [7] developed a numerical model to investigate charging of a low-
temperature LHTES unit consisting of a bed of spherical PCM capsules through which flowed air from a 
solar collector. Exergetic performance was quantified by the ratio of exergy destruction to the exergy 
change of the system. It was found that PCMs with higher melting temperatures degrade a smaller 
fraction of the exergy; however, they provide smaller heat transfer rates during charging. 
In addition to studies involving a single PCM, several investigators have considered multiple PCMs 
in cascaded configurations [8-12]. Typically, the objective in these studies was to either minimize the 
entropy generated during an entire charging-discharging cycle, or to maximize the exergy extracted 
during discharging. Jegadheeswaran et al. [13] have presented a thorough review of the exergy analysis of 
these and other LHTES systems. 
Except for Bellecci and Conti [5] who assumed a fixed discharging duration, the finite duration of 
the discharge process was not taken into consideration in any of the preceding studies. Hence, in some 
cases optimum LHTES performance corresponds to infinite discharging times [9], limiting the practical 
usefulness of the analyses. It is the objective of this study to investigate the optimal design of a LHTES 
system for solar applications accounting for the finite duration of a charging-discharging cycle. In this 
study, a combined heat transfer and exergy analysis of a LHTES system for CSP is developed. Two 
practical constrains, namely (i) the equality of the energy stored and recovered and (ii) the finite duration 
of the charging-discharging cycle imposed by the solar day are accounted for. As will become evident, 
inclusion of these constraints provides guidance in terms of identifying conditions that maximize the 
exergy extracted from the storage system during the discharge period. It will also be shown that the 
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conditions that maximize the exergy extracted may not be practical, based on the solar availability during 
the 24 hour day. However, modification of the heat transfer aspects of the LHTES design, such as making 
use of extended surfaces, can ameliorate this situation, leading to improved system performance. 
3.2. CSP physical system 
In practice, a portion of the HTF during daytime operation is diverted to charge the LHTES system 
(Fig. 3.1a). Alternatively, cold HTF is introduced to the LHTES where it is heated and returned to operate 
the power cycle during the discharge process (Fig. 3.1b). To ascertain the dominant factors governing 
LHTES performance, attention will be given only to the primary heat transfer phenomena. Specifically, 
the simplified LHTES system considered here consists of a container which houses a single PCM 
adjacent to a channel through which HTF flows. 
During charging (Fig. 3.2a) heat is transferred from the warm HTF, through the channel wall, and 
through the molten PCM by natural convection to the solid-liquid interface located at C(t). During the 
discharge process (Fig. 3.2b or 3.2c), the PCM solidifies at D(t) as heat is transferred from the solid-liquid 
interface, through the solid PCM and channel wall by conduction, to the cool HTF. To enhance heat 
transfer, extended surfaces could be added to the solid wall and, in the limiting case of an isothermal 
channel wall (and extended surfaces), solid PCM would form along the entire cold surface, resulting in 
the solidification process shown in Fig. 3.2c. 
3.3. Mathematical model 
Of interest is the performance of the LHTES system taking into account two practical constraints: 
(i) the equality of the thermal energy stored and recovered, and (ii) the maximum 24 hour duration of a 
complete charging-discharging cycle. As noted previously, only the essential heat transfer processes are 
accounted for; a more detailed description of the heat transfer phenomena could be included in a more 
thorough analysis. Specifically, the following assumptions are made. 
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One-dimensional heat transfer is assumed throughout an entire cycle that consists of an initial 
charging regime followed by a discharging regime. The HTF and PCM properties are assumed to be 
constant, and the properties of the solid PCM are taken to be those of the liquid phase. The PCM is a pure 
(or eutectic) material with a unique phase change temperature, and is solid and at its melting temperature 
at the beginning of the charging regime. The sensible energy component of the energy storage is taken to 
be negligible (the Stefan number is zero), and the channel wall (and extended surfaces) is assumed to be 
comprised of a high thermal conductivity material that poses negligible thermal resistance and has 
negligible thermal mass. Possible thermal contact resistances and heat losses from the container walls are 
neglected, and volumetric radiation within the PCM is not accounted for. The rectangular HTF channel is 
of constant cross-sectional area. 
3.3.1 Charging regime 
The analysis builds upon those conducted in [1,4]. Hot HTF at Tch,in is introduced to the LHTES at 
a constant flow rate, and PCM melting ensues adjacent to the channel wall. Because Lim et al. [8] showed 
that the longitudinal variations in the thickness of the melted PCM layer as well as the PCM-wall 
interface temperature have a negligible effect on the optimum melting temperatures, spatial variations of 
the channel wall temperature as well as the melted PCM layer thickness are neglected. The log mean 
temperature difference between the HTF and channel wall is used to determine the heat transfer rates 
from the HTF. Except for the earliest stage of melting, heat transfer in the PCM is dominated by natural 
convection. Hence, the governing equations during the charging process are 
	 5@	
5@,AB # 
5@,CD2  EF5@  G  
5@,AB # 
5@,CD2ln 7 
5@,AB # 
5@,H
5@,CD2 # 
5@,H8
 (1) 
	 5@	
5@,AB # 
5@,CD2  EI G<= 	
5@,H # 
> (2) 
	 5@	
5@,AB # 
5@,CD2  J EHK  G<= 4L4  (3) 
where hFch is the forced convection heat transfer coefficient associated with the HTF flow in the channel, 
hN is the natural convection heat transfer coefficient associated with the molten PCM, and Tch,s is the 
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channel wall temperature. The surface area of the channel wall on the PCM side is APCM. As will become 
evident, inclusion of extended surfaces on the PCM side of the wall (Fig. 3.2c) is accounted for by 
introducing the ratio Ar = APCM / AHTF where AHTF is the surface area of the channel wall on the HTF side 
and APCM includes the surface area of the exposed channel wall and extended surfaces on the PCM side. 
It is well known that natural convection heat transfer coefficients exhibit only modest sensitivity to 
the molten PCM thickness, C(t) [14]. Therefore, hN is assumed to be constant [4] and the temperatures 
Tch,out and Tch,s can be determined by solving Eqs. (1) and (2). Equation (3) can then be used to determine 
C(t) with C = 0 at t = 0. The solution of Eqs. (1-3) can be written in the following non-dimensional form: 

;5@,H  
5@,H
,   

;5@,AB M5@⁄  
;> EFNI⁄1 M5@⁄  1 EFNI⁄  (4) 

;5@,CD2  
5@,CD2
,  
;5@,H  	
;5@,AB # 
;5@,HPNIQR:S  (5) 
T5@*U5@+  1GV 
W5@  	
;5@,AB # 
;5@,CD2U5@ (6) 
where hF-N = hFch / hN, while NTUch, T5@ and τch are the number of heat transfer units, the non-dimensional 
melt thickness, and the dimensionless charging time defined as  

W5@  EF5@  G	 5@  (7) 
T5@  L EF5@X  (8) 
U5@  EF5@Y  
,J X EHK 5@ (9) 
respectively. In the preceding expressions, 
; is a non-dimensional temperature equal to T / T0 where T0 is 
the temperature of the environment. In Eq. (4), M5@  GV 
W5@ *1 # PNIQR:S+⁄  is introduced to simplify 
the notation. 
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3.3.2 Discharging regime 
The initial volume of molten PCM in the second, discharge phase of the cycle is equal to the melt 
volume at the end of the charging regime. Subject to the assumptions, the discharge process begins with 
the molten PCM at Tm. During discharge, cold HTF at Td,in is introduced to the LHTES system at a 
constant flow rate. Again, the log mean temperature difference between the HTF and the channel wall is 
used to determine the heat transfer rates to the HTF, and the axial variations of the channel wall 
temperature and solid PCM layer thickness are neglected. In contrast to the initial charging regime, heat 
transfer within the PCM is now dominated by conduction. Hence, the governing equations for the 
discharge are 
	 &  	
&,CD2 # 
&,AB  EF&  G  
&,CD2 # 
&,ABln 7 
&,H # 
&,AB
&,H # 
&,CD28
 (10) 
	 &  	
&,CD2 # 
&,AB  X G<= 
> # 
&,HZ  (11) 
	 &  	
&,CD2 # 
&,AB  J EHK  G<= 4Z4  (12) 
By defining the following dimensionless variables 

W&  EF&  G	 &  (13) 
T&  Z EF&X  (14) 
U&  EF&Y  
,J X EHK & (15) 
Equations (10-12) can be solved and presented in the following non-dimensional forms 

;&,H  
&,H
,   

;&,AB M&⁄  
;> T&⁄1 M&⁄  1 T&⁄  (16) 

;&,CD2  
&,CD2
,  
;&,H # 	
;&,H # 
;&,ABPNIQR3 (17) 
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T&*U&+  # M&  [M&Y  2 	
;> # 
;&,ABU& (18) 
where M&  GV 
W& *1 # PNIQR3+⁄  is introduced to simplify the notation. 
3.3.3 Coupled charging-discharging regimes 
From inspection of Eqs. (4) through (6), the HTF outlet temperature and the amount of energy 
stored during charging depend on 
;>, 
;5@,AB, NTUch, hF-N, Ar and τch. During discharging, Eqs. (16) 
through (18) indicate that 
;>, 
;&,AB, NTUd, Ar and τd control the HTF outlet temperature and the amount of 
energy extracted. 
The first constraint (energy stored is equal to energy extracted) may be expressed as 
 L>AB  Z>AB  0; L>^_  Z>^_ (19) 
Substituting expressions for C and D from Eqs. (8) and (14) into Eq. (19) yields 
T&,>^_  E&N5@  T5@,>^_  (20) 
where hd-ch = hFd / hFch. Substituting σch,max and σd,max from Eqs. (6) and (18) into Eq. (20) yields the 
following relation between (i) the dimensionless charging and discharging times 
U&,>^_  E&N5@
W5@ /

;5@,AB # 
;5@,CD2
;> # 
;&,AB 0 ) E&N5@  	

;5@,AB # 
;> 2GVY
W5@ U5@,>^_  

W&1 # PNIQR31 U5@,>^_ (21) 
and (ii) the dimensionless total cycle time, 
U5`5  EF&Y  
, 5`5  *JXEHK+⁄  E&N5@Y  U5@,>^_  U&,>^_ (22) 
where the maximum value of tcyc is equal to 24 h. 
Ten variables appear in Eqs. (21) and (22), namely 
;5@,AB, 
;5@,CD2, 
;>, 
;&,AB, NTUch, NTUd, τch,max, 
τd,max, Ar, hd-ch. Since 
;5@,CD2 is a part of the solution of the heat transfer problem, it is convenient to 
replace 
;5@,CD2 in the above list of variables with the design and operating parameters contributing to it. 
To do so, 
;5@,H from Eq. (4) is substituted into Eq. (5) and 
;5@,CD2 is expressed in terms of 
;5@,AB, 
;>, 
NTUch, hF-N, and Ar that all but hF-N already appear in the preceding list of variables. Hence, ten design and 
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operating parameters contribute to the behavior of the LHTES system and are 
;5@,AB, 
;>, 
;&,AB, NTUch, 
NTUd, τch,max, τd,max, Ar, hd-ch and hF-N. Only eight of these variables may be specified independently 
because of the two constraints imposed. It is noted that the preceding analysis includes three additional 
parameters relative to those considered in [1], Td,in, Ar and hF-N, as well as the constraint related to τcyc.  
Prediction of LHTES behavior involves the specification of eight of the ten variables listed above, 
and determination of the remaining two variables from Eqs. (21) and (22). Here, we will specify NTUch, 
NTUd, Ar, hd-ch, hF-N, 
;5@,AB, 
;> and 
;&,AB and determine the corresponding τch,max and τd,max. The thermal 
energy stored (recovered) during the charging (discharging) regime is found from 
  	 5@	
5@,AB # 
5@,CD2 5@,>^_ (23) 
which can be transformed into dimensionless form by using Eq. (9): 
a   EF5@J X EHK  G  1
W5@ 	 
;5@,AB # 
;5@,CD2 U5@,>^_   (24) 
3.4. Exergy efficiency and exergy recovery 
For an incompressible fluid, exergy destruction due to pressure drop in the HTF channel is 
negligible compared to the destruction associated with heat transfer [15]. Hence, the theoretical maximum 
rate of work generation during the discharge regime can be assumed to be equal to the rate of exergy 
change of the HTF when it is cooled from Td,out to Td,in, 
4E,&4&  	 b4 )
4,cd # 
4,ef # 
0 ln /
4,cd
4,ef 01 (25) 
Equation (25) can be transformed into the following dimensionless form 
4g,&4U&  1
W4  )
;4,cd # 
;4,ef #  ln /

;4,cd
;4,ef 01 (26) 
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where g,& is the HTF dimensionless exergy during discharge defined as 
g,&  E,& Eh4 *JXEijGHTF+⁄ . 
The total dimensionless exergy recovered by the HTF during the discharge process can be found by 
integrating Eq. (26) with respect to the duration of the discharge regime yielding 
∆g,&  ( 4g,&n3,opq,  (27) 
Finally, an exergy efficiency can be defined by dividing the total exergy recovered during the 
discharge by the total exergy content of the HTF at the inlet of the LHTES during charging, 
'  r 4E,&23,opq,	 5@ 6
5@,AB # 
, # 
, ln 7
5@,AB
, 89 5@,>^_
 (28) 
which can be written in non-dimensional form as 
'  7
W5@E&N5@ 8 ∆χ,&	
;5@,AB # 1 # ln 
;5@,AB U5@,>^_ (29) 
In the above definition of the exergy efficiency, the thermal energy content of the output HTF during 
charging is assumed to contribute to the total exergy destruction. Thus, the fraction of the total exergy 
destruction can be calculated by subtracting ε from unity.  
In general, it is desirable to maximize both the non-dimensional exergy recovery (∆g,&) and the 
exergy efficiency (ε). As will become evident, however, maximizing both parameters simultaneously is 
not possible, and we will choose to maximize the exergy recovery. 
3.5. Results and discussion 
The mathematical model was validated by comparing its predictions to the theoretical results of [9] 
who present (i) the optimal dimensionless melting temperatures that yield the maximum exergy 
efficiency, ε, as well as (ii) the associated maximum exergy efficiency values for various HTF inlet 
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temperatures during discharging ( 8.11
,
<< indT ) with 2, =inchT . Since Gong and Mujumdar [9] neglected 
thermal resistances associated with the PCM, a large PCM thermal conductivity (≈ 8000 W/m·K) is 
specified here for purposes of comparison. Also, Ar = 1 is specified to be consistent with the reference. A 
large PCM thermal conductivity implies that hF-N → 0, , ,ch s d s mT T T≈ ≈ , and heat transfer rates during 
discharge are constant. Because of their assumptions, Gong and Mujumdar [9] based their exergy 
efficiency on the rates of exergy transfer within the LHTES system rather than the total values used here. 
As such, the constraints presented in Eqs. (21) and (22) are irrelevant in the comparison, and results are 
independent of τch,max, τd,max and hd-ch. Figure 3.3 shows the comparison between the predictions of the 
modified model developed here and that of the reference. The agreement is excellent. 
Base case conditions. With the model verified to the extent possible, the new constraints and 
physical descriptions may be applied and parametric simulations may be performed. Base case conditions 
correspond to HTF flowing in a 40 m long channel of cross section 0.25 m × 0.04 m (width × height) 
corresponding to AHTF = 10 m2. In addition, tcyc = 24 h, ( )p
ch
m c& ≈ 1200 W/K, ( )p dm c& ≈ 2800 W/K, hFch ≈ 
120 W/m2⋅K, hFd ≈ 280 W/m2⋅K, hN ≈ 600 W/m2⋅K, ρ ≈ 2000 kg/m3, hsl ≈ 200 kJ/kg, k ≈ 0.8 W/m⋅K and 
T0 = 300 K. The HTF properties are based on Therminol VP-1 [16], and the PCM properties are typical 
for salt mixtures [17]. The forced convection heat transfer coefficients hFch and hFd are calculated using 
the Dittus-Boelter correlation and hN is determined using a correlation for natural convection in a 
horizontal cavity heated from below with a temperature difference of 100 K imposed across the liquid 
[14]. Conversion to dimensionless parameters yields Ar = 1, NTUch = NTUd = 1, hd-ch = 2.3, hF-N = 0.2 and 
τcyc = 6600. It is noted that the values of the design and operating parameters specified here are considered 
to be typical, but do not represent the optimal thermal design. 
First and second law performance.  Figure 3.4a shows the dimensionless charging duration, 
( ) h242 chdchchcycchchd tttth =+=≡ − τττ , as well as the dimensionless thermal energy stored, η, and 
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their dependence on the dimensionless discharge inlet temperature 
, , 0d in d inT T T= , as well as the 
dimensionless phase change temperature 0m mT T T= , for a dimensionless charging inlet temperature 
, , 0ch in ch inT T T=
 
= 1.5. As expected, no energy can be stored (or extracted) when minch TT ≤,  ( mind TT ≥, ). 
Also, τ  → 1 (τ  → 0) when minch TT →,  ( mind TT →, ) since it would take an infinite amount of time to 
charge (discharge) the system under these conditions. For any phase change temperature in the range
inchmind TTT ,, << , more energy is stored (and extracted) as indT ,  decreases because of the larger 
temperature differences and higher heat transfer rates during the discharge process. Hence, for specific 
values of inchT ,  and indT ,  an optimal value of mT
 
exists that provides the largest (i.e. optimum) amount of 
energy storage. For the base case conditions and 
,ch inT = 1.5, the values of 
;>,C2,t are approximately 1.37, 
1.41, and 1.46 for indT ,  = 1, 1.2 and 1.4, respectively. When the system is operated with 
;>,C2,t, τopt,η ≈ 
0.27, 0.30, and 0.37, respectively, for indT ,  = 1, 1.2 and 1.4. In the context of solar power generation and 
for an overall cycle time of 24 h, τ  <  0.5 corresponds to discharging times exceeding charging times. 
Results for inchT ,  = 2 are shown in Fig. 3.4b. Since temperature differences during charging exceed 
those of Fig. 3.4a, more thermal energy can be stored for a given value of indT , . For example, for indT ,
 
= 
1, ηopt ≈ 25 when inchT ,
 
= 1.5 (Fig. 3.4a), while ηopt ≈ 38 when inchT ,
 
= 2 (Fig. 3.4b). The optimal values of 
mT  in Fig. 3.4b are 
;>,C2,t u 1.77, 1.83, 1.89 and 1.96 for indT ,
 
= 1, 1.3, 1.6 and 1.9, respectively. The 
corresponding dimensionless charging times are τopt,η ≈ 0.23, 0.25, 0.28, and 0.37. The predictions for 
inchT ,
 
= 4 exhibit similar trends, and are reported in Fig. 3.4c. 
The exergy recovered during the discharge χ (= ∆g,& of Eq. 27),and the exergy efficiency, 
ε (Εq. 29), are reported in Fig. 3.5. As expected, no exergy can be recovered when minch TT ≤,  ( mind TT ≥, ) 
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since no energy can be stored (or extracted). As in Fig. 3.4, an optimal value of mT
 
exists for any indT ,  
and inchT ,  corresponding to a maximum amount of exergy recovered. For inchT ,
 
= 1.5 (Fig. 3.5a) the 
optimal values of χ are χopt ≈ 0.7, 7.3, and 6.2 corresponding to 
;>,C2,v u 1.45, 1.41, and 1.46 for indT ,
 
= 
1, 1.2 and 1.4, respectively. Hence, in contrast to the dependence of η on indT ,  reported in Fig. 3.4, lower 
values of indT ,
 
do not, in general, provide higher exergy recoveries because of the dependence of the 
exergy on both the energy content and temperature of the HTF (Eq. 25). It is also observed that τopt,χ ≈ 
0.62, 0.31, and 0.37 correspond to the 
;>,C2,v values. Importantly, the dependence of the exergy 
efficiency on mT
 
has no quantitative or qualitative resemblance to the χ dependence. Also, indT ,
 
= 1.2 
(1.4), the maximum exergy efficiency corresponds to mT
 
→ 1.2 (1.4) which, from Fig. 3.4a, is associated 
with η = 0. This is consistent with exergy analyses for similar energy generation systems that reveal that 
high second-law efficiencies often correspond to vanishingly small power output [14,18]. Because of the 
limited practical utility of exergy efficiency, the following discussion will deal exclusively with the 
exergy recovery. 
Figures 3.5b and 3.5c include predictions for inchT ,
 
= 2 and inchT ,
 
= 4. As expected, more exergy can 
be recovered for a given value of indT ,  relative to the inchT ,
 
= 1.5 case of Fig. 3.5a. For example, for indT ,
 
= 1, χopt ≈ 0.7 when inchT ,
 
= 1.5 (Fig. 3.5a), while χopt ≈ 1.49 when inchT ,
 
= 2 (Fig. 3.5b). The optimal 
values of mT
 
are 
;>,C2,v u 1.93, 1.83, 1.89 and 1.96 for indT ,
 
= 1, 1.3, 1.6 and 1.9, corresponding to τopt,χ 
≈ 0.60, 0.26, 0.28, and 0.37. For inchT ,
 
= 4 (Fig. 3.5c) 
;>,C2,v u 3.85, 3.54, 3.60 and 3.77 for indT ,
 
= 1, 
1.5, 2 and 3, corresponding to τopt,χ ≈ 0.53, 0.20, 0.20, and 0.23. 
Maximum energy and exergy recovery. The results shown in Figs. 3.4 and 3.5 indicate that, (i) for 
any inchT ,  and indT , , maximum values of η and χ exist and (ii) ηopt (or χopt) corresponds to a unique phase 
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change temperature, 
mT . However, these results were generated by specifying both inchT ,
 
and indT , . For a 
specific value of inchT , , only one particular value of indT ,
 
will provide the maximum possible energy 
storage or exergy recovery. 
The dependence of 
;>,C2,t and the corresponding energy storage (ηopt) as well as charging time 
(τopt,η) on the discharge inlet temperature is summarized in Fig. 3.6 for inchT ,  = 1.5, 2, 3 and 4. Figure 3.6 
was generated by first specifying inchT , . For each value of inchT , , indT , is increased from unity to inchT ,
 
by 
increments of 0.01. Then, for any given inchT ,  and indT , , mT is increased from indT ,  to inchT ,  by increments 
of 0.001 to determine the maximum energy storage over a broad range of 
mT  and indT , . In addition, the 
corresponding values of τopt,η and ηopt are ultimately determined to within good precision. The optimal 
energy storage conditions of Fig. 3.4 are shown as the open circles in Figs. 3.6a, 3.6b, and 3.6d. Note that 
the results reported in Fig. 3.6 (and Fig. 3.7) require several thousand individual simulations. 
As expected and as evident in Fig. 3.6, more energy can be stored and extracted (ηopt increases) as 
the discharge inlet temperature is reduced or as the charging inlet temperature is increased. Achieving the 
maximum energy storage requires phase change temperatures that increase with both indT ,  and inchT ,  since 
the melting temperature must be bracketed by the inlet temperatures during discharging and charging. 
Consistent with Fig. 3.4, the value of τopt,η increases with indT ,  and decreases with inchT , . 
For any set of parameters considered in Fig. 3.6, it is evident that the maximum possible heat 
transfer (ηmax) occurs at the lowest values of indT ,  (designated by the open square symbols). Alternatively, 
the highest HTF inlet temperatures during discharging correspond to η = 0. Therefore, one would expect 
that the maximum possible exergy recovered for any inchT ,  (χmax) corresponds to discharge inlet 
temperatures that are in the range inchind TT ,,1 << . This expectation is met, and is quantified in Fig. 3.7, 
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with χmax values (identified with open square symbols) approximately midway between the extreme HTF 
inlet temperatures during discharge (the optimal exergy recovery conditions of Fig. 3.5 are shown in Figs. 
3.7a, 3.7b, and 3.7d as open circles). Also, achieving optimal exergy recovery requires a unique phase 
change temperature for each value of
 
inchT , , as shown. As expected, 
;>,C2,v increases as inchT ,  is 
increased. The value of τopt,χ corresponding to the optimal exergy recovery decreases with
 
inchT ,  and has a 
more complicated dependence on indT , . 
For any specified value of
 
inchT , , it has been shown in Figs. 3.6 and 3.7 that specific values of indT , , 
mT  and τ are required to maximize either the energy stored (η), or the exergy recovered (χ). These 
predictions are generalized in Fig. 3.8.  
The phase change temperature required to maximize either the energy stored or the exergy 
recovered, 
;>,>^_, increases as inchT ,
 
increases, as discussed previously. Similarly, the required HTF inlet 
temperature during discharging, 
;&,AB,>^_, increases if χ is to be maximized, and achieves a value of unity 
if η is maximized. The dimensionless charging time, τmax, decreases as inchT ,
 
increases, as expected. 
Because of the dependence of the extracted exergy on the HTF outlet temperature, the required phase 
change temperature to maximize χ always exceeds the value of 
mT  necessary to maximize η. Also, 
because the temperature difference between the HTF (during charging) and the PCM needed to maximize 
χ is smaller than the corresponding temperature difference required to maximize η, the charging time to 
maximize the exergy extracted from the storage system exceeds the charging time required to maximize 
the energy storage for any value of inchT , . 
Practical consequences and thermal design. The model developed here may be applied to ascertain 
the performance of several practical CSP technologies. For example, based on current CSP technology 
[19] characterized by peak HTF temperatures of approximately 560°C ( inchT ,
 
≈ 2.8) and utilizing the heat 
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transfer parameters specified here, the phase change temperature, discharge inlet temperature, and 
charging time (based on a total charging-discharging duration of 24 h) required to maximize the exergy 
recovered are approximately 475°C, 275°C, and 5.8 h, respectively. For proposed CSP technology [19] 
involving higher peak HTF temperatures of approximately 800°C ( inchT ,
 
≈ 3.6) the corresponding values 
are Tm ≈ 715°C, Td,in ≈ 370°C, and tch ≈ 5.2 h.  
The results presented so far have also shown that, to maximize the exergy recovered (or the energy 
stored) requires (i) a unique PCM melting temperature in conjunction with (ii) a unique HTF inlet 
temperature during the discharge regime and (iii) a corresponding unique charging time for each specific 
HTF inlet temperature during charging. However, the predicted values of Tm , Td,in , and tch that maximize 
performance may not be practical. For example, the calculated values of the charging and discharging 
times for current and proposed CSP technologies (tch ≈ 6 h, td ≈ 18 h) do not match the diurnal solar 
availability at most CSP sites. 
Both the amount of exergy extracted and the values of Tm , Td,in , and tch that maximize performance 
can be adjusted by modifying the thermal design of the energy storage system. For the system considered 
here, for example, the length of the HTF channel could be changed, affecting the temperature of the HTF 
and, in turn, the heat fluxes between the HTF and the PCM. A second approach might involve use of heat 
transfer enhancement techniques such as fins [15,20], heat pipes [21], or thermosyphons on the PCM (or 
HTF) side of the channel wall. Other approaches (not considered here) include but are not limited to 
specification of cascaded PCMs [22,23], usage of high thermal conductivity particles [24-27], use of 
encapsulated PCMs [28,29], or use of PCMs embedded in solid matrices [30-32]. 
Figure 3.9 shows results associated with maximum exergy recovery for various HTF channel 
lengths (channel wall areas, A = AHTF = APCM). As evident in Fig. 3.9a, the dimensionless exergy extracted 
decreases as the channel length is increased (the channel width is held constant), as expected since the 
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dimensional exergy is normalized by A. For example, for 4
,
=inchT , E is decreased by 0.5 for 0.5A, and 
increased by 1.9 and 3.5 times for 2A and 4A, respectively. 
The effect of increasing the HTF channel length on 
;&,AB,>^_,v and 
;>,>^_,v is shown in Fig. 3.9b. 
Because the average HTF temperature changes as the channel length is modified, values of 
;>,>^_,v and 

;&,AB,>^_,v also change. Figure 3.9c illustrates the effect of increased channel length on τmax,χ. Again, the 
average HTF temperature during charging decreases as the channel length is increased, and the reduction 
of the HTF temperature during charging necessitates longer charging periods. 
The influence of adding extended surfaces on the PCM side (Fig. 3.2c) on the performance of the 
LHTES is illustrated in Fig. 3.10. Figure 3.10a shows the corresponding increase in χmax associated with 
increasing Ar. For 4, =inchT , for example, increasing the surface area of the PCM side by a factor of 10 
results in a six-fold increase in the exergy extracted from the LHTES system. This improvement is 
considered to be significant, and is due mainly to the increased heat transfer rates and, in turn, increased 
HTF temperature during discharging. The effect of adding extended surfaces on 
;&,AB,>^_,v and 
;>,>^_,v 
is shown in Fig. 3.10b. Both 
;&,AB,>^_,v and 
;>,>^_,v decrease as Ar is increased. Increasing the extended 
surface area on the PCM side reduces the average HTF temperature inside the channel during charging 
which in turn reduces 
;>,>^_,v compared to the base case. Decreased 
;>,>^_,v consequently reduces the 
required indT , . In turn, the reduced melting temperatures necessitate longer charging periods, as quantified 
in Fig. 3.10c. The longer charging periods may better match the solar conditions available relative to, for 
example, the tch ≈ 6 h, td ≈ 18 h periods associated with current and proposed CSP technologies. 
Finally, several simulations were performed in order to assess the sensitivity of the predictions to 
modifications to the design and operating parameters. For example, if a 10°C temperature difference is 
specified across the melt layer (instead of the base case value of 100°C), the natural convection heat 
transfer coefficient is reduces from hN ≈ 600 W/m2·K (hF-N = 0.2) to  hN ≈ 275 W/m2·K (hF-N = 0.44). For 
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inchT ,  = 1.5, the reduction in hN had a negligible effect on the optimal non-dimensional melting 
temperatures that yield the maximum dimensionless exergy recovered (
;>,C2,v u 1.45, 1.41 and 1.46 for 
indT ,  = 1, 1.2 and 1.4, respectively). Corresponding values of the maximum exergy recovered, ∆g,& for 
the base case (0.70, 7.3, and 6.2) were slightly affected by the reduction of hN (changing to 0.70, 7.1 and 
6.0). Likewise, the corresponding values of dimensionless charging duration τopt,χ were slightly affected, 
increasing from τopt,χ ≈ 0.62, 0.31, and 0.37 for the base case to τopt,χ ≈ 0.64, 0.32, and 0.39. More dramatic 
reductions in the natural convection heat transfer coefficient would, of course, have a more profound 
impact on the predictions. 
3.6. Conclusions 
For what the authors believe to be the first time, two practical constraints have been incorporated in 
the analysis of a LHTES system for solar power generation. These are (i) the requirement imposed by 
long-term operation that the energy stored is equal to the energy extracted and (ii) the overall charging-
discharging cycle cannot exceed 24 h. Inclusion of these constraints leads to several new and fundamental 
observations. First, the exergy efficiency is not an appropriate criterion for use in the design of LHTES 
systems for CSP. Rather, the exergy recovered during the discharge process is the relevant second-law 
figure of merit. Second, maximizing the exergy recovered during the discharge process (for a specific 
HTF inlet temperature during charging and for a specific LHTES design) requires (i) a specific PCM 
melting temperature in conjunction with (ii) a specific HTF inlet temperature during discharging, and (iii) 
a corresponding specific charging time (which may not match the availability of solar radiation at a 
particular CSP site). Third, modifying the LHTES system using various heat transfer design approaches 
provides the designer with a means to not only (i) improve the second law performance of the LHTES 
system, but to (ii) match the charging and discharging times associated with peak second-law 
performance to the solar conditions that are available. A quantitative result obtained from this study is 
that for a typical salt phase change material, the optimal phase change temperatures corresponding to 
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charging HTF inlet temperatures of 560°C and 800°C are 475°C and 715°C, respectively. It was found 
that increasing the surface area of the PCM side by a factor of 10 results in a six-fold increase in the 
exergy extracted from the LHTES system. As has been stressed throughout, this study has included only 
rudimentary descriptions of the most pertinent heat transfer phenomena. More detailed heat transfer 
models will yield different values of 
;>,>^_,t, 
;>,>^_,v, 
;&,AB,t, 
;&,AB,v, τmax,η and τmax,χ. However, the 
three novel and fundamental observations that have evolved from this study are expected to remain valid. 
.
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Nomenclature 
A area 
AHTF heat transfer area of flow channel in contact with HTF 
APCM heat transfer area of flow channel in contact with PCM 
Ar Ar = APCM / AHTF 
C  melting front location 
cp HTF specific heat 
D solidification front location 
E exergy 
g gravitational acceleration 
hd-ch hd-ch = hFd / hFch 
hF-N hF-N = hFch / hN 
hFch forced convection heat transfer coefficient in the flow channel during charging 
hFd forced convection heat transfer coefficient in the flow channel during discharging 
hN natural heat transfer coefficient within the PCM 
hsl latent heat of fusion 
k PCM thermal conductivity 
    HTF mass flow rate 
NTU   number of heat transfer units 
Q   thermal energy stored or recovered 
T0   environment temperature 

;   dimensionless temperature (T / T0) 
Tch,in   inlet HTF temperature during charging 
Tch,out  outlet HTF temperature during charging 
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Tch,s   channel wall temperature during charging 
Td,in   inlet HTF temperature during discharging 
Td,out   outlet HTF temperature during discharging 
Td,s   channel wall temperature during discharging 
Tm   melting temperature 
t   time 
W   work 
x   coordinate direction 
Greek symbols 
ε   exergy efficiency 
η   dimensionless thermal energy stored/recovered, a  w @x:Syz@{|}~ 
σ   dimensionless melting/solidification front 
τ     
τch   dimensionless time during charging 
τch,max  total dimensionless time of charging process 
τd   dimensionless time during discharge 
τd,max   total dimensionless time of discharging process 
ρ    density 
χHTF,d   dimensionless exergy of the HTF during discharging, g,&  EHTF,4 @x3yz@{|}~ 
Subscripts 
ch   charging 
cyc   charging-discharging cycle 
d   discharging 
HTF   related to HTF 
( )dchch ttt +
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max   maximum value of 
;>, τ, η, χ, or 
;&,AB, corresponding to specified 
;5@,AB 
opt   optimal value of 
;>, τ, η, or χ corresponding to specified 
;5@,AB and 
;&,AB 
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Fig. 3.1. Latent heat thermal energy storage (a) day (charging), and (b) night (discharging). 
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Fig. 3.2. The LHTES system during (a) charging (Ar = 1), (b) discharging (Ar = 1), and (c) 
discharging (Ar > 1). 
 
C (t)
liquid
solid
Solid PCM
Molten PCM
HTF
Tch,in Tch,out
x
g
(a)
Td,in Td,out
x
HTF
Solid PCM
Molten PCM D (t)
(b)
liquid
solid
D
(t)
HTF
Td,in Td,out
x
Solid PCM
Molten PCM
(c)
106 
 
 
 
 
Fig. 3.3. Comparison results for (a) optimal melting temperatures yielding the maximum exergy 
efficiency, εmax, as well as (b) corresponding maximum exergy efficiencies for various dimensionless HTF 
inlet temperatures during discharging with 2
,
=inchT . 
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Fig. 3.4. Variations of the dimensionless charging time and dimensionless energy stored with 
dimensionless melting temperature for various dimensionless charging and discharging inlet 
temperatures; (a) inchT , = 1.5, (b) inchT , = 2, (c) inchT , = 4. Optimal energy storage conditions are shown by 
the open circles. 
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Fig. 3.5. Variations of the exergy efficiency and dimensionless exergy recovery with dimensionless 
melting temperature for various dimensionless charging and discharging inlet temperatures; (a) inchT , = 
1.5, (b) inchT , = 2, (c) inchT , = 4. Optimal exergy recovery conditions are shown by the open circles. 
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Fig. 3.6. The optimal non-dimensional thermal energy stored, ηopt, as well as corresponding η,,optmT
and τopt,η for given dimensionless charging and discharging HTF inlet temperatures. Optimal conditions of 
Fig. 3.3 are shown as open circles. Maximum energy recovery conditions are shown by the open square 
symbols. 
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Fig. 3.7. The optimal non-dimensional exergy recovered, χopt, as well as corresponding , ,m optT χ and 
τopt,χ for given dimensionless charging and discharging HTF inlet temperatures. Optimal conditions of 
Fig. 3.4 are shown as open circles. Maximum exergy recovery conditions are shown by the open square 
symbols. 
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Fig. 3.8. The base case (Ar = 1) mT and indT ,  and τ that yield the maximum energy storage and 
exergy recovery. 
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Fig. 3.9. Effect of increasing the HTF channel length on (a) χmax, (b) χ,,, maxindT  and χ,m,maxT , as well 
as (c) τmax,χ, for given inchT , . 
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Fig. 3.10. Effect of adding extended surfaces on (a) χmax and (b) χin.max,dT ,  and χ,m,maxT , as well as 
(c) τmax,χ, for given inchT , . 
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Chapter 4. Performance Characteristics of Cylindrical Heat Pipes 
 with Multiple Heat Sources 
4. Dummy 
A steady–state analytical model for cylindrical heat pipes subject to either constant heat flux or 
convective cooling is presented. The proposed model couples two–dimensional heat conduction in the 
heat pipe’s wall with the liquid flow in the wick and the vapor hydrodynamics, and is capable of 
modeling multiple uniform heat sources (evaporators). A parametric study on the effect of axial heat 
conduction in the heat pipe wall was carried out. It was found that the exclusion of the effects of axial 
heat conduction in wall can result in an overestimate of the pressure drops in heat pipe by about 10%, 
depending on the heat pipe specifications. A simple method was developed to predict and quantify the 
criteria for the importance of the axial heat conduction in the heat pipe’s wall. A significant saving in 
computational time is achieved by use of the proposed analytical model compared to full numerical 
simulations. The developed model provides a useful tool to evaluate the capillary limit of the cylindrical 
heat pipes and can be used for optimization and design applications. 
4.1. Background 
Heat pipes are used in many applications including energy and electronics cooling due to the high 
thermal performance and isothermal characteristics. For example, heat pipes can be integrated to phase 
change materials to increase thermal conductivity [1]. The decreasing size of electronic devices and their 
increasing power has led to the need for higher heat fluxes to be dissipated in a small space. Heat pipes 
are also attracting more and more attention as promising devices to meet electronic cooling requirements. 
This is due to the ability of heat pipes to transfer large amounts of heat over long distances at low 
temperature drops [2]. The almost isothermal operation of heat pipes is of particular importance in 
electronics industry where junction temperature has to be maintained below a certain value.  
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The widely spread use of heat pipes has led to increased demand for a predictive tool that would 
allow the thermal engineers to conduct faster performance and design sensitivity studies of heat pipes. In 
an effort to meet this demand, some investigators attempted to present fast modeling tools. Zuo and 
Faghri [3] developed a thermal network approach to analyze the transient response of heat pipes. 
Although vapor and liquid flows were neglected in their model, claiming that the main resistances against 
heat transfer in heat pipes are due to conduction in the wall and the wick, the modeling predictions agreed 
well with experimental results. Zuo and Faghri [4] also applied the boundary element method to analyze 
transient two–dimensional conduction in the wall of a cylindrical heat pipe coupled with one–dimensional 
vapor flow. The vapor flow was solved by a SIMPLE type algorithm. It was assumed that the effect of 
liquid flow in the wick on heat transfer is negligible. The computation time was about 60% less than that 
of the finite difference scheme. The main drawback of the models presented in [3, 4] is that they cannot 
be employed to calculate the capillary limit of the heat pipes, since the liquid flow in the wick is not 
modeled. 
Prasher [5] proposed a conduction based modeling scheme for design sensitivity study of heat 
pipes. In this analysis, thermal resistances of individual heat pipe components, including wall, wick and 
vapor were derived, and the overall thermal resistance of the heat pipe was then determined by integrating 
the thermal resistances of the components through a thermal network approach, similar to [3]. Prasher [5] 
did not account for the liquid flow in the wick in thermal analysis. Although the simplified conduction 
model in [5] is useful for quick studies in the early stage of design, a more accurate model which can also 
compute the pressure drops in the heat pipe would be more effective. 
Analytical models can be very effective in quick preliminary design and optimization applications. 
These models usually require much less time to reach a solution than numerical schemes. However, 
analytical models often suffer from restrictions imposed by imperfect assumptions which preclude their 
application. Many analytical models were primarily concentrated on the vapor flow hydrodynamics [6–8], 
without modeling liquid flow in the capillary structure, which is of critical importance in determining the 
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capillary limitation of heat pipes. This motivated some investigators to focus on liquid flow in different 
capillary structures of heat pipes [9–11]. While some analytical investigations focus either on vapor or 
liquid flow, there are others which consider both the liquid flow in the wick and the vapor flow within the 
heat pipe core.  
Vafai and Wang [12] and Vafai et al. [13] developed an analytical model for the flow and heat 
transfer analyses in asymmetrical flat plate and disk shaped heat pipes. The boundary layer momentum 
equation was integrated assuming a parabolic vapor velocity profile to obtain the axial vapor pressure 
distribution, while Darcy’s law was employed to analyze the liquid flow in the wick. The heat transfer 
limitations of the heat pipes were also investigated in their works. Both [12] and [13] assumed uniform 
vapor injection (suction) rates in the evaporator (condenser) sections. However, neither transverse nor 
axial heat conduction in the heat pipe wall were considered in [12] and [13]. 
Zhu and Vafai [14] extended the work of Vafai et al. [13] to account for boundary and inertial 
effects on the liquid flow in the wick as well as liquid–vapor flow coupling effects. Like [12] and [13], 
Zhu and Vafai [14] neglected conduction in the heat pipe’s wall and assumed uniform vapor injection 
(suction) rates in the evaporator (condenser) sections. 
None of the above-cited studies considered the effect of multiple evaporator sections. Heat pipes 
featuring multiple heat sources separated by uniform and non-uniform distances can be employed in a 
variety of applications, where heat is to be removed from discrete heat sources along heat flow path. 
Representative applications include cooling of electronic components which are generally arranged in a 
row [15], cooling of leading edges and nose cones of re-entry vehicles, and cooling of regions exposed to 
high-intensity heating in future hypersonic vehicles where the heating distribution is non-uniform [16, 
17]. Lefevre and Lallemand [18] considered the effect of multiple heat sources and heat sinks as well as 
coupling between heat conduction in the wall with liquid and vapor flow within the heat pipe in an 
analytical model for flat heat pipes. Three–dimensional heat conduction in the wall was modeled along 
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with simplified two–dimensional vapor and liquid flows. A linear temperature profile was assumed across 
the wick. The mean vapor velocity was used for vapor flow analysis and Darcy’s law for liquid flow in 
wick. 
More recently, Aghvami and Faghri [19] analytically investigated flat heat pipes with various 
heating and cooling configurations considering the coupling between the two–dimensional conduction in 
the wall, boundary layer vapor flow and liquid flow in the porous wick. They also calculated the capillary 
limit of the heat pipes based on the reduced effective capillary pressure of the wick structure. Compared 
to [15], Aghvami and Faghri [19] used a more detailed model for the vapor flow and also accounted for 
the reduction of capillary pressure because of mass flux within the wick pores. 
Analytical modeling of cylindrical heat pipes with porous capillary structure including wall, vapor 
and liquid flow has received little attention. In an effort to present such a model, Zhu and Vafai [20] 
presented a two–dimensional closed–form solution for low temperature cylindrical heat pipes with single 
evaporator and condenser sections. They considered the liquid–vapor interfacial hydrodynamic coupling 
and non–Darcian effects for the liquid flow. Thermal resistances of the wall and wick in radial direction 
as well as convective thermal resistance at the outer surface of the condenser section were considered in 
calculating the heat transfer through the heat pipe. It was concluded that liquid–vapor interfacial effects 
are negligible while the non–Darcian effects are significant in liquid flow analysis. Although the wall and 
wick resistances in radial direction were considered in [20], the axial heat conduction in the wall was 
ignored and a uniform vapor injection (suction) was assumed at the evaporator (condenser) section. 
Despite significant efforts related to heat pipe analysis, there is a lack of analytical study of 
cylindrical heat pipes with multiple heat sources, which effectively couples the multi–dimensional heat 
conduction in the wall to the liquid and vapor flows within the heat pipe. In this work, a new analytical 
model for cylindrical heat pipes that does this is proposed. Two important cooling conditions at the 
condenser section, constant heat flux and convective cooling, are modeled. In the case of convective 
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cooling, the operating temperature of the heat pipe is obtained as a part of the solution. The results of the 
analytical model are compared with numerical and experimental results with good agreement. A 
parametric study is also carried out to investigate the effect of axial heat conduction in the heat pipe wall 
on the thermal performance and pressure drops within the heat pipe. It was found that the axial heat 
conduction in the wall may have a significant effect on the overall pressure drops in the heat pipe. 
4.2. Mathematical model 
A schematic view of the cylindrical heat pipe investigated in this paper is shown in Fig. 4.1. For an 
illustration of how multiple evaporators can be located on the heat pipe, two evaporators are also shown. 
The following assumptions are made in the analysis: 
• Heat transfer and fluid flow are steady state; 
• The thermophysical properties of wall, wick and working fluid are constant; 
• The heat pipe is subject to axisymmetric heating and cooling; 
• The wick is liquid saturated; 
• Heat conduction in the wick is one–dimensional (in radial direction); 
• The force of gravity is neglected. 
4.2.1 Heat conduction in the wall 
Before proceeding to explain the governing equations and boundary conditions, a change in 
variables is carried out to make the wall–wick boundary condition homogeneous, so that the method of 
separation of variables can be applied. It will be shown later that the heat flux at the wall–wick interface 
depends on the difference between the wall temperature and vapor saturation temperature, Tv. Here we 
introduce θ = T – Tv to homogenize the wall–wick boundary condition. The energy equations and 
boundary conditions will be presented in terms of θ as a two–dimensional (r – z), (Fig. 4.1), steady state 
heat conduction with constant properties: 
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 (1). 
The boundary conditions for the heat pipe wall with N evaporators are as follows: 
End caps: 
  ,  0,  ((2.a) 
    0,  (2.b) 
Wall–wick interface: 
V  V  E |V  V  ,         7E 
XX  log* ⁄ +8 ((2.c) 
Outer surface of the wall: 
,*+  #X VV 





  ,                 ¡P, ¢  ¢ ¡P,Y
 ,Y                 ¡PY, ¢  ¢ ¡PY,Y
£                                                  
 ,I                ¡PI, ¢  ¢ ¡PI,Y
5                       ¡ ¢  ¢ ¡Y
0         every other  location
   , (2.d). 
5 in Eq. (2.d) can be uniform or non-uniform depending on the cooling mode.  
5


 , 	¡P,Y # ¡P,   ,Y 	¡PY,Y # ¡PY,  ­   ,I 	¡PI,Y # ¡PI,*¡Y # ¡+  ,     Constant heat sink 
E®¯*C, +  
 # 
®°                                                                                   ,      Convective cooling

 
(3) 
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The homogeneity of Eq. (1) and three of four boundary conditions, Eqs. (2.a–2.c), allows for the 
use of the method of separation of variables to solve the problem. Assuming 
*, +  G*+H*+ (4) 
and substituting Eq.(4) in Eq.(1), we have 
G"G  1 G

G  H"H  0. (5) 
Equation (5) can be separated into two ordinary differential equations: 
G"  1 G # ³YG  0, (6.a) H"  ³YH  0. (6.b) 
The sign of the constant λ2 in Eq. (6) is selected so that H can be obtained in the form of 
trigonometric functions. Equation (6.a) is a modified Bessel equation of order zero and its general 
solution can be expressed in terms of modified Bessel functions of zero order of the first and second kind. 
The general solution of Eq. (1) can then be written as 
*, +  ¯´ sin*³+   cos*³+°¯¶·,*³+  ¸¹,*³+°, (7) 
where I0 and K0 are modified Bessel functions of the first and second kind of order zero, respectively, and 
P, Q, R and S are constants. The constants in Eq. (7) are obtained by applying boundary conditions (2). 
Applying (2.a) gives P = 0 and applying (2.b) results in cos*³+  0, which consequently gives the 
eigenvalues ³B  fº/¡, where n can be any integer. For each n, and related ³B, there is a linearly 
independent solution, eigenfunction, for the temperature in Eq. (7). Therefore, the general solution for the 
temperature is the linear superposition of all these linearly independent solutions [21]: 
*, +  ¼ cos*³B+ ¯LB·,*³B+  ZB¹,*³B+°®B, . 
 
(8). 
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where Cn and Dn are unknowns that should be determined for every nonnegative n. Substituting Eq. (8) in 
boundary condition Eq. (2.c) results in 
¼ ³Bcos*³B+ ¯LB·*³B+ # ZB¹*³B+°®B,  E ¼ cos*³B+ ¯LB·,*³B+  ZB¹,*³B+°
®
B,
, 
 
(9.a) 
¼ cos*³B+ ½LB¯³B·*³B+ # E·,*³B+° # ZB¯³B¹*³B+  E¹,*³B+°¾  0®B, . 
 
(9.b) 
In Eq. (9), I1 and K1 are modified Bessel functions of the first and second kind of order 1, 
respectively. To obtain a relation between Cn and Dn , both sides of Eq. (9.b) are multiplied by cos*³>+ 
and then integrated from z = 0 to z = L. The orthogonality property of the cosine function guarantees that 
this integral will be zero for all the values of n except for n = m: 
( cos*³>+ cos*³B+4, ¿
 0,  À f
À 0,   f 
 
(10). 
Invoking Eq. (10), series Eq. (9.b) reduces to 
( cosY*³>+, 4 Á ½L>¯³>·*³>+ # E·,*³>+° # Z>¯³>¹*³B+  E¹,*³>+°¾  0. 
 
(11). 
Equation (11) can be satisfied for every m only if it is valid that
 
ZB  ³B·*³B+ # E·,*³B+³B¹*³B+  E¹,*³B+ÂÃÃÃÃÃÃÃÄÃÃÃÃÃÃÃÅÆÇ
LB  ÈBLB. 
(12) 
In Eq. (12), m is replaced with n since n = m. Note that En in Eq. (12) has a known value 
for every n.   
Inserting Eq. (12) into Eq. (8) we have: 
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*, +  ¼ cos*³B+½LB¯·,*³B+  ÈB¹,*³B+°¾®B, . (13) 
The only unknown constant in Eq. (13) is Cn which is determined using the boundary condition 
(2.d) and property of orthogonality of the cosine function. Substituting Eq. (13) in Eq. (2.d) gives 
#X ¼ cos*³B+½³BLB¯·*³BC+ # ÈB¹*³BC+°¾®B,  C*+. (14) 
Both sides of Eq. (14) are multiplied by cos*³>+ and integrated from 0 to L, yielding 
#X ¼ /( cos*³>+ cos*³B+4, 0½³BLB¯·*³BC+ # ÈB¹*³BC+°¾
®
B,
 ( cos*³>+ C*+4 , , 
(15). 
According to the property of orthogonal functions (Eq. (10)), Eq. (15) reduces to 
#X /( cosY*³B+ 4, 0½³BLB¯·*³BC+ # ÈB¹*³BC+°¾  ( cos*³B+C*+4 

, , (16.a) 
#X 7¡28½³BLB¯·*³BC+ # ÈB¹*³BC+°¾  ( cos*³B+ C*+4

,  , (16.b) 
LB  1#X É¡2Ê ³B¯·*³BC+ # ÈB¹*³BC+° Ë(  ,
 cos*³B+ 4 Ì,Í Ì,Ì  ­
 (  ,I cos*³B+ 4 Î,Í Î,Ì  ( 5 cos*³B+ 4
5Í
5Ì Ï , 
 
(16.c) 
The integrals in the numerator of Eq. (16.c) can be calculated to determine Cn. The integrals 
associated with the evaporator sections are easily calculated with the assumption of uniform heat input. 
The integral containing the output of the heat pipe, 5, is dependent upon the cooling mode. Two 
different cooling mechanisms are considered as follows: 
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(a) Uniform cooling 
In this case, 5 is constant and Eq. (16.c) can be readily integrated. 
(b) Convective cooling 
Combining Eqs. (3) and (16.c) yields 
( 5 cos*³B+ 45Í5Ì  E® /( *C, +cos*³B+4
5Í
5Ì  ( *
 # 
®+cos*³B+4
5Í
5Ì 0. (17). 
The second integral on the right hand side of Eq. (17) can be easily calculated. However, the first 
integral includes *C, +, which depends on Cn . Using Eq. (13), the first integral can be written as 
( *C, +cos*³B+45Í5Ì  ¼ LA /( cos*³B+ cos*³A+4
5Í
5Ì 0¯·,*³AC+  ÈA¹,*³AC+°ÂÃÃÃÃÃÃÃÃÃÃÃÃÃÃÃÄÃÃÃÃÃÃÃÃÃÃÃÃÃÃÃÅFÐ
®
A,
 
((18) 
Substituting Eqs.(17) and (18) in Eq. (16.c), the following expression for Cn is obtained: 
LB  1#X É¡2Ê ³B¯·*³BC+ # ÈB¹*³BC+° ¿(  ,
 cos*³B+ 4 Ì,Í Ì,Ì  ­
 (  ,I cos*³B+ 4 Î,Í Î,Ì  E® ¼ LAhA
®
A,
 E®*
 # 
®+ ( cos*³B+ 45Í5Ì Ñ 
 
.(19) 
which can be abbreviated as  
LB  ÒB  E® ∑ LAhA,B®A,B   (20). 
where Vn and Wn are constants which can be calculated for every given n (n = 0, 1, 2, …). Equation 
(20) is an implicit expression for Cn. Theoretically, writing Eq. (20) for all values of n results in a system 
of equations consisting of infinite number of equations and infinite number of unknown Cns. However, in 
practice, only a finite number of equations of Cns are needed to get adequately accurate solution.  
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The system of n equations expressed in Eq. (20) can be solved by use of either direct or iterative 
methods. The method used depends on the size of the set of equations and whether the coefficient matrix 
is full or diagonal. For the present problem, the direct methods are preferred because, as will be shown, 
the size of the set of equations is not very large (about 200 equations are enough to yield sufficiently 
accurate results). In addition, the coefficient matrix is full, neutralizing the great advantage of iterative 
methods for diagonal matrices. Once a sufficient number of Cns are calculated, the temperature can be 
determined from Eq. (13). 
4.2.2 Liquid flow in wick 
In this section, the solution developed for the heat conduction in the wall is coupled with the 
solution of the liquid flow in the wick. In this analysis, we assume that heat conduction in the wick occurs 
only in radial direction. This is generally an acceptable assumption for low temperature heat pipes with 
non-metallic working fluids. The governing equations for the liquid flow in the porous wick are the 
continuity equation and Darcy’s law [22]: 
 dK   *ÔK+  0 , (21). 
dK  # ¹ÕK 4 K´4z , (22). 
where µ and K in Eq. (22) are dynamic viscosity and permeability, respectively. In Eqs. (21) and (22), ul 
is the average axial velocity of the liquid phase divided by the overall volume, which is comprised of both 
solid and liquid phases (extrinsic average) [22]. Integrating Eq. (21) from rv to rw with respect to r yields 
the axial distribution of ul: 
dK *
Y # Y+2  *ÔK+V # *ÔK+V×  0 . (23). 
where vl at r = rw is zero and vl at r = rv is proportional to the heat flux at liquid–vapor interface by the 
following relation: 
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ÔK,A  ÔK*  +  "|VJKEØÙ 7 8. (24). 
Substituting vl , evaluated by Eq. (24), in Eq. (23) yields 
dK  2Y # Y
"|VJKEØÙ. (25). 
Combining Eqs. (25) and (22) yields 
4Y K´4Y  #2Õ*Y # Y+¹
"|VJKEØÙ. 
 
(26). 
Replacing "|Ú by #X  ⁄  and using Eq. (13) for θ, the liquid pressure is obtained as 
4 K´4  2 ÕX*Y # Y+¹JKEØÙ ¼ sin*³B+½LB¯·*³B+ # ÈB¹*³B+°¾
®
B
, 
 
((
(27.a) 
K´  #2ÕX*Y # Y+¹JKEØÙ ¼ 1³B cos*³B+½LB¯·*³B+ # ÈB¹*³B+°¾  Const
®
B
. 
 
(27.b) 
Once the axial gradient of pressure is obtained, the average liquid velocity along the wick can be 
calculated by substituting Eq. (27.a) in Eq. (22). 
4.2.3 Vapor flow analysis 
In this section, vapor velocity and pressure in the heat pipe core are obtained by solving the 
following conservation equations for mass and momentum: 
 d   *Ô+  0 , 
 
(28). 
J 7d d  Ô d 8  #  ´z  Õ 7dY  1 dV 8 . 
 
(29). 
The vapor flow is subject to the following boundary conditions: 
  0, ¡ ;  d  0, (30.a). 
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  0 ;       d  0, 
 
(30.b). 
    ;  d  0. 
 
(30.c). 
A parabolic velocity profile is assumed for the vapor flow: 
d*, +  W*+*  Y  ÜY+, 
 
(31). 
where Uv is the local average velocity of the vapor defined by 
W*+  1ºY ( *2º+d
V×
, 4 . 
 
(32). 
The constants in Eq. (31) are obtained by applying the boundary conditions in Eq. (30) and the 
definition given in Eq. (32) to the velocity profile in Eq. (31), resulting in the following vapor velocity 
profile: 
d*, +  2W*+ )1 # 7 8
Y1. 
.(33) 
Substituting Eq. (33) in Eq. (28) and integrating with respect to r from centerline to liquid–vapor 
interface gives 
W *+  2Ô,A  0, (34). 
where vv,i is the vapor interfacial velocity at liquid–vapor interface. Vapor interfacial velocity is related to 
the liquid interfacial velocity by a mass balance at the interface: 
JÔ,A  JKÔK,A  . 
 
(35). 
Using Eq. (24) for vl,i , vapor interfacial velocity can be written as 
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Ô,A  "|VJ  EØÙ 7 8. 
 
(36). 
Rewriting vapor interfacial velocity in Eq. (34) in terms of heat flux by use of Eq. (36) and 
integrating the obtained equation with respect to z over the length of heat pipe yields the local mean vapor 
velocity: 
W*+  2   XYJ  EØÙ ¼ sin*³B+½LB¯·*³B+ # ÈB¹*³B+°¾
®
B
, 
 
(37). 
The boundary layer momentum equation, Eq. (29), along with the vapor velocity profile, is 
employed to obtain the axial distribution of the vapor pressure. It should be noted that as a first order 
assumption, the radial variation of the vapor pressure is neglected in this analysis. Integrating Eq. (29) 
with respect to r and z yields 
´*+ # ´*0+  # 8 ÕY /2 XYJEØÙ 0 ¼ ¯1 # cos*³B+° ÞLB³B ¯·*³B+ # ÈB¹*³B+°ß
®
B
# 23 J à2  XYJ EØÙ ¼ sin*³B+½LB¯·*³B+ # ÈB¹*³B+°¾
®
B
áY. 
 
(38). 
When cooling of the heat pipe is accomplished by use of a constant heat sink, the operating 
temperature of the heat pipe, Tv , is set to a desired value and does not appear in the solution. However, 
for the heat pipe with convective cooling, Tv appears in the convective part of Eq. (3) and is not given, but 
rather obtained as a part of solution. In this case, the solution procedure starts with assigning an estimated 
Tv. After solving the problem with the specified Tv , the obtained evaporator heat flux at the outer surface 
of the heat pipe is compared to the input heat flux. The initial estimate for Tv is then improved until the 
evaporator heat flux predicted by the model matches the input heat flux. 
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4.3. Results and discussion 
A MATLAB code is developed to perform the series calculations for necessary number of terms as 
well as to solve the set of equations resulted from Eq. (20) to obtain Cn. Independency of the analytical 
results from the number of terms included in series in Eq. (13) was tested. This was done by increasing 
the number of included terms and calculating variations of the temperatures of 200 points on the outer 
wall of the heat pipe. The sum of the squares of the temperature differences of all points was then 
calculated. It was found that sum of the squares of the temperature differences was of the order of 10–4 
when the number of terms was increased from 200 to 300. Therefore, inclusion of 200 terms in Eq. (13) 
was sufficient. The results obtained from the analytical model are also compared to the results of a full 
numerical simulation developed by the authors. The results for uniform heat flux and convective cooling 
are presented separately. 
4.3.1 Uniform cooling 
For this investigation, a heat pipe with a constant heat sink subject to multiple uniform heat sources 
is analyzed and the results are compared to numerical and experimental results. The experimental data are 
quoted from Faghri and Buchko [17], who experimentally and numerically investigated a low temperature 
copper–water heat pipe with multiple heat sources. The wick consisted of two wraps of copper screen. 
The experimental heat pipe was convectively cooled by use of a water calorimeter. In their numerical 
modeling, Faghri and Buchko assumed a uniform heat flux in the condenser section. We also assume 
uniform heat flux in the condenser, due to a lack of information about coolant temperature and mass flow 
rate in [17]. Specifications of the heat pipe used in [17] are listed in Table 4.1. This heat pipe is referred to 
as HP–A in the rest of this report. The effective thermal conductivity, the permeability and porosity of the 
saturated wick were calculated by use of available correlations for screen wicks [2]. 
An experimental case with four active heaters was selected for comparison. Each of the four 
heaters uniformly supplied 50 W to the heat pipe. For comparison of the results of the analytical model 
with the experimental data [17], the operating temperature of the heat pipe was set to the steady state 
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vapor temperature experimentally measured in [17]. A two–dimensional full numerical model which 
includes wall, wick and vapor space was also developed and was employed to check the accuracy of the 
analytical model. The full numerical model includes an energy equation in the wall and wick, non–
Darcian liquid flow, comprising macroscopic viscous shear stress diffusion and inertial forces as well as 
microscopic inertial force, in the wick [23] and compressible energy and momentum equations for the 
vapor flow. However, for the purpose of comparison with the analytical model which considers Darcian 
flow in the wick, the non–Darcian terms of the momentum equation in the porous wick were eliminated in 
numerical model. This is done by assigning zero viscosity and density to the liquid flowing within the 
wick. The terms arising from compressibility in the momentum and energy equations of the vapor were 
retained because their effect was negligible in the specified operating conditions. The independency of the 
numerical results from the grid size was assured for all numerical experiments presented here. 
Figure 4.2 shows the outer wall temperature of the modeled heat pipe. The agreement between the 
numerical and analytical results is excellent, however, there are some deviations when compared with the 
experimental data. The maximum difference is observed in the condenser section. As noted in [17], this 
difference is due to the constant heat flux boundary condition applied in theoretical modeling and the fact 
that thermocouples in calorimeter may be affected by the cooling water. The vapor and liquid pressure 
drops in the heat pipe are presented in Fig. 4.3. The vapor pressure drop along the heat pipe is negligible 
compared to the liquid pressure drop as it flows from condenser end to the evaporator end. 
The centerline vapor velocity is depicted in Fig. 4.4. The higher centerline vapor velocity in the 
evaporator obtained by analytical model can be attributed to the parabolic velocity profile assumed. The 
numerical model predicts higher centerline vapor velocity in the condensing region. This may be a 
consequence of flow reversal adjacent to the liquid–vapor interface which cannot be captured by a 
parabolic velocity profile. The overall agreement between the numerical and analytical results is good. 
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4.3.2 Convective cooling 
The analytical model developed for heat pipes subject to convective cooling is used to analyze a 
heat pipe with single evaporator and condenser sections. The heat pipe studied in this section is a copper–
water heat pipe experimentally tested by Huang and El-Genk [24]. Specifications of the heat pipe 
(referred to as HP–B) are provided in Table 4.1. The heat pipe’s wick consisted of two layers of copper 
screen (150 mesh) for which we adopt the wick thickness, porosity and permeability equal to 0.75 mm, 
0.9 and 1.5 × 10–9 m2, respectively [25]. The flow rate and inlet temperature of the cooling water in the 
condenser section were 11.33 g s–1 and 21.3°C, respectively. In theoretical analyses the mean temperature 
of the cooling water in the condenser section was approximated by averaging the inlet and outlet 
temperatures of the coolant. The average outlet temperature of the cooling water was found by an energy 
balance to the coolant flowing through the condenser. The steady–state power throughput to the heat pipe 
and heat transfer coefficient in the condenser section were taken as 455 W and 1800 W m–2 K–1, 
respectively [25]. 
The computational time to get the analytical solution with inclusion of 200 terms in the series is 
about 1 minute and is independent of the initial temperature. Computational time for full numerical 
simulation strongly depends on the initial temperature. The closer the initial guess is to the steady–state, 
the shorter the computational time. The full numerical simulation takes about 1 hour to converge. 
Figure 4.5 shows the comparison between the heat pipe’s wall and vapor temperatures obtained 
from analytical model and full numerical simulation with the experimental data. Zhu and Vafai [20] also 
investigated HP–B analytically. Their results for wall and vapor temperatures of the heat pipe are 
presented in Fig. 4.5. All theoretical predictions are in good agreement, except for the interface of 
adiabatic and evaporator and condenser sections. In these regions the analytical model by Zhu and Vafai 
[20] fails to yield accurate results for wall temperature because of neglecting the axial conduction in the 
heat pipe wall. The agreement of the results with experimental data is good for evaporator and vapor 
temperatures. A difference about 1°C is observed between the vapor temperatures predicted by theoretical 
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models and experimental data. This deviation is acceptable considering the experimental error and 
approximations in the analytical model. Such a difference between numerical and experimental vapor 
temperatures of HP–B is also reported in ref. [25] where the numerical predictions are about 1.2°C lower 
than experimental data. Similar to Fig. 4.2 there is discrepancy between theoretical predictions and 
experimental data for the condenser section temperature. The reason is addressed in discussion pertinent 
to Fig. 4.2. 
Vapor and liquid pressure drops along the HP–B are presented in Fig. 4.6. Similar to that shown in 
Fig. 4.3, it is observed that the major pressure drop occurs in the wick. However, the total pressure drop in 
HP–B is about two times HP–A. This is expected considering that the heat transferred by HP–B is about 
two times that by HP–A and the two heat pipes have almost similar dimensions and wick structures. 
Figure 4.7 depicts the centerline vapor velocity. The profile of centerline vapor velocity has the same 
trend as the uniform cooling shown in Fig. 4.4. 
4.3.3 Effect of axial heat conduction in the heat pipe wall on the pressure drops 
The axial heat conduction in the heat pipe wall causes the actual evaporator (condenser) surface 
area to be larger than the surface area of the heater (condenser). These extended evaporator and condenser 
regions provide shorter paths for the working fluid to circulate within the heat pipe. In addition, a portion 
of heat is transferred through the wall axially, which leads to a decrease in liquid flow rate in the wick. 
Therefore, it can be inferred that the axial heat conduction in the wall reduces the liquid pressure drop in 
the wick and can result in higher capillary limitations. In order to assess the effect of the axial heat 
conduction in the heat pipe wall on the liquid pressure drop in the wick, a parametric study was 
conducted. The thermal conductivity of the adiabatic section of the HP–B was set to a very small value 
(1×10– 30) in the numerical code to neglect the effect of axial heat conduction in the heat pipe wall. The 
resulted pressure drops were then compared to the results obtained with the axial heat conduction in the 
wall included. The wall and wick thicknesses and the heater length were also varied to see their effect on 
the pressure drop in the heat pipe. Results obtained for various cases are presented in Table 4.2. This data 
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shows that the effect of axial heat conduction in the heat pipe wall on the pressure drop within the heat 
pips strongly depends on the heat pipe specification.  
To obtain a criterion for the importance of axial heat conduction in the heat pipe wall, a thermal 
resistance network is considered (Fig. 4.8). As schematically shown in Fig. 4.8, there are two possible 
pathways for the heat to transfer through the heat pipe. The major part of heat goes along path 1 while a 
portion of it is transferred through path 2 due to the axial conduction in the wall. The ratio of thermal 
resistances of paths 1 and 2, R1 and R2, respectively, yields a measure of how important the axial heat 
conduction in the wall is. Calculations of the ratio of R2 to R1 with all the resistances involved showed 
that the effect of radial heat conduction in the wall could be neglected. The thermal resistance of path 1, 
neglecting radial thermal resistance of the wall, consists of thermal resistances of evaporator and 
condenser sections which are in series; R1 = Rwick,e + Rwick,c . 
The thermal resistance of path 2 combines resistances Rwall,e , Rwall,a1 , Rwall,a2 and Rwall,c with the 
parallel combination of Rwall,a3 and Rwick,a,e + Rwick,a,c (Fig. 4.8). 
The resistances appearing in R1 and R2 can be evaluated as follows: 
¶wick,   ln
ÚÔ2º¡  Xwick , 
 
(39.a) 
¶wick,5  ln
ÚÔ2º¡5  Xwick , 
 
(39.b) 
¶wick,^,   ¶wick,^,5  ln
ÚÔº¡^ Xwick , (39.c) 
¶wall,   0.5¡Pº*CY # Y+ Xwall , 
 
(39.d) 
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¶wall,5  0.5¡º*CY # Y+ Xwall , 
 
(39.e) 
¶wall,^  ¶wall,^Y  ¡^4º*CY # Y+ Xwall , 
 
(39.f) 
¶wall,^Ü  ¡^2º*CY # Y+ Xwall , 
 
(39.g) 
As a result, the total resistance of path 2 can be evaluated as 
¶Y  ¶wall,   ¶wall,^  ¶wall,^Ü	2¶wick,^, ¶wall,^Ü  2¶wick,^,    ¶wall,^Y  ¶wall,5 . 
 
(40). 
Using the data listed in Table 4.2, it is found that the effect of axial heat conduction in the wall on 
the pressure drop is more than 5% if R2 / R1 is smaller than 40. Therefore, axial heat conduction in the 
heat pipe wall can have a significant effect on the capillary limit in certain circumstances. 
4.4. Conclusions 
A steady–state analytical model was developed for cylindrical heat pipes subject to multiple 
uniform heat sources and a constant heat flux or convective cooling condenser. The model couples 
axisymmetric heat conduction in the wall to liquid flow in the wick and vapor flow in the core. The 
results of the analytical model were compared to full numerical simulations and very good agreement was 
observed. A parametric study was carried out to assess the effect of the axial heat conduction in the heat 
pipe wall. It was found that in certain cases exclusion of the axial heat conduction in the wall can cause an 
error more than 10% in the calculated pressure drop in heat pipe. Considering axial heat conduction is 
also important to obtain the accurate temperature distribution along the heat pipe wall. The major 
advantage of the analytical model developed here is the enormous saving in solution time compared to 
full numerical simulations. The analytical model yields the solution in less than 3 seconds for typical 
cases with uniform heat sink and in about 1 minute for convective cooling, while the full numerical 
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simulation requires several hours. This feature makes the presented analytical model a useful tool to 
perform optimization and parametric studies as well as to evaluate the capillary limit of the cylindrical 
heat pipes. 
  
135 
 
Nomenclature 
G   Function employed to separate variables in Eq. (4) 
H   Function employed to separate variables in Eq. (4) 
h   equivalent heat transfer coefficient for the wick (W m-2 K-1) 
h∞   Convective heat transfer coefficient (Wm-2K-1) 
hfg   heat of vaporization (J kg-1 K-1) 
I   Modified Bessel function of first kind 
K   Modified Bessel function of second kind, or permeability (m2) 
k   Thermal conductivity (W m-1 K-1) 
L   Heat pipe length (m) 
Lc   Location of condenser ends (m) 
Le   Location of evaporator ends (m) 
N   Number of evaporators
 
P   Pressure (Pa), or constant appearing in Eq. 7 
Q   Constant appearing in Eq. 7 
q”   Heat flux (W m-2) 
R   Constant appearing in Eq. 7, or thermal resistance 
r   radial coordinate (m) 
S   Constant appearing in Eq. 7 
T   Temperature (°C) 
T∞   Coolant temperature (°C) 
U   Local mean vapor velocity (ms-1) 
u   Axial velocity (ms-1) 
v   Radial velocity (ms-1) 
z   axial coordinate (m) 
 
Greek Symbols 
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λ   Eigenvalue 
µ   Dynamic viscosity (Pa s) 
θ   Relative temperature (°C) 
ρ   Density (kg m-3) 
 
Subscripts 
a   Adiabatic section 
c   Condenser section 
e   Evaporator section 
l   Liquid 
o   Outer surface of heat pipe 
v   Vapor, or wick – vapor interface 
w   Wall, or wall – wick interface 
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Table 4.1. Specifications of the low temperature heat pipes, HP–A and HP–B [17, 24]. 
Specification  HP–A [17]  HP–B [24] 
Container material Copper Copper 
Wick material Copper Copper 
Wick type Screen wick (two wraps) Screen wick (two wraps) 
Working fluid Distilled water Water 
Total length 1.0 m 0.89 m 
Number of heaters 4 1 
Distances between the beginning of 
heaters number 1–4 and evaporator 
end cap 
Le1,1 = 0.02m , Le2,1 = 0.1588m 
Le3,1 = 0.2976m , Le4,1 = 0.4364 m 
Le1,1 = 0 
Evaporator length 
0.0635 m (all four evaporators 
have the same length) 
0.6 m 
Distance between the beginning of 
condenser section and evaporator end 
cap 
Lc1 = 0.68 m 0.69 m 
Condenser length 0.3 m 0.2 m 
O.D. of container 25.4 × 10–3 m 19.1 × 10–3 m 
Wall thickness 1.7 × 10–3 m 0.9 × 10–3 m 
Wick thickness 0.712 × 10–3 m 0.75 × 10–3 m 
Screen mesh number 1970 m
–1
 (50 mesh) 5900 m
–1
 (150 mesh) 
Screen wire diameter 0.178 × 10–3 m 0.066 × 10–3 m 
Wick porosity 0.7 0.9 
Wick permeability 1.3 × 10–9 m2 1.5 × 10–9 m2 
Effective thermal conductivity of wick 1.16 W m
–1
 K
–1 
1.97 W m
–1
 K
–1
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Table 4.2. The effect of axial heat conduction in the heat pipe’s wall on the liquid pressure drop, Pdrop. 
No. HP 
length,  
L (m) 
Evaporator 
section 
length, 
Le (m) 
Condenser 
section 
length, 
Lc (m) 
Vapor 
space  
radius, rv 
(mm) 
Wall 
thickness, 
twall (mm) 
Wick 
thickness, 
twick (mm) 
Power 
throughput 
(W) 
Liquid Pdrop 
with axial 
heat 
conduction 
included (Pa) 
Liquid Pdrop 
with axial heat 
conduction 
NOT included 
(Pa) 
R2/R1 Over-prediction 
of Pdrop of liquid 
due to neglecting 
axial heat 
conduction in 
wall (%) 
1 0.89 0.6 0.2 7.9 0.9 0.75 455 719.8 724.8 1170 0.69 
2 0.89 0.1 0.2 7.9 0.9 0.75 455 1087 1090 518 0.49 
3 0.07 0.03 0.03 2 0.5 0.5 40 27.89 30.68 24.2 10.0 
4 0.07 0.02 0.03 2 0.5 0.5 40 31.18 34.47 19.4 10.6 
5 0.07 0.01 0.03 2 0.5 0.5 40 33.88 38.33 11.9 13.13 
6 0.07 0.035 0.03 2 0.5 0.5 40 26.18 28.75 25.4 9.82 
7 0.06 0.02 0.03 2 0.2 0.2 30 52.07 53.16 110 2.09 
8 0.06 0.01 0.03 2 0.2 0.2 30 59.1 60.76 67.9 2.81 
9 0.15 0.03 0.07 3 0.5 0.3 50 112.4 114.3 122 1.69 
10 0.10 0.02 0.07 3 0.5 0.3 50 60.17 62.82 62.6 4.40 
11 0.10 0.02 0.07 3 0.5 0.5 50 35.2 37.9 37.1 7.67 
12 0.10 0.01 0.07 3 0.5 0.5 50 37.75 41.43 20.8 9.51 
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Fig. 4.1. Schematic view of the cylindrical heat pipe with multiple heat sources. 
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Fig. 4.2. Axial distribution of the wall and vapor temperatures of HP–A obtained from the 
analytical, numerical and experimental [17] studies. 
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Fig. 4.3. Axial vapor and liquid pressure drops within the HP–A with uniform cooling. 
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Fig. 4.4. Analytical and numerical centerline vapor velocity profiles for HP–A with uniform 
cooling. 
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Fig. 4.5. Axial distribution of the wall and vapor temperatures of HP–B obtained from the 
analytical, numerical and experimental studies. 
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Fig. 4.6. Axial vapor and liquid pressure drops within the HP–B with convective cooling. 
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Fig. 4.7. Analytical and numerical centerline vapor velocity profiles for HP–B with convective 
cooling. 
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Fig. 4.8. Proposed variation of the thermal resistance network for heat pipes (effect of radial 
thermal resistance in wall for paths 1 can be canceled with that of path 2). 
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Chapter 5. Thermal Characteristics of a Closed Thermosyphon  
under Various Filling Conditions 
5. Abstract 
A two-dimensional numerical model is developed to simulate the transient operation of a 
thermosyphon with various working fluid filling ratios. Conservation equations for mass, momentum, and 
thermal energy are solved using finite volume scheme to determine the hydrodynamic and thermal 
behavior of the thermosyphon. The heat transfer due to the liquid pool and liquid film are accounted for. 
The numerical model is validated through comparison with experimental data available in the literature. 
The model is capable of predicting the optimal filling ratio which corresponds to a condensate film 
extending from the condenser end cap to the evaporator end cap at steady-state for a given heat input. 
Overfilled and underfilled conditions for which the working fluid inventories are respectively greater than 
and less than the optimal case are also investigated. Simulation results show that the evaporator 
temperature of the underfilled thermosyphon rises dramatically due to dryout. The optimally-filled 
thermosyphon has the shortest response time and the lowest thermal resistance, however, a slight increase 
in the input power will cause breakdown of the condensate film. The overfilled thermosyphon poses a 
slightly slower thermal response and greater thermal resistance compared to the optimal condition. To 
ensure optimal and stable steady-state operation, an optimally-filled thermosyphon is recommended with 
a small amount of additional working fluid to prevent breakdown of the liquid film. 
5.1. Background 
A thermosyphon is a wickless, gravity-assisted heat pipe that contains a certain amount of working 
fluid for heat transfer. The working fluid is vaporized by the heat input at the evaporator. The vapor then 
rises through the adiabatic section of the device to the condenser, where it condenses and releases its 
latent heat of vaporization. The action of gravity then returns the condensate to the evaporator section. 
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Internal phase change circulation of the working fluid serves as the mechanism of heat transfer in the 
thermosyphon. The thermosyphon is widely used in electronics cooling systems, solar photovoltaic cells, 
and energy recovery systems due to its simple structure, operation under environmentally-sound 
conditions, and high heat transfer capacity which results from its operation via phase change [1-4].  
A number of experimental investigations pertaining to the thermal-hydraulic mechanism and the 
improvement of thermosyphon design and performance have been reported in recent years. Kiatsiriroat et 
al. [5] experimentally investigated the thermal performance enhancement of a thermosyphon using 
ethanol-water and triethylene glycol (TEG)-water as the working fluid. The boiling correlation of 
Rohsenow [6] and the condensation equation of Nusselt [7] were modified to predict the heat transfer 
inside the thermosyphon. It was found that the equation developed by Faghri [1] can be used to predict 
the critical heat flux due to the flooding limit. Noie [8] experimentally analyzed the effects of the input 
heat transfer rate, the working fluid filling ratio, and the evaporator length on the heat transfer 
performance in a two-phase, closed thermosyphon. The experimental boiling heat transfer coefficients 
were compared with existing correlations and the optimum filling ratio for the operation of a 
thermosyphon was analyzed. Park et al. [9] tested a two-phase, closed thermosyphon with various filling 
ratios. The experimental data for the smooth surface generally exhibited agreement with the correlation 
reported by Rohsenow [6] for the smooth surface. The heat transfer capacity was determined by the 
dryout limitation for a small filling ratio. It was determined by the flooding limitation for a large filling 
ratio.  
The heat transfer capacity of a thermosyphon is subject to a number of heat transfer limits which 
are critical to thermosyphon design and operation. Many mathematical models have been developed to 
analyze the flooding and dryout heat transfer limits in a thermosyphon. Zuo and Gunnerson [10] 
presented a numerical model to predict the performance of inclined thermosyphons. Liquid-vapor 
interfacial shear stress and the effects of working fluid inventory at various inclination angles were 
included in the model. They analyzed the dryout and flooding limiting mechanisms and demonstrated that 
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the model is capable of predicting the performance of an inclined thermosyphon. El-Genk and Saber [11] 
developed a one-dimensional, steady-state model to determine the operation of closed, two-phase 
thermosyphons in terms of dimensions, type, vapor temperature of working fluid, and power throughput. 
The thermosyphon operation-envelope was an enclosure with three critical boundaries related to dryout, 
boiling, and flooding limits. The calculations showed that an increase in the thermosyphon diameter, 
evaporator length, or vapor temperature expanded the operation-envelope, whereas an increase in the 
length of either the condenser or the adiabatic section only slightly changed the envelope’s upper and 
lower boundaries. 
The thermal-hydraulic behavior in a thermosyphon is determined by the device’s key parameters, 
such as its input heat, filling ratio of the working fluid, geometry, orientation, and the thermophysical 
properties of the working fluid. Several numerical studies have analyzed the effect of these design 
parameters on the performance of thermosyphons. Harley and Faghri [12] presented a transient, two-
dimensional model of a thermosyphon which accounted for the conjugate heat transfer through the wall 
and the falling condensate film. The falling condensate film was modeled with a quasi-steady, Nusselt-
type analysis. The vapor flow and the coupling between the vapor and wall were modeled using the 
SIMPLE scheme [13] as described by Cao and Faghri [14]. Pan [15] presented a condensation model for a 
two-phase closed thermosyphon by considering the interfacial shear stress due to mass transfer and 
interfacial velocity. He concluded that the relative velocity ratio and the ratio of the interfacial shear in 
presence of mass transfer (due to evaporation/condensation) to the interfacial shear without mass transfer 
greatly affect the condensation heat transfer in the thermosyphon. Jiao et al. [16] developed a model to 
investigate the effect of the filling ratio on the distribution of the liquid film and liquid pool. The total 
heat transfer rate of the liquid pool, including natural convection and nucleate boiling, was calculated by 
combining their effective areas and heat transfer coefficients. The correlation for effective area was 
obtained based on experimental results. A range was proposed for the filling ratio to ensure the steady and 
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effective operation of the thermosyphon. The effects of heat input, operating pressure, and geometries of 
the thermosyphon on the proposed range of the filling ratio were also discussed. 
It is well known that the filling ratio of the working fluid, defined here as the ratio of the working 
fluid volume to the evaporator section volume, has a profound effect on the heat transfer performance of a 
thermosyphon. Usually the input working fluid is overfilled, which refers to the situation when the liquid 
pool remains during thermosyphon operation. In some high-temperature thermosyphons, since high heat 
transfer rates occur in the condenser section, burst boiling periodically takes place which is instantaneous 
transition of metastable superheated liquid into a thermodynamically stable gaseous state. This causes 
vibration of the thermosyphon, accompanied by a busting noise [17]. The underfilled case refers to the 
situation where there is not sufficient amount of working fluid for the stable operation of the device for a 
given heat input. In order to compare the thermal and hydraulic behaviors in the thermosyphons with 
various filling ratios, the optimal case [12] is introduced, which is defined as the amount of liquid that 
produces a liquid film with a zero film thickness at both end caps at steady-state. 
Despite the critical role of the filling ratio in thermosyphon performance, to the authors’ knowledge 
a numerical investigation of the thermal-hydraulic behavior of an underfilled thermosyphon has never 
been conducted. Such a condition may occur when the heat input to the thermosyphon exceeds the heat 
transfer capacity of the device. Based on the numerical model for the optimal condensate film developed 
by Harley and Faghri [12], this paper focuses on the investigation of the thermal-hydraulic behavior of a 
thermosyphon in the underfilled, overfilled, and optimally-filled conditions. The heat transfer rates 
associated with the liquid pool are quantified using correlations and are used to specify the evaporation 
rates at the liquid pool-vapor interface. The dynamic response of the condensate film and liquid pool are 
simulated and coupled to the heat conduction in the thermosyphon wall and vapor flow through 
appropriate interfacial conditions at liquid-wall-vapor interfaces. 
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5.2. Mathematical model 
The physical model for a thermosyphon, shown in Fig. 5.1a, can be divided into three sections; an 
evaporator, an adiabatic, and a condenser. When heat is added to the evaporator section, the working fluid 
at the bottom of the evaporator is vaporized and carries heat from the heat source to the condenser 
section, where the heat is rejected to a heat sink. The working fluid condensate is then returned to the 
evaporator section by the action of gravity. 
The present transient thermosyphon model is based upon the following assumptions; the 
condensate liquid film is quasi-steady and its curvature effect is negligible because its thickness is much 
smaller than the radius of the vapor space, the vapor is treated as an ideal gas and its density is calculated 
by the equation of state, the condensate flow is one-dimensional (i.e. it lacks a radial velocity component) 
and occurs at the working fluid saturation temperature, all thermophysical properties are constant, and 
expansion of the liquid pool due to the formation of vapor bubbles is neglected. In the following, 
governing equations and corresponding boundary conditions are described for the four regions identified 
in Fig. 5.1a, namely vapor space, wall, liquid film and liquid pool. 
5.2.1 Vapor space     
The governing equations for the transient, compressible, laminar flow in the vapor space of the 
thermosyphon are described in cylindrical coordinates as follows:  
The continuity equation in the vapor space is: 
( ) ( )1 0v vv v v
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The energy equation for the vapor can be written as: 
( ) 1v v v vp v v vv
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where Φ  is the viscous dissipation of the working fluid: 
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The equation of state of ideal gases is used to calculate the vapor density based on its pressure and 
temperature: 
vg
v
v TR
P
=ρ ,               (6) 
where the gas constant, Rg, is the universal gas constant divided by the molecular weight of the working 
fluid.  
At the end caps of the thermosyphon (z = 0, Lt), the no-slip condition for velocity and the adiabatic 
condition for temperature are applied: 
0v vv w= = ,   0v
T
z
∂
=
∂
 at 0, .tz L=           (7) 
At the centerline (r = 0), the radial velocity of the vapor and the radial gradient of the axial velocity 
and temperature are equal to zero: 
0vv = , 0v v
w T
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∂ ∂
= =
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 at 0.r =           (8) 
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The boundary conditions associated with the liquid film-vapor interface will be described later. It is 
noted that based on the assumption of negligible curvature effects of the liquid film, Rv is assumed equal 
to Ri in the analysis of vapor flow. 
5.2.2 Liquid film 
In this work, the condensation and evaporation associated with the liquid film are assumed to be 
filmwise. The hydrodynamic behavior of the liquid film is determined by solving the simplified 
momentum equation, and the heat transfer rate across the film is determined considering one-dimensional 
conduction across the film, as well as a resistance in the condenser section due to the entrainment effects. 
Neglecting the inertial terms, the one-dimensional momentum equation simplifies to: 
l
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l
l g
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wd
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µ
+=
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2
2
,            (9) 
where the origin and direction of the y axis are shown in Fig. 5.1b. 
Due to the small thickness of the liquid film compared to the thermosyphon length, the boundary 
layer approximations are valid and dPl / dz can be approximated by ∂Pv / ∂z. Integrating twice with 
respect to y and applying the no-slip condition at the wall-liquid interface yields: 
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where τδ represents the shear stress at the liquid film surface due to friction and condensation/evaporation 
occurring at the film surface [1]: 
( ), , ,
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At any axial location above the pool surface, the liquid mass flow rate per unit width is related to 
the condensation/evaporation mass flow rate at the film surface by: 
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Substituting wl(y) from Eq. (10) into Eq. (12) yields: 
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Once the vapor velocity field is solved in each iteration, vP z∂ ∂ , ( )
v
v R
w r∂ ∂ , vw and ,vv δ are 
determined and Eq. (13) is solved for δ along the thermosyphon.   
The film thickness obtained from Eq. (13) needs to be corrected because the Nusselt-type analysis 
does not account for the rate of mass accumulation in the liquid film during the transient operation. The 
mass conservation within the thermosyphon implies: 
Rate of change of the liquid film mass = evaporation rate from the pool surface – rate of condensate 
return to the pool – rate of mass accumulation in the vapor chamber.     (14) 
The left hand side of Eq. (14) is calculated based on the change of the liquid film thickness in 
current time step relative to previous time step, and the right hand side is determined from the solution of 
the governing equations in current time step. If Eq. (14) is not satisfied, the film thickness is corrected by 
multiplying it by a correction factor calculated as the ratio of the right hand side of Eq. (14) to its left 
hand side. It should be noted that except for the early stage of the operation, when the rate of mass 
accumulation in the liquid film is relatively higher, correction factors are close to unity. 
5.2.3 Solid wall 
The heat conduction in the solid wall is described by: 
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At the outer surface of the wall, the boundary conditions depend on the section: 
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Evaporator (constant heat flux): 
o
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∂
, 0 ≤ z ≤ Le,              (16) 
Adiabatic:
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, Le < z < Le + La,              (17) 
Condenser (convection):     
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− = −
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, Le + La ≤ z ≤ Lt,           (18) 
where hc and T∞ are the heat transfer coefficient at the condenser section and ambient temperature, 
respectively. 
5.2.4 Liquid pool 
In this section, the heat transfer analysis of the liquid pool, as well as its dynamic response during 
transient operation, is described. 
Liquid pool heat transfer 
Several investigators have proposed correlations for heat transfer coefficient in the evaporator section 
of thermosyphons [18-23]. In addition to the correlations specifically proposed for the thermosyphons, 
general pool boiling correlations are also used in thermosyphon modeling [6, 24]. The heat transfer 
coefficients obtained from the correlations yield the average heat transfer rate of the evaporator section 
when multiplied by the difference between the average evaporator wall temperature and the vapor 
temperature inside the thermosyphon. As such, for a partially filled evaporator section, where both pool 
boiling and filmwise evaporation contribute to heat transfer, the correlations yield an average heat transfer 
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coefficient for the entire evaporator section without considering the pool and liquid film separately. 
Moreover, most of the available correlations are valid only for the nucleate boiling regime and their 
accuracy is not satisfactory for natural convection and two phase boiling regimes which can be present in 
a thermosyphon [19]. Natural convection regime dominates heat transfer at lower heat fluxes and is 
characterized by buoyancy-driven liquid flow and weak nucleation at the wall. For intermediate heat 
fluxes, two-phase convection regime controls the heat transfer which is characterized by contribution of 
both natural convection and nucleate boiling regimes [25]. 
El-Genk and Saber [25] proposed a criterion to determine the dominant heat transfer regime within 
the pool: 
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and Im is the bubble length scale defined as: 
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= .             (21) 
It is proposed in [25] that the heat transfer of the pool is dominated by natural convection for X < 106, 
nucleate boiling for X > 2.1×107, and two phase convection for 106 ≤ X ≤ 2.1×107. 
There are few correlations for the heat transfer coefficient associated with the natural convection and 
two-phase convection regimes inside the thermosyphon pool. To the authors’ knowledge, El-Genk and 
Saber [25] are the only ones who proposed a correlation for the natural convection regime. However, for 
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the experimental cases considered in this work [26, 27], their correlation overpredicted the heat transfer 
rates. For the two-phase stage of pool boiling, Gross [19] proposed a correlation based on an extensive 
database of experiments. However, the need persists for a satisfactory correlation for the heat transfer 
coefficient associated with the natural convection regime in thermosyphons (X < 106). 
Gross [19] noted that among the 2529 experimental data points considered, there was not a single 
data point that could be assigned to single-phase natural convection regime. He concluded that in any 
case, vapor bubbles are present in the liquid pool. Based upon this fact, for X < 106, where the two-phase 
convection has not taken over yet, a combination of single-phase natural convection and two-phase 
convection exists within the pool. For the experimental data considered in this work [26, 27], it was found 
that natural convection heat transfer regime can be correlated by: 
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where hSC is the average single-phase natural convection coefficient for a vertical wall with a uniform heat 
flux, and hTC is the two-phase convection coefficient. In this work, hTC is determined from a correlation 
proposed by Gross [19] (Table 5.1), and hSC is calculated from the following correlation [28]: 
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where the characteristic length to calculate the Rayleigh number in Eq. (23) is the minimum of Lp and Le. 
In order to select the appropriate heat transfer correlation during operation, the heat transfer regime 
inside the pool must be specified. In this work, the criterion proposed by El-Genk and Saber [25] is 
adopted. However, instead of the transition values proposed in [25], the best match with experimental 
data in [26, 27] was obtained for; natural convection for X < 106, two-phase convection for 106 ≤ X ≤ 
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2×106, transition between two-phase convection and nucleate boiling for 2×106 < X ≤ 107, and nucleate 
boiling for X > 107. 
For the nucleate boiling regime (X > 107), correlations proposed by Imura et al. [18], Gross [19], 
Kutateladze [24] and El-Genk and Saber [25] were considered, where Imura et al.’s correlation was 
chosen owing to the better agreement with the experimental data in [26, 27]. The X values and their 
associated pool boiling heat transfer correlations are listed in Table 5.1. 
Since the employed empirical correlations for heat transfer in the liquid pool yield the heat transfer 
rate based upon the temperature difference between the evaporator wall and vapor, the liquid temperature 
inside the pool is not of primary concern. However, as would be shown later, the thermal mass of the 
liquid inside the pool slightly affects the transient response of the device. Also, for filling ratios greater 
than 100%, that is a pool height greater than the evaporator length, heat is directly transferred from the 
pool to the wall for Le < z ≤ Lp. Therefore, in this work the temperature distribution within the liquid pool 
is determined by solving the heat conduction equation using an effective thermal conductivity for the 
liquid. 
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where the effective thermal conductivity of the pool, kp,eff, is calculated in such a way that the heat transfer 
rate reaching the pool surface is equal to the heat transfer rate into the pool minus the rate of thermal 
energy accumulation inside the pool. 
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where L is the minimum of Lp and Le, and pq′′ is the input heat flux to the pool at the liquid pool-evaporator 
wall interface: 
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( )p p p w vq h T T−′′ = − ,             (26) 
where p wT − is the average temperature at the liquid pool-evaporator wall interface. 
Transient behavior of the liquid pool 
Conservation of mass in a closed system is employed to determine the amount of liquid in the pool. 
The mass contained in the liquid film is determined from the knowledge of liquid film thickness along the 
wall. The mass of the vapor is obtained by multiplying the vapor density by its volume. The total mass of 
the condensate film and vapor is then given as: 
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 ∫ ,        (27) 
where Lp in Eq. (27) is the liquid pool height from the previous time step. The remaining mass is assumed 
to be accumulated in the pool. Since the total mass of the working fluid within the thermosyphon, Mt, is 
known, the height of the liquid pool can be obtained from: 
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+−= .              (28) 
The liquid pool height, Lp, is subject to change during the transient operation of the thermosyphon. 
Initially, the rate of mass removal from the pool due to the evaporation is higher than the rate of mass 
return by the condensate film. In each time step, the liquid pool height is calculated from Eq. (28). Once 
the decrease in the pool height exceeds the computational cell thickness in the z-direction, the liquid pool-
vapor interface recedes one computational cell and the pool height reduces to Lp – ∆zCV. Also, source 
terms representing the evaporation rate from the pool surface are applied to new interfacial vapor cells. 
5.2.5 Interfacial Conditions 
In this section, the conditions at the liquid film-wall, liquid film-vapor, liquid pool-wall, liquid 
pool-vapor, and wall-vapor interfaces within the thermosyphon are described. 
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Liquid film-wall: 
At any axial location above the pool surface where δ > 0, the saturation temperature at the film 
surface is related to the temperature at the film-wall interface by:  
,
,
i
s w iw
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R m f l
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δ−  ∂
− = = ∂  
.          (29) 
It is noted that in the condenser section the thermal resistance due to the film thickness is modified 
to account for the entrainment effects [26, 29]. Hashimoto and Kaminaga [29] proposed a modification 
coefficient which was later modified by Jouhara and Robnison [26]. The latter modification coefficient, 
Eq. (30), is used here due to better agreement with the experimental data considered in this work [26, 27]. 
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where Ref is the film Reynolds number, Re 4 / ( )f i fg lQ D hπ µ= & . In the evaporator section there is no 
entrainment effect and Cm = 1. 
Liquid film-vapor: 
In order to ensure saturation at the liquid film-vapor interface, the Clausius-Clapeyron equation is 
used to determine the interface temperature as a function of vapor pressure adjacent to the interface. The 
interfacial radial velocity is then found by means of the evaporation/condensation rate that is required to 
satisfy heat transfer requirements. Thus, the interfacial temperature and velocity are respectively 
described by:  
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where T0 and P0 are respectively the reference temperature and its corresponding saturation pressure. Due 
to the no-slip condition, the axial vapor velocity at the liquid film-vapor interface must be the same as the 
condensate velocity at the interface: 
wv (Rv) = – wl (δ), at vr R= .            (33) 
As noted earlier, for the vapor flow analysis the film thickness is neglected compared to the tube 
diameter and Rv is assumed to be equal to Ri. 
Liquid pool-wall: 
A source term is added to the energy equation for the computational cells of the evaporator section 
wall in the vicinity of the liquid pool to simulate the effect of pool boiling in removing heat from the wall 
inner surface:  
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where ∆rCV is the radial thickness of the computational cells at the inner wall surface. 
The interface temperature is then decoupled from the liquid temperature along the liquid pool-wall 
interface by setting the coefficient associated with the liquid cell equal to zero in the discretized energy 
equation for the interfacial computational cell. If the filling ratio is greater than 100%, the upper portion 
of the liquid pool will be in contact with the adiabatic section for which:  
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The adiabatic condition is applied to the bottom of the liquid pool. 
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Liquid pool-vapor: 
The temperature of the upper pool surface is set to the saturation temperature corresponding to the 
adjacent vapor pressure by using the Clausius-Clapeyron equation (Eq. 31). In order to simulate the 
evaporation rate from the liquid pool surface, a mass source is applied to the continuity equation for the 
vapor cells adjacent to the pool surface: 
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where pq ′′ is substituted from Eq. (26), ∆zCV is the axial thickness of the vapor computational cells 
adjacent to the pool surface, L is the minimum of Le and Lp, and 1npT + and npT are the average temperatures 
of the liquid pool in current and previous time steps, respectively. 
Wall-vapor: 
When the interior wall surface of the thermosyphon is not wetted by the liquid pool or liquid film 
(i.e. δ = 0), the wall is exposed to the vapor. In this case there is no evaporation or condensation at the 
wall-vapor interface (vv,δ = 0) and the interface temperature is determined by: 
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5.3. Numerical procedure 
The vapor thermal and hydrodynamic behavior, heat conduction in the solid wall and heat transfer 
associated with the liquid pool are coupled through the boundary and interfacial conditions described in 
Sub-Sec. 2.5. The SIMPLER algorithm is employed to solve the conservation equations for mass, 
momentum and thermal energy [13]. Both the phase-change heat and mass transfer at the liquid-vapor 
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interface and the heat transfer in the liquid pool were taken into consideration in the simulation. The 
numerical procedure is described as follows: 
1. The mass of the input working liquid is set and the initial height of the liquid pool is determined from 
Eq. (28) considering δ = 0. The initial temperature is set to be the environmental temperature, the 
initial pressure is set to the saturation pressure corresponding to the initial temperature and the initial 
vapor velocity field is set to zero. The vapor density is calculated by the equation of state of ideal 
gases, Eq. (6). After setting the initial conditions, heat is applied to the evaporator section. 
2. Heat transfer regime within the liquid pool is determined and the appropriate pool heat transfer 
coefficient is calculated from Table 5.1. 
3. The input heat flux to the pool is determined from Eq. (26) and evaporation rate from the liquid pool 
is applied to the vapor cells adjacent to the pool surface using Eq. (36). 
4. The momentum equations, Eqs. (2-3), together with the continuity equation, Eq.  (1), are solved 
subjected to the boundary and interfacial conditions to obtain the vapor pressure and velocity fields. 
The SIMPLER algorithm is used to couple the velocity and pressure. 
5. The energy equation is solved throughout the thermosyphon. 
6. The vapor density in updated using Eq. (6). 
7. Film thickness is determined by solving Eq. (13) and corrections to the film are made as explained in 
Sub-Sec. 2.2. 
8. For any z location above the pool surface, if the liquid film thickness is greater than zero, interfacial 
condensation/evaporation rate is determined from Eq. (32), otherwise it is set to zero. 
9. For any z location above the pool surface, if the liquid film thickness is greater than zero, the inner 
wall temperature is updated using Eq. (29); otherwise the temperature is left to be determined by the 
solution of the energy equation. 
10. Steps 3-9 are repeated for each time step until the difference between the values obtained for the 
velocity, pressure and temperature in two successive iterations is less than 10-8 percent of their 
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corresponding maximum field value. 
11. If the change in liquid pool height is greater than ∆zCV at the pool surface, the liquid level in the pool 
recedes and the mass source term simulating the evaporation from the pool surface is applied to new 
interfacial vapor cells.  
12. Simulation proceeds to the next time step. 
A FORTRAN program was developed to numerically solve the problem using a structured 
staggered grid. The grid was non-uniform in both r and z directions. For each case, independency of the 
results from the computational grid and time step was verified by systematically changing the grid and 
time step size. Typical values for grid size and time step are 14×120 (r-z) and 1 s, respectively. Since the 
temperatures and heat fluxes at the liquid film-wall interface are important to determine the interfacial 
evaporation/condensation rates, a computational cell with a r-thickness of zero is placed on this interface 
(in the numerical program a thickness of 10-30 m is assigned to avoid division by zero). The continuity and 
momentum equations are only solved for the vapor domain and interfacial vapor velocities are introduced 
as a boundary condition at the inner wall of the thermosyphon. This practice reduces the computational 
time and makes the enforcement of interfacial vapor velocities numerically less challenging. 
5.4. Results and discussion 
In order to validate the numerical model, two sets of experiments carried out by Jouhara and 
Robinson [26] and Baojin et al. [27] were simulated and numerical results were compared with the 
experimental data. Specifications and operating conditions of the tested thermosyphons are listed in Table 
5.2. Figure 5.2 shows the comparison between the numerical results and experimental data of Jouhara and 
Robinson [26]. The filling ratio of the thermosyphon was about 160% which implies that the liquid pool 
surface is within the adiabatic section. The exact heat transfer coefficient at the condenser section could 
not be determined from the data reported in [26] since the diameter of the cooling jacket was not reported. 
Hence, a constant condenser temperature, equal to the experimentally measured temperature, was applied 
in the numerical model. The numerical results are in good agreement with the experimental data except 
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for the lower part of the evaporator section where the experimental temperatures are slightly lower than 
the numerically predicted values. This may be due to the possible heat loss from the evaporator end cap in 
the experiments. 
Experimental data reported by Baojin et al. [27] were also used to validate the numerical model and 
the results are shown in Fig. 5.3. Since the mass flow rate of the cooling water was not specified in [27], 
the condenser temperature during the simulation was set equal to the experimentally measured values to 
avoid the errors stemming from an uncertain heat transfer coefficient. Numerical predictions for the 
adiabatic temperature and the lower part of the evaporator section are close to the experimental data. 
However, the predictions for the upper part of the evaporator section, where film evaporation occurs, are 
lower than the experimental values. The higher experimental outer wall temperatures for the upper part of 
the evaporator section can be attributed to the expansion of the liquid pool due to bubble formation, which 
is not taken into account in the numerical simulation. 
For the numerical simulation of the thermosyphon with various filling ratios, a copper-water 
thermosyphon is selected. An input heat transfer rate of 200 W was applied to the evaporator section. Heat 
was assumed to be rejected from the condenser section to an environment at T∞ = 25 °C with a heat 
transfer coefficient of hc = 400 W/m2⋅K. The specifications and working conditions of the simulated 
thermosyphon are provided in Table 5.2. For the input power considered in this work (200 W), it was 
found that the optimal case corresponds to a filling ratio of approximately 10%. Correspondingly, 
underfilled and overfilled conditions are associated with filling ratios less than and greater than 10%, 
respectively. In this work, filling ratios associated with underfilled and overfilled cases were respectively 
5% and 80%. Transient simulations were carried out to predict the thermosyphon behavior for underfilled, 
overfilled and optimally-filled conditions. 
Temperature contours and vapor streamlines in the thermosyphon with various filling ratios are 
shown in Fig. 5.4. Optimally-filled and overfilled cases are shown at steady-state, whereas the underfilled 
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case is shown at t = 100 s, since there is no steady-state associated with the underfilled condition. As 
evident in Fig. 5.4a, the liquid film is vanished in the middle of the adiabatic section of the underfilled 
thermosyphon, and the evaporator wall and vapor temperatures dramatically increase due to dryout. The 
temperatures in the upper region of the underfilled thermosyphon, where evaporation and condensation 
take place, are significantly lower than the dried region. For the optimal case, Fig. 5.4b, it can be seen that 
the evaporation from the liquid film surface occurs along the entire evaporator length. As the streamlines 
in Fig. 5.4c show, the evaporation of the working fluid in the overfilled thermosyphon takes place at both 
the liquid pool surface and the liquid film surface which covers the remaining portion of the evaporator 
section. For all filling ratios, the vapor temperature variations are about 1 °C throughout the regions 
where the vapor flow is established due to evaporation and condensation. 
The transient response of the falling condensate film, δ, is shown in Fig. 5.5. Following heat 
dissipation in the condenser section, the condensate falls down to the evaporator by gravitational force 
and forms a thin film along the surface of the inner wall. As more condensate is added to (removed from) 
the liquid film, the liquid film becomes thicker (thinner) in downstream region of the condenser 
(evaporator) section. During the early stage of operation of the underfilled thermosyphon, Fig. 5.5a, the 
small liquid pool vaporizes and forms a thin liquid film on the inner surface of the condenser section 
which starts to move downward. In this case, the liquid pool is completely vaporized before the liquid 
film reaches the pool. As a result, dryout occurs at the bottom part of the evaporator section and wall 
temperature increases dramatically. The dried region progresses toward the condenser section as the wall 
temperature continues to increase. The upward progress of the dried region can be observed in Fig. 5.5a 
from t = 15 s to t = 120 s. As will be shown later, the operation is ceased due to excessive temperatures at 
the dried region of the underfilled thermosyphon. 
In contrast to the underfilled case, the amount of liquid in the optimally-filled thermosyphon is 
enough to sustain a liquid film with zero thickness at the top and bottom at steady-state, as seen in Fig. 
5.5b. At the early stage of operation, the vapor pressure and density inside the thermosyphon are 
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relatively small. Therefore, a larger vapor velocity is established to transfers the input thermal energy to 
the condenser section. The relatively large vapor velocity exerts significant shear stress on the film 
surface at the exit of the evaporator as well as the adiabatic section, where the vapor velocity is 
maximized, which thereby increases the condensate film thickness (t = 20 s in Fig. 5.5b). As the vapor 
pressure increases towards the later stages of operation, the vapor density also increases and reduces the 
vapor velocity. Therefore, the liquid film thickness at the evaporator decreases with time. On the other 
hand, the film thickness at the condenser section continuously increases because of the increasing mass 
flow rate reaching the condenser. Since 80% of the evaporator length is occupied by liquid pool, the 
liquid film in the overfilled thermosyphon starts from x ≈ 0.08 m (Fig. 5.5c). Compared to the optimally-
filled thermosyphon, the average film thickness at t = 5 s is greater, because of higher evaporation rates 
due to a larger interfacial area between the evaporator section wall and working fluid. There is not a 
major difference in the behavior of the liquid film at the condenser section of the optimally-filled and 
overfilled cases, which is expected regarding the equality of input heat transfer rates and cooling 
conditions at the condenser section. 
Figure 5.6 shows the transient temperature distribution at the outer wall of the thermosyphon for 
the underfilled, optimally-filled, and overfilled conditions. In general, the temperature increases with time 
and is higher in the evaporator section and lower in the condenser section. The temperature rise of the 
evaporator section in the underfilled thermosyphon, Fig. 5.6a, is much more severe than the optimally-
filled and overfilled cases due to dryout. As time proceeds, a larger area at the bottom of the underfilled 
thermosyphon undergoes dryout which is characterized by the large temperature rise in Fig. 5.6a. It is 
observed in Fig. 5.6b that the temperature in the middle part of the evaporator section increases from t = 0 
to t ≈ 20 s and then decreases. This phenomenon can be explained by considering the condensate film 
response in Fig. 5.5b. The condensate film reaches the bottom of the thermosyphon at t ≈ 20 s. Before 
that, the input heat to the evaporator accumulates in the wall and increases the temperature. This 
observation suggests that for small filling ratios the input heat is better to be applied gradually in order to 
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avoid an excessive temperature rise in the evaporator section. The steady-state temperature distributions 
of the overfilled and optimally-filled thermosyphons are similar except for the lower part of the 
evaporator section. The maximum temperature in the optimally-filled thermosyphon occurs in the upper 
part of the evaporator section where the condensate film is thicker. In the overfilled thermosyphon, the 
lower part of the evaporator occupied by the liquid pool is the hottest region. For all cases, the condenser 
temperature is almost uniform with the region adjacent to the adiabatic section slightly colder due to a 
thicker condensate film which induces larger temperature drops.  
A thermal resistance can be defined for a thermosyphon as: 
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             (38) 
where Te,ave and Tc,ave are the average temperature of the evaporator and condenser sections, respectively. 
Based on the above definition, the steady-state thermal resistance of the overfilled and optimally-filled 
thermosyphons were 0.07 K/W and 0.05 K/W, respectively, whereas the thermal resistance of the 
underfilled thermosyphon was more than 5 K/W at t = 120 s. 
The transient centerline vapor velocity profile for the thermosyphon with various filling ratios is 
shown in Fig. 5.7. The maximum axial velocity is higher at early stage of thermosyphon operation 
because of the lower vapor density and relatively higher pressure gradient in the axial direction. The axial 
velocity decreases as the operation proceeds and higher pressures build up inside the thermosyphon. It is 
observed in Fig. 5.7a that at t = 5 s there is vapor flow within the evaporator section due to evaporation 
from the liquid pool of the underfilled thermosyphon which has not been completely vaporized yet. After 
the liquid pool vanishes, there is no vapor flowing in the dried region at the bottom of the thermosyphon. 
In Fig. 5.7b, the step observed in the velocity profile of the optimally-filled thermosyphon at t = 5 s and t 
= 15 s occurs where the condensate film thickness goes to zero. In this case, the vapor velocity observed 
at the region not covered by the liquid film is associated with the vaporization from the pool surface. The 
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maximum steady-state axial vapor velocity is almost the same for the overfilled and optimally-filled 
thermosyphons. 
Figure 5.8 shows the transient vapor pressure profiles in the thermosyphon. As the operation 
proceeds, an increasing amount of liquid is evaporated from the liquid pool and the vapor pressure 
increases. The pressure in the underfilled thermosyphon does not increase as much as the optimally-filled 
or overfilled cases because of the lack of working fluid to evaporate. It should be noted that the vapor 
pressure for t > 120 s is not reported for the underfilled condition because of the excessively large 
temperature rise which will eventually exceed the melting temperature of copper. The comparison of heat 
output from the condenser section for various filling ratios is illustrated in Fig. 5.9. Among all, the 
optimally-filled thermosyphon has the shortest response time. The slower response of the overfilled 
thermosyphon compared to the optimal case is attributed to more thermal energy required to heat the 
liquid mass inside the pool, as well as lower heat transfer rates of liquid pool compared to the filmwise 
evaporation in the optimal conditions. It should be noted that the output power of the underfilled 
thermosyphon increases mainly due to the axial conduction through the wall driven by large temperatures 
in the evaporator section. Again, the output heat transfer rates of the underfilled case are not reported for t 
> 120 s because of excessive temperature rise in the dried region. 
5.5. Conclusions 
A mathematical model was developed to study the effect of filling ratio on the transient performance 
of vertical thermosyphons. The two-dimensional, compressible and laminar flow conservation equations 
were solved for the vapor space, and the heat conduction equation was solved for the pipe wall. Heat 
transfer through the wall was coupled to the thermal and hydraulic response of vapor via interfacial 
conditions applied at the interfaces between the wall, vapor and liquid pool. The condensate film was 
modeled using a quasi-steady, Nusselt-type solution taking into account the effects of pressure gradient 
and interfacial shear stress due to friction and evaporation/condensation rates. Dynamic behavior of the 
172 
 
condensate film and liquid pool were investigated. Heat transfer associated with the liquid pool was 
determined using empirical correlations appropriate for the existing heat transfer regimes inside the pool. 
For the experimental cases considered in this work, a correlation was proposed to describe the natural 
convection regime inside the pool. It was found that the optimally-filled thermosyphon provides the 
smallest thermal resistance as well as the shortest thermal response time. However, a slight increase in the 
input power will trigger the dryout at the bottom of the thermosyphon. Moreover, care must be taken 
when applying heat to the thermosyphons with filling ratios close to the optimal conditions to avoid 
excessive temperature rise in the evaporator section during the early stage of operation. To ensure stable 
operation at steady-state, a slightly overfilled thermosyphon is preferred. 
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Nomenclature 
Ar  Archimid number, 
23
2Ar 1
i v
ll
g D ρ
ρν
   
= −    
  
 
Bo  Bond number, Bo i
m
D
I
=  
c  specific heat (J/kg⋅K) 
Cm  modification coefficient (Eq. 30) 
D  diameter (m) 
Fr  Froude number, 
( )
2
,Fr e i l
l fg i l v
q
h D g
ρ
ρ ρ ρ
 ′′  
=      −   
 
g  gravitational acceleration (m/s2) 
h  heat transfer coefficient (W/m2⋅K) 
hfg  heat of vaporization (J/kg) 
Im  bubble length scale (m), ( )vlm g
I
ρρ
σ
−
=  
k  thermal conductivity (W/m⋅K) 
L  length in z-direction (m) 
M  mass (kg) 
Mf+v  total mass of liquid film and vapor (kg) 
m ′′′&   mass source term (kg/m3) 
P  pressure (Pa) 
Pr  Prandtl number, 
α
ν
=Pr  
q  heat transfer rate 
q′′   heat flux (W/m2) 
q′′′   thermal energy source term (W/m3) 
R  thermal resistance (K/W) 
r  radial coordinate (m) 
174 
 
Rf  liquid film thermal resistance (m2⋅K/W) 
Ri  inner radius of thermosyphon shell (m) 
Ro  outer radius of thermosyphon shell (m) 
Ra  Rayleigh number,
4
,Ra e i p
l l l
g q L
k
β
α ν
′′
=
 
Re  Reynolds number 
T  temperature (K, °C) 
t  time (s) 
v  radial velocity (m/s) 
w  axial velocity (m/s) 
vw   average axial vapor velocity (m/s) 
y  coordinate direction (Fig. 5.1b) 
z  axial coordinate (m) 
Greek symbols 
α  diffusion coefficient in heat transfer equation (m2/s) 
β  thermal expansion coefficient (1/K) 
∆  related to computational cell length in a particular direction  
δ  film thickness (m) 
µ  dynamic viscosity (Pa·s) 
ν  kinematic viscosity (m2/s) 
ρ  density (kg/m3) 
σ  surface tension (N/m) 
Subscripts 
a  adiabatic section 
atm  atmospheric 
ave  average 
c  condenser section 
cl  centerline 
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CV  control volume 
e  evaporator section 
f  liquid film 
i  inner 
l  liquid 
NB  nucleate boiling 
o  outer 
p  pool 
s  saturation 
SC  single-phase convection 
t  total 
TC  two-phase convection 
v  vapor 
w  wall 
δ  related to liquid film-vapor interface 
∞  ambient 
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Table 5.1. Heat transfer correlations used for the pool. 
X (Criterion to 
determine the heat 
transfer regime 
within the pool) 
Dominant heat 
transfer regime within 
the pool 
Heat transfer coefficient of the pool 
X < 106 Natural convection 
0.75 0.75
6 61 10 10p SC TC
X Xh h h   = − +   
   
 
106 ≤ X ≤ 2×106 Two-phase convection 
( )
1
0.5 0.53 Bo4 Ar Fr Pr
10
n
l
p TC l
i
kh h
D
   
= =    
  
 
n = 1/2 for Bo ≤ 10, 
n = 1/6 for Bo > 10, [19] 
2×106 < X ≤ 107 
Transition between 
two-phase convection 
and nucleate boiling 
0.75
6
0.75
6
10
8 8×10  
2
88×10  
p TC
NB
Xh h
X h
 = − + 
 
 − 
 
 
X > 107 Nucleate boiling 
0.3 0.2 0.65 0.7 0.3
,0.4
0.25 0.4 0.10.32 ,
p NB
l p l lv
p
atm v fg l
h h
g c kP
q
P h
ρ
ρ µ
= =
  
′′        
 
[18]
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Table 5.2. Specifications of the numerically simulated thermosyphon as well as thermosyphons tested 
by Jouhara and Robinson [26] and Baoijin et al. [27]. 
Parameter Baojin et al. [27] Jouhara and Robinson [26] Present study 
Wall 
Wall material copper copper copper 
Thermal conductivity,  
(Wm-1K-1) 350 350 350 
Specific heat, (J kg-1K-1) 385 385 385 
Density, (kg m-3) 8900 8900 8900 
Working fluid material water water water 
Working fluid (liquid) 
Thermal conductivity,  
(Wm-1K-1) 0.673 0.673 0.673 
Density, (kg m-3) 925.93 925.93 925.93 
Latent heat, (kJ kg-1) 2144.9 2144.9 2144.9 
Dynamic viscosity (Pa s) 2.2×10-4 2.2×10-4 2.2×10-4 
Working fluid (vapor) 
Thermal conductivity,  
(Wm-1K-1) 0.0288 0.0288 0.0288 
Specific heat, (J kg-1K-1) 2406 2406 2406 
Viscosity, (Pa s) 1.35×10-5 1.35×10-5 1.35×10-5 
Thermosyphon dimensions 
Outer diameter, (mm) 25 12 14 
Wall thickness, (mm) 1.25 3 2 
Total length, (mm) 1000 200 350 
Evaporator length, (mm) 350 40 100 
Adiabatic length, (mm) 300 100 100 
Condenser length, (mm) 350 60 150 
Operating conditions 
Input power, (W) 331-661 61-261 200 
Filling ratio, (working fluid 
volume/evaporator volume) 
36% (50 ml of 
working fluid) 
159% (1.8 ml of 
working fluid) 
underfilled: 5% 
optimally-filled: 10%         
overfilled: 80% 
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Fig. 5.1. Schematic of a thermosyphon and coordinate system. 
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Fig. 5.2. Comparison of the outer wall temperature with the experimental data of Jouhara and 
Robinson [26]. 
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Fig. 5.3. Comparison of the outer wall temperature with the experimental data of Baoijin et al. [27]. 
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Fig. 5.4. Temperature contours (dashed lines) and vapor streamlines throughout the thermosyphon 
with various filling ratios; (a) underfilled, (b) optimally-filled, and (c) overfilled. 
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Fig. 5.5. Transient condensate film thickness profiles for the thermosyphon in the (a) underfilled, 
(b) optimally-filled, and (c) overfilled conditions. 
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Fig. 5.6. Transient temperature profiles at the outer wall of the thermosyphon for the (a) 
underfilled, (b) optimally-filled, and (c) overfilled conditions. 
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Fig. 5.7. Transient centerline vapor velocity profiles for the (a) underfilled, (b) optimally-filled, and 
(c) overfilled conditions. 
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Fig. 5.8. Transient vapor pressure in the thermosyphon for the (a) underfilled, (b) optimally-filled, 
and (c) over-filled conditions. 
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Fig. 5.9. Temporal variations of the output heat from the condenser section for the thermosyphon with 
various filling ratios. 
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Chapter 6. Numerical Simulation of Heat Pipe-Assisted Latent Heat 
Thermal Energy Storage Unit for Dish-Stirling Systems 
6. Abstract 
A two-dimensional numerical model is developed to simulate the transient response of a heat pipe-
assisted latent heat thermal energy storage (LHTES) unit integrated with dish-Stirling solar power 
generation systems. The unit consists of a container which houses a phase change material (PCM) and two 
sets of interlaced input and output heat pipes (HPs) embedded in the PCM. The LHTES unit is exposed to 
time-varying concentrated solar irradiance. A three-stage operating scenario is investigated that includes: (i) 
charging only, (ii) simultaneous charging and discharging, and (iii) discharging only. In general, it was 
found that the PCM damps the temporal variations of the input solar irradiance, and provides relatively 
smooth thermal power to the engine over a time period that can extend to after-sunset hours. Heat pipe 
spacing was identified as a key parameter to control the dynamic response of the unit. The system with the 
greatest (smallest) heat pipe spacing was found to have the greatest (smallest) temperature drops across the 
LHTES, as well as the maximum (minimum) amount of PCM melting and solidification. Exergy analyses 
were also performed, and it was found that the exergy efficiencies of all the systems considered were greater 
than 97%, with the maximum exergy efficiency associated with the system having the minimum heat pipe 
spacing. 
6.1. Background 
Thermal energy storage (TES) is acknowledged to be the key to commercializing concentrating solar 
power (CSP) production. Among various candidates, latent heat thermal energy storage (LHTES) features 
higher energy density, especially for relatively small temperature changes, which potentially reduces the 
cost of solar-generated electricity. Integrating latent heat energy transport (liquid-vapor phase change) and 
thermal energy storage (solid-liquid phase change) with dish-Stirling systems can potentially provide a 
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means to achieve non-intermittent and cost-competitive solar power generation. The utilization of latent heat 
is particularly advantageous for dish-Stirling systems since the near-isothermal nature of phase change 
processes matches the isothermal input requirements of Stirling engines, while also maximizing the 
exergetic efficiency of the entire system [1]. However, the PCMs currently used in LHTES usually possess 
low thermal conductivity, often making large scale LHTES systems impractical.  
A variety of heat transfer enhancement techniques, including but not limited to packing the PCM 
within a high thermal conductivity solid matrix [2,3], adding high thermal conductivity particles to the PCM 
[4,5], and using fins [6-8] has been proposed to improve the heat transfer processes in LHTES systems. An 
alternative approach is to incorporate devices such as heat pipes (HPs) to serve as thermal conduits between 
the heat transfer fluid (HTF) and the PCM. It is well known that HPs have very high effective thermal 
conductivities, can be tuned to operate passively in specific temperature ranges through selection of 
appropriate working fluids and operating pressures, and can be fabricated in a variety of shapes [9]. 
Narayanan et al. [10] experimentally investigated a LHTES integrated with heat pipe thermal 
transport for dish concentrator solar receivers. The system was comprised of a primary heat pipe, a 
secondary heat pipe, and capsules containing a eutectic salt mixture 67% NaF-33% MgF2 (Tm = 827 °C). In 
their design, the entire solar receiver-LHTES-Stirling engine assembly was positioned at the focal point of a 
parabolic dish concentrator. The evaporator section of the primary heat pipe was exposed to solar irradiance. 
The secondary heat pipe consisted of a cylindrical container in which the PCM capsules were embedded. It 
was penetrated at one end by the condenser section of the primary heat pipe and by the heater tubes of the 
Stirling engine at the other end. The interior surface of the secondary heat pipe, as well as the exterior 
surfaces of the PCM capsules and condenser section of the evaporator heat pipe, was wicked. The 
experiments were conducted using a test module including a full scale primary heat pipe, three full scale 
PCM capsules, and an air-cooled heat extraction coil in lieu of the heater tubes of the Stirling engine. 
Several operation modes were adopted including: (i) charging only, (ii) throughput, where the input power 
was extracted by the cooling coil and there was no heat exchange with PCM capsules, and (iii) discharge 
 191 
 
only. Several tests at various operating angles and power levels confirmed the thermal stability, near-
isothermal, and self-regulating behavior of the integrated heat pipe-LHTES system. 
Two methods for application of micro- or conventional heat pipes in combination with PCMs for 
increasing the heat transfer rates in thermal energy storage systems and heat exchangers were invented by 
Faghri [11, 12]. Liu et al. [13] experimentally studied a HP heat exchanger for latent energy storage. They 
used circumferentially-finned thermosyphons and two HTF channels at the top and bottom of the PCM 
container for charging, discharging, and simultaneous charging and discharging. Experiments were 
conducted using water as the HTF and an industrial paraffin wax with Tm = 52.1 °C as the PCM. A copper 
thermosyphon charged with acetone and an operating temperature range of 0 – 100 °C was utilized. The 
experiments were designed to investigate the effect of the HTF inlet temperature and flow rate on phase 
change and heat transfer rates. Tardy et al. [14] numerically and experimentally investigated the thermal 
behavior of heat pipes during melting of a low-melting-temperature PCM. The apparatus consisted of 32 
HPs, the upper halves of which were inserted into a cold storage tank containing ice. The lower halves of the 
heat pipes were placed in a warmer, ducted air stream. The heat transfer rates from the air stream to the ice 
tank and the associated melting processes were determined using a thermal network model. 
In a related work, Shabgard et al. [15] developed a thermal element approach to analyze the behavior 
of a HP-assisted LHTES system during charging and discharging. A heat pipe effectiveness was introduced 
to quantify the heat transfer enhancement achieved by using multiple HPs compared to a non-HP LHTES 
system.  The results confirmed the significant effect of the HPs to increase heat transfer rates. Robak et al. 
[16] experimentally investigated a HP-assisted LHTES system. The performance of the HP-assisted LHTES 
was compared with a rod-assisted system, as well as a non-HP, non-rod benchmark system. The 
experimental results showed that while the rod-assisted system provided negligible advantage over the 
benchmark, the HP-assisted LHTES increased the heat transfer rates by a factor of about 2. An optimization 
of the HP-assisted LHTES system was performed by Nithyanandam and Pitchumani [17]. They identified 
the optimal arrangement of HPs in two LHTES configurations involving: (i) PCM housed inside tubes 
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exposed to a cross flow of the HTF, and (ii) PCM surrounding the HTF tubes. Liu et al. [18] analyzed the 
performance of a cylindrical LHTES embedded with vertical heat pipes during charging. Thermal 
resistances of various components of the system were calculated and used to develop energy balance 
equations to analyze the melting process.  
Shabgard et al. [19] carried out heat transfer and exergy analyses of a large-scale cascaded LHTES, 
utilizing gravity-assisted thermosyphons for CSP applications. The thermal element approach was taken to 
simulate the transient response of the LHTES during charging followed by discharging. They concluded that 
although the exergy efficiency of the LHTES is not necessarily maximized by using a cascaded 
configuration, it provides the greatest exergy recovery compared to the non-cascaded systems considered. 
Sharifi et al. [20] presented a numerical model for melting in a hybrid HP-PCM system including the effects 
of natural convection. The performance of the HP-assisted system was compared to the melting induced by 
heating from a vertical isothermal cylinder, a solid rod or a hollow tube. A parametric study revealed that 
the HP-assisted melting rates are more than 100% and 60% greater than those associated with the tube and 
rod, respectively. The effects of the heat pipe condenser length and the diameter of the heat pipe were also 
investigated, and it was found that the melting rates increased as either the condenser length or the diameter 
of the HP is increased. The heat pipe was particularly effective compared to the rod or tube when the heat 
source was located above the PCM container.  
Kim et al. [21] proposed a spacecraft thermal control hardware composed of a honeycomb shaped 
radiator embedded with heat pipe and PCM. The HP and PCM space were built as two parallel channels into 
a metallic block integrated into the radiator design. A mathematical model was developed to analyze the 
performance of the radiator with and without PCM where it was found that the HP–PCM device effectively 
damps temporal peaks in heat load through consecutive melting and freezing cycles, thereby decreasing the 
difference between the maximum and minimum temperatures of the system. Nithyanandam and Pitchumani 
[22] performed a computational analysis of a LHTES system embedded with heat pipes. Various heat pipe 
configurations were investigated for two system configurations with PCM surrounding a HTF tube and 
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PCM inside a tube exposed to the cross flow of HTF were studied. Various arrangements for embedding 
HPs on the tube wall were investigated and the optimal HP number and orientation were identified. 
In all of the above investigations, the heat pipes integrated in the LHTES system are either 
transferring heat to the PCM (charging) or removing heat from the PCM (discharging). The LHTES 
configuration proposed by Sandia National Laboratories for dish-Stirling systems [1], however, involves 
simultaneous charging and discharging with one set of heat pipes releasing heat to the PCM and a second set 
of heat pipes absorbing heat from the PCM. Such a configuration potentially involves three-dimensional 
flow and temperature fields and has not yet been studied. Moreover, analysis of a LHTES system subject to 
a constant temperature and variable heat flux at the cold and hot interfaces, respectively, is scarce in 
literature. In order to numerically simulate the proposed configuration in a computationally-efficient 
manner, the configuration needs to be simplified so that a two-dimensional model can be used to predict the 
system behavior. In this study, a 2D configuration is proposed based upon physically-reasonable 
simplifications of the actual 3D configuration. The validity of the model predictions are confirmed by 
comparing the results with a limiting case. 
6.2. Methodology 
The design described in [1] is shown in Fig. 6.1. Solar radiation is concentrated on a heat pipe 
receiver positioned at the focal point of the dish and is used to evaporate the working fluid (sodium) of the 
heat pipe receiver. The sodium vapor is transferred to the LHTES system behind the dish. The storage vessel 
houses the PCM and two sets of input and output tubes. The input tubes serve as the condenser section of 
the receiver-to-PCM heat pipe, and the output tubes serve as the evaporator section of the PCM-to-engine 
heat pipe. A 3D unit cell or module, including one input tube (condenser section of the receiver-to-PCM 
heat pipes) and quarter sections of output tubes (evaporator section of the PCM-to-engine heat pipe) is 
shown in Fig. 6.2a. The module can be further reduced by including quarter sections of an input and output 
heat pipe and the PCM that fills the space between the heat pipes, as shown in Fig. 6.2b. In this work, the 
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effective thermal conductivity of the system is assumed to be improved by embedding planar fins within the 
PCM. The fins expand in x-y plane and connect the input and output tubes. 
Figure 6.3 shows two 2D configurations used to simulate the behavior of the unit cell of Fig. 6.2b. 
Configuration 1 is the top view of the unit cell shown in Fig. 6.2b and can be employed to simulate the 
phase change problem and heat transfer between the input and output HPs, as long as axial effects such as 
natural convection within molten PCM and axial vapor and liquid flows within the heat pipes are negligible. 
When natural convection effects or temperature variations along the HP-PCM interfaces are not negligible 
and/or the hydrodynamics of flow within the heat pipes are of interest, a configuration including the z-
direction is required and is shown in Fig. 6.3b. As evident, Configuration 2 does not account for the 
circumferential variations of the dependent variables. However, the circumferential variations of the 
geometry, i.e. the circumferential length of the computational cells, can be accounted for by assigning the 
correct value directly in the numerical code. 
Figure 6.4 shows how the configuration of Fig. 6.3b is established. Determination of rmax in Fig. 6.4a 
and Fig. 6.4b is made so that the total PCM mass in the system of Fig. 6.4b is equal to that of Fig. 6.4a. 
Therefore, the distance between the centerlines of the heat pipes in Fig. 6.4a is not the same as in Fig. 6.4b. 
In addition to conserving the mass of PCM, the converted configuration must be capable of yielding realistic 
heat transfer rates between the input and output heat pipes and the PCM. The accuracy of the predictions 
obtained using Configuration 2 was verified as will be discussed in the results section. Figure 6.5 shows the 
physical system including the input and output heat pipes. Each heat pipe has evaporator, adiabatic and 
condenser sections. The condenser section of the input heat pipe is the surface in contact with PCM. For the 
output heat pipe, however, the surface in contact with the PCM serves as the evaporator. The complete 2D 
numerical model, based on Configuration 2 of Fig. 6.3b, includes the vapor and liquid flows in the receiver-
to-PCM and PCM-to-engine heat pipes, heat conduction through the wall of the heat pipes, and phase 
change of the PCM. 
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6.3. Physical model 
The following assumptions are made for the numerical simulation: the properties are constant, the 
PCM properties are the same for solid and liquid phases, heat loss to the ambient as well as radiation within 
the LHTES is negligible, the vapor within the heat pipes is an ideal gas, and the wick in the output heat pipe 
is fully saturated. The PCM is NaCl with thermal conductivity of about 1 W/m·K. Governing equations for 
conservation of mass, momentum and energy as well as their corresponding boundary conditions are as 
follows. 
6.3.1 Phase change material 
The governing equations for the PCM include the energy equations throughout the PCM domain as 
well as the continuity and momentum equations which could be solved only within the molten PCM [9]. 
• Continuity (molten PCM only) 1  *dV+  d  0 (1) 
• Momentum (molten PCM only) 
Jäå" 7dV  dV dV  d dV 8  # ´  Õäå" )1  7 dV 8  
YdVY # dVY1 (2) 
Jäå" 7d  dV d  d d 8  # ´  Õäå" )1  7 d 8  
YdY 1  Jäå"æ¯ç*
 # 
>+ # 1° (3) 
The momentum source term in Eq. (3) is decoupled from the energy equation by using the 
temperatures from the preceding time step [23].  
• Energy 
Jäå" 7E  dV E  d E8  1  7Xäå" 
8   7Xäå" 
8 (4) 
The temperature transforming method is employed to express the enthalpy in terms of temperature: 
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(6) 
The final form of energy equation is: 
Jäå" 7
  dV 
  d 
 8  1  7Xäå"  
8   7Xäå" 
8 # Jäå" 7i  dV i  d i8 (7) 
Unlike [23], in which the temperatures from the previous time step were used to specify the 
melting/solidification front location, the melting front location in this model is specified using current 
temperatures in each time step. 
As shown in Annex A, the effects of conjugate heat transfer as well as natural convection within the 
molten PCM are negligible in the fin-PCM system considered in this work. Hence, the flow of molten PCM 
is neglected and only the energy equation is solved throughout the PCM domain assuming effective PCM 
properties and effective thermal conductivities in axial and radial directions. 
6.3.2 Heat pipes 
Descriptive equations for conservation of mass, momentum and energy for (a) compressible vapor 
flow, (b) the wick of the output heat pipe, and (c) the heat pipes walls are [9, 24]: 
a) Vapor 
• Continuity J  1  *JdV+   *Jd+  0 (8) 
• Momentum 
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 *JdV+  1  *JdVY+   *JdVd+
 # ´  Õ )1  7 dV 8  
YdVY # dVY1  Õ3  61  *dV+  d 9 
(9)  
 *Jd+  1  *JdVd+   *JdY+
 # ´  Õ )1  7 d 8  
YdY 1  Õ3  61  *dV+  d 9 
(10) 
• Energy   	J,
  1  	JdV,
   	Jd,
  Z ´Z  1  7X 
8   7X 
8  JΦ (11) 
The first term in the RHS of Eq. (11) is due to the compressibility effect and the last term accounts for 
the viscous dissipation: 
Φ  2 )7dV 8
Y  ÉdV ÊY  7d 8
Y1  7dV  d 8
Y # 23 61  *dV+  d 9
Y
 (12) 
The ideal gas equation of state is employed to determine the vapor density from its pressure and 
temperature: 
J  ´¶Ù
 (13) 
where the gas constant is calculated by dividing the universal gas constant by the atomic mass of the vapor. 
b) Wick  
The liquid flow through the porous wick of the output heat pipe is described by the following 
equations [25, 26]: 
• Continuity 1  *dV+   *d+  0 (14) 
• Momentum 
JK' dV  JK'Y 7dV dV  d dV 8  # ´  ÕK' )1  7 dV 8 # dVY  
YdVY 1 # 7ÕK¹  LÆJK√¹ |díî|8 dV (15) 
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JK' d  JK'Y 7dV d  d d 8  # ´  ÕK' )1  7 d 8  
YdY 1 # 7ÕK¹  LÆJK√¹ |díî|8 d (16) 
where K and ε are the permeability and porosity of the porous wick. In Eqs. (15) and (16), |díî| is the 
magnitude of the liquid velocity vector, and CE is the Ergun constant which is a function of porosity and is 
calculated using the expression derived by Ergun, CE = 0.134× ε -1.5 [26]. 
• Energy 
The 2D energy equation that is applied to the inside the fully-saturated wick is: 
	J ØØ 
  dV 	JK,K
  d 	JK,K
  1  7X ØØ   
8   7X ØØ 
8 (17) 
where (ρcp)eff = ε (ρcp)l + (1-ε)(ρcp)s and keff is the effective wick thermal conductivity that is calculated from 
the expression for a fully-saturated packed bed of spherical particles [9].  
c) Wall 
Two-dimensional heat conduction through the heat pipes walls is represented by: 
	J^KK 
  X^KK )1  7 
8  
Y
Y 1 (18) 
The effect of liquid film within the input HP is neglected. This simplification introduces negligible 
inaccuracy, as the thermal resistance of the thin sodium liquid film is small compared to the thermal 
resistance posed by the PCM. 
6.3.3 Boundary conditions 
Boundary conditions are described with respect to Fig. 6.5b. Boundaries noted by “I” are treated as 
adiabatic and include all the outer boundaries of the system except the evaporator (condenser) section of the 
input (output) heat pipe as well as symmetry lines denoted by “II” at which 0=∂∂ r for all the variables 
except the radial velocity that is ur = 0. Boundary location “III” is the evaporator section of the input heat 
pipe along which a constant heat flux is assigned. The thermal resistance Reng in Fig. 6.5b is included to 
account for the thermal resistances associated with heat transfer from the output HPs to the working gas of 
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the Stirling engine. The total thermal resistance between the vapor in the condenser section of the output HP 
and the working fluid of the Stirling engine is determined using experimental data reported by [27]. The 
wall thermal resistance of the output HP is subtracted from the total thermal resistance to yield Reng. The 
boundary condition applied at IV depends on the operation mode. During the storage-only period of 
operation, the adiabatic wall condition is applied at IV. When the engine is working a constant temperature, 
representing the operation temperature of the Stirling engine, is applied at boundary location IV.  
None of the remaining internal interfaces between various components of the system need special 
treatment, except the wall-vapor interface of input HP and wick-vapor interface of the output HPs for which 
the saturation conditions must be enforced. The saturation temperature at these boundaries is determined 
based on the vapor pressure of the vapor cell adjacent to the interface and by using the Clausius-Clapeyron 
equation: 

H^2  ) 1
, # ¶ÙEØÙ jf 7 ´,´81
N
 
(19) 
where P0 and T0 are the pressure and temperature of the reference saturation condition, respectively. Once 
the saturation temperature is properly enforced, the heat flux reaching the interface is calculated and used to 
determine the interfacial injection/suction rate of the vapor. For the input HP, this is done using a mass 
source term applied to the continuity equation: 
   GEØÙï (20) 
where A is the surface area of an interfacial control volume and ∀  is the volume of the associated vapor 
control volume adjacent to the interface. From Eq. (20), it can be seen that changing the direction of heat 
flux at the interface changes the sign of the mass source term. A positive mass source term simulates the 
vapor injection at the evaporator while a negative mass source term simulates vapor suction at the condenser 
section.  
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For the output HP, the interfacial vapor velocity is calculated and applied at the interface using an 
energy balance at the interface: 
dV,ðñòð  "ðñòð/	JEØÙ (21) 
 
Unlike the input heat pipe, the vapor injection/suction rates in the output HP are simulated by directly 
applying the velocity obtained from Eq. (21). Introducing the interfacial velocity at the vapor-wick interface 
induces a liquid flow through the wick, which is coupled to the vapor flow in a conservative manner. The 
described methodologies for simulation of interfacial vapor injection/suction rates in both input and output 
HPs allows for the vapor pressure inside the heat pipes to float. 
6.3.4 Numerical implementation 
The numerical model uses the SUV-CUT algorithm [23] to couple the velocity and pressure and to 
update the velocities within each iteration. The temperature transforming method [25] is employed to solve 
the phase change problem. An explicit update scheme is adopted for the buoyancy force [23], however, 
unlike in [23], the melting front location is updated implicitly. That is, the temperatures at the current 
iterative level are used to specify the melting front location. The computational grid consists of 100 cells in 
the axial direction and 80, 90, 100, and 110 cells in the radial direction for heat pipe spacing values of 0.05 
m, 0.06 m, 0.07 m and 0.08 m, respectively. The non-uniform grids are generated in such a way that the 
exact lengths of various physical sections are preserved. Under-relaxation values of 0.95, 0.1 and 0.8 were 
used for continuity, momentum and energy equations, respectively. A time step of 10 s was employed to 
march in time. Further refinement of the grid or time step was found to have negligible effect on the 
predictions. The solution was considered to be converged in each time step provided that the maximum 
variation of any variable divided by its maximum value throughout the domain was less than 10-6 for 
continuity and momentum equations and less than 10-8 for the energy equation. Details of the validation of 
the numerical model are provided in Annex A. 
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6.4. Exergy efficiency 
An exergy analysis for the storage unit is developed in this section. In order to exclude the exergy 
losses associated with the receiver and the heat pipe-engine interface from the exergy analysis of the storage 
unit, the analysis is limited to a control mass including: (i) the condenser wall of the receiver-to-PCM heat 
pipe, (ii) the PCM, and (iii) the evaporator wall and wick of the PCM-to-engine heat pipe. It is noted that the 
exergy content of the liquid flow inside the wick of the output heat pipe is negligible compared to that of the 
PCM and heat pipe shells, and therefore is not included in the analysis. 
For the specified control mass, exergy enters the system at the wall-vapor interface of the condenser 
section of the input HP. The exergy input rate is proportional to the interfacial heat transfer rate and the 
temperature at the wall-vapor interface of the input heat pipe. The exergy leaves the control mass at the 
evaporator section of the output HP. The rate of exergy output is proportional to the output heat transfer rate 
and the evaporator section temperature of the output HP. Exergy is also stored inside the control mass due to 
the accumulation of thermal energy in sensible and latent forms. The exergy balance for the system can then 
be written as 
E &  E AB # E CD2 # E H2 (22) 
where E & is the rate of exergy destruction. The rate of input, output and storage of exergy are determined 
using the following equations: 
E AB  º2  ( "^KKN^CV /1 # 
^ >ó
^KKN^CV0
ôõ
ôõN: 4 (23) 
E CD2  º2  ( "A5yN^CV /1 # 
^ >ó
A5yN^CV0
ôõ
ôõN: 4 (24) 
E H2  ö J 4
4 71 # 
^ >ó
 8 42Dó H CKD>  ï  ö J 6
4
4 71 # 
^ >ó
 8  EHK 4MK4 71 # 
^ >ó
> 89 4ïäå" CKD>   (25) 
where Tamb and Tm are the ambient temperature and PCM melting temperature, respectively. Exergy storage 
in both sensible and latent forms is taken into account in Eq. (25). The domain of integration for the first 
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term on the RHS of Eq. (25) is the volume of the condenser (evaporator) section of input (output) heat pipe. 
Substituting Eqs. (23) - (25) into Eq. (22) yields the rate of exergy destruction. 
Exergy efficiency could be defined as unity minus the ratio of the exergy destruction rate to the 
exergy input rate. However, as will be shown in the Results section, during the transient operation of the 
LHTES system there may be times that the rate of exergy input goes to zero during which there are 
relatively large exergy destruction rates due to heat transfer from the charged LHTES to the engine. In this 
case, the use of the preceding definition of exergy efficiency will result in large negative values. To avoid 
this problem, the exergy efficiency used here is defined by considering the accumulated exergy input, output 
and stored at any time by integrating the corresponding exergy rates over the time elapsed. 
a÷÷  1 # r E &2, 4r E AB2, 4 (26) 
Using Eq. (21) ensures that the exergy efficiency always lies between 0 and 1. 
6.5. Results 
The validities of Configuration 2 and the numerical model were verified by comparing the predictions 
for a limiting case in which there are no variations in the axial (z) direction. The limiting case corresponds to 
conduction-controlled melting with constant temperatures applied at the HP-PCM interfaces. As has been 
already noted, Configuration 1 is appropriate for this limiting case. Therefore, the accuracy of the 
predictions obtained from Configuration 2 was appraised by comparing them with those obtained using 
Configuration 1 for the limiting case, where a very good agreement was found. 
A three-stage operation scenario is considered using the dimensions and properties listed in Table 6.1. 
During the first stage (sunrise to around 9 a.m.), all the input solar thermal energy is stored in the LHTES 
system. This stage stops when 65 kW thermal power can be supplied to the Stirling engine. The potential 
power supply to the engine in each time step is determined by dividing the temperature difference between 
the output heat pipe vapor temperature and the nominal operating temperature of the engine (assumed to be 
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675 °C) by the associated thermal resistance. The second stage of operation is marked by simultaneous 
charging and discharging of the storage system (approximately 9 a.m. to 7 p.m.). At sunset, the second stage 
of operation ends and the third stage starts, during which the remaining stored thermal energy is consumed 
to produce power. In this work the thermal power is allowed to be transferred to the engine until 1 o’clock in 
the morning. 
Figure 6.7 illustrates the evolution of the temperature field throughout the LHTES system with a heat 
pipe spacing of 0.07 m. As evident, variations of the vapor temperatures of both heat pipes are about 1 °C 
throughout the vapor space. Due to the conduction-controlled melting and nearly isothermal vapor 
temperatures of the heat pipes, the isotherms within the PCM are almost straight lines. The melting front is 
shown by the solid line in Fig. 6.7 (TPCM = 800 °C). The increase of molten PCM volume fraction from 10 
a.m. to 4 p.m. indicates that during this time period the input rate of solar thermal energy to the storage unit 
is greater than the output rate of the thermal energy to the engine. As will be shown, after 4 p.m. the output 
rate of thermal energy exceeds the input rate and the molten PCM begins to solidify to supply the required 
thermal power to the engine. The overall temperature drops across the LHTES system can also be seen in 
Fig. 6.7. The temperature drops are 58 °C, 70 °C, 71 °C and 59 °C at 10 a.m., noon, 2 p.m. and 4 p.m., 
respectively. Increasing both input and output heat transfer rates increases the temperature drops. The input 
heat transfer rates peak around noon (Fig. 6.6), whereas the output heat transfer rates peak around 4 p.m. (as 
will be shown in Fig. 6.9). The larger temperature drops between noon and 2 p.m. indicate that the input 
heat transfer rate has a more dominant role in determining the overall temperature drop as compared to the 
output heat transfer rates. 
Streamlines within the input and output heat pipes are shown in Fig. 6.8 for the system with HP 
spacing of 0.07 m at 10 a.m. Application of the mass source term to the interfacial vapor cells in the input 
heat pipe, Eq. (20), results in vapor streamlines originating from the evaporator section and terminating at 
the condenser section. On the other hand, the streamlines within the output heat pipe are continuous since 
both vapor and liquid flows are simulated. 
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Temporal variations of the heat transfer rate to the LHTES and to the engine, as well as variations of 
the molten PCM volume fraction are shown in Fig. 6.9. For all HP spacing values, the second stage of 
operation begins around 9 a.m. Before this time, the potential power supply to the engine is less than the 
threshold value of 65 kW, noted earlier as the onset of the start of the second operation stage. The second 
stage begins slightly earlier for the systems with a greater number of heat pipes (smaller heat pipe spacing). 
There is an immediate drop in thermal power supplied to the engine immediately after the engine is started. 
This is because power is suddenly drawn from the storage unit, decreasing the temperature of the output 
heat pipes and solid PCM surrounding them. The output thermal power gradually increases after the initial 
drop due to the diffusion of thermal energy from the input heat pipes to the output ones and progression of 
the melting front toward the output heat pipes since the rate of input thermal energy to the storage unit is 
greater than the output rate. Inspection of Fig. 6.9 reveals that the PCM serves as a capacitor and induces a 
shift between the input and output thermal power peaks. Also, while the input thermal power peaks around 
noon, the supplied thermal power to the engine peaks around 4 p.m. This shift of maximum power delivery 
can be favorable since electricity tariffs are usually the highest in the afternoon hours during summer. 
It is observed in Fig. 6.9 that the output thermal power from the storage unit follows the response of 
the molten PCM volume fraction. The engine starts at nearly the same time as the onset of melting within 
the storage system. The maximum power delivery to the engine is reached when the molten PCM volume 
fraction is maximized, and the sharp decline of the output thermal power occurs when the molten PCM is 
depleted. It is noted that the LHTES with fewer heat pipes (greater HP spacing) has the maximum amount of 
PCM undergoing melting and solidification. In particular, in the LHTES with 126 HPs (HP spacing of 0.08 
m), the entire PCM melts and consequently solidifies. This behavior can be explained by noting that the 
lower number of heat pipes corresponds to thicker PCM layers between HPs, which pose greater thermal 
resistances. Since the total input power and the engine temperature are the same, higher driving 
temperatures are required in the LHTES system with a lower number of heat pipes, resulting in a greater 
volume of PCM to melt and solidify. More PCM melting and solidification, and to a lesser extent the greater 
 205 
 
PCM mass in the LHTES system possessing fewer heat pipes, slows the dynamic response compared to a 
LHTES with more heat pipes. This can be verified by noting that the sharp drop in the output thermal power 
occurs around 11 p.m. for the LHTES with 126 HPs whereas it is around 9 p.m. for the system with 350 
HPs. 
The thermal power delivered to the engine shows the least temporal variations in the LHTES system 
with the most heat pipes. As the melting front proceeds toward the output heat pipes, the temperature at the 
outer wall of the output heat pipes approaches the melting point and the output power increases. In the 
limiting case where the PCM adjoining the output heat pipe melts, the temperature at the outer wall of the 
evaporator section of the output heat pipe increases above the PCM melting point. This occurs for a HP 
spacing of 0.08 m (126 HPs), where the output thermal power is maximized when the melt volume fraction 
is unity around 4 p.m. 
Temporal variations of the average vapor temperature inside the receiver-to-PCM and PCM-to-engine 
heat pipes are good indicators of the system response. Figure 6.10 shows these variations for various heat 
pipe spacing values. As expected, the vapor temperature of the input heat pipe is generally greater than that 
of the output heat pipe. The difference between the vapor temperatures is the instantaneous driving 
temperature difference across the LHTES system. It is evident in Fig. 6.10 that the system with the greatest 
HP spacing (0.08 m) has the highest temperature drops across the LHTES. As discussed with regard to Fig. 
6.9, these higher temperature drops are expected due to the larger thermal resistance associated with a 
thicker PCM layer between input and output heat pipes. During the first stage of operation (from sunrise to 
around 9 a.m.), the vapor temperatures increase gradually. During the second stage of operation, the vapor 
temperature of the input and output heat pipes remain, respectively, above and below the PCM melting 
temperature. The response of the vapor temperature of the output heat pipes is closely related to the supplied 
thermal power to the engine. 
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Generally, the maximum vapor temperature of the input heat pipe occurs earlier than that of the 
output heat pipe. The times corresponding to the maximum vapor temperature of the input and output heat 
pipes are, respectively, 2 p.m. and 4 p.m. for HP spacing of 0.05 m; 2:30 p.m. and 4 p.m. for HP spacing of 
0.06 m; 3 p.m. and 4 p.m. for HP spacing of 0.07 m; and 3:20 p.m. and 3:50 p.m. for HP spacing of 0.08 m. 
A comparison of Fig. 6.9 to Fig. 6.10 shows that the vapor temperature of the output heat pipe reaches the 
maximum value when the molten PCM volume fraction is maximized. The vapor temperature of the input 
heat pipe depends on both the molten PCM volume fraction and rate of input solar thermal energy. When 
the storage capacity of the PCM is relatively smaller (HP spacing of 0.05 m), the time corresponding to 
maximum input heat pipe vapor temperature shifts more towards noon when the rate of input solar thermal 
energy is maximized. On the other hand, when the storage capacity of the PCM is relatively greater (HP 
spacing of 0.08 m), the time corresponding to maximum input heat pipe vapor temperature shifts towards 4 
p.m. when the molten PCM volume fraction is maximized. The difference between the vapor temperatures 
of input and output heat pipes at the time corresponding to maximum input heat pipe vapor temperature are 
approximately 25 °C, 45 °C, 65 °C , and 90 °C, for heat pipe spacing values of 0.05 m, 0.06 m , 0.07 m, and 
0.08 m, respectively. 
It is observed in Fig. 6.10 that the vapor temperature of the input heat pipe remains equal to the PCM 
melting temperature after approximately 7 p.m. until approximately 8:30 p.m., 9:15 p.m., 10 p.m. and 10:50 
p.m. for HP spacing values of 0.05 m, 0.06 m, 0.07 m and 0.08 m, respectively. These time periods 
correspond to the time after sunset until the complete solidification of the molten PCM inside the storage for 
each LHTES system. During these time periods, the PCM surrounding the input heat pipe is molten, hence 
the vapor temperature remains close to PCM melting temperature. Once the PCM completely solidifies, the 
output thermal power to the engine sharply drops due to the temperature decay of the solid PCM. This 
further accentuates the importance of the heat of fusion of the molten PCM to minimize the fluctuations in 
the system temperature as well as power supply to the engine. 
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The variations of the exergy efficiency of the system, calculated using Eq. (21), are shown in Fig. 
6.11. In general, the LHTES systems with smaller HP spacing values have greater exergy efficiencies. This 
observation is consistent with the results shown in Fig. 6.10, where LHTES systems with smaller HP 
spacing correspond to smaller temperature drops through the system. Three stages of the operation of 
LHTES systems can be identified in Fig. 6.11. During the first stage of operation (sunrise to 9 a.m.), the 
exergy destruction is due to the storage of thermal energy available at the condenser temperature of the input 
heat pipe in the subcooled PCM. Once the second stage begins, another source of exergy destruction is 
introduced, which is associated with transfer of thermal energy available at the temperature close to the 
melting temperature of PCM to the output heat pipes. This new source of exergy destruction results in 
further reduction in the exergy efficiency. The third level of exergy efficiency drop is observed at the 
beginning of the third stage of operation where the rate of input energy to the system goes to zero. 
Therefore, the denominator of the second term in right hand side of Eq. (21) remains constant while the 
numerator continues to grow due to the exergy losses accompanying heat transfer from the PCM to the 
output heat pipes. As evident in Fig. 6.11, the exergy efficiencies of all LHTES systems considered in this 
work are greater than 97%. 
6.6. Conclusions and recommendations 
The transient response of a HP-assisted latent heat thermal energy storage-heat exchanger was 
analyzed using a two-dimensional numerical model. The HP-PCM system was exposed to time-varying 
concentrated solar irradiance at the evaporator section of the input heat pipes. A three-stage operation 
scenario was investigated including: (i) charging only, (ii) simultaneous charging and discharging, and (iii) 
discharging only. The volume of the PCM container was fixed and four heat pipe spacing values were 
considered (i.e. smaller number of heat pipes corresponding to greater HP spacing values). It was found that, 
in general, the PCM serves as a capacitor which damps the temporal variations of the input solar irradiance 
and provides a relatively smooth thermal power input to the engine. Smaller HP spacing (greater number of 
heat pipes) yielded less fluctuation in the thermal power delivered to the engine. It was also found that the 
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PCM induces a shift between the times corresponding to maximum solar irradiance and those corresponding 
to maximum thermal power delivery to the engine. The system with greatest (smallest) heat pipe spacing 
was found to have the greatest (smallest) temperature drops across the LHTES and lowest (highest) exergy 
efficiency values, as well as maximum (minimum) amount of PCM melting and solidification. The HP 
spacing was demonstrated to be an important parameter to control the dynamic response of such HP-assisted 
LHTES systems. The model can be used to study other phase change materials such as metallic PCMs as 
well as other operational schemes. Metallic PCMs can be of particular interest as they can significantly 
reduce the number of required heat pipes. The effect of other design parameters such as heat pipe diameter 
and length on the system performance can also be investigated. Further development of the model will make 
it possible to incorporate more realistic features including heat loss to the environment and natural 
convection effects in a no-fin system. 
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Nomenclature 
A  surface area of an interfacial control volume (m2) 
∆t  time step (s) 
CE  Ergun constant 
c  effective specific heat in temperature transforming method in Eqs. (5) and (7) (J kg–1 K–1) 
cp  specific heat (J kg–1 K–1) 
E  exergy (J) 
fl  volume fraction of liquid PCM 
g  gravitational acceleration (m s–2) 
h  enthalpy 
hfg  latent heat of vaporization (J kg–1) 
hsl  heat of fusion (J kg–1) 
K  permeability (m2) 
k  thermal conductivity (W m–1 K–1) 
m  mass (kg) 
P  pressure (Pa) 
q  rate of thermal energy transfer (W) 
q”  heat flux (W/m2) 
Reng  thermal resistance associated with HP-Stirling engine interface (K W–1) 
Rg  gas constant 
r  radius (m) 
rmax  equivalent radius (Fig. 6.4) 
s  source term in temperature transforming model 
T  temperature (°C) 
Tm  melting temperature (°C) 
Tamb  environment temperature (K) 
Tsat  saturation temperature (K) 
t  time (s), thickness (m) 
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u  velocity 
z  axial coordinate (m) 
Greek symbols 
ε  porosity 
ηII  exergy efficiency 
µ  dynamic viscosity (Pa s) 
ρ  density (kg m-3) 
φ  fin volume fraction  
Φ  viscous energy dissipation 
∀   volume (m3) 
Subscripts 
0  reference conditions 
d  exergy destruction 
eff  effective 
f  fin 
HP  related to heat pipe 
in  input 
l  liquid 
max  maximum 
out  output 
PCM   related to PCM 
r  radial direction 
s  solid 
st  stored 
v  vapor 
z  axial direction 
Acronyms 
CSP  concentrating solar power 
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DNI  direct normal irradiance 
HP  heat pipe 
LHTES  latent heat thermal energy storage 
NREL  national renewable energy laboratory 
PCM   phase change material 
TES  thermal energy storage 
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ANNEX A 
Effect of Natural Convection and Conjugate Heat Transfer during Melting in a Fin-PCM System 
The effects of conjugate heat transfer and natural convection in the molten PCM are investigated by considering a 
computational domain shown in Fig. 6.12. The PCM layer is bounded by two half fins at the top and bottom of the 
domain. A constant temperature above the melting temperature is applied at the wall interface. Top and bottom 
boundaries are adiabatic due to the symmetry. The adiabatic boundary condition is also applied at r = ro. The problem 
was once solved using the realistic conditions which include the conjugate heat transfer in the fins and PCM and 
natural convection effects within the molten PCM. 
In the next step, one level of simplification was applied by keeping all the conditions of the real 
problem, but neglecting the natural convection within the molt. Finally, a numerical case with two levels of 
simplification with respect to the real conditions was investigated. The simplifications were neglecting 
natural convection effects as well as assuming a homogeneous anisotropic phase change medium with 
effective thermophysical properties throughout the domain in lieu of considering conjugate heat transfer in 
fins and PCM. In the case of conjugate heat transfer in the fins and PCM, the employed numerical grid 
includes 48 non-uniform cells in axial direction and 40 uniform cells in radial direction. In order to be 
consistent, the same grid is applied to all three cases. 
Effective density, specific heat, heat of fusion and thermal conductivity must be calculated for the 
homogeneous phase change medium. The effective thermophysical properties depend on the volume 
fraction of the fins, φ, defined as the fin volume to the total volume of the fin-PCM system: 
ø  ØØ  äå" (27) J ØØ  øJØ  *1 # ø+Jäå" (28) 
, ØØ  ùø	JØ  *1 # ø+	Jäå"úJ ØØ  (29) 
EHK, ØØ  *1 # ø+ Jäå"J ØØ EHK (30) 
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XV, ØØ  øXØ  *1 # ø+Xäå" (31) 
X, ØØ  XØ  Xäå"øXäå"  *1 # ø+XØ (32) 
 
Details of the numerical model are described in the manuscript. The numerical code is validated by 
solving the classical problem of melting in a square cavity heated from one side and comparing the results 
with the established numerical results in the literature [23, 34], where a satisfactory agreement was 
observed. For the numerical simulation, an annular PCM region is considered with inner and outer radiuses 
of 0.01 and 0.03 m, respectively. The PCM is NaCl and the fins are assumed to be made from nickel. The 
fin and PCM thicknesses are tf = 0.15 mm and tPCM = 2 mm, respectively, resulting in a fin volume fraction 
of φ ≈ 0.07. A constant temperature of 810 °C is applied at the PCM-wall interface. The stored thermal 
energy in the domain for all cases is shown in Fig. 6.13. As evident in this figure, despite the significant 
simplifications, there is an excellent agreement between the heat transfer results. The satisfying agreement 
validates the assumption of considering effective thermophysical properties instead of direct simulation of 
the natural convection within the molten PCM and heat transfer through the fins. 
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Table 6.1. Properties and dimensions. 
PCM 
Material NaCl 
Density (solid) 2160 kg/m3 [28] 
Specific heat (at 800 °C) 1150 J/kg⋅K [29] 
Heat of fusion 482 kJ/kg [1] 
Thermal conductivity 1 W/m⋅K [1] 
Liquid dynamic viscosity 0.003 Pa⋅s 
Coefficient of volumetric thermal 
expansion 150×10
-6
 1/K [1] 
Fins 
Material Nickel 
Density (800 °C) 8630 kg/m3 [30] 
Specific heat (700 °C) 548 J/kg⋅K [31] 
Thermal conductivity (800 °C) 72 W/m⋅K 
Fin-PCM system 
Fin thickness (tf in Fig. 6.12) 0.15×10-3 m 
PCM layer thickness (tPCM in Fig. 
6.12) 0.002 m 
Volume fraction of fins 0.07 
Effective density 2600 kg/m3 
Effective specific heat 1010 J/kg⋅K 
Effective heat of fusion 370 kJ/kg 
Effective PCM thermal conductivity 
in radial direction 5.95 W/m⋅K (Eq. 31) 
Effective PCM thermal conductivity 
in axial direction 1.07 W/m⋅K (Eq. 32) 
Heat pipe shell 
Material Stainless steel 
Density 7600 kg/m3 
Specific heat 620 J/kg⋅K 
Thermal conductivity (800 °C) 26 W/m⋅K 
Dimensions 
Outer diameter of input HP 0.02 m 
Outer diameter of output HP 0.02 m 
Wall thickness of the input HP 0.002 m 
Wall thickness of the output HP 0.002 m 
Wick thickness of the output HP 0.002 m 
Evaporator length of the input HP 0.2 m 
Condenser length of the output HP 0.2 m 
Adiabatic length of either HPs 0.1 m 
Height of PCM enclosure 1.0 m 
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Fig. 6.1. Proposed integration of LHTES with a dish Stirling system [1]. 
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Fig. 6.2. 3D unit modules, (a) comprised of one tube associated with a receiver-to-PCM heat pipe and 
4 quarter section tubes associated with PCM-to-engine heat pipes, (b) quarter section of the unit module 
shown in (a). 
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Fig. 6.3. 2D unit modules, (a) Configuration 1, and (b) Configuration 2. 
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Fig. 6.4. Physical basis of Configuration 2, (a) the actual physical system with PCM domains 
associated with input and output HPs identified, and (b) PCM domains separated to construct a 2D model on 
the sectioning plane A-A. 
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Fig. 6.5. Heat pipe-PCM configuration, (a) the physical model including input and output heat pipes 
and the PCM, (b) the computational domain and identification of boundary locations (not to scale). 
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Fig. 6.6. Average hourly direct normal irradiance data (August 2010 at the El Toro Marine Corps Air 
Station in California) derived from data provided by NREL [33]. 
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Fig. 6.7. Evolution of the temperature field throughout the heat pipe assisted-
LHTES system with heat pipe spacing of 0.07 m (temperatures are in °C). 
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Fig. 6.8. Streamlines within the HPs for the system with HP spacing of 0.07 m at 10 a.m. 
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Fig. 6.9. Temporal variations of input solar thermal power to the storage unit and thermal power 
supplied to the engine by the storage unit, as well as variations of the volume fraction of molt for various 
heat pipe spacing values. 
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Fig. 6.10. Variations of vapor temperature of receiver-to-PCM and PCM-to-engine heat pipes versus 
time for various heat pipe spacing values. 
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Fig. 6.11. Variations of the exergy efficiency of the storage unit for various HP spacing values 
versus the time of day from sunrise to 1 a.m. 
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Fig. 6.12. Schematic of a section of a heat pipe surrounded by PCM; Computational domain to 
investigate the heat transfer in a fin-PCM system is enclosed by dashed line. 
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Fig. 6.13. Stored thermal energy in the PCM layer and two neighboring half fins obtained with and 
without considering conjugate and natural convection effects. 
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