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1. A TERMINAL CONTROL PROBLEM 
A fairly general class of control problems can be posed in terms of mini- 
mizing a cost functional involving the state of the system to be controlled 
and the control exerted over a fixed interval of time [3,4]. The state and 
control variables are related by a state equation, often with additional con- 
straints of various forms upon the control or state. That is, we desire to find 
where x and y  are the N-dimensional state vector and the M-dimensional 
control vector, respectively, while p and q are scalar-valued functions of 
their arguments. The state equation is 
* = h(x, Y), x(0) = c, (2) 
with y  constrained to some class of admissible controls, Y. 
In this paper we wish to discuss a specialization of (l), a terminal control 
problem, in which the cost of state is measured only at the terminal time, T. 
We further assume that p and q are homogeneous quadratic functions of their 
arguments, that the state equation (2) is linear, and that there are no con- 
straints on the control vector y. We thus arrive at the following terminal 
control problem: 
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with x and y related by 
9 =Ax +By, x(0) = c, (4) 
where A and B are N x N and N x A4 dimensional matrices while Q and 
P are symmetric matrices of order M x M and N x N, respectively; Q is 
positive definite and P is positive semidefinite. The notation (m, *> represents 
the usual finite-dimensional Euclidean inner product. 
2. THE CALCULUS OF VARIATIONS 
This problem may be approached via a straightforward application of the 
calculus of variations [6, 71 to the minimization of the functional 
AXJY) = c4n Px( w 
+ /=(K y(t), QYW + (4% Ax(t) + By(t) - W>) 4 
(1) 
0 
where h(t) is the N-dimensional vector of Lagrange multipliers. This approach 
yields the system of equations 
f = Ax - +BQ-lB'h, (2) 
x = - A'h, (3) 
subject to the two-point boundary conditions 
x(0) = c, 
2Px(T)- h(T)= 0. 
The y and h vectors are linearly related via 
y = - &Q-1B'X. 
(4) 
(5) 
(6) 
One can solve the matrix system 
%=AX+DA, 
ci = --'A, 
and write any solution h(t), x(t) of (2) and (3) as 
(7) 
(8) 
x(q = x'l'ccl' + X(2jc(2), 
h(t) =fj'l'c'l' + /j(2Jc(2), 
(9) 
TERMINAL STATE DYNAMIC PROGRAMMING 237 
where X(l), A(l), X2), Ac2) are the N x N matrix solutions of (7) subject to 
the initial conditions X(l)(O) = I, A(l)(O) = 0, Xt2)(0) = 0, A(2)(O) = 1. It 
remains to solve for c(l) and cf2). Clearly c(l) = c, A(l)(t) s 0, and cc2) can 
be found by solving the linear system resulting from the application of (5), 
[Ayr) - 2PX@)(T)] c(2) = 2PX’l’(T) c. (10) 
The system (7) and (8) is often unstable [we note however that (8) may be 
solved independently of (7) an in the direction of decreasing t]. Further- d 
more, when errors made in the numerical solution of (7) and (8) and thus in 
the values of X(l)(T) and Xt2)(T) are combined with the fact that the alge- 
braic system (10) may be ill-conditioned, it is reasonable to expect significant 
errors in the calculation, via (lo), of ct2). If we could determine ct2) accurately, 
however, we could use it as the missing initial condition in (2) and (3) and, 
subject to stability considerations, solve the system (2) and (3) for the optimal 
state and control trajectories. We note that this is essentially an open-loop 
control since once h(0) is determined the solution of h(t) and thus y(t) is 
determined independently of x(t). 
We turn now to another approach that often avoids the problem of insta- 
bility and the hazardous task of solving a system of linear algebraic equations. 
3. CONVENTIONAL DYNAMIC PROGRAMMING 
In this section we derive, formally, a matrix Riccati equation, the solution 
of which can be used to generate the optimal control. To this end we consider 
the problem formulated in (1.3) and (1.4) as one member of a family of 
similar processes with various initial states, X(U), and various initial times, a. 
We define a function of these two parameters, the optimal cost function, by 
means of the expression 
The optimal cost of the problem posed in (1.3) and (1.4) is f(c, 0). We obtain 
in the usual fashion [2, 31 
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where 
h(a).a) 
Since the control y(a) is unconstrained, we may perform the minimization 
directly, yielding 
(3) 
Substitution of the optimal control (3) in (2) results in a partial differential 
equation 
af 1 
i%';?- ax (z,BQ-lB$) - &Ax(a)). 
We separate variables in (4) by using the fact that f(x(a), a) is a quadratic 
function of x(u): 
f (44 4 = (44, w x(4>, (5) 
where R(u) is a symmetric N x N matrix. 
The quadratic form (5) is suggested directly by the quadratic nature of 
the cost functional (1.3) and the linear dependence of the optimal control 
on the initial condition X(U) [see (2.2), (2.3), and (2.611. Substitution of (5) in 
(4) yields 
(x(4, $ x(u)) = <x(u), RW1B’Rx(4) - <x(4 -x(a)) 
- <x(u), A’Rx(a)>. 
Since this equation must be satisfied for all x(u), we obtain a Riccati equation 
for R(u), 
F = R(u)BQ-lB'R(a) + R(u) A - A'R(a). (6) 
The initial condition on (6) is, from (l), 
R(T)= P, (7) 
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and the optimal control in terms of R(a) and X(U) is, from (3), 
y(U)min = - Q-lB’R(a) x(u). (8) 
To solve the original problem (1.3), (1.4), we must now solve system of 
N2 [or (N(N + 1))/2, ‘f 1 use is made of the symmetry of R(a)] simultaneous 
nonlinear ordinary differential equations, (6), subject to initial condition (7), 
from a = T to a = 0. The algorithm for acquiring the optimal state and 
control trajectories, x(t) and y(t) over 0 < t < T, consists of using R(0) and 
the known initial condition on X, x(0) = c, in (8) to yield the initial optimal 
control y(0). This control employed in the state equation (1.4) produces the 
next optimal state x(d). The reconstruction proceeds in this fashion from 
t = 0 to t = T. It can be shown that (6) is stable when solved in the direction 
of decreasing a. No solution of a linear system of algebraic equations is 
required. We have thus avoided two of the disadvantages of the calculus 
of variations approach. 
4. COMPUTATIONAL ASPECTS 
In this section we describe some of the crucial steps involved in imple- 
menting the above algorithm on a digital computer. This is done both to 
clarify the algorithm and some of its variants as well as to provide a basis for 
comparison with a different, terminal state algorithm to be discussed subse- 
quently. The algorithm divides into two parts: the backward solution of (3.6) 
subject to (3.7) for R(u), 0 < a < T, and the forward solution of the state 
equation (1.4) with the control specified in terms of R(u) and X(U) by (3.8) 
from a = 0 to a = T. The latter solution generates the optimal control and 
state trajectories and is termed “reconstruction.” 
4.1. Backward Solution 
We are particularly interested in the control of large systems; that is 
systems where the dimension of the state vector is very large (e.g., N = 1000). 
In this situation the N2 simultaneous nonlinear differential equations cannot 
be solved without recourse to what we will call “slow memory” (e.g., disk 
or tape storage) since few current computers have rapid access storage on the 
order of lo6 words. The N x N matrix R and A must then reside in slow 
memory and be brought into core, vector by vector, as needed. Assuming a 
simple Euler integration of (3.6), we compute the (i, j)-th components of 
R(u) using the relation 
R,.&) = Ri,j(a + 4 - LJ (5 C&.& + 4 &Au + 4 
k=l 
- Ri.du + A) Ak,i - Ak,iRk,,I 
) 
. 
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That is, we must bring the four N-dimensional vectors (row i and column j 
of R, column i and column j of A) from disk to core. This procedure must 
be repeated for all Na [or (N(N + I))/21 components of R(a). Thus, for 
each step in a, on the order of 4N2 “references” must be made to slow 
memory. Dividing the time interval (0, T) into D subintervals (D = T/d) 
the total number of references to slow storage will be 4DN2. 
4.2. Reconstruction 
Having solved (3.6) f rom a = T to a = 0, the matrix R(0) and known 
initial condition x(0) are used in (3.8) to compute the initial optimal control, 
and (1.4) is integrated forward one step to yield x(d). At this point we need 
R(d) to compute y(d). Since (3.6) is g enerally unstable when solved in the 
direction of increasing a, we must either resolve (3.6) from a = T to a = d 
or else acquire R(d) from slow memory where it would have to have been 
previously stored during the backward solution of (3.6). That is, we have the 
option of storing R(t) over the interval (0, T) or recomputing R(t) for each 
forward step of (1.4). 
In whatever way R(t) is acquired, the forward solution of 
$) = [A - BQ-lB’R(t)] x(t), x(O) = c, (1) 
will require the retrieval of rows of the N x N matrices A, [BQ-IB’], and R 
from slow memory (assuming Q and B are constant matrices). At each step 
3N references must be made to slow memory or a total of 3ND references 
for the complete forward solution from 0 to T. 
If R(t) is to be recomputed for each forward step, the total number of 
references to slow memory increases from 4DN2 + 3ND to 
4W + 1) 
2 
N2 + 3ND; 
on the order of 2D2N2. On the other hand, if R(t) is stored in slow memory 
during the first backward solution of (3.6), the number of references to slow 
memory remains on the order of 4DN2 but the amount of slow memory 
required increases from approximately 3N2 to 3N2 + DN2. 
A significant reduction of the amount of slow storage required to store R(t) 
over (0, T) is effected if the B matrix has many rows composed entirely of 
zeros. As a particular example, take M = 1 and 
(2) 
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This sort of B matrix occurs when an N-th order scalar differential equation 
is converted to a first order vector-matrix system. In physical terms, M = 1 
implies there is only one control function while the zero rows in B imply that 
only the time derivative of the N-th component of the state vector is affected 
directly by this control (it should be noted that the N x N matrix [BQB’] 
will not, in this case, require N x N storage but, rather, only two words for 
b, and Q. Since in (1) the N x N matrix R(t) is premultiplied by B’, the 
resulting M x N product will contain components only from the N-th row 
of R(t). For this example, 
B’R = &v&N~ , TN2 ,..., rNN). 
Thus, only the last row of R(t) need be stored in order to perform the recon- 
struction. In general if the first N - I rows of B are composed entirely of 
zeros, then only the last I rows of R need be stored and/or, if M is sufficiently 
small, only the M x N product B’R, whichever is less. 
The following charts (see Tables I and II) summarize the foregoing com- 
ments. Particular representative values for N, M, I, and D are specified and 
TABLE I 
N = 1000, D = 1000 (T = 1.0, A = 0.001) 
N Sufficiently Large to Require Use of Slow Storage for N x N Matrices 
R(t) not stored over (0, T) A(t) stored over (0, T) 
References to slow memory 2N*D(D + 1) (2 - 1012) 4NaD (4 - 109) 
Slow storage required 3N= (4. 106) 3NZ + DNZ (108) 
Core storage 4N (4 . 1O3) 4N (4. 103) 
(M = 1000, I = 1000, B general) 
References to slow memory 
Slow storage required 
2N2D(D + 1) (2 * 1Oq 4N*D 
2N2 (2 . lOa) 2N2 + DNI or (3 * 10e) 
2N2 + MND 
Core storage required 
(M = 1, I = 1, B special) 
4N (4. lOa) 4N (4 * 103) 
the resulting values for storage are shown in parenthesis. The formulas and 
numbers represent approximate totals for both the backward solution and 
the reconstruction. 
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TABLE II 
N = 100, D = 1000 (T = 1.0, d = 0.001) 
N Sufficiently Small to Permit the Storage of a Few N x N Matrices 
in Rapid Access Storage 
R(t) not stored over (0, T) 
Core required 3N2 (4. 10’) 
Time estimate ‘t 1 D(D2+ l) (9, * 105) 
(it4 = 100, I = 100, B general) 
Core required 3Na (3 - IO’) 
Time estimate 
(M = 1, I = 1, B special) 
h DtD2+ l) (3, * 105) 
R(t) stored over (0, T) 
3N2 + DN* uw 
(excessive) 
2Dt, (zt, . 103 
3N= + DNI or (105) 
3N2 $ MND 
2Dt, (2t, * 103) 
1 t, = time to solve (3.6) from t + A to t. 
5. REDUCTION OF DIMENSIONALITY 
In many control problems of interest the terminal cost, (x(T), Px( T)), may 
not involve all of the components of the N-dimensional state vector. The 
absence of a terminal cost attached to component xi(T) implies that both row 
i and column i of P consist entirely of zeros. Suppose that only L, L < N, 
components of x(T) are involved in the terminal cost. Then by rearranging 
the state components (with appropriate changes in A and P), we can, without 
loss of generality, rewrite the original problem as that of finding the 
where 4 is an L-dimensional vector made up of the first L components of the 
rearranged state vector x, and P is the L x L matrix formed by deleting rows 
rows and columns of P composed entirely of zeros. 
A question of some interest is the following: If k is of dimension L <N 
(e.g., L = 1 or 2, N = lOOO), is it possible to reduce the dimension of the 
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Riccati equation (3.6) from N x N to L x L ? Such a reduction would 
significantly enhance the feasibility of solving terminal control problems 
of high dimension. 
6. A GREEN’S FUNCTION 
Since the state equation (1.4) is linear, we may express x(T) as the super- 
position of two effects: the effect on x(T) due to the system having been in 
state X(U) at time a, and the effect on x(T) due to the operation of control 
over the intervening period, a < t < T ([l, 91). That is, 
x(T) = K(T, u) X(CZ) + /=K(T, s) By(s) ds. 
a 
(1) 
K(T, a), the N x N fundamental matrix, can be found by fixing a and 
solving the linear equation 
w = A(t) K(t, a), 
from t = a to t = T, using initial condition 
K(a, a) = IN, (3) 
where IN is the N x N identity matrix. Alternatively, since 
K(T, t) = K-l(t, T), 
we may acquire K(T, a) by fixing T and solving 
aK(T, t) 
at 
= - A’(t) K’(T, t) (4) 
subject to 
K’(T, T) = IN, (5) 
from t = T to t = a. 
We note in passing that if (2) is stable for increasing t, then (4) is stable 
when solved in the direction of decreasing t. Additionally, if A is a constant 
matrix, then K(T, a) = K( T - ), a a f unction of only one variable, (T - u). 
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Since we will ultimately only be interested in the first L components of 
x(T), the vector a(T), we note that we may write 
f(T) = @T, a) X(U) + s’@“, s) By(s) ds, 
a (6) 
where J? is an L x iV matrix made up of the first L rows of K. 
7. TEFWINAL STATE DYNAMIC PROGRAMMING 
In Section 3 we developed a dynamic programming approach to the solu- 
tion of the terminal control problem by imbedding the original problem in a 
family of similar problems of varying initial state, X(U), and initial time, a. 
Rather than imbed in terms of initial state, we chose here to imbed in terms 
of the effect of initial state upon the terminal state, S(T). This imbedding was 
suggested by Bellman et al. [lo] and has been utilized previously to some 
extent by Kramer [8] and Collins [5]. Using (6.6) we define a new L-dimen- 
sional variable, e(u), to represent this effect: 
e(a) = R(T, u) ~(a) = the effect on (contribution to) Z(T) due 
to the system having been in state x(a) 
at time a. 
(1) 
If L = N, then the relationship (1) between e and x is one-to-one, since 2 is 
then N x iV and K(T, u)-1 exists. However, if L < N the relationship (1) 
is not one-to-one; for a particular X(U) there exists a unique e(u) but not 
conversely. 
It is clear, however, that we may define a new minimum cost function, 
g(e(u), a), in terms of this new variable, 
That is, the minimum cost function of the family of processes can equally 
well be considered a function of the effect of initial state and the initial time. 
To exhibit this dependence explicitly we use (6.6) to substitute for a( 7’) in (2), 
fW>, 4 = &(4 4 
(3) 
T&V, 4 BY(S) ds, Pt.)> + Sf <v(t), QY(~)> dt/, 
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where (*) is meant to represent the left-hand side of the inner product 
repeated. The minimum cost of the problem whose solution is sought, (1.3), 
in this notation is 
f(c, 0) = g(e(O), 0) = id&T, 0) c, 0). 
We may now proceed to apply the dynamic programming formalism [3] 
to relate the minimum costs of members of the family of processes. We break 
the integral sz into two parts, r=-@ and sT+d , and apply the mean-value 
theorem to the integral r”. Thus (3) can be rewritten as 
The term in brackets in (4) is a process similar to (2), but of duration A 
less and with an altered “effect of initial state” due to the change in state 
caused by y(u). We have then, that 
&(4,4 = n$$4~(a), QYW + de@ + 4 a + 4 + W2k 
where 
(5) 
e(u + d) = e(u) + dR(T, a) By(u) + O(A2). (6) 
One way to verify that (6) is consistent with (1) is to differentiate (1) with 
respect to a, 
d44 d&T, 4 
z--= da 
x(u) + g(T, a) T . (7) 
Using (6.4) we have 
dR( T, 0) 
da 
= - &(T, a) A(u), 
and using (1.4) to substitute for dx(a)/du, (7) becomes 
q = Z?(T, u) By(u), (8) 
which can be expressed as (6). 
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If we assume that g is sufficiently differentiable, we may expand 
g(e(a + A), a + A) about (e(a), a). Aft er simplifying the resulting expression, 
dividing by d and letting A -+ 0, we arrive at a partial differential equation 
similar to (3.2), 
ag ---mm 
aa . I(Y(4, QYW) + (2 P m 4 By(a))/ > r(a) (9 
Since y(a) is not 
ag 
z- 
constrained, we 
ag el Ill * ag eL Ma).a) 
can minimize (9) directly, 
Y(a)%in = - y ’ Q-lB’$‘(T, a) $. (10) 
Substituting this optimal control in (9) yields the partial differential equation 
% 
aa= 
, I?( T, a) BQ-lB’R’( T, a) $ 
> 
. (11) 
The fact that f(x(a), u) is quadratic in x(a), (4.5), implies that g(e(a), a) is 
quadratic in e(a) since e(a) and ~(a) are linearly related. We assume that 
g(44, a> = (44 G(a) e(a)>, (12) 
where G(a) is a symmetric L x L matrix. Using this form to separate 
variables in (1 l), we arrive at an ordinary differential equation for G, 
q = G(a) @T, a) BQ-IB’R’(T, a) G(a), (13) 
with initial condition 
G(T)=i? (14) 
The initial condition on G is deduced from the fact that since 
&( T, T) = [IL , 01, (1) implies e(T) = a(T) and using (2) at a = T, 
g(e(T), T) = G(T), WT)) = <e(T), &TD, 
from which (14) follows. 
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The optimal control can be written in terms of G(a) and the L-dimensional 
e(u) [see (10) and (12)] 
J(a)min = - Q-lB’Zi?( T, a) G(u) e(u). (15) 
Recalling that e(u) = &(T, a) X(U), we can also write the optimal control 
in terms of the N-dimensional vector x(u), 
Y(a)min = - Q-‘B’K’( T, U) G(U) K( T, U) X(U). (16) 
We can now proceed as suggested in Section 3. Equation (13) is solved from 
a = T to a = 0 for G(0). The initial control can be computed using x(0) = c 
and (16) at a = 0. 
8. REDUCTION OF DIMENSIONALITY REVISITED 
We have achieved the previously outlined objective. The N x N matrix 
Riccati equation (3.6) has been reduced to an L x L matrix equation (7.13) 
under the assumption that the N x N terminal cost matrix, P, can be reduced 
to an L x L matrix, p, by deleting corresponding rows and columns com- 
posed entirely of zeros. If L <N, we have apparently realized a significant 
reduction in the number of simultaneous nonlinear equations to be solved. 
However, we have not, in general, reduced the storage requirements pro- 
portionately. Rather we will find that we have reduced the “dimensionality” 
of the problem by a factor of N, except in those problems where A, B, and Q 
exhibit some special, exploitable structure; in which case a reduction from 
N2 to L2 is truly achieved. In this section we will examine in some detail the 
computation implications of solving the terminal control problem using 
(7.13) rather than (3.6). We simplify and orient the following discussion by 
assuming that L is very small (e.g., L = 1 or 2) and that A, B, and Q are 
constant matrices. We further suppose that N is sufficiently large so that an 
N x N array will exceed the rapid-access storage of the computer. 
8.1. Backward Solution 
While the right-hand side of (7.13), taken as a whole, is an L x L matrix, 
it involves the L x N matrix l?(T, u) which must be acquired by solving 
(see 6.4) 
H?(T, t) 
at 
= - A’l?(T, t), $‘(T, T) = ($ . (1) 
The A matrix is of order N x N and thus must reside in slow storage and be 
brought into core row by row as (1) is solved. Likewise the N x N matrix 
248 COLLINS 
[BQ-l.B’] will correspondingly complicate the solution of (7.13). We use 
simple Euler integration of (1) and (7.13) and assume that there is sufficient 
core storage to accomodate I?(Z’, a + d) as well as a few N-dimensional 
vectors. It is easily shown that N references to slow memory are required to 
compute @Z’, a), and an additional N references to bring in the N x N 
matrix [BQ-lB’] and acquire G(a) from G(a + d). Thus, if the interval 
(0, T) is divided into D steps, we will require 2DN references to slow memory 
to solve (7.13) from t = T to t = 0. This compares favorably with 4DN2 
required when (3.6) is solved. 
8.2. Reconstruction 
There are several ways to reconstruct the optimal control and state tra- 
jectories using the solution of (7.13). W e mention two: an “open loop control” 
in which y(t) is independent of x(t) for all t > 0 and a “closed loop control” 
in which y(t) depends upon x(t) for all t. 
The open loop control can be achieved by employing the optimal control 
in terms of e(a), (7.19, in the differential equation for e(u), (7.8), yielding 
de(t) -zz 
dt 
- l?(T, t) BQ-lB’R’(T, t) G(t) e(t). (2) 
The initial condition is e(0) = l?(T, 0) c. Using the stored or recomputed 
l?(T, t) and G(t), (2) is solved from t = 0 to t = T. With e(t) known, sub- 
stitution of (7.15) for y(t) in the state equation (1.4) yields 
F = Ax(t) - BQ-lB’R’(T, t) G(t) e(t), x(0) = c, (3) 
which is solved for the optimal state trajectory. We note that except for the 
initial state, x(O), the optimal control 
y(t) = - Q-lB’l?( T, t) G(t) e(t) (4) 
does not depend on the optimal state trajectory. We will examine the com- 
putational feasibility of this algorithm subsequently. 
A closed loop control, dependent upon the optimal state trajectory, is 
found by employing (7.16), which expresses y(t) in terms of x(t) in the state 
equation (1.4), 
y = [A - BQ-lB’I?(T, t) G(t) k(T, t)] x(t), x(0) = c. (5) 
Solving (5) from t = 0 to t = T produces the optimal state and control 
trajectories. Again, we may either recompute G(t) and R(T, t) as needed 
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when solving (5), or we may store these previously computed arrays in slow 
memory. If we choose to recompute these matrices, we find that the forward 
solution of (5) will require a total of ND(D + 1) (or on the order of ND) 
references to slow storage. The total slow storage required is on the order of 
2N2 (for A and [BQ-lB’]), while the necessary core storage is on the order of 
(L + 4)N. 
We find a more significant reduction of the size of the slow memory when 
we consider storing the previously computed G(t) and @Z’, t) over (0, T). 
This storage requirement is DL2 + DLN + 2N2 which compares favorably 
with DN2 + 3N2 required for the conventional dynamic programming 
approach. With K(T, t) and G(t) stored the reconstruction of the optimal 
trajectories, using (5), will require only 2N references to slow memory per 
step (for A and [BQ-lB]) or 2ND for complete reconstruction. This informa- 
tion is summarized in Table III. 
TABLE III 
D = 1000 (T = 1.0, d = .OOl), L = 1 
N Sufficiently to Require Use of Slow Storage for N x N Matrices 
G(t) and k(T, t) not G(t) and Z?( T, t) 
stored over (0, T) stored over (0, T) 
References to slow memory ND2 (log) 4ND (2 x 106) 
Slow storage required 2N2 (2 x 10e) DL2 + DLN + 2N2 (3 x 10’) 
Core storage required (L + 4)N (5 x 103) (L + 4)N (5 x 103) 
(N = 1000, M = 1000, I = 1000, B general) 
N Sufficiently Small to Permit Storage of a Few N x N Matrices 
in Rapid Access Memory 
Core required 
G(t) and I?(T, t) not G(t) and g( T, t) 
stored over (0, T) stored over (0, T) 
2N2 (2 x 104) DL2 + DLN + 2N2 (105) 
Time estimates ata D’; + l) (5 x 105)t, 2Dt, 
(N = 100, M = 100, I = 100, 
B general) 
D ts = time to solve (7.13) from t + A to t. 
Note t2 s t,/N due to reduced dimension of (7.13) relative to (3.6). 
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8.3. Special Cases 
We have seen that the terminal state imbedding results in the reduction, 
by a factor of N, of the number of references to slow storage and/or the 
amount of slow storage required and/or the time required for solution. This 
is a significant reduction but falls short of the reduction of order Ns, from 
N x N to L x L, that we hoped to achieve. Inspecting (3.6) and (7.13), 
however, we note that the N x N storage requirements of (3.6) are implicit 
in the equation for the unknown R(a) while the N x N storage requirements 
of (7.13) enter solely via the known matrices A, B, and Q. It is clear, then, 
that if these matrices were structured so as to require less than N x N 
storage a further reduction in storage and/or time of solution would be 
possible. The following examples illustrate that such fortuitously structured 
matrices occur in problems of interest. Note that in these examples A and B 
can be stored as vectors of N (or fewer) numbers in addition to a few lines 
of code to specify the systematic placement of these elements. 
The first example, already alluded to in Section 4, corresponds to the 
reduction of an N-th order scalar differential equation, 
~4~~) + aN-lu(N-l) + 1.. + a,24 = y(t), 
to a system of first-order differential equations 
dX 
- = Ax + By, 
dt 
xi = f&l), 
where 
A= 
a0 - al *** -aN-l 
and M, the dimension of the y vector, is one. 
As a second example consider the transformation of the heat equation 
a+, t> 
at=C 1 qp + c17J(z, t), 
to a system of ordinary differential equations 
dx 
z==x+B~, xi(t) = 4% , q, Yi@) = 4% 9 t>, 
6 = A?<+1 - xi , 
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by discretizing the x variable and using a central difference approximation 
for the second derivative: 
a2u(x~ , t) 
a22 s 
+%+I , t) - 24% , t> + 4% > t> -- 
62 
, 
where 
1 0 *a* 
l-2 l*** 
1 -2 1 B = cl& . 
Consider the latter example. All information about A, B, and Q (the Q 
matrix for the associated cost functional will be diagonal) can comfortably 
be retained in core storage. If reconstruction is performed without storage of 
&, then no references to slow storage need be made. On the other hand, if 
reconstruction is performed with the L x N matrix, k stored in slow storage 
over (0, T), a total of only 20 references to slow storage need be made. 
The same comments hold for the first example. Here, however, we note 
that the control matrix B has a particularly simple form which was used to 
advantage in Section 4. We note that it is the L x N matrix J?(T, t) which 
consumes slow storage rather than the L x L matrix, G(a). Consider (7.13) 
and the open loop reconstruction (8.2) and (8.3). We note that R always 
appears post-multiplied by B, or I?’ premultiplied by B’, which is not the 
case for the closed loop reconstruction (8.5). If the N x M matrix B has its 
first N - I rows composed entirely of zeros the L x M product l?B will only 
involve elements of the last I columns of R. We will still need the entire 
x(2’, 0) to compute the initial e(0) and apparently it is necessary to solve for 
an entire column [or row if (6.2) is used] of $‘(T, u) in order to acquire any 
particular element. However, a large saving occurs in the amount of storage 
needed for the reconstruction; that is, either only the last I columns of k 
need be stored (requiring D *L * I words) or the L x M product l?B need 
be stored (requiring D . L . M words). If L , M and/or I are sufficiently 
small, the entire reconstruction can be performed using only core storage 
and without reiteration of (7.13). 
One should, however, use the open loop reconstruction with caution. It is 
felt that, in general, the closed loop reconstruction is preferable since the 
inevitable numerical errors made in the backward solution of (7.13) and the 
forward solution of (8.5) will tend to be corrected for by the closed loop 
calculation of the control, whereas the open loop control (8.2) and (8.3) 
do not admit this possibility. 
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