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BOUNDARY C2,α ESTIMATES FOR MONGE-AMPÈRE TYPE EQUATIONS
YONG HUANG, FEIDA JIANG, AND JIAKUN LIU
Abstract. In this paper, we obtain global second derivative estimates for solutions of the Dirichlet
problem of certain Monge-Ampère type equations under some structural conditions, while the inhomo-
geneous term is only assumed to be Hölder continuous and bounded away from zero and infinity. These
estimates correspond to those for the standard Monge-Ampère equation obtained by Trudinger and
Wang in Ann. of Math. 167 (2008), 993–1028 and by Savin in J. Amer. Math. Soc. 26 (2013), 63–99,
and have natural applications in optimal transportation and prescribed Jacobian equations.
1. Introduction
The Dirichlet problem of the Monge-Ampère type equations under consideration has the following
general form
det[D2u−A(·, Du)] = f in Ω,(1.1)
u = u0 on ∂Ω,
where Ω is a bounded domain in Rn, f is a positive function in Ω, A = A(·, Du) is an n×n symmetric
matrix and u0 is a function on ∂Ω. These equations arise in many applications, notably in optimal
transportation [34], conformal geometry [26], reflector and refractor problems [9, 10, 15, 35], and have
attracted significant interest in recent years [3, 29].
In a special case when the matrix A vanishes, one has the standard Monge-Ampère equation. The
global C2,α estimates in the case when ∂Ω, u0 and f are sufficiently smooth and the existence of
classical solutions of the Dirichlet problem
(1.2)
{
detD2u = f in Ω,
u = u0 on ∂Ω,
was obtained by Caffarelli, Nirenberg and Spruck [4] and Krylov [16]. When the inhomogeneous term
f is assumed to be positive and only Hölder continuous in Ω, that is f ∈ Cα(Ω) for some α ∈ (0, 1), the
global C2,α estimates were obtained by Trudinger and Wang in [28] for u0, ∂Ω ∈ C3. More recently,
Savin [24] obtained a sharp pointwise C2,α estimates at boundary under appropriate local conditions
on the inhomogeneous term and boundary data. However, the analysis in both [28] and [24] is highly
intricate and quite complicated. In this paper, by assuming a structural condition on the matrix A,
which is analogous to the Ma-Trudinger-Wang condition in the optimal transportation problem, we
have some new observations, which lead to a different and simpler proof for the boundary C2,α estimates
of the solution u of (1.1).
In optimal transportation, the potential function u satisfies the Monge-Ampère type equation (1.1),
where the matrix A is determined by a given cost function c. Here, similarly we assume that the matrix
A in (1.1) is given by
(1.3) A(x,Du) = D2xc(x, Tx), x ∈ Ω,
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for a smooth function c(x, y) : Rn × Rn → R and an associated mapping T determined by
(1.4) T (x) = D−1x c(x,Du(x)),
which is analogous to the optimal mapping in optimal transportation under some appropriate conditions
[22, 33, 34]. Throughout this paper, we assume the following hypotheses:
(H1) For any x, p ∈ Rn, there is a unique y ∈ Rn such that Dxc(x, y) = p; and for any y, q ∈ Rn,
there is a unique x ∈ Rn such that Dyc(x, y) = q.
(H2) For all (x, p) ∈ Ω× Rn and two vectors ξ, η ∈ Rn satisfying ξ ⊥ η,
(1.5) D2pkplAij(x, p)ξiξjηkηl ≥ c0|ξ|
2|η|2
for some constant c0 > 0. This assumption is called (H2w) if c0 = 0.
These conditions (H1)–(H2) essentially follow from those for the cost function in optimal transporta-
tion [22]. The condition (H1) guarantees the mapping T in (1.4) is well defined, and the condition
(H2) is necessary for the regularity as shown in the Heinz-Lewy counterexample [25] and the example
in optimal transportation [21]. In the above, the assumption that the function c is defined in the whole
space Rn×Rn is only for simplicity. In many cases it is sufficient to assume that c is defined in a proper
subset U ⊂ Rn×Rn where (H1)–(H2) hold, see [20, 31] for instance. Additionally, if detD2xyc(x, y) ̸= 0
at (x, y) ∈ Ω× Rn with y = D−1x c(x, p) by virtue of (H1), the inequality (1.5) can be written in terms








and (ci,j) is the inverse matrix of (ci,j). We remark that our method and the result
in this paper also extend to the more general Monge-Ampère equations (1.1) as long as the matrix A
satisfies the condition (H2). The reason here to consider the equation with an optimal transportation
structure is that we can directly use some established results from previous papers such as [17, 22].
In the general case, the matrix A is determined by a generating function as in [27], which plays the
role of the function c, however, we need to establish the associated preliminary results which are quite
formalistic and involved. These results and extensions to more general equations will be deferred to a
different paper.
The Dirichlet problem (1.1) including (1.2) is the mostly studied boundary value problem for Monge-
Ampère type equations due to not only the theoretical importance but also its broad applications [29].
For example, in the landmark paper [22] of Ma, Trudinger and Wang on the optimal transportation
problem, a key ingredient of obtaining the interior C3 regularity of potential function is the classical
solvability of Dirichlet problems (1.1) in sufficiently small balls. Moreover, to obtain the interior
regularity of the reflection surface in the far-field reflector problem studied by Wang [35] and the near-
field reflector problem both in the case of a point light source by Karakhanyan and Wang [15] and in
the case of a parallel light source by Karakhanyan [14], the existence of smooth solutions of Dirichlet
problem (1.1) in a small ball also plays a crucial role. Recently, the global regularity and the classical
solvability for the Dirichlet problem (1.1) over general domains has been obtained by the second author
with Trudinger and Yang [12] by assuming the existence of a subsolution and adopting the approach
from [7, 8] of Guan and Guan-Spruck.
The purpose of this paper is to obtain the global C2,α estimate for solutions of (1.1) under the
minimal hypotheses of the inhomogeneous term f , in other words, to extend the results of Trudinger
and Wang in [28] and of Savin in [24] to more general Monge-Ampère type equations in (1.1). Our
main result is the following, while relevant terminologies will be postponed in Section 2 below.
Theorem 1.1. Let Ω be a uniformly c-convex domain in Rn with boundary ∂Ω ∈ C3. Assume that
u0 ∈ C3(∂Ω), f ∈ Cα(Ω) for some α ∈ (0, 1) and satisfies 0 < λ ≤ f ≤ Λ for some positive constants
2
λ and Λ. Assume that the matrix A given by (1.3) satisfies the conditions (H1)–(H2). Let u be an
elliptic solution of the Dirichlet problem (1.1). Then we have the a priori estimate
(1.6) ∥u∥C2,α(Ω) ≤ C,
where C is a constant depending on n, α, c, f, u0 and ∂Ω.
The solution u in Theorem 1.1 is interpreted in the viscosity sense, see Definition 2.3. However, by
the uniqueness it is sufficient to assume that u is a smooth solution. The proof of Theorem 1.1 relies
on a local analysis of the geometry of sub-level sets of u near the boundary ∂Ω. In fact, we obtain a
more precise estimate (see Remark 4.2) that














where x, y ∈ Ω, d = |x− y|, ω(r) = ωf (r) +ωu0(r) is the total oscillation of f and u0 (defined in (4.12)
and (4.15)), and the constant C > 0 depends only on n, c, λ,Λ, supΩ |u|, and the modulus of continuity
of ∂Ω and u0 up to their third derivatives. The estimate (1.6) is then a consequence of (1.7).
We remark that the condition (H2), namely inequality (1.5), is not satisfied by the standard Monge-
Ampère equation in (1.2). However, we have some new observations of the property of this structural
condition, and by making use of them in this paper, we provide a different and simpler proof than
those in [24, 28]. It would be interesting to have an estimate like (1.6) under the degenerate condition
(H2w), which will be studied in our subsequent work. Besides the Dirichlet boundary condition (1.2),
another interesting boundary condition for the standard Monge-Ampère equation is the prescription
of the gradient image Ω∗ = Du(Ω) which is equivalent to an oblique boundary condition for elliptic
solutions. In this case the global regularity for smooth uniformly convex domain Ω and target Ω∗ was
obtained by Caffarelli [2], Delanoë [5] and Urbas [32]. For the general Monge-Ampère equation (1.1),
the corresponding boundary condition is the prescription of the target image Ω∗ = T (Ω) with T in
(1.4) which is the natural boundary condition in the optimal transportation problem. The global C3
regularity was obtained by Trudinger and Wang [31] under the degenerate condition (H2w). It would
also be interesting to ask for a sharp boundary estimate like (1.6) under the minimal hypotheses of the
inhomogeneous term f and boundary data.
The organisation of this paper is as follows: In Section 2, we introduce some terminologies and pre-
liminary results that will be used in subsequent context. In Section 3, we study the geometric properties
of the boundary sub-level sets by a delicate local analysis, where we only assume the inhomogeneous
term is positive and bounded. In Section 4, we establish a Pogorelov estimate on the boundary and
use a perturbation argument to obtain the estimate (1.7), and then prove the main theorem.
2. Preliminaries
In this section, we first introduce some notations and terminologies adopting from optimal trans-
portation in §2.1. Then we introduce two types of transformation in §2.2 and §2.3 respectively, namely
the boundary transformation flattening the boundary of domain Ω and the coordinate transformation
convexifying the sub-level sets of u, which are useful tools in our subsequent analysis. In addition, we
believe that these transformations will also be valuable in investigating the boundary regularities for
solutions of general Monge-Ampère equations (1.1) with other boundary conditions, for example the
above mentioned Ω∗ = T (Ω), which includes the nature boundary condition in optimal transportation,
geometric optics and more general prescribed Jacobian equations.
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2.1. Some terminologies. The following notions of c-support, c-convexity and c-normal mapping can
be found in [22] for more details.
Definition 2.1. Let u be a semi-convex function in Ω, namely u+C|x|2 is convex for a large positive
constant C. A c-support of u at x0 ∈ Ω is a function of the form
φ(x) = c(x, y0) + a0,
where a0 is a constant and y0 ∈ Rn such that
u(x0) = φ(x0),
u(x) ≥ φ(x), for all x ∈ Ω.
If for any point x0 ∈ Ω, there exists a c-support of u, then we say u is c-convex. If the graph of every
c-support of u contacts the graph of u at one point only, we say u is strictly c-convex.
Definition 2.2. Let u be a c-convex function. The c-normal mapping of u is a set-valued mapping N cu
given by
N cu(x0) = {y ∈ Rn : u(x) ≥ c(x, y)− c(x0, y) + u(x0) ∀x ∈ Ω}, x0 ∈ Ω.
For x0 ∈ ∂Ω, denote N cu(x0) = {y ∈ Rn : y = limk→∞ yk}, where yk ∈ N cu(xk) and {xk} is a sequence
of interior points of Ω such that xk → x0. For any subset E ⊂ Ω, denote N cu(E) =
∪
x∈E N cu(x).
Note that if u ∈ C1(Ω), by the condition (H1) and (1.4) for each x0 ∈ Ω, N cu(x0) = T (x0) is a
singleton, where T is given in (1.4). By the c-normal mapping we introduce a measure µu in Ω such





It was proved in [22, Section 3] that µu is a Radon measure if u is a potential function in optimal
transportation, where the initial and target measures can be regarded as fdx and dy, respectively.
In that case, the potential u satisfies equation (1.1) with an inhomogeneous term |detci,j |f . In this
paper, we regard the inhomogeneous term as a single function f , and it is more convenient to define
the generalised solution in the viscosity sense.
Definition 2.3. A c-convex function u is called a viscosity subsolution of (1.1), if for any c-convex
function φ ∈ C2(Ω) such that u−φ has a strict local maximum at some point x0 ∈ Ω, then there holds
det [D2φ(x0)−A(x0, Dφ(x0))] ≥ f(x0).
Similarly, a c-convex function u is called a viscosity supersolution of (1.1), if for any c-convex function
φ ∈ C2(Ω) such that u− φ has a strict local minimum at some point x0 ∈ Ω, then there holds
det [D2φ(x0)−A(x0, Dφ(x0))] ≤ f(x0).
Finally, a c-convex function u is a viscosity solution of (1.1) if it is both a viscosity subsolution and
a viscosity supersolution of (1.1). Furthermore, we say u is a viscosity solution of (1.1) with the
associated Dirichlet boundary condition if u ∈ C0(Ω) and u = u0 on ∂Ω.
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It has been shown in [18] that, even under the degenerate condition (H2w), the viscosity solution
is equivalent to the generalised solution of (1.1) in the sense of Aleksandrov, which is defined by a
measure preserving condition in terms of (2.1), see [22]. We remark that when a solution u is c-convex,
the matrix Mu := {D2u− A(·, Du)} is nonnegative definite and u is also called an elliptic solution of
(1.1).
Definition 2.4. A set of points ℓ ⊂ Rn is a c-segment with respect to a point y0 ∈ Rn if Dyc(ℓ, y0) is
a line segment in Rn; and a set U ⊂ Rn is (uniformly) c-convex with respect to another set V ⊂ Rn if
the image Dyc(U, y) is (uniformly) convex for all y ∈ V .
Suppose U is c-convex (or uniformly c-convex) with respect to y0, and 0 ∈ ∂U . In a local coor-
dinates, ∂U is given by xn = ρ(x
′) with Dρ(0) = 0 such that en is the inner normal at 0, where
x′ = (x1, · · · , xn−1). Denote γ the inner normal of Dyc(U, y0) at Dyc(0, y0). Then Dyc(U, y0) is convex
(or uniformly convex) if and only if
cij,ylγl + cn,ylγlρij ≥ 0 (or ≥ κ0 > 0).
Namely,
(2.2) cij,ykc
k,n + ρxixj ≥ 0 (or ≥ κ0 > 0),
where ci,j is the inverse matrix of ci,j . The formula (2.2) is the analytic expression of the c-convexity of
domains [30, §2.3]. By virtue of (2.2), one can see that for any given smooth function c, a sufficiently
small ball is uniformly c-convex, which was the case considered in [22]. However, for general domain Ω
in this paper, we need a further convexity assumption. In the following context, we say Ω is (uniformly)
c-convex if Ω is (uniformly) c-convex with respect to Rn.
Similarly we can define the dual notions c∗-segment, c∗-convexity of domains by exchanging x and
y. We refer the reader to [22, 30] for more detailed introduction of the above notions, but note that in
this paper we consider c-convex functions rather than c-concave ones therein.
Let u ∈ C1(Ω) be a c-convex function, we define the sub-level set S0h of u as follows.
Definition 2.5. Given h > 0 and x0 ∈ Ω, let φ = c(·, y0) + a0 be the c-support of u at x0, where the
constant a0 = u(x0)− c(x0, y0) and y0 = N cu(x0), we call
S0h,u(x0) = {x ∈ Ω : u(x) < φ(x) + h}
the sub-level set of u at x0 with height h. For simplicity, we denote it by S
0
h when x0 is a minimum
point of u.
2.2. Boundary transformation. Let Ω be a C3 domain. At each point x0 ∈ ∂Ω, there exists a small
ball B = B(x0) and a one-to-one mapping Φ from B onto D ⊂ Rn such that
(i) Φ(B ∩ Ω) ⊂ Rn+; (ii) Φ(B ∩ ∂Ω) ⊂ ∂Rn+; (iii) Φ ∈ C3(B),Φ−1 ∈ C3(D),
where Rn+ = {x ∈ Rn : xn > 0}, and ∂Rn+ = {x ∈ Rn : xn = 0}. We shall say that the diffeomorphism
Φ straightens the boundary ∂Ω near x0.
Assume that en is the unit inner normal of ∂Ω at 0 ∈ ∂Ω, and locally ∂Ω is given by xn = φ(x′)
with x′ = (x1, · · · , xn−1), where φ is a smooth function satisfying φ(0) = 0, Dφ(0) = 0. One can see
that the diffeomorphism Φ can be given by
(2.3) Φ(x′, xn) = (x
′, xn − φ(x′)),
which straightens the boundary ∂Ω near 0. In particular, we have
Φ(S0h ∩ ∂Ω) ⊂ ∂Rn+,
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for h > 0 sufficiently small such that S0h ∩ Ω ⊂ B.
Under the transform (2.3), let x̃ = Φ(x) and
ũ(x̃) = u(x),
c̃(x̃, y) = c(x, y).
(2.4)
We investigate how will this boundary transformation affect: (i) the Monge-Ampère equation (1.1);
(ii) the conditions (H1)–(H2) satisfied by the function c; and (iii) the c-convex properties.
Claim i: Equation (1.1) is invariant under (2.4).













δnkφij if i, j < n;
0 otherwise.
By differentiating ũ(x̃) = u(Φ−1(x̃)), we can obtain
(2.7) Dũ = Du ·DΦ−1,
and for any i, j = 1, · · · , n











where (DΦ−1)t is the transpose of DΦ−1.
Similarly, for the function c̃(x̃, y) = c(Φ−1(x̃), y) we have












for any i, j = 1, · · · , n.
Therefore, we obtain that
D2ij ũ−D2xixj c̃ =
[










From (1.4), the last term in (2.10) vanishes, and from (2.5) the determinant det (DΦ−1)t = detDΦ−1 =
1. Hence, there holds
(2.11) det [D2ij ũ−D2xixj c̃] = f̃ in S̃
0
h,
with f̃(x̃) = f(x), where S̃0h = Φ(S
0
h). By (1.3), this implies that the form of equation (1.1) remains
invariant.
Remark 2.1. This invariant may seem surprising at first sight. Because for the standard Monge-
Ampère equation
(2.12) detD2u = f,
6














However, in the case like optimal transportation the associated function c(x, y) = x · y for (2.12) will
also be changed according to the transform (2.4), namely c 7→ c̃,
c̃(x, y) = Φ−1(x) · y,
which is not linear in general. This implies that (2.13) is actually an optimal transportation equation
associated with the new cost c̃(x, y). Indeed, by (2.9)–(2.10) the second term in the matrix of (2.13)
will be eliminated from the change of the function c. Therefore, as an optimal transportation equation
(2.12) remains invariant associating with the new cost function c̃.
Claim ii: the new function c̃(x̃, y) = c(Φ−1(x̃), y) satisfies the conditions (H1)–(H2).








for all i, j, k = 1, · · · , n, and {gi,j} = {gi,j}−1 is the inverse matrix. By differentiations, we have the
following
c̃i = cαgα,i, c̃,i = c,i
c̃ij = cαβgα,igβ,j + cαgα,ij ,
c̃i,j = cα,jgα,i, c̃
i,j = ci,αgj,α,
c̃ij,k = cαβ,kgα,igβ,j + cα,kgα,ij ,
c̃i,jk = cα,jkgα,i,
c̃ij,kl = cαβ,klgα,igβ,j + cα,klgα,ij ,
where the indices α, β sum from 1 over n. Since the boundary function φ ∈ C3, the function c̃ is
sufficiently smooth in the above calculations. Since Φ is a C3 diffeomorphism and det {gi,j} = 1, the
condition (H1) holds. It suffices to verify (1.5), the condition (H2).
By the above relations,




= cp,qcαβ,pcq,rsgα,igβ,j + cα,rsgα,ij
= cp,qcαβ,pcq,rsgα,igβ,j + c̃ij,rs − cαβ,rsgα,igβ,j ,
(2.14)
thus we obtain that
(2.15) c̃ij,rs − c̃p,q c̃ij,pc̃q,rs = (cαβ,rs − cp,qcαβ,pcq,rs)gα,igβ,j .
Let ξ, η ∈ Rn with ξ ⊥ η. Denote ξ̃ = (ξ̃1, · · · , ξ̃n) with ξ̃α =
∑
i gα,iξi, for 1 ≤ α ≤ n, and
η̃ = (η̃1, · · · , η̃n) with η̃a =
∑
k g
k,aηk, for 1 ≤ a ≤ n. Then it is easy to see that ξ̃ ⊥ η̃. From the fact
that det {gi,j} = 1 and the condition (H2) in (1.5*), we have∑
i,j,k,l,p,q,r,s








which means the new function c̃(x, y) still satisfies the condition (H2).
Claim iii: ũ is c-convex with respect to c̃; Φ(U) is (uniformly) c̃-convex with respect to y0 if U is
(uniformly) c-convex with respect to y0.
It is obvious that under the transform (2.4), the function ũ is c-convex with respect to the new
function c̃, which can be seen from Definition 2.1. Alternatively, because the matrix in (2.10)–(2.11)
is non-negative definite, one can also infer the c-convexity for elliptic solution ũ of (2.11) from [30,
Corollary 2.1].
To see the c-convexity of domains is preserved by the transform (2.4), one can use (2.2). On the
boundary ∂Φ(U), c̃((x̃′, 0), y) = c((x′, ρ(x′)), y), by differentiation at (0, y0) we have
c̃ij,kc̃
k,n = cij,kc
k,n + ρij ≥ 0 (or δ > 0),
where i, j = 1, · · · , n− 1. This implies that Φ(U) is (uniformly) c̃-convex with respect to y0.
From the above observations, we conclude that locally the transforms (2.3)–(2.4) give us a new
setting of Dirichlet problem, where the function c̃ satisfies the conditions (H1)–(H2), and the function
ũ satisfies the equation (2.11) in the domain Φ(S0h) ⊂ Rn+, which has a flat part of boundary lies on
{xn = 0}.
2.3. Coordinate transformation. In this subsection we introduce a coordinate transformation, which
convexifies the sub-level sets and enables the normalisation process.
Let x0 = 0 be a fixed point on ∂Ω, and y0 = T (x0) = 0, where T is given in (1.4). Make the changes
c(x, y) −→ [c(x, y)− c(x, 0)]− [c(0, y)− c(0, 0)],
u(x) −→ [u(x)− u(0)]− [c(x, 0)− c(0, 0)],
(2.17)
such that the function c satisfies
(2.18) c(x, 0) = c(0, y) ≡ 0 ∀x, y ∈ Rn,
and the function u satisfies
(2.19) u(0) = 0, Du(0) = 0, u ≥ 0 in Ω.
The sub-level set S0h is now given by
(2.20) S0h := S
0
h,u(0) = {x ∈ Ω : u(x) < h}
for a constant h > 0.
Lemma 2.1. Assume that the function c satisfies conditions (H1)–(H2). The boundary of sub-level
set ∂S0h ∩ Ω is uniformly c-convex with respect to the origin.
This lemma was contained in [17] and essentially follows from the monotonicity formula in [21, 30].
As remarked in [17], it is not necessary to make any smoothness assumption on u. Since the treatment
therein does not depend on the bounds of D2u, one can use the approximation argument as therein.
Since the sub-level set S0h is c-convex with respect to 0, Dyc(S
0
h, 0) is a convex set. We make the
coordinate transform
(2.21) x → Dyc(x, 0)
so that the sub-level set S0h is convex, and from the c-convexity assumption, Ω becomes uniformly
convex simultaneously.
Under the transforms (2.17) and (2.21), equation (1.1) will become
(2.22) det [uij −Aij,pkplukul] = f,
8
in S0h and u = h on the boundary ∂S
0
h ∩ Ω, where Aij,pkpl = D2pkplAij satisfies (H2) and is uniformly
bounded. Note that one can directly verify that (2.22) is equivalent to (1.1) by Taylor expansion,
because under the above transforms there holds
(2.23) DpkAij(·, 0) ≡ 0, for all i, j, k.
See [17, §2] for more detailed calculations. Meanwhile, the sub-level set S0h has now the following
geometric property:
Lemma 2.2. By the coordinate transform (2.21), the sub-level set S0h ⊂ Rn in (2.20) is convex and
bounded.
3. Boundary estimate
In this section we investigate the local geometry of the boundary sub-level, which is crucial to the
proof of boundary regularity in the subsequent section. First is a tangential estimate
Lemma 3.1. Let u be a c-convex solution of (1.1) satisfying (2.19) and u = u0 on ∂Ω with u0 ∈
C3(∂Ω), where 0 ∈ ∂Ω is a boundary point. Assume that ∂Ω ∈ C3 and Ω is uniformly c-convex with
respect to 0. Then, there exists a constant µ > 0 such that
(3.1) µ−1|x|2 ≤ u(x) ≤ µ|x|2 on ∂Ω near 0.
Proof. The proof of (3.1) is standard, see for example [24, Proposition 3.2] and references therein. We
include it here for completeness. The second inequality is straightforward, thus it suffices to prove
the first inequality. Make the coordinate transform (2.21) such that Ω becomes uniformly convex at
the origin. Note that we may assume Di,jc(0, 0) = δij , and by Taylor’s expansion for each x in an
ε-neighborhood of 0
(3.2) xi 7→ Dyic(x, 0) = xi + cjk,i(tx, 0)xjxk, i, j, k = 1, · · · , n
for some t ∈ (0, 1). Hence, the transform (2.21) does not affect the inequality (3.1).
Without loss of generality, let en be the unit inner normal of ∂Ω at 0 and write x
′ = (x1, · · · , xn−1).
Since ∂Ω, u0 ∈ C3, we have
u0 = Q0(x
′) + o(|x′|3)
with Q0 a cubic polynomial. Note that u0(0) = 0 and u0 ≥ 0 on ∂Ω, which implies the constant and




i , with µi ≥ 0.
It suffices to show that µi > 0 for all i = 1, · · · , n− 1.
By contradiction, let µ1 = 0. For h > 0 small enough, the set S
0
h ∩ ∂Ω contains
{|x1| ≤ r(h)h1/3} ∩ {|x′′| ≤ ch1/2}
9
for some c > 0, where x′′ = (x2, · · · , xn−1) and
r(h) → ∞ as h → 0.
From Lemma 2.2, S0h∩Ω is convex. Let E be the minimum ellipsoid [13] enclosing S0h∩Ω and since Ω is
uniformly convex, the xn-diameter of E is larger than c̄|r1|2 ≥ c̄(r(h)h1/3)2, where r1 is the x1-diameter
of E and c̄ is a positive constant depending on ∂Ω. Hence
(3.3) |S0h ∩ Ω| ≥ c′(r(h)h1/3)3h(n−2)/2 ≥ c′r3(h)hn/2.
On the other hand, let v be a solution to detMv = inf f in S0h ∩Ω, where M is the matrix operator
in (1.1), and v = h on ∂(S0h ∩ Ω). If |S0h| > Chn/2 for some large C ≫ 1, we have inf v < 0. By the
comparison principle [22], we have inf u ≤ inf v < 0, which is a contradiction to inf u = 0. Hence we
obtain
(3.4) |S0h ∩ Ω| ≤ Chn/2.
However, this is a contradiction to the inequality (3.3) as h → 0. □
The following is an estimate of boundary sub-level sets along the normal xn-direction.
Lemma 3.2. Under the assumptions of Lemma 3.1, let en be the unit inner normal of ∂Ω at 0 and
locally ∂Ω is represented by xn = ρ(x
′) for a function ρ ∈ C3 satisfying ρ(0) = 0, Dρ(0) = 0, where
x′ = (x1, · · · , xn−1). For h > 0 small, denote
(3.5) dn(h) = sup{xn : x = (x′, xn) ∈ S0h ∩ Ω},
where S0h is the boundary sub-level set. Then we have
(i) C−1h1/2 ≤ dn(h) ≤ Ch1/2,
(ii) C−1hn/2 ≤ |S0h| ≤ Chn/2,
where C is a positive constant depending on n, c, u0, f and ∂Ω.
Proof. Let xh = κ(h)en for some κ = κ(h) > 0, be the intersection point ∂S
0
h ∩{x′ = 0, xn > 0} of ∂S0h
with the positive xn-axis. From (3.5),
(3.6) κ(h) ≤ dn(h).
Make the boundary transformation as in §2.2 such that S0h ∩ ∂Ω is flat for h > 0 small enough. From
(3.1), u satisfies
(3.7) µ−1|x′|2 ≤ u(x) = u(x′, 0) ≤ µ|x′|2,
in a neighbourhood of 0 on the boundary ∂Ω, hence ∂(S0h∩∂Ω) is pinched by two cylinders |x′| = µ−1h1/2
and |x′| = µh1/2.
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Then, we make the coordinate transform (2.21) by setting x 7→ x̃ = Dyc(x, 0) such that ∂S0h becomes
convex, see Figure 3.1. By (3.2), for each x in an ε-neighborhood of 0,
dist(x̃, x) ≤ Cε2,
where C depends on ∥c∥C3 . This implies that the image x̃ = Dyc(x, 0) stays in a neighborhood of x of
radius C|x|2. Therefore, x̃h = ((x̃h)′, x̃hn) satisfies |(x̃h)′| ∼ κ2 and x̃hn ∼ κ+O(κ2), and for h > 0 small
the boundary ∂(S0h ∩ ∂Ω) is contained in
(3.8) ∂(S0h ∩ ∂Ω) ⊂ {C ′1h1/2 ≤ |x′| ≤ C ′2h1/2, |xn| ≤ Ch}.
Denote ∂Sh := ∂(S
0
h ∩ Ω) = ∂1Sh ∪ ∂2Sh, where
(3.9) ∂1Sh = ∂S
0
h ∩ Ω; ∂2Sh = S0h ∩ ∂Ω.
Let πn be the projection over {xn = 0}, namely πn(x′, xn) = (x′, 0). From the c-convexity assumption
on Ω and (2.21), The projection πn(∂2Sh) is convex in Rn−1. Let dα(h) be the radius of the minimum
ellipsoid of πn(∂2Sh) along xα-axis, where α = 1, · · · , n− 1, [13]. By (3.8), we have
(3.10) C−1h1/2 ≤ dα(h) ≤ Ch1/2.




(3.11) |S0h ∩ Ω| ≥ δnΠni=1di(h) ≥ δnh
n−1
2 dn(h),
where δn > 0 is a constant depending on n. In fact, (3.11) is due to John’s lemma [13]. Let E be the
minimum ellipsoid of S0h ∩ Ω, |S0h ∩ Ω| ≥ δ′n|E| ≥ δnΠni=1ri, where ri ≥ di(h) is the xi-diameter of E,
i = 1, · · · , n. From (3.4), we obtain the second inequalities in part (i) and in part (ii).
Figure 3.1. Convexified sub-level set on boundary
It remains to prove the first inequalities in parts (i) and (ii). In the following we replace u by its
extension outside the domain Ω such that for x ∈ Ωc, the complement of Ω,
(3.12) u(x) = sup{c(x, y) + u(x0)− c(x0, y) : x0 ∈ Ω, y ∈ N cu(x0)}
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where N cu is the c-normal mapping of u in Definition 2.2, and replace the boundary sub-level set at
0 ∈ ∂Ω by
S0h = {x ∈ Rn : u < h}.
Recall that u(0) = 0 and Du(0) = 0, the c-support function c(x, 0) + u(0) − c(0, 0) ≡ 0 and thus the
extended u ≥ 0 in a neighbourhood of Ω
By (3.6), κ(h) ≤ Ch1/2. From the uniform convexity of ∂Ω and (3.1), κ(h) ≥ Ch, for some constant
C > 0 depending on the constant in (3.10) and ∂Ω. Hence, we have
(3.13) dn(h) ≥ Ch.
Denote
(3.14) dmax = max
1≤i≤n
{di(h)}, and dmin = min
1≤i≤n
{di(h)}.
From the above, we may assume that dmax ≃ h1/2, dmin = dn(h). Let the sup (3.5) attain at the point
ph ∈ ∂1Sh, by a rotation of x′-coordinates we may assume that ph = (ah, 0, · · · , 0, dn), for ah > 0. Let
qh = (qh,1, 0, · · · , 0, qh,n) be the point on ∂S0h ∩ ∂Ω such that qh,1 > 0. From (3.8) and (3.10) we know
qh,1 ≃ Ch1/2 and |qh,n| ≲ Ch. Let ℓ := ℓph,qh ∩ Ωc, where ℓph,qh is the straight line connecting ph and
qh. Denote ∂
cSh := {u = h} ∩ Ωc, then by convexity we have
(3.15) dist(0, ∂cSh) ≤ dist(0, ℓ).
Next we show that ah < C̄h
1/2 for a constant C̄ > 0, which will be needed in the subsequent
normalisation process. Otherwise, if ah > Kh









where the last inequality is due to dn(h) ≤ Ch1/2 and ah > Kh1/2. Hence,
(3.16) dist(0, ℓ) < CK−1h1/2.
On the other hand, in the two dimensional {x1, xn}-space we observe that since dn(h) ≤ Ch1/2 and
ah ≫ d1(h), the point ph is sliding far along the positive x1 direction, and moreover, since d1(h) ≤ Ch1/2
is bounded, as K → ∞, the sub-level set S0h is squeezed to almost parallel along x1-axis due to its
convexity. However, let x∗ ∈ Ωc ∩ {u = 0} close to the origin such that
dist(x∗, ∂cSh) < 2dist(0, ∂
cSh).
In a neighbourhood Bδ(x
∗) of x∗ the contact set {u = 0} contains a segment and x∗ is an interior point
of the segment, then by [17, Theorem 2] we have
0 ≤ u(x) ≤ C∗|x− x∗|2 in Bδ(x∗),
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where C∗ > 0 is a constant. This implies that dist(x
∗, ∂cSh) ≥ C
−1/2
∗ h
1/2, which can be seen as
increasing δ such that ∂Bδ(x
∗) touches ∂cSh at the first time. Therefore,







From (3.15), (3.16) and (3.17), K < 2CC
1/2
∗ and thus we obtain ah < C̄h
1/2 for some constant C̄ > 0
independent of h.
Now, let’s make a normalisation transform T = Th by
(3.18) u 7→ u/h, xi 7→ xi/di(h)


















and thus the coefficients Ãij,kl = h
didj
dkdl
Aij,kl are uniformly bounded.
Since ah < C̄h
1/2, after the normalisation T , U ⊂ {|x′| ≤ max{C̄/C ′, 1}} × [0, 1] is convex, where
C ′ is the constant in (3.8), and πn(U ∩ ∂Ω) is normalised (contained in a ball B1 and contains a ball
Br in Rn−1 such that 1/r ≤ C(n)). Recall that {u < 1} is convex. Denote C̃ = max{C̄/C ′, 1}, we have
(3.21) {u < 1} ∩ {xn < 0} ⊂
{
x ∈ Rn : |x′| ≤ 2C̃(|xn|+
1
2
), xn < 0
}
.
Consider equation (3.19) in the set
UK = {u < 1} ∩ {xn > −K},






x2n + 11δxn + δ,
for a small constant δ > 0, to be determined.
By calculation
w(0) = δ,(3.23)
w(x) ≤ δ − δK < −δ on {xn = −K},
w(x) ≤ 1 on {u(x) = 1},
by (3.21), provided K > 2. And by differentiation, we have



























where I is the n× n identity matrix. The matrix Mw is positive definite provided δK < 1/2C. Hence
we have detMw ≥ C ′δn > 0 for some different constant C ′.
Let U ′ = {u < w}, then 0 ∈ U ′. From (3.13), (3.23) and κ(h) ≥ Ch, which implies a Lipschitz
bound of u, there exists a positive constant r depending on δ such that the ball Br(0) ⊂ U ′, which







detMwdx ≥ Cδn > 0.














From (3.24) and (3.25), we then obtain the lower boundedness (Πdi)
2
hn ≥ C1 > 0. Therefore, by (3.10)
we obtain the first inequality in part (i). The first inequality in part (ii) then follows from (3.11). □
4. Proof of Theorem 1.1
In this section we first establish three lemmas analogous to those in the interior case [20], which will
be used to prove Theorem 1.1. We start with a Pogorelov type estimate in a half-domain. A similar
estimate for the standard Monge-Ampère equation was obtained in [24, 28].
Lemma 4.1. Let u ∈ C4(Ω) be an elliptic solution of
(4.1) det [uij −Aij(x,Du)] = 1 in Ω,
where Br(0)
+ ⊂ Ω ⊂ B1/r(0)+ for some constant r > 0 and Br(0)+ = Br(0) ∩ {xn > 0}. Assume that
Ω is uniformly c-convex, u = 12 |x
′|2 on ∂Ω∩ {xn = 0} and u = 1 on ∂Ω∩ {xn > 0}. Then we have the
estimate
(4.2) ∥u∥C4({u<1/2}) ≤ C,
where the constant C depends on n, r, ∥A∥C2 and supΩ |Du|.












occurs in the interior of F , where φ is the defining function of Ω, β, κ, τ are properly-chosen positive
constants, then this value is bounded by a constant depending on n, r, ∥A∥C2 and supF |Du|. It remains
to show that
|D2u| ≤ C on E := {xn = 0} ∩ {u < 3/4}.
Since u = 12 |x
′|2 on ∂Ω∩ {xn = 0}, it suffices to prove that the mixed derivatives |uαn| are bounded
on E with α = 1, · · · , n− 1. Define a linearised operator
(4.3) L := wij(Dij −DpkAij(x,Du)Dk),
where (wij) is the inverse of (wij) = (uij −Aij). Then
(4.4) Luα = 0, and uα = xα on {xn = 0}.
Fix x0 ∈ E. Define
(4.5) v(x) := xα − τxn + κφ− γ(u− ℓx0),
where ℓx0 is the c-support of u at x0, τ, κ, γ ≥ 0, and the defining function φ satisfies φ = 0 on ∂Ω
while φ < 0 in Ω. By the uniformly c-convexity of Ω, we have
(4.6) Lφ ≥ δ0wii
for a constant δ0 > 0, [31]. By computation, we have
L(u− ℓx0) = wij(wij + cij −Dijℓx0 −DpkAijDk(u− ℓx0))
≤ n+ Cwii,
L(xα − τxn) ≤ Cτwii,
where C > 0 is a constant depending on n, c and |Du|. By choosing κ large enough such that 12κδ0 >
C(1 + τ + γ), we have
(4.7) Lv > 0.
It is clear that v ≤ uα on {xn = 0} and v = uα at x0. On the remaining part of ∂{u < 3/4}, where
u = 34 , we consider two cases: (i), xn ≥ ε for some ε > 0. Since Ω ⊂ B1/r and supΩ |Du| ≤ C, by
choosing τ large enough we have v ≤ uα; (ii), xn < ε. We can restrict x0 within {u < 1/2}, then on
the boundary part that {u = 3/4}, u− ℓx0 ≥ σ0, where σ0 > 0 is a constant depending on the module
of convexity of u. Choosing γ large enough we have v ≤ uα on {u = 1/2}∩Ω. Similarly, we can obtain
v ≤ uα on {u = 3/4} ∩ Ω. Hence,
(4.8) v ≤ uα in {u < 1/2}, v(x0) = uα(x0).
This gives a lower bound on uαn(x0). Changing signs of τ, κ, γ, we can similarly obtain an upper bound.
The Monge-Ampère equation (4.1) is then uniformly elliptic in {u < 1/2} and by Evans-Krylov
theorem and Schauder estimate [6] we obtain the desired estimate (4.2). □
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Remark 4.1. In fact, the estimate in Lemma 4.1 holds in general uniformly c-convex domains. The
proof is essentially the same except that we work with the tangential derivative δα = ∂α + ρα∂n instead
of ∂α, where xn = ρ(x
′) defines the boundary of Ω near the origin with ρ(0) = ρα(0) = 0 for all
α = 1, · · · , n− 1. Moreover, we can remove the smooth assumption on u by an approximation process
and the results in [12] so that the estimate (4.2) holds for generalised solution of (4.1).
Lemma 4.2. Let u(m), m = 1, 2, be two c-convex solutions of (4.1) in E, where E = S01,u(0) ∩ Ω.
Suppose that ∥u(m)∥C4 ≤ C0. If |u(1) − u(2)| ≤ δ in E for some constant δ > 0, then we have for
1 ≤ k ≤ 3,
(4.9) |Dk(u(1) − u(2))| ≤ Cδ in E′,




























(2) − u(1))−Aij,pkDk(u(2) − u(1))],
where aij(x) =
∫ 1






ij ). By assumptions,
∥w(m)ij ∥C2 ≤ C0 for a different constant C0, and the matrices Mt = {(Mt)ij} are C2 smooth, positive
definite for all t ∈ [0, 1]. Hence from the equation (4.1), the operator
L = aij(x)(Dij −Aij,pkDk)
is linear and uniformly elliptic with C2 coefficients. By Schauder estimates for linear elliptic equations
[6], we obtain the estimate (4.9). □
Let u ∈ C2(Ω) be a solution of (1.1). Let x0 = 0 be a given point on ∂Ω. By subtracting a c-
support, from Section 2 we may assume that φ ≡ 0 is the c-support of u at x0. By making a coordinate
transform (2.21) we may also assume the sub-level set
(4.10) Ŝ0h := {x ∈ Ω : u(x) < h}





< 1} is the
minimum ellipsoid of Ŝ0h [13], where x̂ is the centroid of E and r1 ≥ · · · ≥ rn,. In the following we say
a convex set has a good shape if its minimum ellipsoid satisfies r1 ≤ c∗rn for some c∗ under control.
The constant c∗ is called a shape constant [36].
Lemma 4.3. Let u be a C2 smooth elliptic solution of (4.1) in Ω with Br(0)
+ ⊂ Ω ⊂ B1/r(0)+ for
some constant r > 0, u = h on ∂Ŝ0h ∩ Ω for a constant h > 0 and u = φ on ∂Ŝ0h ∩ ∂Ω, where φ is a
quadratic polynomial that satisfies
(4.11) µ−1|x|2 ≤ φ(x) ≤ µ|x|2 on ∂Ω.
Suppose that D2u(0) is the unit matrix (or uniformly bounded), then the domain Ŝ0h is of good shape.
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the minimum ellipsoid of ∂Ŝ0h ∩ ∂Ω, α = 1, · · · , n − 1. By (4.11), dα ≃ h1/2. Let the superimum
sup{xn : x = (x′, xn) ∈ ∂Ŝ0h} attain at the point ph ∈ ∂Ŝ0h ∩ Ω, by a rotation of x′-coordinates we
may assume that ph = (ah, 0, · · · , 0, dn), for ah > 0. From the proof of Lemma 3.2, ah < C̄h1/2
for a universal constant C̄ > 0. Make a linear transform T : xi 7→ xi/di to normalise Ŝ0h and let














By Lemma 4.1, |D2ū(0)| is uniformly bounded. Hence, by (4.2) C−1I ≤ D2ū(0) ≤ CI, where I is the
unit matrix. Hence, D2u(0) = T ′D2ū(0)T cannot be uniformly bounded, where T ′ is the transpose of
T , and we obtain a contradiction. □
We are now ready to prove Theorem 1.1:
Proof of Theorem 1.1. As above we assume φ ≡ 0 is the c-support of u at 0, so that u(0) = 0, Du(0) = 0,
and the set Ŝ0h in (4.10) is convex. From Section 3, Ŝ
0
h ⊂ BCh1/2(0). Choose h0 > 0 sufficiently small
such that Ŝ0h0 is compactly contained in B1(0).
Assume that near the origin ∂Ω is represented by xn = ρ(x
′) with ρ(0) = 0 and Dρ(0) = 0. Make
the boundary transformation as in §2.2 such that ∂Ω ⊂ {xn = 0} nearly the origin and Ŝ0h ⊂ Rn+ for
h > 0 small. Denote












u0(0). If u0, ∂Ω ∈ C2+α, then
ωu0(r) = O(r
α).
As in Section 3, let dα(h) be the radius of the minimum ellipsoid of ∂Ŝ
0
h∩∂Ω, where α = 1, · · · , n−1,
and dn(h) is defined by (3.5). From Lemma 3.2, di(h) ≃ h1/2 for all i = 1, · · · , n. We start with Ŝ0h0
and make a normalisation transform T = Th0 by letting
(4.13) u 7→ u/h0, xi 7→ xi/di(h0), i = 1, · · · , n.













where by Lemma 3.2 the coefficients Ãij,kl = hAij,kl
didj
dkdl
= O(h) and the right hand side f̃ = (Πdi)
2
hn f is
uniformly bounded. Hence, we may suppose h = 1 and Ŝ01 is normalised. Additionally, note that the
proof of Lemma 3.2 implies that sup∂Ω |Du| ≤ C, the matrix A in (4.14) satisfies the structure condition
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A(x, p) ≥ −µ0(1 + |p|2)I as in [12, (1.6)], therefore we have the global gradient bound supΩ |Du| ≤ C
thanks to [12, (4.5)].







where ϵ > 0 can be as small as we want, and
ω(r) := ωf̃ (r) + ωu0(r),
where ωf̃ (r) = sup{|f̃(x)− f̃(y)| : |x̄− ȳ| < r} is the oscillation of the inhomogeneous term.
The proof is based on a perturbation argument as for the interior case in [20]. The argument was
previously used by Jian-Wang [11] and Wang [37] for the standard Monge-Ampère equation and by
Wang [36] for uniform elliptic and parabolic equations.




ij − Ãij(·, Du(k))] = f̃k, in Sk,
u(k) = 4−k, on ∂1Sk,
u(k) = u
(k)
0 , on ∂2Sk,
where Sk := Ŝ
0
4−k,u
, ∂1Sk := ∂Ŝ
0
4−k,u

















−k − εk on ∂1Sk ∩ ∂2Sk such that the boundary data is continuous, where εk > 0
is a small constant and ε(k) → 0 as k → ∞. The solvability of (4.16) has been obtained in [12]. The
modification εk does not affect the following perturbation process.
For k = 0, u(0) is uniformly quadratic separated on the boundary ∂2S0. By Lemma 4.1, we have
∥u(0)∥C4(Ŝ0
3/4,u
) ≤ C. By a transform we assume that
(4.18) D2u(0) = I.
Let M denote the matrix operator on (4.14). Since u(0) ≥ u on ∂S0 and detMu(0) ≤ detMu in S0, by
the comparison principle in [22] we have u(0) ≥ u in S0. On the other hand, (u−1) ≥ (u(0)−1)(1+Cω0)












Ãij(·, (1 + Cω0)Du(0))
]









Ãij(·, (1 + Cω0)Du(0))− Ãij(·, Du(0)),
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from (2.23) and Ãij,kl = O(h), for any ε > 0, by choosing h > 0 sufficiently small such that










≥ f̃0(1− ε|D2u(0)|) ≥ (1− C̄ε)f̃0,
where the last estimate is due to that for classical solutions in [12]. Hence,
detM
[
(u(0) − 1)(1 + Cω0)
]
≥ detM(u− 1) in S0.
By the comparison principle in [22], we obtain
sup
S0








|u(1) − u(0)| ≤ Cω0.
Since S0 has a good shape, so does S1, that is Ŝ
0
1/4,u(1)
. It follows that ∥u(1)∥C4(Ŝ0
3/16,u(1)
) ≤ C. By
Lemma 4.2, we have
(4.19) |Dku(0)(x)−Dku(1)(x)| ≤ Cω0
for x ∈ Ŝ0
4−2,u(1)
, where 1 ≤ k ≤ 3. By Lemma 4.3, (4.19) implies that Ŝ0
4−2,u(1)
has a good shape. In
return, since |u− u(1)| ≤ Cω1, we have that S2 has a good shape.
By induction, we assume that Sk+1 has a good shape with constant c
∗ independent of k. We apply
the same argument to û(0)(x) := 4ku(k)(2−kx) and û(1) := 4ku(k+1)(2−kx), which satisfy the equations
det[û
(l)
ij − Ãij(2−kx̄, 2−kDû(l))] = f̃k+l, in Ŝk+l,
û(l) = 4−l, on ∂1Ŝk+l,
û(l) = u
(k+l)
0 , on ∂2Ŝk+l,
where Ŝk+l = 2
kSk+l = {x ∈ Rn : 2kx ∈ Sk+l} with l = 1, 2. By the above argument we obtain, similar
to (4.19)
(4.20) |Dγ û(0)(x)−Dγ û(1)(x)| ≤ Cωk
for x ∈ Ŝ0
4−k−2,u(k+1)
, where γ = 1, 2, 3. By re-scaling back, we have that
|D2u(k)(x)−D2u(k+1)(x)| ≤ Cωk.
Hence





for x ∈ Ŝ0
4−k−2,u(k+1)
, where C > 0 is independent of k. Estimates (4.21) and (4.18) imply that
D2u(k+1)(0) is close to the unit matrix. Hence by Lemma 4.3, Ŝ0
4−k−2,u(k+1)
has a good shape, and so
does Sk+2.
Therefore, we have









Hence |D2u(0)| ≤ C is uniformly bounded for a different constant C depending on h0. Therefore we
obtain, by the interior estimate in [20], that supΩ |D2u(x)| < C. This estimate implies that equation
(1.1) is uniformly elliptic. Hence the desired global C2,α estimate (1.6) follows from [1, 16, 23], see also
a renewed perturbation argument in [36, 37]. □
Remark 4.2. In fact, following the argument in [11, 20, 36] and Wang’s lecture notes [37], we can
obtain a more precise estimate (1.7). For completeness, we sketch the proof as follows: For any point
z ∈ Ω near the origin,
|D2u(z)−D2u(0)| ≤ |D2u(k)(z)−D2u(k)(0)|+ |D2u(k) −D2u(0)|+ |D2u(z)−D2u(k)(z)|
=: I1 + I2 + I3,
(4.23)
where k ≥ 1 such that 4−k−4 ≤ u(z) ≤ 4−k−3. We may assume that the point z lies either on the xn
axis or on the boundary ∂Ω, and will estimate Ii for each i = 1, 2, 3.
To estimate I2, by (4.21) and recall that ω(Ct) ≤ Cω(t),









To estimate I3, instead of considering sub-level sets at the origin, we consider those at the point z.
Let uz,j be the solution of
(4.25)
detMuz,j = infSz,j f̃ , in Sz,j ,
uz,j = u, on ∂Sz,j ∩ Ω,
uz,j = u
(z,j)
0 , on ∂Sz,j ∩ ∂Ω,
where Sz,j := Ŝ
0
4−j ,u(z) and aij =
∂2
∂i∂j
u0(z) in the definition of (4.17). Let
jk := inf{j : Ŝ04−j ,u(z) ⊂ Ŝ
0
4−k,u}.
Obviously jk ≥ k. By (4.22), u is uniformly c-convex and we also have jk ≤ k + l0 for some l0 ≥ 0
independent of k. Note that |uk−uz,k+l0 | ≤ Cωk. Applying Lemma 4.2 to uk and uz,k+l0 in Ŝ04−k−l0 ,u(z)
we have
(4.26) |D2uk(z)−D2uz,k+l0(z)| ≤ Cωk.
20
Similarly to (4.24) we have









Combining the above two inequalities we have the estimate for I3.
To estimate I1, denote hj = uj − uj−1. By re-scaling back the estimate (4.20) ,
|D2hj(z)−D2hj(0)| ≤ C2jωj |z|.
Hence,















Therefore, we obtain (1.7). We refer the reader to [36] and [11] for more detailed discussions.
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