Abstract. A class of neural models is introduced in which the topology of the neural network has been generated by a controlled probability model. It is shown that the resulting linear operator has a spectral measure that converges in probability to a universal one when the size of the net tends to infinity: a law of large numbers for the spectra of such operators. The analytical treatment is accompanied by computational experiments.
1. The network. It is known that neural networks exhibit a great deal of regularity. The topology of the network, which describes how its cells are connected to each other, seems to be genetically determined at least on a global level, so that the connections are certainly not completely random. On the other hand, the details of the topology may vary from individual to individual within the same species for higher animals. A model of such networks will therefore involve controlled probabilities for connection, where probabilities are not all the same but are controlled by distance and possibly other characteristics.
We shall investigate the spectral properties of networks based on such a model and viewed as linear operators. When a signal is applied to the network the response can be expressed in terms of the spectral properties of the operator, and we will show that the spectral measure converges for increasing size to a universal limit under weak conditions that will be made precise below.
The practical implication of this is that a law oflarge numbers]:orspectra exists for such networks, so that when the size becomes large the influence of the randomness in the ,topology will tend to zero. Before we begin the proof of this result (the theorem in 2) we shall make some preliminary observations. Our initial guess, based on these observations, was that the limit was a one-point measure, a single spike. Computational experiments indicated that this was not the case, however, and we are led to a quite different conjecture formulated in the theorem.
Let us consider a network consisting of two sets of nodes, the inputs enumerated by 1, 2,. ., n, and the outputs enumerated by ] 1, 2,. , m.
These nodes are the cells, the neurons, of the network. Synaptic connections are established between some of the/-nodes and some of the j-nodes. There are no connections between/-nodes and none between f-nodes.
Obviously real neural nets are quite heterogeneous and have a characteristic three-dimensional architecture. To simplify the analysis, which will not be easy anyway, we neglect heterogeneity and the three-dimensional aspect in this paper, and hope to return to the more realistic case in a later publication. I. This was, in fact, our first conjecture, that for n large enough, VV 7 with high probability was close to I. Since E((1/n)xsum of all eigenvalues of VVT) E((1/n)tr VVT") C,,, we were led to investigating the normalized operator W 1/ Cn VV7". We did this in a series of mathematical experiments in which we generated several V's and for each one plotted the eigenvalue distribution of W, hoping the eigenvalues would cluster around 1. They clearly did not, as can be seen from the graphs in Fig.  1 .3, so that we had to discard the conjecture. But we noticed the consistency between the distributions, which suggested to us that perhaps some other type of limit law was governing the eigenvalues.
It was then hypothesized that perhaps we could get W close to I if the connections diverged, V now being a n x dn matrix. Subsequent simulations seems to support this ( Fig. 1.4 
E V xll = 1 since for each k, Yi Pk C,, (see Fig. 1 .2). We also have
Pkli,Pk2i2XklXk2+3 Ilxll--Cn Since (1.6)-->0 as n-->o we can conclude that for n sufficiently large, and for x R" we can with high probability get I1(a/4-U.) Wxll 2 as close as we want to Ilxll 2. But this does not imply (1/4,)V 7" can be made nearly isometric. We should 
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Many of these terms are zero. It is clear we can do this at every step. Therefore (2.3)-nC. We introduce an essential tool that will enable us to get a recursion relation for {f(r)}r= 1. We call it clock notation. The basic notation is in Fig. 2 Since both terms go to 0 as n --> oo, we are done.
We generalize now to the case where the connections diverge by a factor of d -> 1. The matrix V (v u) will be n x dn.
As before we connect in a circular fashion. Recall that C is now d Eh Ph"
Given a row, when the probabilities are summed across the columns we get C.
Given a column, the sum of the probabilities across the rows is C/d (see Fig. 1 .
2).
We follow along the same way as in the case d 1 Fig. 2.3 can be represented by:
abacda. xx yy y Removing a Pajb and reducing to an s e Sr-1 corresponds to removing a symbol on one level whose two symbols next to it on the other level are the same, and then closing up the gap. For example, after removing 2-3 in Fig. 2.3 
..,r_>l.
Note. 
Since G(0) 1 we conclude that for z C in a neighborhood of the origin we have (2.20)
Note that because of the square root function in (2.19) we must be careful how we extend G analytically into C, that is, we must continue G on the right branch of the Riemann surface.
We determine the function (2.21) dp(t)= Y', f(r)(it)r by invoking the theorem (Titchmarsh [ 1] ) that says a(z)= E a,z", b(z)= Z b,z", 
where a and a2 (with a < a2) are given by
It is not difficult to see that 0<aa <d/(d-1) <a2. Therefore, for d ---2 (2.26) [2] , [3] led to the results which have some resemblance to our theorem. He investigated the limiting spectra of symmetric matrices having independent and symmetrically distributed (symmetric about 0) elements, all sharing a common second moment, and proved the famous semi-circle law. Wigner's work has been extended by Grenander [5] and Arnold [6] ; see also Dyson [4] .
In our situation we have dependent elements in the matrix that complicates the analysis. A partial result in this case can be found in Arharov [7] .
The simplest types of Toeplitz forms are those whose entries aij depend only on li-jl: a stationarity condition. Such matrices have been studied in depth and the limiting spectral measures are known (Grenander and Szego [8] ). In our case the matrix of probabilities generating the random matrix satisfies a stationarity condition and this might lead one to expect a relationship between the present analysis and Toeplitz theory. However, there seems to be no connection in substance.
As far as we know this is the first attempt to analyze randomly connected networks in terms of the spectrum they induce. We consider an ensemble (population) of organisms whose network topologies may differ drastically on the microscopic level. Our main result shows that in spite of this the global, spectral properties are essentially the same: for large networks the local randomness does not influence the spectral measure so that a law of large numbers has been established. This could be compared with the classical way of deriving thermodynamic laws from statistical principles applied to the underlying mechanical systems.
To continue this metaphor: it could be said that we have investigated only the situation of (statistical) equilibrium. Evolutionary situations on the other hand correspond, in our context, to learning and adaptation. We are currently investigating how the spectrum will develop in time in such cases.
We do not claim any biological evidence to support the information processing in the forward-backward manner implied by the W operator. Instead our study should be viewed as a "Gedanken-experiment," where a postulated controlled randomness generates the physiology of connections. A mathematical technique is then developed for the spectral analysis of the network. It is remarkable that although (under our hypothesis) two members of the species have little in common on the microscopic level, they tend to have the same spectrum. We believe that the technique used will be of value for more realistic models.
