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Abstract In this paper, a model-based approach is presented to quantify the effective synchrony 
between hippocampal areas from depth-EEG signals. This approach is based on the parameter 
identification procedure of a realistic Multi-Source/Multi-Channel (MSMC) hippocampal model 
that simulates the function of different areas of hippocampus. In the model it is supposed that the 
observed signals recorded using intracranial electrodes are generated by some hidden neuronal 
sources, according to some parameters. An algorithm is proposed to extract the intrinsic (solely 
relative to one hippocampal area) and extrinsic (coupling coefficients between two areas) model 
parameters, simultaneously, by a Maximum Likelihood (ML) method. Coupling coefficients are 
considered as the measure of effective synchronization. This work can be considered as an 
application of Dynamic Causal Modeling (DCM) that enables us to understand effective 
synchronization changes during transition from inter-ictal to pre -ictal state. 
The algorithm is first validated by using some synthetic datasets. Then by extracting the coupling 
coefficients of real depth-EEG signals by the proposed approach, it is observed that the coupling 
values show no significant difference between ictal, pre-ictal and inter-ictal states, i.e., either the 
increase or decrease of coupling coefficients has been observed in all states. However, taking the 
value of intrinsic parameters into account, pre-seizure state can be distinguished from inter-ictal 
state. It is claimed that seizures start to appear when there are seizure-related physiological 
parameters on the onset channel, and its coupling coefficient toward other channels increases 
simultaneously.  
As a result of considering both intrinsic and extrinsic parameters as the feature vector, inter-ictal, 
pre-ictal and ictal activities are discriminated from each other with an accuracy of 91.33% 
accuracy. 
Key words coupling, effective synchronization, seizure prediction, model-based connectivity, 
parameter identification 
1. Introduction 
Recently seizure prediction and detection based on EEG signals have attracted considerable 
attention. Some different bivariate and multivariate features have been shown to be powerful in 
discriminating seizure, pre-seizure and normal states. Synchronization between the signals of 
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different channels is one of the most predictive features applied in seizure prediction procedure. 
In fact, since seizure genesis has been attributed to abnormal synchronous firing of a large 
population of neurons, synchronization seems to be a suitable means for characterizing the 
seizure and pre-seizure states. In 2003, Mormann (Mormann et al., 2000; Mormann et al., 
2003) showed a decrease in phase synchronization between EEG channels minutes before 
seizure. Then, Winterhalder (Winterhalder et al., 2006) claimed that although the pre-seizure 
dynamical change of synchronization values in EEG signals can be used for seizure prediction, 
the pathogenic mechanisms may be different for every channel, and both decrement and 
increment of synchronization could precede epileptic seizures, depending on the structures 
underlying each channel (Le Van Quyen et al., 2005). Afterward, the evidences for suitability 
of synchronization measures have been found only in small subgroups of all possible channel 
combinations and even in some special sub-bands (Chavez et al., 2003). But, yet no significant 
pre-ictal changes in the EEG signals’ synchronization value have been reported (Jouny et al., 
2005). Studies about the pattern of EEG synchronizations before and during seizure is still 
under investigation (Mirowski et al., 2009). Although synchronization values have been found 
to be different in pre-ictal and inter-ictal states, it has yet to be proven that it is sensitive and 
accurate enough for clinical use (Schelter et al., 2006). The synchronization measure must be 
studied more carefully, because, there may be no significant relation between inter-relation of 
brain areas and seizure appearance. The fact is that there is still an ongoing debate about the 
hyper-synchrony (Franaszczuk and Bergey, 1999) or hypo-synchrony (Frei et al., 2010; Netoff 
et al., 2002) nature of seizure genesis process.  
In addition to the debate about the real hypo- or hyper-synchronous nature of the epileptic 
signals, there is also major disagreement about the measures used to quantify the amount of 
coupling between brain areas (Frei et al., 2010). Indeed, it is claimed that the aforementioned 
contradictory reports might be the result of using different methods of the synchronization 
quantification. Differences could also be attributed to different time and spatial scales being 
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studied. Conventional methods could measure statistical (functional) synchronization of brain 
areas, based only on the signals recorded from those areas. In (Ansari-Asl et al., 2006; 
Wendling et al., 2009), various developed methods in this context have been evaluated using 
different types of signals. It is shown that the performance of these methods depends essentially 
on the signal characteristics. Linear or nonlinear relation between signals and also the 
bandwidth of signals (narrow or broad) significantly influence the efficiency of these 
algorithms (Sakkalis et al., 2009), and none of the synchronization quantification conventional 
methods outperforms the others. In fact, these methods consider the signals from different 
statistical aspects such that each algorithm works well only for some types of signals (Ansari-
Asl et al., 2006). One of the most common pitfalls of conventional synchronization 
measurement methods is to find no relation between signals despite the presence of their 
effective synchronization in a narrow band of frequency (Ansari-Asl et al., 2005). Another 
pitfall is to consider signals that are generated by uncoupled systems as synchronous signals, 
because of their similar activity at some specific frequencies. These drawbacks occur because 
usually, conventional measures are calculated just from the observed signals without 
considering their underlying sources (Pikovsky et al., 2001).  
Recently, some attempts have been made to measure the effective synchronization between 
EEG signals based on utilizing a model of the underlying sources (Penny et al., 2009; David et 
al., 2006; Kiebel et al., 2006; Friston et al., 2012). Penny (Penny et al., 2009) supposed the 
signals as phase-coupled data and used a dynamic casual modeling (DCM) framework for their 
analysis: Dynamic phase changes of signals are attributed to the coupling variation between 
oscillators that generate signals. The best interrelation model of oscillators and the best 
parameters of the coupling have been obtained using the Bayesian approach. David et al., 
(2006) and Kiebel et al., (2006) used DCM for analyzing the evoked responses of brain to make 
inference about connectivity changes in the networks underlying EEG/MEG signals: 
Considering the brain as a network, and each area of the brain as a component of this network, 
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by using such approaches intrinsic and extrinsic connection parameters, propagation delays 
between areas, synaptic parameters that control the kinetics within an area, input parameters of 
the model, and spatial parameters of the sensors recording ERP signals have been estimated.  
As well as the deterministic DCMs, appropriate for ensemble average signals that are (in mean 
field limit) deterministic, such as ERP signals, some stochastic DCMs are developed (Li et al., 
2011; Friston et al., 2012). These stochastic DCMs can be used in order to quantify the 
effective synchronization of brain areas from random EEG signals in such a way that the 
functional synchronization (e.g., cross-spectral characteristics) of signals is preserved. In 
stochastic DCMs, endogenous or random fluctuations in unobserved (hidden) neuronal and 
physiological sources have been allowed (Li et al., 2011). In other words, in these models, in 
order to analyze the brain areas’ effective synchronization based on the observed signals, some 
hidden neuronal sources have been mapped to the observed EEG signals. This input/output 
mapping is usually done through some states, i.e. a state-space model. The hidden sources must 
be estimated (explicitly or implicitly) using a model inversion technique. Various attempts to 
perform the inversion more accurately (from observed signals to intrinsic and extrinsic 
parameters of model, and also the model states) have been undertaken. Generally the model 
inversion procedure has been done using Maximum Likelihood and/or Bayesian inference.  
As well, in this paper, we aim to estimate the effective synchronization values between brain 
areas, using the DCM concept based on a stochastic generative model (Stephan et al., 2010) of 
depth-EEG signals (Wendling et al., 2000). In this model, each area of the hippocampus is 
separately modeled as a Single-Source Single-Channel (SSSC) system (Wendling et al., 2000), 
in which the neural sub-populations interact with each other through inhibitory or excitatory 
relations; and source signal is modeled by a white Gaussian noise. The SSSC model output is 
the sum of subpopulations’ post synaptic potentials that resembles real depth-EEG signals 
neglecting the measurement noise. According to the dynamic causal relations of brain areas, 
this model is then extended to an Multi-Source Multi-Channel (MSMC) model in such a way 
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that the inter-relation between brain areas is comprised by taking the input of every area’s 
SSSC model equal to the delayed and scaled versions of the potential of all other areas, in our 
case the SSSC model outputs (David and Friston, 2003). Hence, the MSMC has two kinds of 
parameters: the intrinsic and extrinsic ones. The former are the parameters of the SSSC model, 
and the latter are their coupling coefficients. This model can appropriately imitate the behavior 
of multi-channel epileptic depth-EEG signals. Thus, it is possible to estimate these parameters 
underlying an observed multi-channel depth-EEG signal through an identification procedure, 
i.e., a model-inversion method.  
One useful property of the MSMC model is the one-to-one mapping between the hidden 
neuronal source underlying each channel of observed depth-EEG signal and the signal itself, 
for each value of its intrinsic parameters. This property enables us to perform the main part of 
the ML-based model inversion procedure with deterministic approach. This property resolves 
the requirement of approximating the model states at every value of the intrinsic parameters, 
and thus reduces the model inversion errors. In other words, in this work, by selecting the 
MSMC model, we removed the usual necessity to mean-field approximation (Li et al., 2011); 
i.e., assuming neuronal states and model parameters to be independent. Thus, with our 
technique, the hidden neuronal sources can be obtained deterministically. Nevertheless, since it 
is assumed that the hidden neuronal sources consist of a random fluctuation term to make the 
model stochastic, the ML method is required to find the most probable fluctuation term.  
Shortly, in the ML-based estimation procedure proposed in this paper, both the optimal 
intrinsic parameters of the areas and the effective synchronization values between areas are 
obtained according to the multi-channel EEG signals: the “coupling matrix” containing the 
coupling coefficients between all possible pairs of recorded signals, which are directional 
values, is a measure of brain effective synchronization. This measure is more realistic than the 
conventional functional synchronization measures, because the signal generation mechanism is 
considered in it.  
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Ultimately, according to the advantages of the “coupling matrix”, we expect it could eliminate 
the ambiguities about the role of synchronization as a seizure precursor. To our knowledge, the 
present work for the first time uses stochastic DCM concept to infer changes of effective 
synchronization during seizure genesis. 
The structure of the paper is as follows: At first, both SSSC and MSMC models and their 
output characteristics are described. Then, the ML parameter estimation algorithm for this 
model is illustrated and applied to synthetic depth-EEG signals to show the efficiency of the 
algorithm. Afterward, in order to obtain the coupling values between the possible pairs of the 
hippocampal areas underlying recorded depth-EEG signals of epileptic patients the proposed 
algorithm is applied to the signals available in Freiburg dataset. In the absence of the ground 
truth for the coupling values of the real signals, the small difference of the cross spectrum of 
the real signals and those of the corresponding estimated signals validates the efficiency of the 
algorithm. Then, according to this “coupling matrix” it is shown that effective synchronization 
of depth-EEG signals do not experience a significant difference during inter-ictal, pre-ictal and 
ictal states. So, the intrinsic values of the onset areas are considered, and it is shown that 
increment of the coupling coefficient of the onset areas towards other areas is an indicator of 
the future seizure, just when simultaneously, the onset areas have some special (seizure related) 
values of intrinsic parameters. 
2. Methods: Model of Hippocampus 
2.1. Local (SSSC) Model 
An area of the hippocampus containing sub-populations of pyramidal neurons and interneurons 
has been modeled in different manners. All subpopulation models use two transforms, a 
nonlinear static function, (.)S , followed by a linear dynamic one, whose impulse response is 
( )ah t  (Wendling et al., 2002); these two transforms respectively convert the average pre-
synaptic potential of that subpopulation, ( )v t , to the average firing rate, ( ) ( ( ))f t S v t= , (at the 
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synapse), and the average firing rate to post-synaptic potential, ( ) ( )* ( )ao t f t h t= , (at the soma), 
as shown in Figure 1. These sub-populations of hippocampus interact with each other through 
inhibitory or excitatory relations. The pyramidal neurons are always modeled to have only 
excitatory effect, i.e., they only have additive post-synaptic potentials; but the hippocampal 
interneurons, in different models, are modeled by different types of sub-populations. In reality, 
fast and slow inhibitory and also excitatory interneurons exist simultaneously. Considering all 
these three sub-populations of interneurons in the hippocampus ensures normal and epileptic 
activities, even the fast discharge activity at the model output (Da Silva et al., 1974).  
Hence, a neuronal population with four sub-populations (pyramidal cells, excitatory, fast and 
slow inhibitory interneurons) driven by a white Gaussian noise, which simulates the effect of 
hidden neuronal sources, can reproduce depth-EEG signals. In fact, the effects of other brain 
areas (hidden neuronal states) are simulated by a white Gaussian noise. In more realistic 
models, other areas of brain like thalamus are also involved. But, the scope of this paper is 
limited to a pure hippocampal model. This model is illustrated in Figure 2. As depicted in this 
figure, for each sub-population the basis structure shown in Figure 1 is present in the model. 
Impulse response of the pyramidal cells’ dynamic function is displayed by ( )ah t , and those of 
interneurons are displayed by ( )τh t , ( )bh t  and ( )gh t , respectively for excitatory, slow inhibitory 
and fast inhibitory interneurons. 
This local model of the hippocampus can reproduce a single channel depth-EEG signal (Da 
Silva et al., 1974) as the sum of subpopulations' post synaptic potentials. In fact, in this paper 
the measurement noise is not considered since the SNR of recorded depth-EEG signals is 
sufficiently high, i.e., the high SNR of depth-EEG signals allows us to accept the model outputs 
as recorded depth-EEG signals directly without any modification, even adding some 
measurement noise. 
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This model can be illustrated by the state space equations. The equation set (1) shows how the 
depth- 
EEG signals are built from the input ( )u t . The Ordinary Differential Equations (ODE) given in 
(1) represent a stochastic model due to its random input. Actually, it is just the model input that 
makes the model to be a stochastic one: because with zero hidden neuronal sources and with 
zero initial states, behavior of the model would be purely deterministic. Denoting the white 
Gaussian noise with ( )p t , the abovementioned facts about the model input can be written in the 
form of: ( ) ( )u t p t= . 0y  to 9y  are the states of the model, among which 1y , 2y  and 3y   
respectively stand for the excitatory, fast inhibitory and slow inhibitory post-synaptic potentials 
(EPSP, fast IPSP, slow IPSP) of the involved subpopulations (Figure 2). The nonlinear static 
function is a sigmoid one, i.e., 0( )0( ) 2 / 1 r v vS v e e − = +   . However, the Euler numerical method is 
accurate enough to solve these ODEs (David and Friston, 2003).
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(1) 
The adjustable SSSC model parameters that are excitatory gain, A , fast and slow inhibitory 
gains, B  and G , and pyramidal excitatory time constant, τ , are gathered in a parameter vector 
[ ,  ,  ,  ]θ A B G τ= , hereafter called “intrinsic parameters”. These parameters have been shown to 
be the most effective in modifying the activity type of the model output (Wendling et al., 2002; 
Shayegh et al., 2013). By changing the intrinsic parameters, θ , six types of activities can be 
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seen in the SSSC model output: normal background, sporadic spikes, sustained discharge of 
spikes, low voltage rapid activity, slow quasi-sinusoidal activity, and slow rhythmic activity. 
All of these activity types can be observed in the real normal or pathological signals (Wendling 
et al., 2002). The other parameters of linear system ( 1 7 to , , ,C C a b g ) and nonlinear function 
parameters ( 0 0,v  and e r ) take their standard values according to (Wendling et al., 2002). These 
constant standard values are presented in Table 1.  
It is noteworthy that although the dynamics of the model output signals are very similar to the 
real ones, this local model is not able to simulate the true dc value, and also the true range of 
depth-EEG signals. However, by normalizing the model output signals, the normalized depth-
EEG signals can be reproduced by the model. 
 
2.1.1. Characteristics of the SSSC model 
According to (1), the SSSC model represents a nonlinear dynamic system. Analysis of its 
behavior requires bifurcation analysis. In the bifurcation analysis, appearance of different 
activities at the model output (as a function of parameter values) is attributed to the variation of 
the kind of system’s equilibrium point, which may be a stable or non-stable fixed point or a 
limit cycle. Although this kind of analysis is beyond the scope of this paper, but it is 
noteworthy that for a few specific values of the parameter θ  there would be more than one 
attractor in the phase space of the SSSC model, such that beginning from different initial 
points, the trajectory of the system’s phase space may 
 
 converge to different attractors. In other words, for a particular value of θ , different activities 
may be seen at the model output. Excluding these rare situations, by considering zero-state 
response of the model (i.e., when initial values of the states are set to zero) for each value of θ , 
the relation between input and output sequences seems to be one to one. 
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Proposition- Suppose that we set zero initial value for the state signals of equation set (1), i.e., 
(0) 0, 0,1,...,9iy i= = . Equation set (1) defines a one to one relation, at each value of θ , between N -
point input and output signals. In other words, the defined N N→  relation is an injective 
function.  
 
Proof- In order to prove the one-to-one relation, we must show that: 
i) If 
1 2
1: 1: 1: 1:
1 2
N N N N
out out= ⇒ =u u y y . 
ii) If 
1 2
1: 1: 1: 1:
1 2
N N N N
out out≠ ⇒ ≠u u y y  
where N  points of the signal are considered as an N -dimensional vector. This is emphasized by 
the bold notation, e.g., 1:1 Nu  stands for the model input involving N  points of a white Gaussian 
noise; similarly 1:Nouty  stands for the model output. 
First, since filters of the model are linear at each parameter vector, and also (.)S  is an injective 
function and outy  is a linear combination of state signals, there is only one zero state response 
for each model input, and (1) is evident. Also, due to the abovementioned reasons, the model 
(1) is reversible. The equation set (2) shows the equations of the inverse model:  
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(2) 
According to (2), given two identical output signals 
1 2
1: 1:N N
out out=y y , the zero state responses of the 
model’s inverse system would be the same at each parameter value [ , , , ]θ A B G τ= , i.e., 
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1 1 2 2
1: 1: 1: 1:( ; ) ( ; )N N N Nout outθ θ=u y u y ; thus the second condition (ii) is satisfied; hence the equation (1) is a 
one-to-one relation.  □ 
 
It is noteworthy that in practice the equation sets (1) and (2) must be solved numerically. So it 
is important to choose a numerical method that does not destroy the one-to-one relation. The 
Euler method preserves this one-to-one relation, albeit after the convergence of the model 
outputs.  
2.2. Global (MSMC) Model 
As well as the single-channel depth-EEG signals, multi-channel signals can also be modeled. In 
order to generalize the SSSC model to a MSMC one, at first, each area of the hippocampus is 
separately modeled as the SSSC model (David and Friston, 2003). Then, the contribution of 
different areas of the hippocampus on the neuronal source of one area is modeled by adding 
delayed and scaled versions of the post synaptic potentials of other neural masses (i.e., other 
SSSC model outputs) to the neuronal source of that area (Shayegh et al., 2014; Shayegh et al., 
2013 ). Indeed, the input of each SSSC model is no longer a pure white noise, because a 
combination of other channels’ depth-EEG signals is added to it (David and Friston, 2003). 
Consequently, as shown in equation (3), the neuronal source of each area consists of a 
deterministic term (the effect of the other areas from which depth-EEG signal is recorded) and 
a stochastic term (random fluctuations): 
1
( ) ( ) ( ),     1,...,
M
j j ji i
i
i j
u t p t c O t t N
=
≠
= + =∑
 
(3) 
where ju  and jO  are denoted for the input and the normalized output signal of the j th SSSC 
model (i.e. j th area), respectively. The fluctuation term ( )jp t  at the input of j th area 
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represents the hidden influence of far areas of the brain whose activities are not recorded. 
Indeed, the contributions of these hidden sources are modeled by the white noise.  
In this paper, the delays of propagation between neuronal populations are neglected (this 
assumption is acceptable for nearby areas). The scales are represented by coupling coefficients 
jic  between pairs of depth-EEG signals. The parameter jic  is the weight by which i th area 
influences the input of the j th area and is called the extrinsic parameter of the model. A 
schematic representation of the MSMC model is shown in Figure 3. 
The parameters of an M -channel MSMC model (including both intrinsic and extrinsic 
parameters) can be formed as a (4 ( 1))M M× + −  dimensional matrix: 
 
1
1 1|
Θ | , ,  where 
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(4)
 
where jθ  is the intrinsic parameter vector of j th SSSC model. 
While the SSSC model was able to simulate the effect of changing the seizure onset channel’s 
intrinsic parameters on the seizure appearance (seizure initiation), via this MSMC model the 
propagation of seizure can be described. In fact, we suppose that seizures initiate in a few onset 
areas because of their intrinsic parameters’ variation and propagate to other (i.e., normal) areas 
because of the coupling between the areas. In other words, seizures do not propagate without 
coupling between areas, in such a way that there may be no clinical manifestations of seizures. 
However, it is yet not clear whether the coupling values change significantly before the seizure 
onset or not. 
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3. Methods: ML-estimation of MSMC Model Parameters 
As implied in section 1, the Maximum Likelihood method can be used to estimate (identify) 
both intrinsic and extrinsic parameters underlying the multi-channel depth-EEG signals. For 
each channel of depth-EEG signal, the conditional distribution of the fluctuations term (random 
part) of that channel’s corresponding source (i.e., its hidden neuronal states) must be 
maximized. Since these fluctuation terms are modeled by white Gaussian noise, for j th area, 
the conditional distribution can be written as: 
2
2
1:
( )
1:
1
1( , ) , 1,..., ,
( 2 )
k
j j
j
N
j
p
NN
j j ji NP kj
f p c e i M j i
µ
σθ
piσ
−
−
=
= = ≠∏
 
(5) 
where kjp  denotes for k th sample of the fluctuation term of the j th area's input, which is 
modeled by a white Gaussian noise with the mean jµ  and variance jσ . For the sake of 
generality, the mean and variance of different areas are assumed to be not similar.  
On the other hand, according to the one-to-one property of the function of each SSSC model 
(the proposition of section 2.1.1), the source underlying the recorded signal of j th channel can 
be obtained at any intrinsic parameter value jθ . This is done by solving the inverse ODEs; but 
before it, for each value of jθ , the normalized observed depth-EEG signal ( :1 NjO ) must be 
modified in such a way that the 1:
,
N
out jy  take the dc value and range equal to those of the SSSC 
model output at jθ . The input obtained in this manner for any intrinsic parameter value, jθ , is 
called 1: 1:
,
( ; )j
N N
out j jθu y . Since this source signal is modeled as (3), the fluctuations term of j th 
source can be written as follows: 
 
1: 1: 1: 1: 1:
, ,
1
ˆ ( ; , ) ( ; ) ,      1,..., ,j j
M
N N N N N
out j j ji out j j ji i
i
i j
θ c θ c i M j ip y u y O
=
≠
= − = ≠∑ (6) 
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By replacing (6) in (5), to identify all the unknown intrinsic and extrinsic parameters ( MΘ ) of 
j th channel, the optimization problem (7) must be solved:  
 
1: 1: 1: 2
,
1
2
,
1
( ( ; ) )
1
max exp ,        1,..., ,
( 2 )
j
j j
M
N N N
out j j ji i j
iN
i j
NC j jk
c
i M j i
θ
θ µ
pi σ σ
=
≠
=
 
 
− −
 
 
− = ≠ 
 
 
 
  
∑
∏
u y O
 (7) 
 
By taking the logarithm of the cost function (7), the optimization equation would be reduced to:  
 
( )
2
∆
,
1
,
1,
1: ;min ( , )
j j
N
out j j
N M
k k
j j j ji i j
θ C
k i j i
J θ C u cθ O µ
= = ≠
 
 
= − × − 
 
 
∑ ∑y
 
 
(8) 
 
It is noteworthy that by using the normalized depth-EEG signals, just the dynamics of the 
signal influences the cost function (8). Evidently, normalization destroys some useful 
information of signal that can be helpful in the identification procedure. However, if the SSSC 
model could reproduce synthetic depth-EEG signals with such dc and amplitude value 
consistent to the real signals, more information of the real EEG signals would be available to 
estimate the model parameters.  
 
3.1. Solution of the optimization problem  
Computing the derivative of the cost function (8) with respect to 1jic ,i , ,M ,i j= … ≠ , and then 
equating it to zero, leads to the following equation:  
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( )1: ,
1 1,
1 0
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 
 
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∑ ∑

y
 
 
(9)
 
Thus, for a given intrinsic parameter vector jθ , the relevant optimum values of coupling 
coefficients, *j jC (θ ) , are obtained by solving the following set of linear equations:  
 
1:
1 1 1 1 ,*
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*
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   × × ×    
    
    
   × = 
    
    
     × × ×   
      
∑ ∑ ∑
∑ ∑ ∑
…
    
…
y
y
  (10) 
 
The value of cost function (8) at these optimum coupling coefficients, i.e., *j j j j,J θ C θ( ( ))  is a 
function of intrinsic parameters that we call *j jJ θ( ) . But, minimizing *j jJ θ( )  is not possible 
through setting the derivatives to zero because it is not an explicit function of jθ . Instead, a 
search algorithm, preferably a full search one, can be used to find the optimum intrinsic 
parameter *jθ . Correspondingly, the * *j jC θ( )  will be selected as final value of the coupling 
coefficient vector.  
In summary, in order to simultaneously obtain the intrinsic parameters of each hippocampal 
area and the directional coupling coefficients between every pair of the depth-EEG signals 
(extrinsic parameters), it is sufficient to do the following steps for every channel, 1,...,j M= 
a. Normalize the signals to obtain 1:NjO  with zero mean and unit variance.  
b. For every jθ : 
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i) after rescaling and shifting the 1:NjO  by the predefined values for jθ , obtain 1: 1: ,( ; )j N Nout j jθu y  
ii) compute *j jC θ( )  through the following equation: 
1:
1 1 1 1 ,*
1 1 1 1
*
1:
1 ,
1 1 1
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( )
( ) ( ; )
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      × × ×   
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 (11) 
iii) define ∆* *( () , ))(j j j j j jJ θ J θ C θ= . 
c. find 
j
* *
j j j
θ
= arg minθ J θ( )  and let * * *j j j=C C θ( )   
 
Eventually, the coupling coefficients that constitute the off-diagonal elements of the M M×  
coupling matrix are taken as the depth-EEG signals’ effective synchronization measure.  
 
4. Validation of the Parameter Identification Algorithm  
The main question of this paper is whether the couplings coefficients between brain areas 
change significantly before and/or during seizure genesis and propagation, or whether they 
remain unchanged. Thus, at first, to ensure the efficiency of the coupling measurement 
algorithm, the abovementioned procedure for estimation of coupling coefficients is applied to 
some synthetic signals.  
The synthetic signals (of both seizure and normal type) have been generated by running the 
MSMC model. We supposed that for an epileptic patient, in the normal situations the intrinsic 
parameters of all areas of the hippocampus have values very close to the standard ones such 
that the SSSC model generates background EEG activity. As well, it is supposed that shortly 
before seizure occurrence, intrinsic parameters of some onset areas start to change gradually 
from their standard values to such values that can maintain sustained discharge of spikes, low 
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voltage rapid activity, slow rhythmic activity or quasi-sinusoidal activity on these areas, and the 
seizure then propagates to other areas of the hippocampus. 
As an illustrative example, a 5-channel signal is considered here (Shayegh et al., 2014). Areas 
one and four are assumed to be the onset areas. An example of both seizure-like and normal 
signals is shown in Figure 4. Synthetic signals shown in Figure 4(a) are of normal type. In the 
seizure relevant signals, shown in Figure 4(b), the first and fourth channels are the focal area of 
seizure. The other three channels just get the seizure activity from the focal areas (because of 
coupling), while their intrinsic parameters do not alter significantly. In other words, seizures 
spread though brain because of the coupling between its areas.  
In the present MSMC model, it is assumed that the parameters have constant values during an 
observed segment of signal, i.e., the probable variations of parameters are not considered. So 
this model is only suitable for generating short segments of depth-EEG signals, for which the 
constant assumption of the parameters is physiologically justifiable. 
The intrinsic parameter vectors underlying the five EEG channels shown in Figure 4(a) and 
4(b) are displayed in Table 2, respectively, in super-rows 1 and 2. Extrinsic parameters of these 
signals, i.e., coupling coefficients between channels, are displayed in Table 3. In Table 3 each 
coupling coefficient jic  corresponds to the weight by which i th area influences the j th area ( j  
and i  are indexes of row and column, respectively). The coupling coefficients are selected to 
be asymmetric. 
Each signal shown in Figure 4 is the result of running MSMC model just one time. In order to 
be able to do statistical analysis 199 other times, further synthetic signals are simulated with the 
values of first and second super-rows of Table 2 and Table 3. These datasets, each containing 
200 signals, are called Dataset I and II.  
By using the proposed algorithm described in section 3.1, for each synthetic signal of Datasets I 
and II the intrinsic and extrinsic parameters have been identified simultaneously. As a result, 
the mean and variance of the identified intrinsic and extrinsic parameters (for 200 runs) are 
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summarized in Tables 2 and 3, respectively. The identified parameters are very close to the 
original ones. For some values of θ  the minimum of the cost function )(*j jJ θ is clearly distinct, 
such that in all 200 cases the identified parameters are exactly the same as  the true ones, and 
there is zero variance. For other cases, the small bias and variance of the estimated values, 
which is evident from Tables 2 and 3, validates the efficiency of the identification algorithm. In 
other words, the identification algorithm appears to be able to effectively estimate the real 
value of both intrinsic parameters and coupling coefficients. To investigate the repeatability of 
the appropriate efficiency of the algorithm for different the intrinsic and extrinsic values, the 
abovementioned procedure has been repeated for three other sets (Datasets III to V). Each of 
these datasets contains the signals brought forth by 200 different runs of the MSMC model 
signal with different set of intrinsic and extrinsic parameters. It must be emphasized that no 
special limitations are considered in selecting these parameters, i.e., signals were allowed to 
have any type of activities. The details of these parameters are not given in detail, but a 
summary of the identification algorithm’s performance in estimating the parameters of all five 
datasets is displayed in Figure 5. In this figure, the bias and variance ranges of the estimations 
made for different intrinsic and extrinsic parameter values are rendered respectively in Figure 
5(a) and (b). To be more specific, intrinsic parameters of all channels are shown altogether. 
Also, coupling values of every channel toward other channels are displayed together. The small 
values of the bias and variance for different amounts of parameters, as shown in Figure 5, 
imply that all of the parameters are accurately identified. Now, it is safe to mention that the 
proposed algorithm can successfully identify both intrinsic and extrinsic parameters, regardless 
their values. However, since the step (c) of the algorithm is an optimization algorithm, which is 
done using a full-search method on 4-D intrinsic parameter ( jθ ) space, it takes too much to run 
the algorithm, i.e. practically the algorithm cannot be an online algorithm.   The algorithm is 
now ready to be applied to real signals to estimate their coupling coefficients. 
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5. Implementation the Identification Algorithm to Real depth-EEG Signals 
 
5.1. Real Signals 
In this work, depth-EEG signals of FSPEEG database1 (Shelter et al., 2006), recorded from 
eleven patients suffering from temporal lobe epilepsy are considered for investigation. 
Information about the recording procedure of FSPEEG data is given in http://epilepsy.uni-
freiburg.de. In this database, the inter-ictal and ictal activities are available as separate records. 
The ictal activity records contain signals from a few minutes before seizure onset to 
approximately five minutes after seizure termination. 
The onset and termination times of each seizure are also indicated in the database. The number 
of recorded depth-EEG signal channels varies for different patients; therefore, in order to obtain 
comparable results, we only use the signals from six patients (among the eleven patients) for 
whom at least three depth-EEG channels are available. Configuration of the selected three 
channels is such that they include two in-focus channels and one out-of-focus channel.  
It is noteworthy that the drawbacks of using such few channels is compensated by inserting the 
fluctuation term in the hidden neuronal sources of MSMC model as the contribution of the 
hippocampus areas that do not participate in the recording procedure. Thus our method does 
not lose the generality. 
In the FSPEEG database three types of activities are considered for investigation: inter-ictal 
activity signals are selected from the inter-ictal records. Pre-ictal activity signals are chosen 
from the signals occurring 30 minutes before the seizure onset time up to the seizure onset. 
Finally, ictal activity signals are selected from the signals between seizure initiation and 
termination times. As an example, the positions of the electrodes installed in a patient’s 


 http://epilepsy.uni-freiburg.de
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hippocampus, and two segments of the three-channel ictal and inter-ictal records are displayed 
in Figure 6. 
 
5.2. Duration of the identification window  
In this paper, in order to obtain the coupling matrices corresponding to different activities, ictal 
and pre-ictal activity signals of three seizures and about three hours of the inter-ictal activity 
signals of each patient are analyzed. These signals are divided into segments with short 
duration to be applied in the identification algorithm. This duration must be long enough to 
cover the dynamics underlying three abovementioned depth-EEG activities. On the other hand, 
it should not be so long that the assumption of constant parameters along that segment does not 
hold. Different durations of signals were investigated: one-second, two-second, five-second and 
ten-second. The identification algorithm is applied to these short segments of signals 
consecutively.  
Actually, for real depth-EEG signals no ground truth is available to determine whether the 
model parameters are correctly identified or not. Although the value of the cost function (8) 
(that is proportional to likelihood) can be considered as an important criterion, it cannot 
indicate the identification performance completely. A more appropriate approach is to 
reproduce the observed signals via driving the MSMC model by the identified parameters and 
compare some features of both observed and reproduced signals. In this paper cross spectrum 
of pairs of signals is taken as a practical criterion that shows how well the model parameters 
underlying signals are identified (Li et. al., 2011).  
For all three activity types, in the sense of Mean Square Error (MSE), the smallest amounts of 
difference between the cross spectrum of real and reproduced signals are obtained by using 
“one-second” segment of signals. These average different values are about 0.02±0.005, 
0.04±0.007, and 0.02±0.01 respectively for inter-ictal, pre-ictal and ictal activities that validate 
the estimated parameter values. In fact, for the segments longer than one second, the 
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assumption of constant parameters is not acceptable. On the other hand, according to the 
frequency content of depth-EEG signals, one-second duration is sufficient to be used in 
parameter identification algorithms. In Figure 6 an example of one-second signal of each 
activity is also shown.  
 
5.3. Results of the identification algorithm  
The resultant spectral plots of a one-second signal of the ictal activity and those of its 
corresponding reproduced signal are compared in Figure 7. Similarity of the cross spectra of 3-
channel real and reproduced depth-EEG signals is evident from Figure 7. It means that the 
identified (both extrinsic and intrinsic) parameters are reliable.  
Although one-second duration is selected to be the best, some small differences between the 
spectra are still seen in Figure 7. These errors may be related to the assumed constant value of 
parameters, neglecting delays in the model and also the unavoidable modeling errors. 
As an example of the identification outcome, the estimated signals corresponded to two 10-
second segments of inter-ictal and pre-ictal activity signals are displayed in Figures 8a and 8b. 
The estimated signals are not exactly similar to the real ones, but since the dynamics of real 
signals are imitated properly, the synthesized signals are acceptable replica of the real world 
(the average value of difference of real and reproduced signals’ cross spectra is about 0.026). 
For each 1-second segment of signal both identified intrinsic and extrinsic parameters are given 
in the figure: intrinsic parameters are shown above each channel, and the coupling matrices are 
shown below the figure. 
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6. Results: Assessment of different activities’ parameters  
 
6.1. Discriminant analysis of extrinsic (coupling) parameters 
At first, only the obtained coupling matrices are considered to indicate whether the 
hippocampal effective synchronization pattern has significant characteristics before seizure 
occurrence or not.  
To this order, according to the coupling matrices obtained for the background activity (inter-
ictal signals) of each patient, two onset channels are sorted. This ordering is done such that on 
average, the channel with the most dominant coupling coefficient toward the other onset 
channel becomes the first one. Then, the sorted coupling matrices of each activity are averaged 
over all segments of the same activity. Three average coupling matrices obtained in this 
manner, are given in equation (12). Components of these matrices are the measure of effective 
synchronization between depth-EEG channels. For each matrix, the ijth components of the 
matrices ( ijc , i j≠ ) indicate the influence of the jth channel on the i th channel. The indices 
i = 1,2
 and j = 1,2  correspond to the master and slave in-focus channels, while i = 3, j = 3  stand 
for the out-focus channel: 
 
inter
pre
ictal
2.42 1.93
1.45 1.85
0.67 2.14
1.54 1.84
1.35 1.10
2.00 1.58
1.13 2.92
2.12 2.36
1.96 1.45
M
M
M
 −
 
 = − 
 − 
 −
 
 = − 
 − 
 −
 
 = − 
 − 
 (12) 
 
The variance matrices of each activity type are also obtained. The components of the variance 
matrices are not trivial, so that the mean coupling matrices, (12), may not be very informative.  
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Box plot diagrams of Figure 9 show the statistical characteristics of coupling variation during 
transition to seizure. Each diagram stands for a component of the coupling matrix. The median 
values of components are shown by small horizontal lines, and the inter-quartile ranges are 
displayed by the length of each box. Although the median values of each component are 
different for inter-ictal and pre-ictal activities, these measures cannot suitably discriminate 
between different activities because of their large variance.  
To be more precise, a Quadratic Discriminant Analysis (QDA) classifier is used to indicate the 
separability of different states. In the discriminant analysis, all six components of the matrix are 
applied as a feature vector. The performance of the classification procedure is evaluated with a 
10-fold cross validation algorithm using 100,000 segments of signals. Distribution of these 
segments over three classes (inter-ictal, pre-ictal, and ictal) is reported in Table 4. The average 
percentages of discrimination between pre-ictal/inter-ictal/ictal states are shown in Table 4, in 
the form of a diffusion matrix.  
Since the ideal normalized confusion matrix is the identity matrix, the accuracy of recognizing 
the pre-ictal activity is defined as the mean of diagonal elements of the confusion matrix. This 
accuracy is about 81.42%, for which specificity in pre-ictal state detection is 98.67%, but the 
sensitivity is about 56.11%, which is not acceptable.  
As well as all six components of the coupling matrix altogether, every component of that 
matrix are used as the feature, one by one, to determine their importance. Their relevant results 
are given in Table 4. It is evident from Table 4 that the best effective coupling coefficients are 
31c  and 12c , respectively.  
This low accuracy of discrimination, as well as the vast variety of coupling coefficients in three 
states, can be attributed to the fact that seizures can progress with various coupling patterns in 
different patients. The same result is also obtained for each patient separately (not shown in this 
manuscript), i.e., even for individual patients the large variances of coupling values and low 
accuracies of activity separation are observed. This means that the variation of coupling 
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patterns is not specified to the ictal and pre-ictal activities. For example, during different 
vigilance states of normal activity the hippocampal coupling values can also change. 
 
6.2. Clustering the Intrinsic Parameters 
Through the abovementioned parameter identification procedure, intrinsic parameters of each 
channel have also been obtained. In this section, we want to evaluate whether these parameters 
have useful information about an ongoing seizure.  
Hence, to indicate the differentiations in the space of the intrinsic parameters of each channel 
( j j j j jθ A B G τ =    ), a simple clustering scheme is considered here. An attempt is made to 
cluster the intrinsic parameters of each channel according to the k-means algorithm. For each 
channel the number of groups, k, is selected as the number for which the squared Euclidian 
distance between groups is minimum. As a result, intrinsic parameters of two onset channels 
are clustered into three groups; but for the non-onset channel only one cluster is recognized. 
These observations correspond to the fact that intrinsic parameters of the non-onset channels do 
not change significantly and the variation of their activities are only due to the coupling from 
onset channels. 
To see whether the clustering of intrinsic parameters of onset channels can separate different 
activity types (pre-ictal/inter-ictal/ictal), Table 5 is prepared. Low discriminant power of this 
clustering approach implies that different activity types are not appeared with significantly 
different values of intrinsic parameters.  
 
6.3. Discriminant Analysis of both Extrinsic and Intrinsic Parameters 
Although it is shown that the hippocampal coupling pattern cannot indicate the pre-ictal 
activity, we can use the fact of the propagation of pathological state through all areas of 
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hippocampus, i.e., appearance of seizure state on the non-onset channels without any variation 
in their intrinsic parameters, to enhance the performance of activity discrimination.  
Actually when it is assumed that two different events are responsiple to occur before a clinical 
seizure: i) intrinsic parameters of the onset channel take some special values, ii) the onset areas’ 
coupling coefficients towards non-onset areas should be increased in such a way that other 
channels could pursuit it, pre-ictal state can be recognized more accurately. This assumption 
can be interpreted as follow: there are many situations in which the first event occurs, i.e., the 
onset channels may tend to experience seizure, but because of their insufficient coupling 
towards other areas, the seizure would be halted, and clinical manifestation of seizure will not 
be seen. Also, there are many situations in which the hippocampal coupling is high, but there is 
not a pre-seizure state to be propagated through brain: maybe, not only the pathological 
activities, but any other activity requires high coupling values to be propagated through brain.  
Based on the abovementioned scenario, it seems that taking the intrinsic physiological 
parameters of the onset channels, besides coupling parameters, into account may provide a 
considerable amount of useful information.  
In this section, by adding the information about the groups to which signals of two onset 
channels belong, to the “coupling matrix”, the discriminant analysis is repeated. The results are 
rendered in Figure 10 and Table 6.  
In Figure 10 just the role of combining the information about groups of first onset channel to 
two elements of the coupling matrix ( 31c  and 12c ) are reported. In this figure, an effort is made 
to graphically show that the cluster type helps the coupling coefficients to appropriately 
separate different activities. In Figure 10 the coefficients 31c  and 12c  extracted from depth-EEG 
signals are plotted versus each other. Three clusters of the first onset channel are differentiated 
by different markers: star (*), circle (o), and cross (x). Also, the activity of pre-ictal, inter-ictal, 
and ictal segments are respectively specified by red, blue and black colors.  
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It is evident from Figure 10 that coupling values of three activities are intermingled; on the 
other hand, some inter-ictal and pre-ictal segments have the same cluster type. However, when 
both the cluster types and coupling values are considered, the activity classification errors will 
be negligible: Pre-ictal activity (red color) is almost completely indicated by the ‘o’ cluster 
type, amounts of 31c  larger than 0.045, and amounts of 12c  smaller than 3.8. Inter-ictal activity 
(blue color) is indicated by the ‘x’ cluster type or the ‘o’ cluster type, amounts of 31c  smaller 
than 0.045, and amounts of 12c  larger than 3.8. Ictal states are completely characterized by the 
‘*’ cluster type. In the same way, other coupling values and cluster number of second onset 
channel can help to increase the pre-ictal/inter-ictal discrimination accuracy. In Table 6 the 
results of the 10-fold cross-validation algorithm are summarized. The feature vector contains 
all components of the coupling matrix and the cluster types of two onset channels, obtained 
according to their intrinsic parameters. The activity classification performance is reported in the 
form of a confusion matrix in Table 6. The accuracy, defined as the mean of diagonal elements 
of the confusion matrix is about 91.33%. The sensitivity of pre-ictal detection versus inter-ictal, 
that is the main goal of seizure prediction, is 93.51%, and the corresponding specificity is 
86.38%. 
 
7. Discussion 
According to the demonstrated results in section 6.1, the most specific increment of effective 
synchronization value was seen in the c31 parameter, for all six patients. This observation can 
be interpreted as a hypothesis that increment of effective synchronization before seizure is 
localized to some limited area of brain, which is mainly directional, from an onset area to non-
onset ones. This hypothesis is consistent with the seizure prediction methods that try to find the 
optimized channels for which effective synchronization values have more discriminative 
28 
information. However, in this paper it is proposed that finding such informative channels would 
be much easier, if “effective synchronization values” have been extracted from signals.  
Furthermore, according to the results reported in section 6.3, it can be discussed that although 
variation of the amount of effective synchronization between other channels are not 
significantly specific, i.e. pre-ictal state cannot be characterized by neither increment nor 
decrement of effective synchronization values, but some events occur uniquely before 
appearance of a seizure: simultaneous change of onset channel’s intrinsic parameters to 
maintain seizure-like activity, and increment of that onset channel’s coupling value toward 
non-onset channels. Taking this suggestion as a property of seizure generation, pre-seizure state 
has been properly discriminated from inter-ictal state. 
  
8. Conclusion 
In this paper, in order to accurately measure the effective synchronization value between 
different signals of depth-EEG data, a new algorithm based on a computational multi-channel 
model is introduced. However this algorithm could be applied easily on the real multi-channel 
depth-EEG signals, for real depth-EEG signals there is no ground truth to decide whether the 
model parameters are correctly identified or not. Although the value of the cost function (8) 
(that is proportional to likelihood) can be considered as an important criterion, but it cannot 
completely indicate the identification performance. Nevertheless, the parameters identified for 
the observed signals were used in the MSMC model to reproduce them, and then the cross-
spectra of pairs of both observed and reproduced signals were compared. The small differences 
between the cross spectra of 3-channel real and reproduced depth-EEG signals (an average 
value about 0.026) imply that effective synchronization of different coupled signals have been 
obtained more accurately than previous methods, which just measure the value of functional 
(statistical) synchronization (Shayegh et al., 2011).  
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Although in previous works it is claimed that synchronization of the signals is different for 
inter-ictal and pre-ictal or ictal states, from the point of this effective synchronization measure 
and by using FSPEEG database signals, it was found that the coupling matrices cannot suitably 
discriminate between these activities, because the amount of effective synchronization between 
depth-EEG channels has high inter- and intra-patient variations during a specific activity. The 
best accuracy obtained with QDA was about 81.42%, with a slight sensitivity in recognizing 
the pre-ictal state.  
On the other hand, intrinsic parameters of the signals are not significantly different for pre-
ictal/inter-ictal activity types. However, by taking both the intrinsic parameters of the onset 
channels and coupling parameters into account, detection of both pre-ictal and ictal states could 
be done with higher accuracies (91.33%). In fact, we concluded that coupling between brain 
areas may be changed in different vigilance and focus states as well as pathological states, but 
only simultaneous appearance of pathological state on the onset channel, increment of coupling 
coefficients from onset areas to non-onset ones, and decrement of coupling coefficients toward 
onset channels is restricted to the time before a seizure occurrence.  
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Figure 1. Structure of the neurons as a basis 
sub-population of the EEG models, the 
nonlinear static function followed by a linear 
dynamic transform, respectively at the synapses 
and soma of the neurons. Accordingly, 
( ) ( ( ))f t S v t=  and ( ) ( )* ( )o t f t h ta= . 
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Figure 2. Organization of the SSSC model: Relation of excitatory neurons (both 
pyramidal cells and interneurons), slow, and fast inhibitory interneurons (the grey 
rectangle denotes this group of interneurons with its inward and outward 
connections) are shown. ( ) ( ), (, ) ( ), ga bt t th h h h tτ  are the impulse response of these systems 
respectively, a, b, g and τ  are the time constants of the impulse responses, and A, 
B and G are their relevant synaptic gains (from (Wendling et al., 2002)).  
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Figure 3. Schematic representation of the multi-channel model. The coupling between 
areas is modeled by the scaled versions of the outputs of different areas into the input of 
one area. Each kR  block is equivalent to a SSSC model shown in Figure 2. 
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(a)                                                                                                 (b) 
Figure 4. Example of (a) normal and (b) seizure-like signals, respectively synthesized via running the 
MSMC model by the parameters of the first and second super column of Tables 2 and 3.  
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(a)                                                                                          (b) 
Figure 5. The results of identifying the parameters of five synthetic datasets, I to V, are summarized 
in this figure, in the form of (a) the bias and (b) the variance of the estimated values. To be more 
specific, intrinsic parameters of all channels are shown altogether. Also, coupling values of every 
channel toward other channels are displayed together. 
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(c) 
Figure 6. Exemplar multi-channel depth-EEG signals of patient 4 in FSPEEG database. (a) 
Electrode position (a), (b) about 80 seconds of the inter-ictal record’s signals, and (c) about 400 
seconds of the ictal record’s signals. Three one-second signals of inter-ictal, pre-ictal and ictal 
activities are zoomed. Such one-second signals are consecutively used to compute the effective 
synchronization values. 
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Figure 7. The resultant spectral plots of a one-second real depth-EEG signal of the ictal activity 
(solid line) and the reproduced signal (dashed line). The cross spectra of 3-channel real and 
reproduced depth-EEG signals seems to be similar.  
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(b) 
Figure 8. Two sample outcomes of the identification procedure: two 10-second signals of inter-ictal 
and pre-ictal activities of FSPEEG database are plotted by blue line, the identified parameters 
corresponding to each one-second segment of signals are shown in the figure, and the estimated 
signals synthesized via driving MSMC model by the identified parameters are plotted by red line. 
Intrinsic parameters of each channel are shown above them, but the coupling matrices are shown 
below the figure. (a) inter-ictal signal, (b) pre-ictal signal.  
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Figure 9. Statistical comparison of coupling coefficients (six components of the coupling matrix) 
between three different activities (Inter-ictal, Pre-ictal, Ictal). These effective synchronization 
values are not significant discriminators of different activities  
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Figure 10. The coupling coefficients 31c  and 12c  extracted from depth-EEG signals are plotted 
versus each other. Three groups obtained by clustering the intrinsic features of the first onset 
channel are differentiated by different markers: cluster 1 by star (*), cluster 2 by circle (o), and 
cluster 3 by cross (x). Also, the activity of pre-ictal, inter-ictal, and ictal segments are respectively 
specified by red, blue and black colors. Since inter-ictal (blue) markers include both ‘o’ and ‘x’, 
markers cannot indicate the type of activity per se, but one can see that almost all pre-ictal 
segments, and not other segments, are the circles with 31c  larger than 0.045 12c  smaller than 3.8. 
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Table 1. Model parameters, interpretation and standard values used to produce background depth-
EEG signals (from (Wendling et al., 2002)) 
Parameter Interpretation Standard Value 
1/ a
 
Dendritic average time constant in the feedback pyramidal excitatory loop 1/100 ( )s
 
1/ τ  Dendritic average time constant in the feedback excitatory loop of interneurons 1/100 ( )s
 
1/ b
 
Dendritic average time constant in the slow feedback inhibitory loop 1/ 50 ( )s
 
1/ g
 
Somatic average time constant in the fast feedback inhibitory loop 1/ 500 ( )s
 
1 2, C C
 
Average number of synaptic contacts in the excitatory feedback loop 1 2=135, 108C C =
 
3 4, C C
 
Average number of synaptic contacts in the slow feedback inhibitory loop 1 3= 33.75C C =
 
5 6, C C
 
Average number of synaptic contacts in the fast feedback inhibitory loop 1 2=40.5, 13.5C C =
 
7C
 
Average number of synaptic contacts between slow and fast inhibitory interneurons 7 =108C
 
0 0,v ,e r
 
Parameters of the nonlinear asymmetric sigmoid function 
0
1
0
=6 (mV)
=2.5 (s )
=.56 (1/mV)
v
e
r
−
 
 
Table 2. The correct (Left columns) and identified (Right column) intrinsic parameter values of the 
five areas of synthetic data sets I (first super-row) and II (second super-row). Each dataset contains 
signals generated via 200 different runs of the MSMC model by these intrinsic values and extrinsic 
values of Table 3. One example signal of each data set is shown in Fig 4. 
 
True intrinsic parameters Identified intrinsic parameters 
A B G τ 
A 
Mean 
Variance 
B 
Mean 
Variance 
G 
Mean 
Variance 
τ 
Mean 
Variance 
Dataset I 
Ch1 9 1 61 100 9.0000 0.0000 
1.0000 
0.0000 
61.0000 
0.0000 
100.00 
0.0000 
Ch2 3.25 22 10 100 4.0387 0.4957 
22.7077 
6.7625 
10.9011 
4.0470 
98.4511 
0.0478 
Ch3 3 22 10 100 3.2154 0.7716 
21.9857 
4.3681 
10.2327 
3.8414 
95.7092 
1.9635 
Ch4 10 5 65 100 10.0856 4.8138 
5.3635 
0.2147 
65.8872 
6.3341 
98.7812 
3.5723 
Ch5 3 20 8 100 5.1886 2.4645 
20.1265 
3.9778 
10.0400 
5.3164 
99.4345 
0.2712 
Dataset II 
Ch1 3.25 22 10 100 3.2869 0.0005 
22.0000 
0.0000 
12.5116 
2.2426 
98.5226 
0.7760 
Ch2 3.25 22 10 100 3.4234 0.3013 
24.2793 
5.0493 
9.5045 
2.4598 
96.9279 
4.5547 
Ch3 3 30 38 100 2.7849 0.8218 
29.8670 
0.4854 
37.6881 
5.1920 
100.0000 
0.0000 
Ch4 15 25 25 65 15.4274 0.1187 
25.7223 
4.2597 
25.4973 
3.5328 
63.7334 
2.4271 
Ch5 50 50 65 30 50.4327 0.1356 
50.1996 
2.5263 
65.7100 
0.1200 
30.3139 
2.1252 
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Table 3. The correct (Left columns) and identified (Right column) extrinsic (coupling coefficients 
between five areas) of synthetic data sets I (first super-row) and II (second super-row). Each 
dataset contains signals generated via 200 different runs of the MSMC model by these extrinsic 
values and intrinsic values of Table 2. One example signal of each data set is shown in Fig 4. 
 
True coupling values Identified coupling values 
Ch1 Ch2 Ch3 Ch4 Ch5 
Ch1 
Mean 
Variance 
Ch2 
Mean 
Variance 
Ch3 
Mean 
Variance 
Ch4 
Mean 
Variance 
Ch5 
Mean 
Variance 
Dataset I 
Ch1  2 3 4 5  1.8667 0.0159 
2.9989 
0.0166 
3.9943 
0.0161 
4.9821 
0.0178 
Ch2 25  6 5 7 25.4059 3.5458  
5.6727 
1.9613 
4.7121 
4.2406 
7.0590 
1.7223 
Ch3 5 5  11 2 4.0145 4.4620 
4.7088 
1.8641  
10.7250 
2.7278 
1.8114 
2.6550 
Ch4 1 4 5  17 0.9218 0.0327 
3.7781 
0.0206 
4.9859 
0.0141  
17.0060 
0.0147 
Ch5 9 0 7 8  8.7664 1.4066 
-0.1682 
0.6321 
7.0798 
1.2319 
8.2144 
1.4347  
Dataset II 
Ch1  3 4 6 1  3.0068 0.0226 
3.9776 
0.1004 
5.9755 
0.2052 
0.9721 
0.0226 
Ch2 7.5  36 15 6 7.3914 3.4720  
35.8354 
9.7723 
14.9374 
1.3432 
6.1787 
0.1397 
Ch3 10 2.4  8.8 38 10.2411 0.1607 
2.4274 
0.1398  
8.8822 
0.5335 
38.4249 
0.1675 
Ch4 1.5 5.5 3.5  2.5 1.5045 3.1773 
5.4878 
0.1675 
3.5015 
3.2224  
2.5565 
0.2396 
Ch5 3 10 4.33 2.66  3.0580 0.2638 
10.0209 
0.2397 
4.2849 
0.2664 
2.6588 
0.2615  
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Table 4. The results of the quadratic discriminant analysis obtained in a 10-fold cross validation 
manner. In the first analysis, different components of the coupling matrix are used altogether as a 
feature vector. Then each of them is considered as a feature, individually.  
 
Features All six components  
of coupling matrix 12c  
Number of 
segments Inter-ictal Pre-ictal Ictal Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 88.67% 0.53% 0.79% 45.73% 36.14% 18.12% 
Pre-ictal 32,400 18.92% 56.11% 24.97% 19.97% 50.00% 30.03% 
Ictal 2,000 3.50% 7.00% 89.50% 0% 6.00% 94.00% 
 
 
Features 
13c
 
21c
 
Number of 
segments Inter-ictal Pre-ictal Ictal Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 43.13% 44.60% 12.27% 55.60% 34.42% 9.98% 
Pre-ictal 32,400 31.97% 63.07% 4.96% 33.52% 52.47% 14.01% 
Ictal 2,000 10.90% 12.50% 76.60% 8.60% 12.55% 21.15% 
 
 
Features 23c  31c  
Number of 
segments Inter-ictal Pre-ictal Ictal Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 52.89% 37.02% 10.09% 89.40% 0.59% 0.01% 
Pre-ictal 32,400 28.16% 49.21% 22.63% 19.38% 57.69% 22.93% 
Ictal 2,000 6.85% 7.65% 85.50% 4.05% 61.95% 34.00% 
 
 
Features 32c
 
Number of segments Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 49.69% 38.42% 11.89% 
Pre-ictal 32,400 20.71% 65.34% 13.95% 
Ictal 2,000 19.55% 31.10% 49.35% 
riminators of different activities  
 
Table 5. The results of clustering the intrinsic parameters of onset channels.  
  Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 61.72% 27.65% 10.63% 
Pre-ictal 32,400 16.55% 73.13% 10.32% 
Ictal 2,000 1.34% 1.32% 97.24% 
 
Table 6. The results of the quadratic discriminant analysis obtained in a 10-fold cross validation 
manner. The feature vector contains both extrinsic and intrinsic parameters.  
 
Features All extrinsic and intrinsic parameters 
Number of 
segments Inter-ictal Pre-ictal Ictal 
Inter-ictal 65,600 85.23% 13.44% 1.33% 
Pre-ictal 32,400 6.36% 91.72% 1.92% 
Ictal 2,000 1.23% 1.71% 97.06% 
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