Estimators of recreational demand models frequently use continuous functional forms, such as ordinary least squares (OLS) on log transformed variables (e.g., Ziemer, Musser, and Hill). However, the nature of trip demand introduces complicating factors. First, trips occur in nonnegative quantities. Failure to control for this censoring will lead to biased estimation. Second, because trips are available only in integer quantities, the usual demand models, which correlate marginal quantity with marginal price, may be inapplicable.
In light of these factors, a natural alternative is to use statistical models that explicitly recognize the "count" nature of trip demand. Several recent papers (e.g., Shaw, Smith, Grogger and Carson, Creel and Loomis) have applied count models to the travel cost model. These works largely have focused on truncated data sets based on choice-based samples. In this study the focus is on the older problem where zero-demanders are included. In particular, the application of several robust estimators of count models to aggregated data will be considered.
The Poisson distribution forms the foundation for the count models examined in this study. Although the Poisson is a convenient distribution to work with, it imposes some stringent constraints on the demand distribution. In particular, the Poisson distribution assumes the variance of trip demand is equal to the expected value of trip demand. To loosen these constraints, a generalization of the Poisson, the negative binomial, is discussed. Robust estimation procedures, that permit further loosening of a priori assumptions are then reviewed. Permit data from the Boundary Waters Canoe Area are used to examine the effects of these count models on consumer surplus estimates and on coefficient variability.
Theory
In formulating a demand process that yields count data, one must consider that trips are not available in continuous quantities. The integer nature of the data can be explicitly accounted for by modeling the observed number of trips taken (over a season) as the result of many discrete choices (say, one for each day of the season). Under this scenario, count data distributions, such as the Poisson, are an asymptotic outcome. ' Therefore, in estimating a count model, the analyst is implicitly estimating the "daily" probability of the recreator choosing to visit. Increasing the travel cost will reduce the probability of a visit on any given day. Following Small and Rosen, integrating over these price changes yields a measure of the compensating variation. Extending these results to the repeated discrete choice context yields a consumer surplus measure over an entire season (Hellerstein and Mendelsohn). The key result is that count data models, as the limit of a repeated discrete choice process, can be used much like continuous models. In particular, integrating under a continuous estimator of predicted demand will yield a measure of consumer surplus.
Given this background, we concentrate on estimating the expected value of trip demand. Furthermore, as a result of repeated discrete choice, the number of observed trips will follow a Poisson distribution. Formally, the expected value of demand is E(Y) = f(P, Z; P), where E(Y) is the expected number of trips taken per season, P, Z are explanatory variables including travel cost to site (P) and demand shift variables (Z), such as income and travel costs to substitute sites, and p is a vector of coefficients.
The Poisson probability distribution of demand is In terms of the repeated discrete choice framework, the negative binomial admits that the underlying daily probability of visiting may be randomly distributed. More concisely, each individual is assumed to draw a value for her daily probability at the beginning of the season. Knowledge of the random process generating these daily probabilities is not required, so long as the net result is a gamma distribution of A, conditional on the exogenous variables. To insure that A (or g in the negative binomial) is strictly positive, it is postulated that (3) A(P, Z; 3) = exp(/30 + P/P + z8Z).
Estimation
These count data models are estimated via maximum likelihood (ML) techniques. The Poisson is readily estimated using the Newton-Raphson technique. The negative binomial, especially its Hessian matrix, is more complicated and is usually solved with a quasi-Newton method, such as the BHHH or the DFP algorithms (Judge et al.) .
Maximum likelihood estimation assumes that the postulated distribution is indeed correct. This assumption may impose some stringent requirements, such as the E(Y) = 2(Y) criteria of the Poisson. The distributional sensitivity of these models raises concerns about robustness. How badly will these models fail if the true probability distribution deviates from the assumed distribution?
The consequences of these assumptions, and possible means of relaxing them, have been studied by a number of authors. For count data models, the work of Gourieroux, Montfort, and Table 1 contains the results from several models. An exponential form is used, with an individual's expected demand equal to exp(XPf), where X is a vector of exogenous variables. Because aggregate data are used, the population of each county must also be considered. For the count models, the adding-up property suggests use of population as a multiplicative weight.
Thus, E(Y,,oun)
= POP * exp (Xcon,,,,,) ; Y,,,ounis the aggregate number of visits from the county, POP is the population of the county, and Xcounty is a set of county-level exogenous variables (see table 1 
for a description of the exogenous variables). For comparative purposes, a simple per capita semilog model is also estimated. Consumer surplus (CS) estimates (in 1980$) are computed using equation (2), with equation (3) used for A*.6 In all models, the reported CS estimates use all 1,396 counties. The most noticeable results are that the ownprice coefficient (BWTC) is negative and significant for all models. This is especially true for the Poisson model. However, if the Poisson assumption of E(Y) = r2(Y) is incorrect, then the standard errors generated by the ML estimator of the Poisson will also be incorrect. To test this assumption, a score test devised by Lee is computed. This test is normally distributed under the null hypothesis that the Poisson model is correct. The results of this test, and the large value of the t-statistic for a in the negative binomial model, indicate that the Poisson is inappropriate [that E(Y) does not equal &2(Y)].
Thus, the CV matrix computed by the ML estimator is incorrect, suggesting use of the PML estimator for the Poisson model. In the PML estimator, BWTC is still significantly negative, but several of the demand shifters (the age variables, percent unemployment, and percent poverty) are insignificant at the 95% level.
The negative binomial model returns qualitatively similar coefficients for BWTC, % COL-LEGE, and INCOME. The sign on the substitute price (APTC) is now positive, the theoretically anticipated sign. Also, the age variables are significant.
Within count models, the effect on consumer surplus is on the order of 25%. A much greater change (50%-100%) occurs between count and semilog OLS models. In RVD terms, given an average CS of $1.5 million, and a total of 25,000 groups of four individuals spending four days in the wilderness, the average RVD value will be about $4.00 (a fairly small value).
The semilog OLS model uses two heuristics: zero observations are dropped when coefficients are computed, and a bias correction factor is computed. The drop zeros rule ensures computability of the model. Since it discards information about nonvisitors, a potential for bias exists. Alternatively, the semilog model could be estimated using a nonlinear maximum likelihood technique (Creel and Loomis). While such an approach permits zero visits, the treatment of demand shocks resulting from fluctuations in the error term (presumably caused by changes in unobservable factors) is not consistent with demand shocks caused by fluctuations in observed exogenous variables; with changes in unobservable factors having an additive impact, changes in observable variables have a proportional impact. Although this feature may or may not be appealing, for purposes of comparison the simpler drop zeros method is adopted.
The bias correction factor (Stynes, Peterson, and Rosenthal) is a simple multiplier guaranteeing that the sum of observed demand equals the sum of predicted demand. It has substantial impact, leading to a doubling of CS. Alternatively, Bockstael and Strand argue against inclusion of such a bias correction factor. However, the bias correction factor is used since unbiased estimation of E(CS) requires an unbiased estimate of E(Y).
Formal qualitative comparisons between models are presented in table 2 and by examining the 72 goodness-of-fit statistic in table 1.7 Table 2 displays the results of an out-of-sample test created by Ashley and popularized by Shaw. 6 To maintain consistency with the definition of the market area (all counties within 1,000 miles), a choke price equal to the maximum price in the sample is used. Alternatively, a choke price of infinity could be used. However, when CS is computed using a choke price of infinity, the results differ by less than 1%. Note that the market area is limited in order to limit the bias resulting from visitors who partake in multiple-destination trips.
7 The 712 statistic can be described as a measure of the correspondence between observed and predicted values. It is related to the familiar R2 statistic. Specifically, R2 = ESS/TSS and 712 = 1 -RSS/TSS, with ESS the explained sum of squares, TSS the observed (total) sum of squares, and RSS the residual sum of squares. In linear models, these two statistics are analytically equivalent, but they may diverge in nonlinear models. For further discussion of goodness of fit statistics in nonlinear models, see Peterson and Stynes. The 2 goodness-of-fit statistics suggest that fit is fairly good, especially for the Poisson model. The negative binomial have predictive accuracy similar to the bias-corrected semilog. The results of the Ashley test, although not conclusive, suggest that count models are superior to the bias-corrected semilog model. Within count models, the evidence is weaker. For example, the ML negative binomial is considered superior to the QGPML negative binomial. It is interesting that a Hausman specification test (Hausman) comparing the QGPML and the ML estimators fails to reject the consistency of the ML estimator; the result indicates that the negative binomial distribution is correct.
These results indicate that count models outperform the drop-zeros semilog model. Within count models, the Poisson outperforms the negative binomial in predictive accuracy but produces incorrect measures of variability, throwing the Poisson t-statistics into doubt. The PML estimator of the Poisson can be used to address this failure while maintaining the predictive power of the Poisson. The QGPML negative binomial is similar to the ML negative binomial, suggesting either that the ML estimator be used (on efficiency grounds) or that the QGPML estimator be used (on ease of computation grounds).
Concluding Comments
The intrinsic nature of site visitation suggests that demand models based on continuous functional forms are inappropriate because they fail to recognize the count nature of trip making. To account for this feature, two count models, the Poisson and negative binomial, are reviewed.
