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DERIVATION OF THE HOMOGENEOUS KINETIC WAVE EQUATION:
LONGER TIME SCALES
CHARLES COLLOT AND PIERRE GERMAIN
Abstract. We consider the nonlinear Schrödinger equation set on a flat torus, in the regime which
is conjectured to lead to the kinetic wave equation; in particular, the data are random, and spread up
to high frequency in a weakly nonlinear regime. We pursue the investigations of our previous paper,
and show that, in the case where the torus is the standard one, only the scaling considered there
allows convergence of the Dyson series up to the kinetic time scale. We also show that, for generic
quadratic dispersion relations (non rectangular tori), the Dyson series converges on significantly
longer time scales; we are able to reach the kinetic time up to an arbitrarily small polynomial
error for a larger set of scalings. These results show the importance of the exact structure of the
dispersion relation, more specifically of equidistribution properties of some bilinear quantities akin
to pair correlations derived from it.
Contents
1. Introduction 2
1.1. From the nonlinear Schrödinger equation to the kinetic wave equation 2
1.2. Background 3
1.3. The Dyson series 4
1.4. Convergence for Tkin  1, H generic 5
1.5. Failure of convergence up to the kinetic time scale 6
1.6. General dispersion relations 7
1.7. Acknowledgements 7
1.8. Notations 8
2. Graph analysis 8
2.1. Dyson series, Feynman interaction diagrams 8
2.2. Computing averaged quantities, paired diagrams 10
2.3. Solving Kirchhoff’s laws 12
3. Convergence for large kinetic time and generic dispersion relation 14
3.1. Approximate solution, resolution scheme 14
3.2. Control of the remainder, proof of Theorem 1.1 15
3.3. Estimates for the resolution scheme, proof of Proposition 3.1 17
4. Failure of convergence for large kinetic time and standard Laplacian 20
4.1. Key contributions: completely resonant configurations 21
4.2. Lower order terms 23
4.3. Two explicit examples 26
5. Failure of convergence for small kinetic time for any dispersion relation 31
5.1. Key contribution: the belt pairing 31
5.2. Lower order terms 34
6. Number theory results for generic dispersion relations and large times 39
2010 Mathematics Subject Classification. primary, 35Q55 70K70 35C20, secondary 35B34 81Q30.
Key words and phrases. Nonlinear Schrödinger equation, weak wave turbulence, random initial data, kinetic wave
equation, Feynman graphs.
1
ar
X
iv
:2
00
7.
03
50
8v
1 
 [m
ath
.A
P]
  7
 Ju
l 2
02
0
2 C. COLLOT AND P. GERMAIN
6.1. Proof of the bound (6.1) for linear degree one vertices 39
6.2. Proof of the bound (6.2) for quadratic degree one vertices 41
6.3. Proof of the bound (6.3) for degree two vertices 42
7. Number theory results for small times, and large times for Laplacian 45
References 51
1. Introduction
1.1. From the nonlinear Schrödinger equation to the kinetic wave equation. We want to
study the kinetic limit in the weakly turbulent regime for the nonlinear Schrödinger equation1{
i∂tu−∆Hu = λ2|u|2u,
u(t = 0) = u0,
x ∈ Td = Rd/(2piZd). (NLS)
The Hamiltonian of the equation is, for λ > 0:
1
2
∑
k∈Zd
|k|2H |û(k)|2 −
λ2
4
∫
x∈Td
|u(x)|4 dx,
and we shall consider both the canonical Laplacian |k|2Id = |k|2, as well as general linear Hamiltonians
with quadratic dispersion relation:
−̂∆Hu(k) = |k|2H uˆ(k), |k|2H =
d∑
i,j=1
hi,jkikj = Hk · k, (1.1)
where the matrix H = (hij)1≤i,j≤d ∈ Rd×d is symmetric positive definite. Weak turbulence is a
general framework to study linear Hamiltonians perturbed by a weak nonlinearity; we will see that
"generic" dispersion relations are better behaved compared to the standard case H = Id.
These more general dispersion relations can also arise from natural geometric considerations:
namely, if one considers the nonlinear Schrödinger equation with standard Laplacian{
i∂tu−∆u = λ2|u|2u,
u(t = 0) = u0,
(1.2)
set on the quotient of Rd by a lattice. Mapping the equation to the standard torus, it is equivalent
to consider (NLS) set on the standard torus Td where H = Id for the standard torus, H is diagonal
for a rectangular torus, and H is a general symmetric matrix for a general torus.
The initial data is chosen to be a Gaussian field of the form
u0(x, ω) =
d/2
(2pi)d/2
∑
k∈Zd
A(k)Gk(ω)e
ik·x, (1.3)
where A ∈ C∞0 (Rd, [0,∞)) and (Gk)k∈Zd are independent standard centred complex Gaussians de-
fined on a probability space Ω - notice that this normalization implies that, on average ‖u0‖L2(Td) ∼
1, and, by Khinchine’s inequality, ‖u0‖Lp(Td) ∼p 1, for any p <∞.
Heuristic derivations show that, as λ→ 0 (weakly nonlinear regime) and → 0 (high frequency
limit), scaling properly the expectation (denoted E) of the square modulus of the Fourier coefficients
of u, it satisfies
−dE |û(bkc) (Tkint)|2 −→ ρ(t, k), for Tkin = 1
2λ4
(1.4)
1It would be indifferent for the remainder of this paper to flip the sign in front of the nonlinearity, turning the
equation from focusing to defocusing
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where ρ solves the kinetic wave equation{
∂tρ(t, k) = c0C[ρ](k),
ρ(0, k) = |F (k)|2, (KWE)
with the collision operator given by
C[ρ](k) =
∫
(Rd)3
δ(k + `−m− n)δ(|k|2H + |`|2H − |m|2H − |n|2H)
ρ(k)ρ(`)ρ(m)ρ(n)
[
1
ρ(k)
+
1
ρ(`)
− 1
ρ(m)
− 1
ρ(n)
]
d` dmdn.
(1.5)
and
c0 = 2
2−2dpi1−2d. (1.6)
1.2. Background. We survey briefly relevant references here, and refer to [15] for a more detailed
discussion.
1.2.1. Heuristic derivation of (KWE). The kinetic wave equation appeared first in work by Peierls [37],
and then Hasselmann [31, 30], before becoming a focus of the school around Zakharov [42]. More
modern introductory texts are [35, 36].
1.2.2. Rigorous derivation of (KWE). As far as rigorous mathematics go, a fundamental work is
due to Lukkarinen and Spohn [33] in the framewok of stationary statistical mechanics, see also [25,
40, 34]. The first rigorous (partial) derivation for data out of statistical equilibrium is due to
Buckmaster, Germain, Hani and Shatah [11]. Derivation on a time scale arbitrarily close to the
kinetic time Tkin was established in the previous article by the authors [15], and independently, by
Deng and Hani [17]. Both these references could only reach the kinetic time up to an arbitrarily
polynomial loss in the case Tkin ∼ 1, and in the present paper we are able to reach a larger regime
of time scales Tkin  1.
Deng and Hani [17] and Deng, Nahmod and Yue [19], proved long time existence results of
solutions to (NLS) with data (1.3) in the case H diagonal in the regimes. In the regime Tkin  1 we
obtain a lower bound on the Dyson series that diverges at a time larger than theirs and smaller than
Tkin, supporting ill-posedness below the probabilistic scaling (see [18]). In the regime Tkin  1, we
prove an upper bound that diverges right after the time they reach.
Another line of research focuses on the derivation of (KWE) from (1.2) to which random forcing
and dissipation are added, see [43, 20, 21, 22].
1.2.3. Derivation of related collisional kinetic models. The Boltzmann equation is perhaps the most
famous collisional kinetic model; its derivation has been mathematically elucidated [32, 27]. The
derivation of its quantum counterpart remains mostly open, see however [2, 3, 4]; note that this
question is closely related to the derivation of the kinetic wave equation.
Another strand of research addresses linear dispersive models with random potential, from which
one can derive the linear Boltzmann equation on a short time scale [39], and the heat equation on
a longer time scale [23, 24].
Finally, let us mention the possibility of deriving Hamiltonian models for the nonlinear Schrödinger
equation with deterministic data in the infinite volume, or big box, limit [26, 10].
1.2.4. Nonlinear dispersive equations with random data. Considering (1.2) with data (1.3) is an
instance of nonlinear dispersive equations with random data, which is an active research field, see
for instance [12, 13, 14, 1]. However, the regime of interest in the present paper is different from
most articles on the subject, which typically deals with Sobolev data, and where the nonlinearity
is not necessarily weak with respect to the linear part of the equation, see however [16].
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An important research direction deals with Gibbs measures and how they can be used to obtain
a global control of the equation, see [6, 7, 18].
1.2.5. KAM theory for PDEs. This is another point of view on the dynamics of nonlinear dispersive
equations on compact domains, or, more generally, of Hamiltonian systems without a dissipation,
or relaxation mechanism, see [28, 5] for reviews. This approach yields stability results in Sobolev
spaces (for instance), but it does not seem to apply to the regime considered in the present paper.
1.3. The Dyson series. To study a solution to (1.2), we apply first Wick renormalisation for
the phase: u = e
−itλ2 2
(2pi)d
‖u0‖2
L2v. This is a usual transformation that cancels the leading order
nonlinear effect, as |u|2u ≈ 2(2pi)−d‖u0‖2L2u in some appropriate sense, and which does not alter
relevant statistics. The equation for v is
i∂tv = −∆v + λ2
(
|v|2 − 2
(2pi)d
‖v‖2L2
)
v.
Since linear dynamics acts at a shorter time scale than nonlinear effects (by the weak nonlinearity
assumption), it is customary to find an approximate solution by iterating Duhamel’s formula, giving
the so-called Dyson series expansion. We define for this purpose the truncation operator
F [P (a, b, c)](k) = 1
(2pi)d
∑
k1+k2+k3=k
â(k1)̂b(k2)ĉ(k3)(1− δ(k1 + k2)− δ(k2 + k3)). (1.7)
This gives the decomposition of the product
abc = P (a, b, c) +
1
(2pi)d
〈a, b〉c+ 1
(2pi)d
a〈b, c〉.
A quasi-solution is then a series expansion
uapp = e
−itλ2 2
(2pi)d
‖u0‖2
L2vapp with vapp =
N∑
n=0
un.
The terms are defined through the following iterative resolution scheme
u0 = eit∆u0 and if n ≥ 1,
 i∂tu
n + ∆un = λ2
∑
i+j+k=n−1
P (ui, uj , uk),
un(0) = 0,
. (1.8)
It is useful to give a formula for un with terms that are encoded by Feynman interaction diagrams:
un =
∑
G∈G(n)
uG, (1.9)
see Section 2. Above, G(n) is the set of interaction diagrams of depth n. Formal derivations of the
kinetic wave equation (see for example [35, 42]) usually stop at the second iteration u ≈ u0 +u1 +u2.
Our aim in the present article is to investigate the convergence properties of the Dyson series. This
series is always truncated, but in order for the kinetic limit to be justified, it seems necessary to
have polynomial bounds making the radius of convergence be of order Tkin. Rough formal estimates
lead to the guess that
un = O
(
t
Tkin
)n
2
(1.10)
in an appropriate topology. This was proved in [15, 17] for t  Tkin ∼ 1, and our aim here is to
investigate the regimes Tkin  1 and Tkin  1.
To understand the fundamental difference between these two regimes, consider the so-called four
waves interaction between frequencies ξ1, ξ2, ξ3 in (NLS), which generates frequency ξ4 = ξ1−ξ2+ξ3.
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This interaction can have a significant impact on the dynamics, on a time scale T , if the modulus
of resonance
ΩH(ξ1, ξ2, ξ3, ξ4) = |ξ1|2H − |ξ2|2H + |ξ3|2H − |ξ4|2H
is such that
|ΩH(ξ1, ξ2, ξ3, ξ4)| . 1
T
.
In the kinetic limit that we consider, it is thus clear that the distribution properties of ΩH on a scale
∼ 1T will be a decisive factor. As a simple heuristic argument shows, any choice of H is expected
to give equidistribution if T  1, but not for T  1 - indeed, it is obvious ΩId takes values in the
integers, hence it cannot be equidistributed on a scale less than 1.
1.4. Convergence for Tkin  1, H generic. Our first result is the existence of a solution with
suitable estimates up to times arbitrarily close to the kinetic time, in the large kinetic time regime.
It is obtained by proving first that the estimate (1.10) holds.
Theorem 1.1. Consider for d ≥ 3 the equation (NLS) with data (1.3), in the regime where
Tkin ≥ −ν (1.11)
for any fixed 0 < ν  1. For almost all (in the Lebesgue sense) symmetric matrices H ∈ Rd×d close
to the identity matrix, the following holds true.
For any κ, β > 0, s ≥ 0 and N ∈ N, there exist ∗, µ > 0, such that, for any 0 <  < ∗, there
exists an exceptional set of size µ over the complement of which, for T = β min(Tkin, 2−d):
• The iterates un enjoy the bound for 0 ≤ n ≤ N and any m ≥ 0:
‖un‖Ct([0,T ],Hm(Td)) .H,N,κ −m−κ
(
T
Tkin
)n/2
, (1.12)
where Hm(Td) stands for the usual Sobolev space.
• There exists a unique smooth solution u on the time interval [0, T ], with:
u = eiλ
2ω(t)
N∑
n=0
un + u˜, ω(t) =
2
(2pi)d
‖u0‖2L2(Td)t, (1.13)
where the remainder satisfies
‖u˜‖Ct([0,T ],Hs(Td)) .H,N,κ −s−κ
(
T
Tkin
)(N+1)/2
. (1.14)
We refer to Section 3 for a proof of this theorem. It follows mostly the scheme laid out in [15],
but new number theoretical results are needed. They have to do with the distribution properties of
the functions
Hξ0 · ξ, |ξ|2H , and Hξ · η
(which are functions on Rd, Rd, and R2d respectively) over integers. More precisely, we prove in
Section 6 that the estimates, for L2−d < δ < 1,
#{ξ, |ξ| ≤ L, |Hξ0 · ξ| < δ} .H,κ Ld−1
√
δ
#{η, |η| < L, ||η|2H − a| < δ} .H,κ Ld−1
√
δ
#
{
η, ξ ∈ Zd with |η|, |ξ| ≤ L, |Hξ · η − a| ≤ δ
}
.H,κ L2d−2δ
hold for 1 ≤ |ξ0| ≤ L, a ∈ R, generically in H. The parameters L and δ should be thought of as −1
and T−1 respectively. The above estimates allow to control resonant interactions in the kinetic limit
under consideration. They are proved using tools of analytic number theory: geometry of numbers
and the circle method, combined with averaging over the matrix H.
6 C. COLLOT AND P. GERMAIN
The above theorem provides the desired control of (NLS) almost up to the kinetic time scale. The
natural next step would be to prove that the dynamics, on this time scale, are approximated by the
kinetic wave equation (KWE). Following the proof in [15], the only missing item is a quantitative
equidistribution result for the function Hξ · η, extending the result of Sarnak [38] to include error
terms as in the result of Bourgain [8] for generic diagonal forms.
Remark 1.2. Deng, Nahmod and Yue [19] were able to show that for H diagonal, solutions to:{
i∂tu−∆Hu = |u|p−1u,
u0(x) = 
α
∑
k∈Zd e
ik.xA(k)gk(ω),
α = s+
d
2
(1.15)
exist with large probability up to time T ∼ κ−(p−1)(s−spr) for s > spr, where spr = −(p − 1)−1
is the probabilistic scaling exponent. Renormalising the solution to map it to our problem (NLS),
Theorem 1.11 gives existence up to the larger time T ∼ κ−2(p−1)(s−spr) for H generic and p = 3,
provided −12 < s < d4 − 1. This answers positively the conjecture they made in Remark 1.8 of [19].
1.5. Failure of convergence up to the kinetic time scale.
1.5.1. The case Tkin  1. The estimate (1.10) fails if Tkin  1 and t  1 for the Laplacian
(dispersion relation H = Id). We will, for simplicity, assume that A takes the form
A(k) = χ(|k|) is a smooth non-negative cut-off: χ(r) = 1 for r ≤ 1 and χ(r) = 0 for r ≥ 2. (1.16)
Proposition 1.3. Assume d ≥ 2, H = Id, and (1.16). For all n ≥ 1, three constants 0 < c(n) <
C(n) and C ′(n) > 0 exist such that for any interaction diagram G of depth n, for all t ≥ 〈log〉C′(n)
there holds for  small enough for d ≥ 3:
c(n)
(
t2
Tkin
)n
≤ E‖unG‖2L2 ≤ C(n)
(
t2
Tkin
)n
.
For d = 2 the same result holds with the estimate:
c(n)
(
t2
Tkin
)n
〈log〉n ≤ E‖unG‖2L2 ≤ C(n)
(
t2
Tkin
)n
〈log〉n.
This proposition is proved in Section 4. The basic mechanism behind the above statement a
failure of equidistribution for the function (ξ, η) 7→ ξ · η. Indeed, this function obviously takes
integer values, making it not equidistributed on scales  1. Quasi-resonances contribute to lower
order compared to exact resonances, which is a mechanism for the failure of kinetic approximation
already noticed in the physics literature, see the discussion in Section 6.5 of [35].
This failure of equidistribution allows us to isolate specific pairings of each graph G for which the
lower bound is achieved. Then, all other pairings are shown to have either a compatible sign, or to
give a smaller contribution.
Such a divergence from the kinetic equation scaling ( t
2
Tkin
)
n
2 is also expected for diagonal dispersion
relations A (i.e. rectangular tori, with different bounds though). This could easily be investigated
with the same techniques. The above proposition is proved for A a cut-off solely for the sake of
clarity and would adapt to other functions. Deng and Hani [17], and Deng, Nahmod and Yue [19]
proved existence up to time T ∼ √Tkin for Tkin  1. Thus, Proposition 1.3 suggests that energy
transfer between Fourier modes indeed starts at time
√
Tkin and that their result is optimal.
1.5.2. The case Tkin  1. In the regime t  1, we find a bound ( 1Tkin )n/2 (up to a fixed factor),
showing again the violation of the ( tTkin )
n/2 bound. This happens for any dispersion relation.
Proposition 1.4. Consider any symmetric positive definite H for the dispersion relation (1.1).
Assume d ≥ 2, (1.16), and pick any 1 − 12d+1 < c2 < c1 < 1. Then for all n with 2n ≥ d + 2,
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there exist a graph Gn ∈ G(n), two constants 0 < c(n) < C(n) such that for  small enough for all
t ∈ [c1 , c2 ]:
c(n)
(
1
Tkin
)n
td−1 ≤ E‖unGn‖2L2 ≤ C(n)
(
1
Tkin
)n
td−1.
This proposition is proved in Section 5. The bound above is of a different nature than that
of Proposition 1.3. It holds true for a specific graph Gn, and wether it holds true for all graphs
G ∈ G(n) is an open question. For this specific Gn, we identify a specific pairing giving the lower
bound; we call it the belt pairing due to the shape of the graph. This pathological paired graph was
already noticed in [17] where it was asked wether cancellations coming from other pairings could
erase this term. We prove here a sharp bound for this term, and show that all other pairings give a
lower order contribution, establishing that no cancellation from other pairings occur. This analysis
goes deeper into the structure of graphs, and is a first step towards the full classification of graphs
which is needed to reach the kinetic time scale. Note that we did not try to reach optimality for the
polynomial bounds for the time interval t ∈ [, 1− 12d+1 ] as they would require a much more refined
analysis due to number theoretic issues. Again, the result would adapt to other A’s.
Deng and Hani [17] proved existence up to the nonlinear time T ∼ λ−2 in this regime. The above
Proposition supports a pathological behaviour for the solution around or prior to time T ∼  λ−2.
Remark that the case Tkin  1 corresponds to a supercritical regularity s < spr for the normalisation
(1.15). Hence this Proposition supports ill-posedness for (1.15) for Sobolev data at supercritical
regularity, that is, for initial data
∑
k∈Zd e
ik.x 1
〈k〉α gk(ω) with α = s +
d
2 and s < spr. It is a first
result toward almost sure ill-posedness as conjectured in Remark 1.10 of [19].
1.6. General dispersion relations. We believe that the above results shed light on the expected
validity of the kinetic wave equation for nonlinear dispersive equations of the type
i∂tu− τ(D)u = λ2|u|2u,
where τ(D) is the Fourier multiplier with symbol τ(ξ), and where this equation is set on the torus,
with data (1.3). In order to simplify the discussion, let us assume that τ(D) behaves quadratically,
so that the scaling of the above agrees with that of (NLS). The natural expectation is that it
behaves similarly to that model, suggesting the following open question.
Open question Prove that
• if Tkin  1, the kinetic wave equation is never obtained in the limit under consideration;
• if Tkin  1, the kinetic wave equation appears in the limit, provided τ is generic.
One should be able to obtain corresponding statements for more general nonlinear dispersive
PDEs set on the torus.
How about more general domains? This question is fascinating, but it also seems out of reach
for the moment.
1.7. Acknowledgements. C. Collot is supported by the ERC-2014-CoG 646650 SingWave. P.
Germain is supported by the NSF grant DMS-1501019, by the Simons collaborative grant on weak
turbulence, and by the Center for Stability, Instability and Turbulence (NYUAD). Part of this work
was done when C. Collot was working at New York University, and he thanks the Courant Institute.
The authors are grateful to Simon Meyerson and Jacek Jendrej for very helpful conversations
about Section 6.
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1.8. Notations. Throughout the paper, κ > 0 will denote a positive constant that can be made
arbitrarily small, whose value will possibly change from one line to another. We choose for the space
and space time Fourier transform the normalizations
f̂(k) =
1
(2pi)d/2
∫
Td
f(x)e−ik·x dx
f˜(τ, k) =
1
(2pi)
d+1
2
∫
Td
f(x)e−i(τt+k·x) dx dt.
2. Graph analysis
We recall in this section how to represent graphically the expansion (1.8) for the solution. This
graph analysis is also used to compute key quantities such as norms of the quasi-solution in various
function spaces and the operator of the linearised dynamics close to it. It will be used throughout the
paper. This analysis is classical, so we repeat without proof its adaptation to the present problem
that was done in [15] and refer to this paper for details. The analysis in [15] borrowed heavily from
[34] and we refer to this paper for references.
2.1. Dyson series, Feynman interaction diagrams. We first describe the expansion (1.8), ex-
plaining the following notation (used in (1.9)):
un =
∑
G∈G(n)
uG, uG =
∑
o∈O(G)
u`.
Above, the first formula encodes iterations of Duhamel formula (1.8) via diagrams, and the second
formula associates to a diagram all possible time ordering which will provide us with an analytical
formula. A Feynman interaction diagram of depth n is an oriented planar tree G = {V, E , p) where:
• V = VR∪Vi∪V0 is the collection of vertices. VR = {vR} contains the root vertex (representing
ûG(kR)). V0 6= ∅ contains the initial vertices (representing the initial datum û0(kv0)). Vi
contains the n interaction vertices (representing an iteration of the nonlinearity).
• E ⊂ V2 is the set of edges (representing a free evolution eis∆), and satisfies:
(i) There exists a unique v ∈ V0 ∪ Vi such that (v, vR) ∈ E . There are no v′ ∈ V with
(vR, v
′) ∈ E .
(ii) For all v ∈ Vi, there exist four unique (vi)−1≤i≤1 ∈ (Vi ∪ V0)3 and v′ ∈ VR ∪ Vi (three
vertices below v and one above) such that (vi, v) ∈ E for i = −1, 0, 1 and (v, v′) ∈ E .
(iii) For all v0 ∈ V0, there exists a unique v′ ∈ VR ∪ Vi.
• p : Vi × V0 → {−1, 0, 1} is the position (represents the position with respect to the vertex
above, −1/0/1 for left/center/right). For (i) above, p(v) = 0; for (ii) p(v−1) = −1, p(v0) = 0
and p(v1) = 1.
With this definition, one can check that the tree is entirely connected and that p is uniquely
determined. The set of interaction diagram of depth n is denoted by G(n).
One problem with these graph theoretic notations is that they are not convenient for enumera-
tions. So next, we order the time slices; given G ∈ G(n), we say o : V → {1, ..., n} is an admissible
ordering if it is a bijection such that, keeping the notation used above in (ii): o(v) > o(vi) for
i = 1, 2, 3. The set of admissible ordering is denoted by O(G).
Given G ∈ G(n) and o ∈ O(G), we can now give an analytical expression. Define the index set
In = {1, 2, ..., n}. Then there exists a unique so called interaction history ` = `(G, o) ∈ I2n−1 ×
I2n−3 × ...× I1 encoding uniquely a diagram G(`) which represents G with ordered time slices.
More precisely, following [15, 34], a graph with n interaction has the total time t divided into n+1
time slices of length si, i = 0, 1, ..., n whose index label the time ordering: from bottom to top in
the graph. Associated with a time slice i there are 1 + 2(n− i) "waves", with three of them merging
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into a single one for the next time slice. Each wave in each time slice is represented by an edge ei,j
in the graph, with index set In = {(i, j), 0 ≤ i ≤ n, 1 ≤ j ≤ 1 + 2(n− i)}. Edges of the i-th time
slice are related to edges of the i+ 1-th as follows: an edge with index (i, k) for k < `i+1 is matched
with the edge with index (i+ 1, k) above it; the three edges with indexes (i, `i+1), (i, `i+1 + 1) and
(i, `i+1 + 2) merge through the vertex vi+1 to form the edge with index (i+ 1, `i); and an edge with
index (i, k) for k > `i+1 +2 is matched with the edge with index (i+1, k−2). Complex conjugation
is encoded by the parity σi,j ∈ {±1} associated to each edge. Parity is defined recursively from
top to bottom: σn,1 = +1 or σn,1 = −1 if the graph corresponds to un or to un. Then, parity is
kept unchanged from an edge to the one below in absence of merging, and in case of a merging we
require that σi,`i+1 = −1, σi,`i+1+1 = σi+1,`i and σi,`i+1+2 = +1.
At the initial time slice s0, below each of the edges of index (0, j) for 1 ≤ j ≤ 2n + 1 an initial
vertex v0,j is placed. At the final time slice slice sn, a root vertex vR is placed. Vertices which are
neither initial vertices nor root vertices are called interaction vertices.
The graph obtained this way is a tree, and edges are oriented from bottom to top. The natural
ordering between vertices is: v ≤ v′ if there is an oriented path from v to v′. We define for each
interaction vertex vi the set of its initial vertices below as In(vi) = {j ∈ (0, 2n+ 1), v0,j ≤ vi}. An
example of a diagram G and of a possible ordered version of G is given below:
s0
s1
s2
s3
V0
Vi
VR
vR
v1
v2
v3
v0,1 v0,2 v0,7
+
− + +
− − +
− + +
Parity signs σ
Interaction diagram G, n = 3 Ordered version of G, ℓ = (5, 1, 1)
Time ordering
We now associate to each edge ei,j in the extended graph a frequency ki,j . At each vertex
corresponds a δ function ensuring that the sum of the frequencies associated to the edges below is
equal to that of the frequencies for edges above, and that frequencies associated with Wick ordering
are removed. These are the Kirchhoff rules for the graph. At the final vertex vR, we impose the
Dirac δ(kn,1 − kR) where kR denotes the total output frequency. This gives the following formula
for û`(k), where p is the number of vertices vi whose edge above them carries a −1 parity sign
û`(t, kR) = e
−it|kR|2in(−1)p
(−iλ2
(2pi)d
)n ∑
k∈Zd#In∫
Rn+1+
∏
i∈I2n+1
û0(k0,i, σ0,i)
n∏
k=1
e−iΩk
∑k−1
j=0 sj∆`(k, kR)δ(t−
n∑
i=0
si)ds
(2.1)
where we used the shorthand notations
• k = (ki,j)(i,j)∈In ∈ Zd#In , In being the total number of edges in G(`). Each edge of index
(i, j) having an associated momentum ki,j .
• s = (s0, . . . , sn) ∈ Rn+1+ representing the ordered time slices.
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• û0(k,+1) = û0(k) and û0(k,−1) = û0(k) = û0(−k), (σ0,i)1≤i≤2n+1 representing the parities
of initial vertices.
• Ωk = |kk−1,`k+2|2 − |kk−1,`k |2 + σk,`k
(|kk−1,`k+1|2 − |kk,`k |2) is the resonance modulus cor-
responding to the vertex vk
and, finally, ∆` encapsulates the Kirchhoff law and frequency truncation due toWick renormalisation
at each vertex:
∆`(k, kR) = ∆
K
` (k)∆
W
` (k)δ(kn,1 − kR),
with
∆K` (k) =
n∏
i=1

`i−1∏
j=1
δ(ki,j − ki−1,j)
 δ
ki,`i − 2∑
j=0
ki−1,`i+j
 1+2(n−i)∏
j=`i+1
δ(ki,j − ki−1,j+2)
 , (2.2)
∆W` (k) =
n∏
i=1
(
1− δ(ki−1,`i + ki−1,`i+2)− δ(ki−1,`i+1 + ki−1,`i+1−σi,`i )
)
. (2.3)
2.2. Computing averaged quantities, paired diagrams. We now describe how to represent
diagrammatically the expectation of ‖uG‖2L2 . Consider two summands as in (2.1) corresponding to
two histories ` and `′. Each is represented by a tree, that we call the left subtree and the right
subtree. We adopt the notation that the vertices, time variables, etc... of the right subtree carry
primes, and those of the left subtree do not. We will sometimes concatenate the initial frequencies
(and parities, etc...) (k0,i) and (k′0,i) into a single vector as follows
(k˜0,1, . . . , k˜0,4n+2) = (k0,1, . . . , k0,2n+1, k
′
0,1, . . . , k
′
0,2n+1).
The expectation will force two by two equalities for initial frequencies. Indeed, by Wick’s formula,
E
(
4n+2∏
i=1
û0(k0,i, σ0,i)
)
= d(2n+1)
∑
P∈P(n)
∏
{i,j}∈P
|A(k˜0,i)|2, (2.4)
where the so-called pairing P is a partition of I4n+2 into pairs satisfying σ0,iσ0,j = −1 if {i, j} ∈ P ,
and P(`, `′) denotes the set of such pairings.
To each interactions histories ` and `′ and pairing P , we will associate a paired diagram the
following way. The top parities of the left and right subtrees are set to σn,1 = 1 and σ′n,1 = −1
respectively. The root vertices vR and v′R of the left and right subtrees are merged into a single
root vertex vR. An edge eR is attached to this root vertex, with frequency kR = 0. We demand
that Kirchhoff’s rule applies at vR, namely: kn,1 + k′n,1 = 0. For each {i, j} ∈ P , we create a
vertex v{i,j}; then we add two edges e−1,i and e−1,j , called upper pairing edges, between v0,i or
v0,j respectively, and v{i,j}. We attach an edge e{i,j}, called root pairing edge, to v{i,j}, and set its
frequency k{i,j} = 0. Finally, we demand that Kirchhoff’s rule applies at v{i,j} and v0,i: namely
k0,i + k0,j = 0 if {i, j} ∈ P , and k−1,i = k0,i for all i.
This construction corresponds to the following picture for the paired diagram:
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s
′
0
s
′
1
s
′
2
s
′
3
s0
s1
s2
s3 −
− − +
− − +
− + +
−
+ − +
+ − +
− + +
Left subtree Right subtree
k˜0,1 k˜0,5
v1,5
0 = k{1,5} = k˜0,1 + k˜0,5
vR
0 = kR = k3,1 + k
′
3,1
k3,1
k
′
3,1
We extend to paired diagrams the definition of the natural time ordering which was defined for
ordered graphs. For two edges e, e′, we write e ≤ e′ if:
• e = e{i,j} is a root pairing edge and e′ is any other edge.
• e = e−1,i is an upper pairing edge, and e′ 6= e{i,j} is not a root pairing edge.
• e and e′ are not pairing edges, e belongs to the interaction graph on the right and e′ to that
on the left.
• e and e′ are not pairing edges and belong to the same interaction graph (left or right), and
end at two time slices (si and sj or s′i and s
′
j) with i ≤ j.
Notice that edges that lie below a same vertex are considered as equal for this order. This ordering
corresponds to the following fact: to compute upper or lower bounds for the quantities represented
by paired diagrams, we will use algorithms that will consider iteratively vertices over the graph
according to the natural time ordering of the time slices, first over the graph on the right, then over
the graph on the left.
From (2.2), and from Wick formula (2.4), there holds the identity:
E‖unG‖2L2 =
∑
P,`,`′
F(`, `′, P ), (2.5)
where ` and `′ give the interaction history for the left and right subgraphs (for uˆ` and uˆ` respectively),
that is, a special choice of the ordering of time slices for G; and P ∈ P is the pairing which is
considered, and
F(`, `′, P ) = λ
4nd(2n+1)
(2pi)2dn
∑
k,k′∈Zd(2#In)
k−1∈Zd(4n+2)
∫
Rn+1+ ×Rn+1+
n∏
k=1
e−iΩk
∑k−1
j=0 sj
n∏
k=1
e−iΩ
′
k
∑k−1
j=0 s
′
j (2.6)
∏
{i,j}∈P
|A(k˜0,i)|2∆`,`′,P (k, k′, 0)δ
(
t−
n∑
i=0
si
)
δ
(
t−
n∑
i=0
s′i
)
ds ds′
where
• k = (ki,j)(i,j)∈In ∈ Zd(#In+2N+1) and similarly for k′. k−1 = (k−1,i)i∈{1,...,4n+2}.
• s = (s0, . . . , sn) ∈ Rn+1+ and similarly for s′,
• Ωk was defined previously below (2.1), and Ω′k is defined in an analogous fashion,
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and ∆`,`′,P records the Kirchhoff rules and frequency truncation of Wick renormalisation:
∆`,`′,P (k, k
′, k−1, kR) = ∆K`,`′,P (k, k
′, k−1, kR)∆W`,`′(k, k
′)
with
∆W`,`′(k, k
′) = ∆W` (k)∆
W
`′ (k
′),
∆K`,`′,P (k, k
′, k−1, kR) = ∆K` (k)∆
K
`′ (k
′)δ(kR − kn,1 − k′n,1)∆P (k),
where ∆P records the Kirchhoff laws due to the pairing:
∆P (k, k
′) =
∏
{i,j}∈P
δ(k˜0,i − k−1,i)δ(k˜0,j − k−1,j)δ(k−1,i + k−1,j).
2.3. Solving Kirchhoff’s laws. The difficulty in the study of F(`, `′, P ) defined by (2.6) is that
momenta in the graph are constrained via the Kirchhoff laws of the graph. This is analytically
represented by the support of ∆K`,`′,P , and that the oscillatory phases take into account the natural
time ordering in the graph. We aim at finding a minimal collection of edges from which, given their
associated wave number ki,j , one can retrieve the values of all other wave numbers. The first trivial
simplification is to identify two edges when they are continued unchanged (no merging) from one
slice to another: (ei,k, ki,k) is identified with (ei+1,k, ki+1,k) if k < `i+1, and (ei,k, ki,k) is identified
with (ei+1,k, ki+1,k−2) if k > `i+1 + 2. The vector space given by the Kirchhoff rules for the ki,j has
dimension 2n+ 1: indeed, there are 2(2n+ 1) initial frequencies, and 2n+ 1 pairings (the condition
that the frequencies add up to zero being induced by the pairing). Therefore, we will choose 2n+ 1
free edges, from whose frequencies all other frequencies can be reconstructed; these free edges will
be determined by a spanning tree which will be constructed shortly. Edges that are not free will be
called integrated. In addition, frequencies of integrated edges will only depend on the frequencies
of free edges appearing after for the natural time ordering, allowing for an iterative algorithm to
estimate F(`, `′, P ).
We sum up in the next Theorem the outcome of the standard strategy, explained in [15], to
determine such edges, and giving suitable properties. An example is given in the proof of Lemma
4.1. The following Theorem collects the results obtained in Subsection 4.4 of [15], as an adaptation
of [34]. Pictures of examples are given in Subsubsection 4.3.
Theorem 2.1 (see [15]). Consider a frequency graph G(`, `′) with pairing P . There exists a complete
integration of the frequency constraints (2.2) in the following sense. There exists a subset of free
interaction edges:
Ef = {ef1 , ..., ef2n+1},
with associated frequencies (ξi)1≤i≤2n+1 ∈ Zd(2n+1), satisfying the following properties.
• Basis property: On the vectorial subspace of R2#In+4n+2 determined by the Kirchhoff rules
encoded in ∆`,`′, the family (k
f
i )1≤i≤2n+1 is a basis in the following sense: the map (ξi)1≤i≤2n+1 →
(k, k′, k−1) is a linear bijection.
• Time ordering for the spanning: if 1 ≤ i ≤ j ≤ 2n + 1 then efi ≤ efj for the natural time
ordering of the graph. Furthermore, if e is not a free edge, then its associated wave number
can be uniquely written as:
ke =
∑
1≤i≤2n+1
ci,eξi with ci,e ∈ {−1, 0, 1},
and ci,e = 0 whenever e
f
i < e for the natural time ordering of the diagram.
• Location of the last free edge: The last free edge ef2n+1 is the one at the bottom left of the
root vertex.
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• Properties of the vertices: any interaction vertex v is of one of the following forms:
– there is no free edge below v, and we say v is of degree zero.
– there is one free edge below v, and we say v is of degree one.
– there are two free edges below v, and we say v is of degree two.
Denoting by n0, n1 and n2 the number of degree zero, one and two vertices there holds:
n0 + n1 + n2 = 2n, n1 + 2n2 = 2n. (2.7)
Moreover,∣∣∣∣∣ either n0 ≥ 1,or v′1 is of degree one and there exist (ci)1<i≤2n+1 such that |∆W`,`′(k, k′)| . δ (ξ1 −∑2n+1i=2 ciξi)
(2.8)
• Formula for degree one vertices: for all 1 ≤ i ≤ n, assume that only one of the edges below
vi is free, and denote by ξk its wave number. Then there exist σ, σ′ ∈ {±1}, ζ ∈ Zd that is
a linear combination of free momenta ξk′ for k′ > k, and ω ∈ R a number depending only
on (ξk′)k′>k such that:
Ωi = σ|ξk|2H + σ′|ξk + ζ|2H + ω. (2.9)
In addition, if σσ′ = −1, then there exists η ∈ Zd that is a linear combination of free
momenta ξk′ for k′ > k such that:
|∆W`,`′(k, k′)| . |1− δ(ζ)− δ(ξk + η)| (2.10)
The same property holds for resonance moduli (Ω′i)1≤i≤n of the right subtree.
• Formula for degree two vertices: for all 1 ≤ i ≤ n, assume that two of the edges below ei are
free, and denote by ξk and ξk+1 their wave numbers. Then there exist ξ˜ ∈ Zd that is only a
sum of free moment ξk′ for k′ > k such that:
Ωi = 2H
(
ξk + ξ˜
)
·
(
ξk+1 + ξ˜
)
or Ωi = 2H
(
ξk + ξ˜
)
· (ξk + ξk+1) . (2.11)
The same formula applies for resonance moduli (Ω′i)1≤i≤n of the right subtree.
In addition to the previous Theorem used in [15], we need to refine the treatment of degree one
vertices. Consider a degree one vertex v, with associated free variable ξ, and with the formula
(2.9) expressing the resonance modulus at v as a function of ξ. All possible combinations of σ, σ′ ∈
{−1,+1} in (2.9) are possible (examples are easy to construct). Then, the modulus given by (2.9)
can be of two forms. It can be of linear type:
Ωv = 2Hζ · ξ + Ω˜, (2.12)
in the case σσ′ = −1, where ζ and Ω˜ depend only on free variables appearing after ξ. Or it can be
of quadratic type:
Ωv = 2σ
∣∣∣∣ξ + ζ2
∣∣∣∣2
H
+ Ω˜ (2.13)
in the case σσ′ = 1, where ζ and Ω˜ depend only on free variables appearing after ξ.
Definition 2.2. We say a degree one vertex v is of linear type if the formula (2.12) holds true.
We then call ζ in (2.12) the dual variable at the vertex v. We say a degree one vertex v is of
quadratic type if the formula (2.13) holds true. The total number of degree one vertices of linear
type is denoted by nl1, and that of quadratic type by n
q
1, so that n1 = n
l
1 + n
q
1.
The identity (2.10) directly implies the following.
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Lemma 2.3. Consider a degree one vertex of linear type with associated free and dual variables ξk
for some k ∈ {1, ..., 2n + 1} and ζ respectively. Then there exists η a linear combination of free
variables (ξk′)k′>k appearing after ξk, such that:
if ζ = 0 then |∆W`,`′(k, k′)| . δ(ξk + η).
3. Convergence for large kinetic time and generic dispersion relation
We give in this Section the proof of Theorem 1.1. Throughout the Section, H is taken such that
the "generic" bounds of Theorem 6.1 hold true. The proof uses an approximation scheme, relying
on certain estimates for its implementation. These estimates are proved using graph analysis and
number theoretical results. The analysis follows closely that of [15], except for the number theoretical
results. These new number theoretical results are proved precisely in Section 6. The present Section
uses them to prove Theorem 1.1; it is very similar to the analogue part in [15]. Thus, we start by
detailing the approximation scheme for the sake of clarity, then we detail the proof of a key bound
using the new number theoretical results, and next refer safely to [15] for the obtention of the other
bounds adapting the very same strategy.
3.1. Approximate solution, resolution scheme. We construct a solution to (NLS) as the sum
of an approximate solution and a remainder:
u = uapp + uerr = eiλ
2ω (vapp + verr) , with vapp =
N∑
n=0
un,
where the phase ω is given by (1.13) and where un is defined via the iteration of Duhamel formula
and Wick renormalisation (1.8). We define further:
V i,j = 〈ui, uj〉, V =
∑
i,j≤N
V i,j =
∥∥∥∥∥
N∑
n=0
un
∥∥∥∥∥
2
L2(Td)
.
As equation (NLS) preserves the mass ‖u(t)‖L2(Td) = ‖u0‖L2(Td), from its very definition (1.8) the
approximate solution satisfies:
i∂tu
app + ∆Hu
app − λ2|uapp|2uapp = 2λ
2
(2pi)d
(
2Re〈uerr, uapp〉+ ‖uerr‖2L2(Td)
)
uapp + eiλ
2ωEN ,
where on the right hand side the first term is part of the linearised dynamics for the remainder uerr
and where error that is generated is
EN = λ2
− ∑
i,j,k≤N
i+j+k≥N
uiujuk +
2
(2pi)d
∑
i,j,k≤N
i+j+k≥N
V i,juk
 .
The equation for the renormalised remainder verr is then:
i∂tv
err + ∆Hv
err +
2λ2
(2pi)d
‖u(t)‖2L2verr = λ2
(|verr + vapp|2(verr + vapp)− |vapp|2vapp)− EN
− 2λ
2
(2pi)d
(
2Re〈verr, vapp〉+ ‖verr‖2L2
)
vapp.
In order to use Bourgain spaces, we shall only solve locally in time the above equation, and introduce
for this aim a smooth cut-off function χ ∈ C∞(R,R) with χ(t) = 1 for |t| ≤ 1 and χ(t) = 0 for
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|t| ≥ 2. We will then construct a solution to the above equation but smoothly localised in time:
i∂tw
err + ∆Hw
err = L(werr) + B(werr) + T (werr) + E , (3.1)
where the linear, bilinear, trilinear, and error terms are given by
L(w) = χ
(
t
T
)
λ2
[
2|vapp|2w − 2(2pi)−dV w − 2(2pi)−d〈vapp, w〉vapp + (vapp)2w − 2(2pi)−d〈w, vapp〉vapp
]
B(w) = χ
(
t
T
)
λ2
[
2|w|2vapp − 2(2pi)−d‖w‖2L2vapp − 2(2pi)−d〈w, vapp〉w + w2vapp − 2(2pi)−d〈vapp, w〉w
]
T (w) = χ
(
t
T
)
λ2
(
|w|2w − 2(2pi)−d‖w‖2L2w
)
E = −χ
(
t
T
)
EN .
We will ensure that verr ≡ werr on [0, νTkin] by taking for 0 < ν˜ < ν:
T = ν˜Tkin. (3.2)
3.2. Control of the remainder, proof of Theorem 1.1. We now turn to the construction and
control of werr solving (3.1).
3.2.1. Xs,b,T spaces. We define the adapted H
s
 Sobolev space by its norm
‖f‖Hs = ‖〈D〉sf‖L2 ,
and accordingly the adapted Xs,b,T Bourgain space (depending on the relation dispersion | · |2H):
‖u‖
Xs,b
= ‖〈k〉s (|τ + |k|2H |+ T−1)b u˜(τ, k)‖L2τL2k .
It satisfies the following properties. Note that since b will be taken very close to 1/2 the T b−1/2
factors will not matter for the analysis.
• (Free solution) ∥∥∥∥χ( tT
)
eit∆Hu0
∥∥∥∥
Xs,bT,
. T 12−b‖u0‖Hs .
• (Time restriction) ∥∥∥∥χ( tT
)
u
∥∥∥∥
Xs,bT,
. ‖u‖
Xs,bT,
.
• (Time continuity)
‖u‖CtHs . T b−
1
2 ‖u‖
Xs,bT,
(3.3)
• (Strichartz estimates). We recall the following result from Theorem 2.2 in [9] for s > d4 − 12 :
‖eit∆Hf‖L4TL4 .
(
1 + T
1
4
)
‖〈D〉sf‖L2 (3.4)
which then implies after a scaling argument and applying Lemma 2.9 from [41]:
‖u‖L4TL4 . T
b− 1
2 
1
2
− d
4
−κ
(
1 + T
1
4
)
‖u‖
Xs,bT,
. (3.5)
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• (Hyperbolic regularity) If u solves{
i∂tu+ ∆Hu = F
u(t = 0) = 0,
then ∥∥∥∥χ( tT
)
u
∥∥∥∥
Xs,b,T
. ‖F‖
Xs,b−1,T
. (3.6)
3.2.2. Estimates for the resolution scheme, contraction argument. The following proposition states
that all necessary bounds to solve (3.1) via a Banach-Picard expansion hold with large probability.
Proposition 3.1. Assume (1.11), and take N ∈ N, p ≥ 2 and µ > 0, s > d2 − 1 and b∗ > 12 . Then
there exists b∗ ≥ b > 12 and a set E = Et,N,µ,s,p with probability P(E) ≥ 1 − µ such that on E, if
n ≤ N , 1 ≤ T ≤ min(Tkin, 2−d+κ) and 0 < t ≤ T :
• Bounds on the expansion:
‖un(t)‖L2 .N,µ −µ
(
1 + t
Tkin
)n/2
(3.7)
‖χ
(
t
T
)
un‖
X0,b,T
.N,µ,b′ −µ
(
T
Tkin
)n/2
(3.8)
‖un(t)‖LpTLp .N,µ,p 
−µT
1
p
(
T
Tkin
)n
2
(T 1/2−1)
1
2
− 1
p (3.9)∥∥∥∥χ( t2T
)∫ t
0
ei(t−s)∆HE ds
∥∥∥∥
Xs,b,T
.N,µ −2µT
11
8 −
1
4
− d
4
(
T
Tkin
)N
2
(3.10)
• Bound on the linear term:∥∥∥∥χ( t2T
)∫ t
0
ei(t−s)∆HL ds
∥∥∥∥
Xs,b,T→Xs,b,T
.N,µ −µ
√
T
Tkin
(3.11)
• Bound on the bilinear term:∥∥∥∥χ( t2T
)∫ t
0
ei(t−s)∆HB(u) ds
∥∥∥∥
Xs,b,T
.N,µ λ2T
5
4 
1
2
− d
2
−2µ‖u‖2
Xs,b
(3.12)
• Bound on the trilinear term:∥∥∥∥χ( t2T
)∫ t
0
ei(t−s)∆HT (u) ds
∥∥∥∥
Xs,b
. λ2T2−d−κ‖u‖3
Xs,b
(3.13)
Remark 3.2. Apart from the T/Tkin factors, there are also TC and −C extra factors for various
constant C’s above, except for the bounds (3.7), (3.8), (3.11) which are sharp. These extra factors
may not be sharp: they come from the T 1/4 factor in the long time Strichartz estimate (3.4) and
from the Lp bound (3.9) for p > 2 which are probably not optimal. However, since they are only
used in multilinear estimates, and that the error can be made arbitrarily small in (3.10) by taking
N large enough, these potentially not optimal factors are harmless for the fixed point argument.
Assuming the above Proposition, we can end the proof of Theorem 1.1.
Proof of Theorem 1.1. We apply the Banach fixed point theorem in B
Xs,b,T
(0, ρ), where s > d2 − 1,
and ρ > 0 will be fixed shortly, to the mapping
Φ : w 7→ χ
(
t
2T
)∫ t
0
ei(t−s)∆H [L(w) + B(w) + T (w) + E ] ds
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The assumption (1.11) and (3.2) ensure 1+TTkin ≤ 2µ for µ > 0 small enough. Hence, applying
(3.10), the error term can be made < M , for any arbitrarily large fixed M , in Xs,b,T by choosing N
sufficiently big. This leads to the choice ρ = 2M . The bound (3.11) for µ small enough depending
on ν then shows that the linear term has an operator norm  1. Similarly, applying the bounds
(3.12) and 3.13, one checks easily that the bilinear and cubic term act as contractions on B(0, ρ).
Therefore, the Banach fixed point theorem gives the existence of a fixed point werr, with norm
‖werr‖
Xs,b,T
. M . By construction, this fixed point werr then solves (3.1) on the time interval [0, T ].
The bounds (1.12) and (1.14) then follow easily: once first applies the fixed point argument for
some N˜  N so that the size of werr is as small as we want, and then use the bounds (3.8) and
(3.3) and the fact that un has Fourier support in |k| .n −1. 
3.3. Estimates for the resolution scheme, proof of Proposition 3.1.
3.3.1. Paired Feynman diagrams. We give first a detailed proof of the bound (3.7). It is a direct
consequence of the following proposition and of the Bienaymé-Tchebychef inequality.
Proposition 3.3. There holds the following estimate for 0 ≤ T ≤ 2−d+κ:
E‖un(T )‖2L2 .n −κ
(
1 + T
Tkin
)n
We recall that from (2.5), E‖unG‖2L2 =
∑
P,`,`′ F(`, `′, P ) where the quantity F(`, `′, P ) is defined
by (2.6), and are represented by the corresponding paired diagram defined in Section 2.2. To bound
these quantities, we first recall the resolvent formula from Lemma 4.2 in [15]:∫
Rm+
m∏
k=1
e−iskekδ
(
m∑
k=1
sk − t
)
ds1 . . . dsm =
e
2pi
∫
R
e−iαt
m∏
k=1
i
α− ek + it
dα. (3.14)
In particular we infer that (all terms below being defined at the same location as (2.6)):∣∣F`, `′, P )∣∣ ≤ ( λ2
(2pi)d
)2n
d(2n+1)
e2
(2pi)2
∫
R2
∑
k,k′∈Zd(2#In)
k−1∈Zd(4n+2)
dαdα′|∆`,`′,P (k, k′, 0)| (3.15)
n∏
k=1
1
|α−∑ni=k Ωi + it | 1|α′ −∑ni=k Ω′i + it | 1|α+ it | 1|α′ + it |
∏
{i,j}∈P
|A(k˜0,i)|2.
3.3.2. Resolvent sums. In view of (4.7), we now give technical lemmas to estimate terms of the
form
∑ 1
|α−Ω+ i
t
| . The sum will be performed over the free variables of Theorem 2.1, for which the
resonance moduli will take the forms (2.9) and (2.11).
Lemma 3.4. Assume d ≥ 3, 1 ≤ T ≤ 2−d+κ and that H is generic. Then:
(i) (Degree one vertices) If ζ ∈ Zd with |ζ| . −1:∑
|ξ|<−1
1∣∣|ξ|2H + |ζ − ξ|2H − α+ iT ∣∣ .κ 1−d−κ
√
T
and if ζ 6= 0: ∑
|ξ|<−1
1∣∣|ξ|2H − |ζ − ξ|2H − α+ iT ∣∣ .κ 1−d−κ
√
T
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(ii) (Degree two vertices) If (σ, σ′) = (−,−), (−,+), or (+,−):∑
|ξ|,|ξ′|<−1
1∣∣|ξ|2H + σ|ξ′|2H + σ′|ξ0 − ξ − ξ′|2H − α+ iT ∣∣ .κ 2−2d−κ.
Proof. These bounds follow directly from Theorem 6.1. Indeed, consider the first one. We estimate
from (ii) in Theorem 6.1:∑
|k|<−1
1∣∣|k|2H + |k0 − k|2H − α+ iT ∣∣ =
≈−2∑
n≈−−2
T
〈n〉#
{
nT ≤ |k|2H + |k0 − k|2H − α < (n+ 1)T
}
.
√
Td−1−κ
and the other bounds of the Lemma are obtained analogously.

Remark 3.5. Lemma 3.4 fails for H diagonal, in particular for the Laplacian H = Id. Indeed, in
the case T > 1, H diagonal, one can derive the bound∑
|ξ|<−1
1∣∣|ξ|2H + σ|ζ − ξ|2H − α+ iT ∣∣ .κ 1−d−κT,
which is furthermore optimal. To see why it is optimal, simply choose σ = −1, α = −1, H = Id,
and ζ = e1 (unitary vector along the first coordinate axis). The sum becomes then
∑
|ξ|<−1
1
|2ξ1+ iT | ,
which is clearly of order 1−dT + 1−d−κ.
3.3.3. Upper bounds for paired diagrams. We are now ready to estimate (3.15) using Lemma 3.4
and the graph analysis of Section 3. This will end the proof of Proposition 3.3.
Proof of Proposition 3.3. Recall that E‖un‖2L2 is given by (4.7), so that we need to bound F(`, `′, P )
given by (3.15). In particular, denote by (ξi)1≤i≤2n+1 the free variables in the paired graph given
by Theorem 2.1. We first split the sum for a fixed large constant K > 0:
∣∣F(`, `′, P )∣∣ . λ4nd(2n+1) ∫
max(|α|,|α′|)≥−K
∑
k,k′∈Zd(2#In)
k−1∈Zd(4n+2)
[...]
︸ ︷︷ ︸
I
+λ4nd(2n+1)
∫
|α|,|α′|≤−K
∑
k,k′∈Zd(2#In)
k−1∈Zd(4n+2)
[...]
︸ ︷︷ ︸
II
.
By noticing that A(k) = 0 for |k|  −1, one has that in the integrand ∏{i,j}∈P |A(k˜0,i)|2 = 0 for
|(ξ1, ..., ξ2n+1|  −1. Therefore, we can rewrite the first term as:
I . λ4nd(2n+1)
∫
max(|α|,|α′|)≥−K
∑
|ξ1|,...,|ξ2n+1|.−1
1
|α+ iT |
1
|α′ + iT |
n∏
k=1
1
|α+O(−2) + iT |
1
|α′ +O(−2) + iT |
. CK
for some universal C > 0, hence the term I is negligible for K large enough.
We now turn to estimating the term II. We will employ an algorithm that involves all properties
and definitions of Theorem 2.1.
In the first part of the algorithm, the variables α, α′ and ξ2n+1 are fixed. The right graph is
considered first. The algorithm estimates iteratively for k = 1, ..., n the sums
∑ 1
|α′−∑ni=k Ω′i+ iT | as
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follows, while the term
∏n
k=1
1
|α−∑ni=k Ωi+ iT | associated to the left graph is kept fixed. The interaction
vertices are considered one after another, starting from the bottom of the right graph, and going
up toward its top. At the k-th step, the algorithm considers the vertex e′k and estimates the term∑ 1
|α′−∑ni=k Ω′i+ iT | where the sum is performed over the free variables associated to this vertex,
while the term
∏
k′=k+1
1
|α′−∑ni=k′ Ω′i+ iT | is kept fixed. This algorithm is permitted by the following
observation: from Theorem 2.1, one has that Ω′k depends on the free variables associated to e
′
k and
on free variables appearing after e′k for the natural time ordering of the paired diagram, while Ω
′
k′
for k′ > k or Ωk′′ for 1 ≤ k′′ ≤ n only depends on free variables appearing strictly after e′k (and are
thus fixed quantities when summing over the free variables associated to e′k).
Let us run the first part of the algorithm on the right graph. Let us assume that we are at step
k, considering the interaction vertex e′k with resonance modulus Ω
′
k.
• If e′k is a degree zero vertex, we then estimate 1|α′−∑ni=k Ω′i+ iT | ≤ T and do not perform
summation as there are no free variables to sum over.
• If e′k is a degree one vertex, let ξk be the free variable attached below it. Let all free variables
(ξj)j>k appearing after ξk being fixed. We use the formula (2.9) to compute Ω′k, and the
bounds (i) of Lemma 3.4 to bound:∑
|ξk|.−1
1
|α′ − Ω′k −
∑n
i=k+1 Ω
′
i +
i
T |
.
√
T1−d−κ.
There is only one degenerate case for which the above bound does not hold: when σσ′ = −1
and ζ = 0 in (2.9). But in that case, Lemma 2.3 implies that on the support of ∆`,`′,P , ξk
is a linear combination of the free variables (ξj)j>k. Hence the above sum restricted to the
support of ∆`,`′,P contains only one element and is . T .
√
T1−d−κ.
• If e is a degree two vertex, let (ξk, ξk+1) be the free variables attached below it. Let all free
variables (ξj)j>k+1 appearing after ξk, ξk+1 be fixed. We use the formula (2.11) to compute
Ω, and the bounds (ii) of Lemma 3.4 to bound:∑
|ξk,ξk+1|.−1
|∆`,`′,P (k, k′, 0)|
|α′ − Ω′k −
∑n
i=k+1 Ω
′
i +
i
T |
. 2−2d−κ.
Once the algorithm has considered all vertices of the right graph, the left graph is considered and the
very same estimates are performed. At the end of this first step, the summation has been performed
over all free variables (ξi)1≤i≤2n except the last one ξ2n+1. In (3.15), all terms 1|α−∑nk Ωi+ iT | and
1
|α−∑nk Ω′i+ iT | have been estimated and only the two terms 1|α+ iT | and 1|α′+ iT | remain.
In the second part of the algorithm, we estimate the number of possible values for ξ2n+1 by the
rough estimate −d since |ξ2n+1| ≤ −1. Then we integrate over dαdα′ the term 1|α+ i
T
|
1
|α′+ i
T
| which
produces a log correction.
We finally arrive at the estimate:
II . λ4nd(2n+1)Tn0T
n1
2 (1−d)n1(2−2d)n2−d−κ =
(
T
Tkin
)n
−κ,
where we used (2.7). This bound and the first one we derived for the term I prove Proposition 3.3.

We just exemplified how, admitting the number theoretical results of Theorem 6.1, the analysis
of [15] adapts directly to prove the first bound of Proposition 3.1, through the proof of Proposition
3.3. This is also the case for all other bounds of Proposition 3.1, so that we now solely sketch the
adaptation of [15].
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Proof of Proposition 3.1. All bounds can be proved by employing the graph analysis tools and
estimation algorithms as in [15]. The only major difference that the resolvent bounds there have to
be replaced by those of Lemma (3.4).
The Xs,b,T bound (3.8) can be obtained by this exact way following Subsection 5.4 of [15], with the
sole minor modifications of the weight involved in the Xs,b,T space and of the time localising cut-off
χ that needs to be replaced by χ( tT ).
The Lp bound (3.9) can be obtained by this exact way following Subsection 5.3 of [15] without
other modifications.
The bound on the error (3.10) is estimated the same way as in Subsection 5.5 of [15], using the
Strichartz estimates (3.5) and (3.6), and the Lp bound (3.9).
The linear bound (3.11) can be obtained following Section 6 of [15]. There, again the Xs,b weights
need to be replaced by Xs,b,T weights, the cut-offs χ(t) by χ(
t
T ), so that the resolvent factor
1
|[...]+i|
are transformed into 1|[...]+ i
T
| . All the computations follow through the exact same way.
The multilinear bounds (3.12) and (3.13) can be proved as in Section 7 of [15]. The only replace-
ments are: χ by χ(t/T ), Xs,b by Xs,b,T , standard Strichartz estimates by (3.5) and (3.6), and L
p
bounds by (3.9).

4. Failure of convergence for large kinetic time and standard Laplacian
This section is devoted to the proof of Proposition 1.3. We also detail the analysis of two explicit
examples of paired diagrams. For t  1, the accumulation of nonlinear effects is due to leading
order to completely resonant configurations. To show it we decompose the sums in (2.6) as:
F(`, `′, P ) = λ
4nd(2n+1)
(2pi)2dn
∑
k,k′∈Zd(2#In)
k−1∈Zd(4n+2)
∫
Rn+1+ ×Rn+1+
n∏
k=1
e−iΩk
∑k−1
j=0 sj
n∏
k=1
e−iΩ
′
k
∑k−1
j=0 s
′
j
∏
{i,j}∈P
|A(k˜0,i)|2∆`,`′,P (k, k′, 0)δ
(
t−
n∑
i=0
si
)
δ
(
t−
n∑
i=0
s′i
)
ds ds′
=
λ4nd(2n+1)
(2pi)2dn
∑
R
...︸ ︷︷ ︸
FR(`,`′,P )
+
λ4nd(2n+1)
(2pi)2dn
∑
Rc
...︸ ︷︷ ︸
FRc (`,`′,P )
(4.1)
where R is the set of totally resonant configurations, and Rc its complement set:
(k, k′, k−1) ∈ R if Ωk = 0 and Ω′k = 0 for all 1 ≤ k ≤ n.
As all frequencies (k, k′, k−1) are retrieved from the free frequencies (ξi)1≤i≤2n+1 given by Theorem
2.1, we shall abuse notations and write (ξi)1≤i≤2n+1 ∈ R and (ξi)1≤i≤2n+1 ∈ Rc. Proposition 1.3 is
a direct consequence of the two Lemmas below.
Lemma 4.1 (Estimate for totally resonant configurations). There exists 0 < c < C depending
uniquely on n and d, such that for all t ≥ 0, 0 <  ≤ 1 and 0 < λ in dimension d = 2:
c
(
t2
Tkin
)n
〈log〉n ≤
∑
P,`,`′
FR(`, `′, P ) ≤ C
(
t2
Tkin
)n
〈log〉n, (4.2)
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and in dimension d ≥ 3:
c
(
t2
Tkin
)n
≤
∑
P,`,`′
FR(`, `′, P ) ≤ C
(
t2
Tkin
)n
. (4.3)
Lemma 4.2 (Estimate for non-resonant configurations). There exists 0 < C depending uniquely on
n, such that for all t ≥ 1, 0 <  ≤ 1 and 0 < λ, for all d ≥ 2:∣∣∣∣∣∣
∑
P,`,`′
FRc(`, `′, P )
∣∣∣∣∣∣ ≤ Ct
(
t2
Tkin
)n
〈log〉2n+2. (4.4)
4.1. Key contributions: completely resonant configurations. We prove in this subsubsection
Lemma 4.1. A first Lemma establishes an upper bound on the number of completely resonant
configurations.
Lemma 4.3. For all interaction histories `, `′ of depth n for the left and right subtrees, for all
admissible pairing P :
N`,`′,P,R = #{(ξi)1≤i≤2n+1 ∈ R with |ξi| ≤ −1} .
{
−2n−2〈log〉n for d = 2,
−2n(d−1)−d for d ≥ 3. (4.5)
Proof. Fix (`, `′, P ), and denote by (ξi)1≤i≤2n+1 the free variables in the graph given by Theorem
2.1. We estimate N`,`′,P,R iteratively using an algorithm that is very similar to that of the proof of
Proposition 3.3. We look at the vertices one after another, starting from the bottom of the right
graph, going up to the top of the right graph, then starting from the bottom of the left graph and
going up to its top. This algorithm is permitted by the following: observe from Theorem 2.1 that
given a vertex e with associated resonance modulus Ω, the condition Ω = 0 only involve the free
variables that may be attached below e, and the free variables appearing after.
Let us run our algorithm, and assume that we are at step i, and let e be the vertex under consid-
eration, with resonance modulus Ω.
• If e is a degree zero vertex, then we drop the constraint Ω = 0 out of the definition of the
set R. That is to say, we do not use this constraint for the free variables appearing in the
next steps of the algorithm. Hence our algorithm will count a number of points which is
greater our equal to N`,`′,P .
• If e is a degree one vertex, let ξk be the free variable attached below it. Let all free variables
(ξj)j>k appearing after ξk being fixed. We use the formula (2.9) to compute Ω, and the
bounds (7.9) and (7.10) to estimate:
∀(ξj)j>k with |ξj | ≤ −1, #
{|ξk| ≤ −1, Ω = 0} . 1−d.
The above bound does not hold for only one degenerate case: if σσ′ = −1 and ζ = 0 in
(2.9). In that case however, Lemma 2.3 implies that on the support of ∆`,`′,P , ξk is a linear
combination of the free variables (ξj)j>k. Hence the above set, intersected with the support
of ∆`,`′,P , contains only 1 . 1−d element.
• If e is a degree two vertex, let (ξk, ξk+1) be the free variables attached below it. Let all free
variables (ξj)j>k+1 appearing after ξk, ξk+1 be fixed. We use the formula (2.11) to compute
Ω, and the bound (7.11) to bound:
∀(ξj)j>k+1 with |ξj | ≤ −1, #
{|ξk|, |ξk+1| ≤ −1, Ω = 0} . { −2〈log〉 for d = 2,2−2d for d ≥ 3.
At the end of the algorithm, we estimate the number of possible values for ξ2n+1 by the rough
estimate −d since |ξ2n+1| ≤ −1, so that one has using (2.7) that for d = 2:
N`,`′,P . −2−n1−2n2〈log〉n2 . −2n−2〈log〉n,
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and for d ≥ 3:
N`,`′,P . −d−n1(d−1)−2n2(d−1) . −2n(d−1)−d

A second Lemma finds pairings that maximise the number of completely resonant configurations,
so that the upper bound (4.5) is saturated. These are the so-called ladder configurations
Lemma 4.4. We keep the notations of Lemma 4.3. Then there holds the following property:
∀`′ there exists P, ` and c > 0 such that N`,`′,P,R ≥
{
c−2n−2〈log〉n for d = 2,
c−2n(d−1)−d for d ≥ 3. (4.6)
Proof. Fix an interaction history `′ for the right graph. Take the interaction history ` = `′mirror
for the left graph such that the left graph is obtained by the application to the right graph of the
symmetry with respect to the central axis as in the picture below. We take the ladder pairing
Pladder, that is to say we take the pairing that pairs the i-th initial vertex of the left graph with its
symmetric image being the 2n+ 2− i-th initial vertex of the right graph. Then, the application of
the algorithm to construct the minimal spanning tree of Theorem 2.1 gives that all vertices of the
right graph are of degree zero, and that all that of the left graph are of degree two. The integration
of Kirchhoff’s laws produce the following. For all i = 1, ..., n, the free variable associated to the
edge on the bottom left of the vertex ei is ξ2i+2, that on for the bottom center is ξ2i+1, and let us
denote by ktop that of the edge on top which from Theorem 2.1 only depends on (ξk)k>2i+2. Then:
Ωi = −Ω′i, Ωi = |ktop − ξ2i+1 − ξ2i+2|2 − |ξ2i+2|2 − σi
(|ktop|2 − |ξ2i+1|2)
This is illustrated on an example below.
s0
s1
s2
s3
s′
0
s′
1
s′
2
s′
3
ξ1ξ2
ξ4
ξ3
ξ5ξ6
ξ7
ξ1 + ξ2
−ξ4 −ξ1 −ξ2
−ξ4
ξ4 − ξ1
Ω′
1
= |ξ1|
2 + |ξ2|
2 − |ξ3 − ξ1 − ξ2|
2 − |ξ3|
2
= −Ω1Ω1 = |ξ3 − ξ1 − ξ2|
2 − |ξ1|
2 − |ξ2|
2 + |ξ3|
2
Ladder pairing
mirror graph of G(ℓ′) G(ℓ′) graph, ℓ′ = (3, 1, 1), n = 3
−ξ2
k0,1 = ξ6
k′
0,5
= −ξ2
e1,−
e2,+
e3,−
e′
1
,+
e′
2
,−
e′
3
,+
To control that the addition of momenta we will perform do not take us out of the ball B(0, −1),
we will find a lower bound for:
N˜`′mirror,`′,Pladder,R = #{(ξi)1≤i≤2n+1 ∈ R with |ξi| ≤
1
100d
i
2
e 
−1}
We consider each vertex of the left graph one by one, from bottom to top. At the i-th step, let
ξk for k > 2i+ 2 be all fixed satisfying |ξi| ≤ 1100dke −1. In particular, this forces |ktop| ≤ 1100 1100die .
We treat the case σi = +1 without loss of generality. Then
Ωi = 2 (ξ2i+1 + ξ2i+2) . (ξ2i+1 − ktop) = 2η.η′
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where we changed variables η = ξ2i+1 + ξ2i+2 and η′ = ξ2i+1 − ktop. Hence:
#
{
|ξ2i+1|, |ξ2i+2| ≤ 
−1
100i
, Ωi = 0
}
≥ #
{
|η2i+1|, |η′2i+2| ≤
1
3
−1
100i
, η.η′ = 0
}
&
{
−2〈log〉 for d = 2,
2−2d for d ≥ 3,
where we used the lower bound (7.12). Performing n times this computation for i = 1, ..., 2n, then
estimating the contribution of the last variable ξ2n+1 by #{|ξ2n+1| ≤ 100−n−1} & −d produces
precisely (4.6).

We now easily end the proof of Lemma 4.1.
Proof of Lemma 4.1. Recall (4.1). On R, all resonance moduli Ωk and Ω′k are 0 so that for any `,
`′ and P :∫
Rn+1+ ×Rn+1+
n∏
k=1
e−iΩk
∑k−1
j=0 sj
n∏
k=1
e−iΩ
′
k
∑k−1
j=0 s
′
jδ
(
t−
n∑
i=0
si
)
δ
(
t−
n∑
i=0
s′i
)
ds ds′ = Ct2n
for some C > 0. In particular, all terms are nonnegative: FR(`, `′, P ) ≥ 0 for all `, `′, P . This
implies that to prove the desired bound of the Lemma, it is sufficient to prove the upper bound in
(4.2) and (4.3) for all terms FR(`, `′, P ), and that there exists at least one choice (`, `′, P ) such that
the lower bound in (4.2) and (4.3) is satisfied by FR(`, `′, P ). Recalling that Tkin = λ−4−2, these
two results are exactly those provided by Lemma 4.3 and Lemma 4.4 respectively.

4.2. Lower order terms. In this subsection we examine the non fully resonant terms corresponding
to Rc in (4.1), and prove Lemma 4.2. We refine the analysis performed in [15], extracting an
additional gain for the temporal term from the definition of Rc. We rewrite FRc(`, `′, P ) in (4.1),
once the resolvent identity (3.14) and Theorem 2.1 has been applied to determine the free frequencies
(ξ1, ..., ξ2n+1) as:
FRc(`, `′, P ) =
(
λ2
(2pi)d
)2N
d(2n+1)
e2
(2pi)2
∫
R2
∑
(ξ1,...,ξ2n+1)∈Rc
dαdα′e−it(α+α
′)∆`,`′,P (k, k
′, 0)
n∏
k=1
1
α−∑ni=k Ωi + it 1α′ −∑ni=k Ω′i + it 1α+ it 1α′ + it
∏
{i,j}∈P
|A(k˜0,i)|2. (4.7)
Proof of Lemma 4.2. Our first step is to localise for |α|, |α′| ≤ −K for K  1 and to localise the
dα and dα′ integrals near integers:
∣∣FRc(`, `′, P )∣∣ . λ4n2d(2n+1) ∫
max(|α|,|α′|)≥−K
|...|︸ ︷︷ ︸
I
+λ4n2d(2n+1)
d−Ke∑
a,a′=−d−Ke
∫ a+ 1
2
a− 1
2
dα
∫ a′+ 1
2
a′− 1
2
dα′|...|
︸ ︷︷ ︸
II
.
Treating I the exact same way as in the proof of Proposition 3.3, we find that it has irrelevant size
I . cK  C
t
(
t2
Tkin
)n
〈log〉n+1 (4.8)
for some universal c > 0 and for K large enough. To evaluate II we fix a, a′. In order to distinguish
wether a term is resonating with the temporal frequencies a and a′ or not we do the following
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decomposition. For all subsets S,S ′ of {1, ..., n} we define:
RcS,S′,a,a′ :=
{ n∑
i=k
Ωi = a for all k ∈ S,
n∑
i=k
Ωi 6= a for all k /∈ S,
n∑
i=k
Ω′i = a
′ for all k ∈ S ′, and
n∑
i=k
Ω′i 6= a′ for all k /∈ S ′
}
,
with the following convention since Rc excludes the totally resonant configuration:
Rc{1,...,n},{1,...,n},0,0 = ∅ (4.9)
and write:∫ a+ 1
2
a− 1
2
dα
∫ a′+ 1
2
a′− 1
2
dα′|...| .
∑
S,S′
∫ a+ 1
2
a− 1
2
dα
∫ a′+ 1
2
a′− 1
2
dα′
∑
(ξi)1≤i≤2n+1∈RcS,S′,a,a′
|∆`,`′,P |(k, k′, 0)
n∏
k=1
1∣∣α−∑ni=k Ωi + it ∣∣ 1∣∣α′ −∑ni=k Ω′i + it ∣∣ 1∣∣α+ it ∣∣ 1∣∣α′ + it ∣∣ (4.10)
We distinguish now depending on the values of a, a′.
Case a = a′ = 0. We keep the a and a′ notation since this will adapt naturally for (a, a′) 6= (0, 0).
In this case, we estimate the sums and integral the following way. We first fix a−1/2 < α < a+1/2
and a′ − 1/2 < α′ < a′ + 1/2. We use an algorithm whose iteration procedure is similar to that
of the proof of Lemma 4.3. We consider each vertex one by one, starting from the bottom of the
right subtree then going to its top, then going from bottom to top of the left subtree. At the k-th
step on the right graph, for 1 ≤ k ≤ n, we consider the vertex v′k. Since
∑n
i=k Ω
′
i does only depend
on the free variables either below v′k or appearing after v
′
k, we can assume that all free variables
appearing after v′k are fixed, and that the one appearing before have already been treated. We do
the following:
Subcase (i) If k ∈ S ′: We write
1∣∣α′ −∑ni=k Ω′i + it ∣∣ = 1|α− a′ + it |
We then estimate that:
• If v′k is a degree one vertex, let us denote by ξik the free variable attached to it and by
(ξj)j>ik the free variables appearing after vk. Then we write the condition
∑n
i=k Ω
′
i = a
′
as Ω′k(ξik) = a
′ −∑ni=k+1 Ω′i. Note that the right hand side does not depend on ξik . We
estimate using the formulas (2.9) and (2.10), and the upper bounds (7.9) and (7.10):
#
{
ξik ∈ Zd, |ξik | ≤ −1, and Ω′k(ξik) = a′ −
n∑
i=k+1
Ω′i
}
. 1−d.
The above bound does not hold for only one degenerate case: if σσ′ = −1 and ζ = 0 in
(2.9). In this case, Lemma 2.3 implies that the above set, intersected with the support of
∆`,`′,P , contains only 1 1−d element so the bound is actually improved.
• If v′k is a degree two vertex, let us denote by ξik , ξik+1 the free variables attached to it and by
(ξj)j>ik+1 the free variables appearing after vk. Then we write the condition
∑n
i=k Ω
′
i = a
′ as
Ω′k(ξik , ξik+1) = a
′−∑ni=k+1 Ω′i. Note that the right hand side does not depend on ξik , ξik+1.
We estimate using the formula (2.11) and the upper bound (7.11):
#
{
ξik , ξik+1 ∈ Zd, |ξik |, |ξik+1| ≤ −1, and Ω′k(ξik , ξik+1) = a′ −
n∑
i=k+1
Ω′i
}
. 2−2d〈log〉
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• If v′k is a degree zero vertex, we do nothing.
Subcase (ii) If k /∈ S ′: Then since a′− 1/2 < α′ < a′+ 1/2, there holds |∑ni=k Ω′i−α| > 1/2. We
then estimate that:
• If v′k is a degree one vertex, let us denote by ξik the free variable attached to it and by (ξj)j>ik
the free variables appearing after vk. Note that
∑n
i=k+1 Ω
′
i only depends on (ξj)j>ik . We
sum over the ξik variable, and estimate using the formulas (2.9) and (2.10) and the two
bounds (7.14) and (7.15):∑
|ξik |≤−1, |
∑n
i=k Ω
′
i−a′|>1/2
1∣∣a′ −∑ni=k Ω′i + it ∣∣ . 1−d〈log〉.
The above bound does not hold for only one degenerate case: if σσ′ = −1 and ζ = 0 in
(2.9). In this case, the above sum, restricted to the support of ∆`,`′,P , contains only one
element from Lemma 2.3. Hence it is ≤ 2 1−d〈log〉 and the bound is improved.
• If v′k is a degree two vertex, let us denote by ξik , ξik+1 the free variables attached to it and
by (ξj)j>ik+1 the free variables appearing after vk. Note that
∑n
i=k+1 Ω
′
i does not depend
on ξik , ξik+1. We sum over the ξik and ξik+1 variables, and estimate using the formula (2.11)
and the bound (7.16): ∑
|ξik |,|ξik+1|≤−1, |
∑n
i=k Ω
′
i−a′|>1/2
1∣∣a′ −∑ni=k Ω′i + it ∣∣ . 2−2d〈log〉2
• If vk is a degree zero vertex, we simply upper bound:
1∣∣α′ −∑ni=k Ω′i + it ∣∣ ≤ 2.
End of the algorithm We treat similarly the left subtree. At the end of the procedure, we estimate
the contribution of the last free variable ξ2n+1 by the support estimate #{|ξ2n+1| ≤ −1} . −d. At
this point we have summed the integrand over all free variables, and found, recalling a = a′ = 0:∑
(ξi)1≤i≤2n+1∈RcS,S′,a,a′
∆`,`′,P (k, k
′, 0)
n∏
k=1
1∣∣α−∑ni=k Ωi + it ∣∣ 1∣∣α′ −∑ni=k Ω′i + it ∣∣ 1∣∣α+ it ∣∣ 1∣∣α′ + it ∣∣
. 1|α− a|#S
1
|α− a′|#S′
1
|α+ it |
1
|α′ + it |
−d−n1(d−1)−2n2(d−1)〈log〉n1+2n2
=
−2n(d−1)−d〈log〉2n
|α− a+ it |#S+1|α′ − a′ + it |#S′+1
,
where we used (2.7). We then use Lemma 7.7 to evaluate the α and α′ integrals:∫ a+ 1
2
a− 1
2
∫ a′+ 1
2
a′− 1
2
dαdα′
−2n(d−1)−d〈log〉2n
|α− a+ it |#S+1|α′ − a′ + it |#S′+1
. t2n−1−2n(d−1)−d〈log〉2n+2
since #S + #S′ < 2n from (4.9) and since t ≥ 1.
Case a = 0 and a′ 6= 0. In this case, we perform the same algorithm as in the case a = a′ = 0.
Except that at the moment of estimating the dα′ integral, we bound the last fraction in (4.10) that
does not involve a cumulated sum of resonance moduli by 1|α′+ i
t
| ≤ 1a′ . We thus find the bound in
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this case:
∫ a+ 1
2
a− 1
2
dα
∫ a′+ 1
2
a′− 1
2
dα′
∑
(ξi)1≤i≤2n+1∈RcS,S′,a,a′
∆`,`′,P (k, k
′, 0)
n∏
k=1
1∣∣α−∑ni=k Ωi + it ∣∣ 1∣∣α′ −∑ni=k Ω′i + it ∣∣ 1∣∣α+ it ∣∣ 1∣∣α′ + it ∣∣ . 1|a′| t2n−1−2n(d−1)−d〈log〉2n.
Case a, a′ 6= 0. The term is bounded similarly by 1|a| 1|a′| t2n−1−2n(d−1)−d〈log〉2n.
End of the proof We sum all the contributions for (4.10) found in the three cases above, using
that
∑d−Ke
a=−d−Ke
1
〈a〉 . 〈log〉, and find the bound for II:
II . λ4nd(2n+1)t2n−1−2n(d−1)−d〈log〉2n+1 . C
t
(
t2
Tkin
)n
〈log〉2n+1.
The previous bound (4.8) for I and the above bound for II prove the desired upper bound.

4.3. Two explicit examples. For the sake of clarity, let us detail an example of an interaction
diagram and of pairings saturating the bound (4.3). We consider the simplest interaction diagram
G = G∗ of depth n ≥ 1. A formula for G∗ is easy to find from the picture below, so we do not
provide it explicitly. There is only one way to order the interaction vertices for this example. Hence,
we identify uG∗ with u`∗ where `∗ is the corresponding interaction history:
`∗ := (2n− 1, 2n− 3, ..., 3, 1) .
v
′
0,1 v
′
0,2 v
′
0,2(n−k)+1 v
′
0,2(n−k)+2 v
′
0,2n−1 v
′
0,2n v
′
0,2n+1
v′1
v
′
2
v′k
v′n−1
v
′
n
vR
The graph G(ℓ∗)
s0
s1
sn−1
t−
∑n−1
k=0 sk
++−
+
+−
+
+−
+
+
+−
+−
+
+
There is only one interaction history for uG∗ , and the corresponding interaction diagram is:
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v0,1 v0,2 v0,3 v0,2n v0,2n+1
v1
v2
vn
vR
s0
s1
t−
∑n−1
k=0 sk
The graph for uℓ∗
− −
+
−
−
+
−
+
−
−
We now give two very different pairings for the formula (2.4). The first pairing is the so-called
ladder pairing:
Pladder = ∪i=1,...,2n+1{i, 2n+ 2− i′}
where the prime notation stands for the initial vertices of the right subtree, and the second one is
the "belt" (due to the form of the graph, a long chain, see below):
Pbelt := ∪k=1,...,n−1{2k, 2k + 3} ∪k=1,...,n−1 {2k − 1′, 2k + 2′} ∪ {1, 2n+ 1′} ∪ {3, 2k − 1′} ∪ {2n, 2′}
The corresponding paired diagrams, as described in Subsection 2.2, and once the algorithm of
Theorem 2.1 has been applied to identify the free vertices/momenta, are the following. For the
ladder pairing:
ξ1 ξ2
ξ3
ξ4
ξ5
ξ2n−3
ξ2n−2
ξ2n−1
ξ2n
ξ2n+1
A free momentum
Arrows
indicate path
toward root
where we applied the usual notation (ξi)1≤i≤2n+1 for the free momenta, and for the belt pairing:
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ξ˜1
ξ1
ξ2
ξ
n−2
ξ
n−1
ξ˜2
ξ˜3
ξ′
n−1
ξ′
n−2
ξ′
n−3
ξ′
1
where we set a specific notation for the free momenta (ξ˜1, ξ˜2, ξ˜3, ξ1, ..., ξn−1, ξ′1, ..., ξ′n−1). Both pair-
ings degenerate for t ≥ 1, saturating the main part of the bound (4.2) and (4.3), and one has:
Proposition 4.5 (Equivalent bounds for specific examples). For A a cut-off function localising
near the origin and for all n ≥ 1, three constants 0 < c < C and C ′ > 0 exist such that: for all
t ≥ C ′〈log〉n+2 for d = 2:
c
(
t2
Tkin
)n
〈log〉n ≤ F(`∗, `∗, Pladder) ≤ C
(
t2
Tkin
)n
〈log〉n (4.11)
and for d ≥ 3:
c
(
t2
Tkin
)n
≤ F(`∗, `∗, Pladder) ≤ C
(
t2
Tkin
)n
(4.12)
and for t ≥ C ′〈log〉2n+1 for all d ≥ 2 (where A ≈ B means cB ≤ A ≤ CB):
F (`∗, `∗, Pbelt) ≈

(
t2
Tkin
)n
2n−2 for 2n < d,(
t2
Tkin
)n
d−2〈log〉 for 2n = d,(
t2
Tkin
)n
d−2 for 2n > d.
(4.13)
Remark 4.6. Ladder configurations are those expected to give the main contribution. Indeed,
as Ωk = Ω′k for all 1 ≤ k ≤ n, it is easier to find configurations for the frequencies such that all
oscillatory phases are simultaneously resonant. For the belt configuration however, simultaneous
resonances should appear less frequently, since all but one vertices have at least a free frequency
attached to it. This argument however fails for t ≥ 1 due to the very structure of the Laplacian.
The Proposition suggests that the kinetic wave equation fails to predict the dynamics of E|uˆ(k)|2
for t ≥ 1. In dimension 2, the corrective factor in (4.13) is not present d−2 = 1 and this term has
the same size as the ladder configuration. It is then unclear if an other effective equation holds since
since very different pairings contribute with similar polynomial sizes.
Proof of Proposition 4.5. The first bounds (4.11) and (4.11) are proved in a more general setting
in the proof of Lemmas 4.1 and 4.2. The possibility of taking t ≥ C ′〈log〉n+2 comes from a direct
check of the proof of Lemma 4.1, as the power for the log correction in (4.4) is 2 + n1 + 2n2 in
dimension 2, 2 + n1 + n2 in dimension d ≥ 3, and that for the ladder pairing n1 = 0 and n2 = n.
We now turn to the proof of (4.13). We give additional details as the belt pairing will be examined
later on in this paper.
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Step 1 Explicit formula The resolution of the momenta constraints is the following. There are
two specific zones to be considered separately, the middle zone and the extremes on the left and
right, but in the middle of each graph a recursive property appears. First, for the middle part:
ξ˜3 −ξ˜3
ξn−1
ξ˜2
ξ˜3 − ξ˜2 − ξn−1
ξ′
n−1 −ξ˜2
−ξ˜3 + ξ˜2 − ξ
′
n−1−
−
−
+
+
−
+
+ξn−2
ξn−1 + ξ˜2 − ξ˜3
ξ˜3 − ξ˜2 − ξn−2
ξ′
n−2
−ξ′
n−1
ξ˜2 − ξ˜3 − ξ
′
n−2
−
−
+
−
+
+
For the center parts of the left and right subtrees:
ξk
ξ˜2 − ξ˜3 + ξk+1
ξ˜3 − ξ˜2 − ξk
ξk+1
−
−
+
−
ξ′
k+1
−ξ′k+2
ξ˜2 − ξ˜3 − ξ
′
k+1
ξk′ −ξ′
k+1
ξ˜2 − ξ˜3 − ξ
′
k
+
−
+
+
−
+
+
For the extreme left and right parts:
ξ˜1
−ξ˜3 + ξ˜2 + ξ1 ξ˜3 − ξ˜2 − ξ˜1
ξ1
ξ˜2 − ξ˜3 + ξ˜1 −ξ
′
1
−ξ˜1
ξ˜2 − ξ˜3 − ξ
′
1
−
− +
−
+
− +
+
In particular, expressing resonance moduli as a function of the free momenta one has:
Ωn = 2
(
ξ˜3 − ξ˜2
)
.
(
ξ˜3 − ξn−1
)
, Ω′n = 2
(
ξ˜3 − ξ˜2
)
.
(
ξ′n−1 − ξ˜2
)
,
Ωk = 2
(
ξ˜3 − ξ˜2
)
. (ξk − ξk−1) , Ω′k = 2
(
ξ˜3 − ξ˜2
)
.
(
ξ′k−1 − ξ′k
)
,
Ω1 = 2
(
ξ˜3 − ξ˜2
)
.
(
ξ1 − ξ˜1
)
, Ω′1 = 2
(
ξ˜3 − ξ˜2
)
.
(
ξ˜2 − ξ˜3 + ξ˜1 − ξ′1
)
.
(4.14)
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Therefore, one has the following formulas for cumulative resonance moduli for all 1 ≤ n ≤ N :
n∑
i=k
Ωi = 2
(
ξ˜3 − ξ˜2
)
.
{
(ξ˜3 − ξ˜1) for k = 1,
(ξ˜3 − ξk−1) for 2 ≤ k ≤ n,
and
n∑
i=k
Ω′i = 2
(
ξ˜3 − ξ˜2
)
.
{
(ξ˜1 − ξ˜3) for k = 1,
(ξ′k−1 − ξ˜2) for 2 ≤ k ≤ n,
We write ζ = 2(ξ˜3 − ξ˜2) in view of Definition 2.2. Note that in the degenerate case ζ = 0, all
resonance moduli are zero: Ωk = 0 = Ω′k for k = 1, ..., n. In this case however, from Lemma 2.3, on
the support of ∆W
`∗,`∗ all free variables ξ˜1, ξ1, ..., ξn−1, ξ
′
1, ..., ξ
′
n−1 are fixed linear combinations of ξ˜2
and ξ˜3. Thus, one finally obtains that, using that A is radially symmetric:
F(`∗, `∗, Pbelt) =
(
λ2
(2pi)d
)2n
d(2n+1)
∑
(ξ,ξ′,ξ˜1,ξ˜2,ξ˜3)∈Z2n+1
∫
R2n+2+
e−i2(ξ˜3−ξ˜2).(ξ˜3−ξ˜1)(s0−s
′
0)∆W`,`′(k, k
′)
n−1∏
k=1
e−i2(ξ˜3−ξ˜2).(ξ˜3−ξk)sk
n−1∏
k=1
e−i2(ξ˜3−ξ˜2).(ξ
′
k−ξ˜2)s′kA(ξ˜1)A(ξ˜2)A((ξ˜3 − ξ˜2 − ξ˜1))
n−1∏
k=1
A((ξ˜3 − ξ˜2 − ξk))
n−1∏
k=1
A(ξ′k)δ(t−
n∑
i=0
si)δ(t−
n∑
i=0
s′i)dsds
′
=
(
λ2
(2pi)d
)2n
d(2n+1)
∑
(ξ˜1,ξ˜2,ξ˜3)∈Z3d, ζ 6=0
A(ξ˜1)A(ξ˜2)A((ξ˜3 − ξ˜2 − ξ˜1)) (4.15)
∣∣∣∣∣∣∣
∑
ξ∈Zd(n−1)
∫
Rn+1+
e−iζ·(ξ˜3−ξ˜1)s0
n−1∏
k=1
e−iζ·(ξn−ξ˜2)skA(ξk)δ(t−
n∑
i=0
si)
∣∣∣∣∣∣∣
2
+O(λ4nd2nt2n)
Step 2 Proof of (4.13). We first decompose between fully resonant and non fully resonant
configurations as in (4.1). We write ξ˜3 − ξ˜2 = ζ = dζv where ζv is a visible point from the origin.
Note that from the estimate (7.13) and the formulas (4.14), at a fixed value of ζ ∈ B(0, −1/2):
#
{
ξ1, ..., ξn−1, ξ′1, ..., ξ
′
n−1, ξ˜1, (ξ, ξ
′, ξ˜1, ξ˜2, ξ˜3) ∈ R ∩B(0, −1)
}
≈
(
−(d−1)
|ζv|
)2n−1
.
Note that given a visible point ζv with |ζv| ≤ L, there are ≈ L|ζv | points of the form kζ with k ∈ Z
in the ball of radius L. We thus estimate, using a dyadic partition into multiples of visible points,
that for L = 2i, i ≥ 1:
∑
|ζ|≤L
(
Ld−1
|ζv|
)2n−1
≈
i−1∑
j=1
∑
2j≤|ζ|<2j+1, ζ visible
L
2j
(
Ld−1
2j
)2n−1
≈
i−1∑
j=1
2j(d−2n)L(d−1)(2n−1)+1
≈

L2n(d−1)L2−2n for 2n < d,
L2n(d−1)L2−d〈logL〉 for 2n = d,
L2n(d−1)L2−d for 2n > d,
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where we used that visible points have positive density in Zd. As a consequence:
#
{
(ξ, ξ′, ξ˜1, ξ˜2, ξ˜3) ∈ R, A(ξ˜1)A(ξ˜2)A((ξ˜3 − ξ˜2 − ξ˜1))
n−1∏
k=1
A(ξk)
n−2∏
k=0
Aξ′k) > 0
}
≈

−2n(d−1)+2n−2−d for 2n < d,
−2n(d−1)−2〈log〉 for 2n = d,
−2n(d−1)−2 for 2n > d.
Note that on R the time integral is equal to ( tnn! )2. Hence in the computation of FPbelt for the fully
resonant term in the decomposition (4.1):
FR(`∗, `∗, Pbelt) ≈

(
t2
Tkin
)n
2n−2 for 2n < d,(
t2
Tkin
)n
d−2〈log〉 for 2n = d,(
t2
Tkin
)n
d−2 for 2n > d.
The non fully resonant term in the decomposition (4.1) is estimated as in the proof of Lemma 4.2,
with the use of the bound (7.15) to obtain a 1|ζv |2n−1 factor, that is then estimated as above. We do
not provide the details here. This leads to the estimate:
FRc(`∗, `∗, Pbelt) .

1
t
(
t2
Tkin
)n
2n−2〈log〉2n+1 for 2n < d,
1
t
(
t2
Tkin
)n
d−2〈log〉2n+2 for 2n = d,
1
t
(
t2
Tkin
)n
d−2〈log〉2n+1 for 2n > d.
The two above bounds imply the bound (4.13).

5. Failure of convergence for small kinetic time for any dispersion relation
This subsection is devoted to the proof of Proposition 1.4. The special graph we will consider
is Gn = G∗ described in Subsubsection 4.3. There, only fully resonant configurations (Ω = 0 at
each vertex) contributed to the norm of uG. Here however, the contribution comes from nearly fully
resonant configurations (Ω ≈ 0 at each vertex). Paired diagrams which maximise this number of
configurations involve degree one vertices with special properties, linked to more refined topological
properties of the graph. One therefore needs to refine further the algorithm used to compute
F(`, `′, P ) in the previous Subsection.
Recall Definition 2.2 for the types of degree one vertices. Note in particular that from the identity
(4.15), the belt pairing is such that the corresponding paired graph has 2n− 2 degree one vertices
of linear type with the same dual variable ζ, one degree zero vertex and one degree two vertex.
5.1. Key contribution: the belt pairing. Recall the identity (2.5). We claim that the worst
contribution comes from the belt pairing already examined in Subsubsection 4.3. We refer to this
Subsection for the notations, in particular to Step 1 of the proof of Proposition 4.5.
Lemma 5.1. Let d ≥ 2 and A be any positive definite symmetric d× d and take the corresponding
dispersion relation (1.1). Fix any 0 < ν  1 small, and let 1−ν ≤ t ≤ 1− 1d . Then for any n ∈ N
with 2n ≥ d+ 2, there exist two constants 0 < c < C such that for the only interaction histories `∗
and `∗ associated with the interaction diagram G∗, and the belt pairing Pbelt:
c
Tnkin
d−1t ≤ F(`∗, `∗, Pbelt) ≤ C
Tnkin
d−1t. (5.1)
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Proof. Fix 0 < κ  1. The identity (4.15) was derived for the Laplacian dispersion relation
H = Id, but easily adapts for general dispersion relations (1.1): the variable ζ is now defined as
ζ = 2H(ξ˜3 − ξ˜2) ∈ 2HZd. We decompose (4.15) according to the size of ζ:
FPbelt =
(
λ2
(2pi)d
)2n
d(2n+1)
∑
|ζ|≤κt−1
[...]
︸ ︷︷ ︸
I
+
(
λ2
(2pi)d
)2n
d(2n+1)
∑
|ζ|≥κt−1
[...]
︸ ︷︷ ︸
II
+O(λ4nd2nt2n)
(5.2)
Step 1 |ζ|κt−1) contribution. We fix 1 ≤ |ζ| ≤ κt−1 in (4.15). We first use continuum
approximation to transform the sums into integrals. For fixed ξ˜2 and s ≤ t, by Poisson summation
formula, denoting by a the inverse Fourier transform of A:
∑
ξ∈Zd
e−iζ·(ξ−ξ˜2)sA(ξ) = eiζ·ξ˜2s
(2pi)
d
2
d
a
(
ζ

s
)
+ eiζ·ξ˜2s
∑
y∈(2piZd)\{0}
(2pi)
d
2
d
a
(
ζ

s+
y

)
=
∫
ξ∈Rd
e−iζ·(ξ−ξ˜2)sA(ξ) +O(∞),
where we used the fact that |sξ˜| ≤ κ and that a is Schwartz. We integrate in time with respect to
the s0 variable, yielding
∫
Rn−1+
∫ t−∑n−1k=1 sk
0
e−iζ·(ξ˜3−ξ˜1)s0ds0
n−1∏
k=1
e−iζ·(ξk−ξ˜2)sk1(
n−1∑
k=1
sn ≤ t)ds1...dsn−1
=
1
−iζ · (ξ˜3 − ξ˜1)
[
e−itζ·(ξ˜3−ξ˜1)
∫
Rn−1+
n−1∏
k=1
e−iζ·(ξk−ξ˜2+ξ˜1−ξ˜3)sk1(
n−1∑
k=1
sn ≤ t)ds1...dsn−1
−
∫
Rn−1+
n−1∏
k=1
e−iζ·(ξk−ξ˜2)sk1(
n−1∑
k=1
sk ≤ t)ds1...dsn−1
]
.
Applying the above identity and Fourier transformation:
∫
ξ∈Zd(n−1)
∫
Rn+1+
e−iζ·(ξ˜3−ξ˜1)s0
n−1∏
k=1
e−iζ·(ξk−ξ˜2)skA(ξn)δ(t−
n∑
i=0
si) dξ
=
(2pi)
d
2
(n−1)−d(n−1)
−iζ · (ξ˜3 − ξ˜1)
[
e−itζ·(ξ˜3−ξ˜1)
∫
Rn−1+
n−1∏
k=1
e−iζ·(−ξ˜2+ξ˜1−ξ˜3)ska
(
ζsk

)
1(
n−1∑
k=1
sn ≤ t)ds
−
∫
Rn−1+
n−1∏
k=1
e−iζ·(−ξ˜2)ska
(
ζsk

)
1(
n−1∑
k=1
sk ≤ t)ds
]
.
Note that if s1, ..., sn−1 are such that 0 ≤ s1, ..., sn−1 ≤ t and s1 + ...+ sn−1 > t, then at least one
of the sk’s is such that sk & t, implying a(ζ−1sk) = O(∞) as t ≥ −ν  1 and a is Schwartz. We
combine the previous sum/integral approximation relying on Poisson summation, the above partial
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integration with s0, and this remark to simplify the time integration domain:∑
ξ∈Zd(n−1)
∫
Rn+1+
e−iζ·(ξ˜3−ξ˜1)s0
n−1∏
k=1
e−iζ·(ξk−ξ˜2)skA(ξk)δ(t−
n∑
i=0
si)
=
(2pi)
d
2
(n−1)−d(n−1)
−iζ · (ξ˜3 − ξ˜1)
[
e−itζ·(ξ˜3−ξ˜1)
∫
Rn−1
n−1∏
k=1
e−iζ·(−ξ˜2+ξ˜1−ξ˜3)ska
(
ζsk

)
1(s1, ..., sn−1 ≥ 0)ds
−
∫
Rn−1
n−1∏
n=1
e−iζ·(−ξ˜2)ska
(
ζsk

)
1(s1, ..., sn−1 ≥ 0)ds
]
+O(∞)
We introduce the following function:
F [θ](ξ) =
(∫ ∞
0
eiθ·ξsa(θs)ds
)N−1
(which given |θ| = 1 as a parameter is a smooth function of ξ). The above identity becomes, by
Fubini, s time renormalisation, introducing ξ1 = ξ˜3 − ξ˜1 and denoting θ = ζ|ζ| :
... =
(
(2pi)
d
2
|ζ|d−1
)n−1
1
−iζ · ξ1
[
e−itζ·ξ1F [θ]((ξ˜2 + ξ1))− F [θ](ξ˜2)
]
+O(∞)
Therefore we obtain the following expression for the first quantity in (5.2):
I = λ
4n
(2pi)d
2n+3d−2
∑
ζ∈2AZd, |ζ|≤κt−1
∑
(ξ1,ξ˜2)∈Z2d
1
|ζ|2(n−1)A(

2A
−1ζ + ξ˜2 − ξ1)A(ξ˜2)A(−ξ˜2 + ξ1))
1
|ζ·ξ1|2
∣∣∣e−itζ·ξ1F [θ]((ξ˜2 + ξ1))− F [θ](ξ˜2)∣∣∣2 +O(∞) (5.3)
We decompose:
e−itζ·ξ1F [θ]((ξ˜2 + ξ1))− F [θ](ξ˜2) = (e−itζ·ξ1 − 1)F [θ]((ξ˜2 + ξ1)) + F [θ]((ξ˜2 + ξ1)− F [θ](ξ˜2).
We estimate that, uniformly in ξ˜2 and ζ:∑
ξ1∈Zd
A(

2
A−1ζ + ξ˜2 − ξ1)A(ξ˜2)A(−ξ˜2 + ξ1))
∣∣∣∣∣F [θ]((ξ˜2 + ξ1)]− F [θ](ξ˜2)]ζ · ξ1
∣∣∣∣∣
2
= O
(
2−d
|ζ|2
)
,
(5.4)
which is because
∣∣∣F [θ]((ξ˜2 + ξ1)]− F [θ](ξ˜2)]∣∣∣ . |ζ| |ξ1.ζ| from the smoothness of F , and that the
integrand has support in the zone |ξ1| . −1. We also estimate that, using |eiω − 1|2 = 4 sin2(ω/2):∑
ξ1∈Zd
A
( 
2
A−1ζ + ξ˜2 − ξ1
)
A(ξ˜2)A(−ξ˜2 + ξ1)
∣∣∣∣∣e−itζ·ξ1F [θ]((ξ˜2 + ξ1)]− F [θ]((ξ˜2 + ξ1)]ζ · ξ1
∣∣∣∣∣
2
=
∫
ξ1∈Zd
A
( 
2
A−1ζ + ξ˜2 − ξ1
)
A(ξ˜2)A(−ξ˜2 + ξ1)
4 sin2
(
tζ·ξ1
2
)
|ζ · ξ1|2
∣∣∣F [θ]((ξ˜2 + ξ1)]∣∣∣2 +O(t21−d)
where the second equality approximates the Riemann sum by an integral (recall that t  1). We
renormalise the variable ξ1, use the convergence of λ
sin(ω
λ
)2
ω2
= piδ(ω = 0) + O(λ) as λ → 0 as a
distribution to obtain:
... =
2pit1−d
|ζ|
∫
ξ1∈Rd
A
( 
2
A−1ζ + ξ˜2 − ξ1
)
A(ξ˜2)A(−ξ˜2+ξ1)
∣∣∣F [θ](ξ˜2 + ξ1)∣∣∣2 δ(θ.ξ1 = 0)+O(2−d)
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where we used 1−ν ≤ t ≤ 1/2. We inject the above equality and the inequality (5.4) in (5.3) using
Cauchy-Schwarz and t , and obtain:
I =
λ4n
(2pi)d
2n+2d
∑
|ζ|≤κt−1
∑
ξ˜2∈Zd
1
|ζ|2(n−1)(
2pit−1
|ζ|
∫
ξ1∈Rd
A(

2
A−1ζ + ξ˜2 − ξ1)A(ξ˜2)A(−ξ˜2 + ξ1)
∣∣∣F [θ]((ξ˜2 + ξ1)]∣∣∣2 δ(θ.ξ1 = 0) +O (t 12 − 12)
)
=
λ4n
8pi3
2n+d−1t
∑
|ζ|≤κt−1
∫
(ξ1,ξ˜2)∈R2d
1
|ζ|2n−1A
( 
2
A−1ζ + ξ˜2 − ξ1
)
A(ξ˜2)A(−ξ˜2 + ξ1)
∣∣∣Fn−1[θ](ξ˜2)∣∣∣2 δ(θ.ξ1 = 0)
+O(λ4n2n+d−
1
2 t
1
2 )
≈ T−nkint.
Step 2 The ζ & t−1 contribution. To treat the II term in , we apply first the resolvant identity
(4.7), and then the algorithm described in the proof of Lemma 4.2 to estimate iteratively the sums of
1
|α−∑ni=k Ωi+ it | terms (or involving α′). At the first degree zero vertex we bound 1|α′−∑ni=1 Ωi+ it | ≤ t.
Then at each linear degree one vertex we use the estimate (7.3) with a = 0 and with the fact that
max( 1|ζ| , t) ≤ −κt. Finally, at the last degree two vertex with use the estimate (7.5) with a = 0.
This implies that:
II . −Cκλ4nd(2n+1)t(−(d−1)−κt)2n−2−2(d−1)−d = λ4n2nt2n−1−C(n)κ  T−nkind−1t
as 2n ≥ d+ 2 and t ≤ 1− 1d and n ≥ 3. The above estimate, together with the estimate for I found
in Step 1, yield the desired estimate.

5.2. Lower order terms. In the identity (2.5) we found a sharp bound for the F(`∗, `∗, Pbelt) term
in the previous subsubsection. The graph for F(`∗, `∗, Pbelt) has a very specific structure: it involves
the maximal number of degree one vertices, which are all of linear type, and which all have the same
dual variable. A byproduct of the proof of the Lemma below is that this is the only such pairing.
By using the fact that for other pairing more degree two or quadratic degree one vertices appear,
or that linear degree one vertices may have different dual variables, we are able to improve their
upper bound. The key new idea in the proof is that estimating the contribution of a free variable
may involve an upper bound with a factor that depends on another free variable, and this factor
is converted into a gain factor once one estimates the contribution of this other free variable. This
sees the very structure of the paired graph, and improves on the previous techniques used in [15]
which involved universal bounds at a vertex which were independent of the other free variables.
Lemma 5.2.
Pick any 1− 12d+1 < c2 < c1 < 1 and n ≥ d + 1. There exists a constant c > 0 such that for all
pairings P 6= Pbelt, for all
c1 ≤ t ≤ c2 (5.5)
there holds:
|F(`∗, `∗, P )(t)| . 1
Tnkin
td−1+c  1
Tnkin
td−1. (5.6)
Proof. Step 1: Reduction to a special case. Recall Definition 2.2. We claim that if the following
condition: nq1 = 0, n1 = n
l
1 = 2n− 2, n0 = n2 = 1, is not satisfied then the bound (5.6) holds true.
To prove it, we refine the algorithm previously used in the proof of Proposition 3.3, in order to
upper bound |F(`∗, `∗, P )(t)|). We refer to this proof for the description of the algorithm.
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The basic estimate At each vertex, we use the following estimates with parameter a = 0:
• For degree two vertices we use (7.8) which gives a factor t1−2d.
• For degree one vertices of linear type we use (7.6) which gives a factor 1−d.
• For degree one vertices of quadratic type (7.7) gives a factor t1−d.
• For degree zero vertices we simply bound |α+∑ni=k Ωi + it |−1 ≤ t.
This produces using (2.7):
FP (t) . λ4nd(2n+1)tn2(1−2d)n2(1−d)nl1tn
q
1(1−d)n
q
1tn0−κ =
1
Tnkin
−n2tn0+n
q
1+n2−κ. (5.7)
The improved estimate. In the previous algorithm, at all vertices we took a = 0 in all bounds
(7.6), (7.7) and (7.8). However, by incorporating a product of a weights of the form max
(
1
〈·−ξ˜〉 , t
)
as displayed in these estimates, they are all improved by a factor ta (unless for one degenerate case
considered later separately). These weights appear the following way.
Each time a degree one vertex of linear type is estimated, the identity (2.12) and the estimate (7.6)
pull out a factor max
(
1
〈ζ〉 , t
)
. The dual variable ζ at this vertex depends solely on free variables
appearing after in the algorithm. This factor max
(
1
〈ζ〉 , t
)
is kept as is when estimating vertices
appearing after whose free variables do not enter in the decomposition of ζ. When reaching the first
vertex at which a free variable is attached that enters in the decomposition of ζ, then this weight
max
(
1
〈ζ〉 , t
)
can be incorporated in any of the estimates (7.6), (7.7) and (7.8), improving the bound
by a factor t.
Since free variables may appear in the decomposition of multiple dual variables of degree one
vertices appearing before them, a product of multiple such weights may appear, in which case
a ≥ 2. Corollary 7.4 allows for up to a = d − 1 weights to be incorporated. Hence if there
are d − 1 or less degree one vertices of linear type, we gain a factor tnl1 as each weight could be
transformed into a t gain. If there are d − 1 or more degree one vertices of linear type, at least a
gain factor td−1 is allowed (but maybe no better estimate is possible, in the case all such weights are
estimated at a single vertex which precisely happens for the belt pairing). Therefore, there holds
the following improved estimate in comparison to the basic estimate (5.7) (except in the degenerate
case considered later separately):
FP (t) . 1
Tnkin
−n2tn0+min(d−1,n
l
1)+n
q
1+n2−κ.
We now consider the above estimate in various cases. Assume first that nl1 ≤ d − 1. Then since
n0 + n
1
q + n
l
1 + n2 = 2n and n2 ≤ n from (2.7), from (5.5) and n ≥ d+ 1:
FP (t) . 1
Tnkin
−n2tn0+n
l
1+n
q
1+n2−κ . 1
Tnkin
−nt2n−κ . 1
Tnkin
−(d+1)t2(d+1)−κ . 1
Tnkin
td−1+c
for some c > 0 so the desired bound (5.6) is proved. Assume next that nl1 ≥ d− 1 and that nq1 ≥ 1
and n2 ≥ 1. Then we get in this case too an improvement since n0 = n2 from (2.7) and from (5.5):
FP (t) . 1
Tnkin
−n2tn0+(d−1)+n
q
1+n2−κ . 1
Tnkin
td−1tn
q
1(−1t2)n2−κ . 1
Tnkin
td+2−1−κ . 1
Tnkin
td−1+c.
Assume now that nl1 ≥ d− 1 and that nq1 = 0 and n2 ≥ 2. Then the estimate is improved similarly:
FP (t) . 1
Tnkin
−n2tn0+(d−1)+n2−κ . 1
Tnkin
td−1(−1t2)n2−κ . 1
Tnkin
td+3−2−κ . 1
Tnkin
td−1+c.
Assume now that nl1 ≥ d − 1, and that n0 = n2 = 0. Then we use (2.8). Instead of using the
estimate (7.6) at the vertex v′1, we use that on the support of |∆`∗,`∗,P |, the corresponding sum in
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(7.6) contains only one element from (2.8) hence is . t. This improves (7.6) by a factor d−1 so
that:
FP (t) . 1
Tnkin
t(d−1)d−1−κ . 1
Tnkin
td−1+c.
Consequently, gathering the bounds for all the above cases, we have proved the desired estimate
whenever nq1 +n0 ≥ 2 or n0 = 0. Hence, from (2.7), the only remaining case corresponds to nq1 = 0,
n2 = n0 = 1 and nl1 = 2n− 2, which is precisely what we claimed in Step 1.
We finish by considering the degenerate case in which the tmin(d−1,a) gain did not hold. This
corresponds in the case a = d − 1 in estimate (7.7). In this case the gain factor is only d−1t−1/2
instead of td−1. However, since this happens at a quadratic degree one vertex and that n0 ≥ 1 from
(2.7), we still find the desired bound:
FP (t) . 1
Tnkin
−n2tn0+n
q
1+n2d−1t−
1
2 −κ . 1
Tnkin
(−1t2)n2tn
q
1− 12 d−1−κ . 1
Tnkin
d−2t
5
2 −κ . 1
Tnkin
td−1+c
which shows (5.6).
Step 2: Identification of a special graph in a special case. From step 1, there remains to consider
paired graphs for which nl1 = 2n− 2, nq1 = 0 and n0 = n2 = 1. These corresponds to paired graphs
for which the bottom interaction vertex of the right subtree is of degree zero, the top interaction
vertex of the left subtree is of degree two, and all other remaining interaction vertices are of degree
one of linear type. We shall thus use the notation from Subsection (4.3) for the name of the free
variables: (ξ˜1, ξ˜2, ξ˜3, ξ1, ..., ξn−1, ξ′1, ..., ξ′n−1).
We describe the case d = 2 and n = 3 which retains all the difficulty of the other cases up solely
to notational complexity. From Step 1 there remains to study the case n1 = nl1 = 2n − 2 = 4 and
n0 = n2 = 1. We consider the right subtree, denoting its interaction vertices v′1, v′2, v′3 as first,
second, and third, from bottom to top. v′1 has three initial vertices v′0,5, v′0,6, and v′0,7 below, with
parities of −, + and + respectively, v′2 has v′0,3 and v′0,4 below it with parities − and +, and v′3 has
v′0,1 and v′0,2 below with parities − and +. Our first claim is that unless v′0,6 (or v′0,7 as these two
vertices play a symmetric role) is paired with v′0,3, and v′0,4 is paired with v′0,1, then (5.6) holds true.
To show this, we go through the construction of the minimal spanning tree, see [15]. As v′2 is of
degree one, exactly one initial vertex below v′2 is paired with one below v′1. As v′2 is of linear type,
this pairing has to be between v′0,3 and either v′0,6 or v′0,7 (indeed, if v′0,4 was paired with v′0,5 this
would make v′2 be of quadratic type from the integration of Kirchhoff’s laws in the graph). We thus
assume v0,3′ is paired with v′0,6 without loss of generality and denote by ξ′1 the corresponding free
variable. As v′3 is of degree one, exactly one initial vertex below v′3 has to be paired with one below
v′1 or one below v′2. As v′3 is of linear type, this paired vertex under it has to be v′0,1 and we call
ξ′2 the free variable. Two cases are possible, either a) v′0,1 is paired with v′0,7, or b) it is paired with
v′0,4. Let us consider the case a) which is illustrated as follows:
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ξ′
2 ξ′
1
G′ G −ξ′
1
−ξ′
2
G− ξ′
1
− ξ′
2
Left subtree
Case a)
v′
0,2, v
′
0,4 and v
′
0,5 are paired with the left subtree
Ω′
2
= −2(ξ′
1
+G′).(G− ξ′
2
)
++−
+
+−
+
+−
v′
0,1 v′
0,7
v′
3
vR
where G and G′ are independent of ξ′1 and ξ′2. We have in particular:
Ω′2 = −2(ξ′1 +G′).(G− ξ′2).
In view of Definition 2.2 and (2.12), the dual variable at v′2 is ζ = −2(G′− ξ′2) which depends on ξ′2.
We perform the same algorithm as Case 2 and Case 3 of Step 1. At the vertex v′2 we use (7.3) with
a = 0 which pulls out a max( 1|G−ξ′2| , t) factor. At the vertex v
′
3 we use (7.3) with a = 1, transforming
this max( 1|G−ξ′2| , t) factor into a factor t gain in comparison with the a = 0 estimate. Next, the
algorithm goes through the left subtree which contains at least one degree one vertex of linear type,
whose dual variable ζ˜ depends solely on free variables appearing after in the left subtree. Similarly,
we apply the estimate (7.3) with a = 0 at this vertex producing a max(1
ζ˜
, t) factor which is then
converted in a factor t gain at the first vertex having a free variable entering in the decomposition
of ζ˜. The total gain factor is thus t2. Hence:
|FP (t)| . 1
Tnkin
−n2tn0+n
q
1+n2−κt2 =
1
Tnkin
−1t2−κt2 . t
Tnkin
c
as n0 = 1 = n2 and n
q
1 = 0, and from (5.5), so (5.6) holds true. This proves the first claim.
We next obtain an analogue property for the left subtree by symmetry. Indeed, the algorithm to
construct the spanning tree starts with the right subtree only by convention. By performing the
very same argument in the case where the algorithm starts with examining the left subtree, we
obtain the analogue of our first claim but for the left subtree: unless v0,1 or v0,2 is paired with v0,5,
and v0,4 is paired with v0,7, then (5.6) holds true.
Therefore, there remains to examine pairings such that, without loss of generality, v0,2 is paired with
v0,5, and v0,4 is paired with v0,7, v′0,2 is paired with v′0,5, v′0,4 is paired with v′0,7, and (v0,1, v0,3, v0,6)
are paired with (v′0,2, v′0,5, v′0,7). We recall that an initial vertex of parity σ can only be paired with
one of opposite parity −σ. Hence there are only two ways to pair (v0,1, v0,3, v0,6) with (v′0,2, v′0,5, v′0,7).
First, in A) v0,i is paired with v′0,8−i for i = 1, 3, 6, and then in B) v0,1 is paired with v
′
0,2, v0,3 is
paired with v′0,5 and v0,6 is paired with v′0,7. Case B) is illustrated below. Since the free edges are
the same as those of the belt pairing, see Step 1 in the proof of Proposition 4.5, we keep the same
notation for them:
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ξ˜1
ξ1
ξ2
ξ˜2
ξ˜3
ξ′
2
−ξ˜1
ξ′
1
−ξ˜3 − ξ
′
2
+ ξ˜1
−ξ˜3
Ω′
3
= −2(ξ′
2
− ξ˜1).(−ξ˜3 + ξ˜1)Case B)
and an integration of Kirchhoff’s laws give that:
Ω′3 = −2(ξ′2 − ξ˜1).(−ξ˜3 + ξ˜1).
Hence, v′3 is a degree one vertex of linear type, whose dual variable is −2(−ξ˜3 + ξ˜1), which depends
on ξ˜1. Therefore, as in the previous case a), one can gain two times a factor t, producing a t2 gain,
and the bound is improved. Consequently, only case A) could possibly yield an estimate which does
not satisfy (5.6). The proof is finished, as case A) is precisely the belt pairing.
Step 3: Identification of a special graph for d ≥ 3, and d ≥ 2 and n ≥ 4. The very same reasoning
as in Step 2 works in these cases, so we just sketch it.
First, if the conditions
v′0,2n−3 is paired with v0,2n or v′0,2n+1
v′0,2(n−k)−1 is paired with v
′
0,2(n−k)+2 for k = 2, ..., n− 1,
and the remaining vertices are paired with he left subtree,
(5.8)
are not satisfied, then there are either two or more degree two vertices in the whole paired graph,
or there is at least one quadratic degree one vertex in the right subtree, or there is one linear degree
one vertex in the right subtree whose dual variable depends on a free variable of the right subtree.
In all cases, the bound (5.6) holds true.
By a symmetric argument, the analogue of (5.8) holds for the left subtree. Namely, if the condi-
tions  v0,5 is paired with v0,1 or v0,2v0,2k is paired with v0,2k+3 for k = 2, ..., n− 1,and the remaining vertices are paired with he left subtree, (5.9)
are not satisfied, then the bound (5.6) holds true.
Hence there remains to study pairings satisfying (5.8) and (5.9). For such pairings, we only need
to determine how (v0,1, v0,3, v0,2n) are paired with (v′0,2, v′0,2n−1, v′0,2n+1). In the case where v0,1 is
paired with v′0,2, v0,3 with v′0,2n−1 and v0,2n with v′0,2n+1 then vn′ is a linear degree one vertex whose
dual variable depends on the free variable attached to v1, and the bound (5.6) holds true. The only
other possible pairing is the belt pairing, which ends the proof.

5.2.1. Proof of Proposition 1.4. This proposition is easily proved using the two previous lemmas.
Proof of Proposition 1.4. It is a direct consequence of the identity (2.5), and of the corresponding
bounds (5.1) and (5.6).

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6. Number theory results for generic dispersion relations and large times
This Section is devoted to the proof of the following theorem.
Theorem 6.1. For almost all symmetric matrices close to the identity, and L2−d+κ < δ < 1,
#{ξ, |ξ| ≤ L, |Hζ · ξ| < δ} .H Ld−1
√
δ if 1 ≤ |ζ| ≤ −1 (6.1)
#{η, |η| < L, ||η|2H − a| < δ} .H Ld−1
√
δ (6.2)
#
{
η, ξ ∈ Zd with |η|, |ξ| ≤ L, |Hξ · η − a| ≤ δ
}
.H L2d−2δ. (6.3)
6.1. Proof of the bound (6.1) for linear degree one vertices.
Proposition 6.2. For almost all (in the Lebesgue sense) symmetric matrices H close to the identity,
for all L ≥ 1, κ > 0, and δ > L−100d, there holds, for any |ξ0| ≤ L,
#{ξ, |ξ| ≤ L, |Hξ0 · ξ| < δ} .H,κ Ld−1δ + L2− 2d+κδ1/d + Ld−2+ 2d+κδ1− 1d .
In particular, under the above conditions,
#{ξ, |ξ| ≤ L, |Hξ0 · ξ| < δ} .H,κ Ld−1
√
δ if L2−2d+κ < δ < 1.
The following lemma will be the key to the proof of the above proposition.
Lemma 6.3. For v ∈ Rd, 12 ≤ |v| ≤ 1, let
ER,δ(v) = {ξ ∈ Zd, |ξ| ∼ R, |v · ξ| < δ}.
For M > Rd−1δ, there exists a set ER,δ,M with volume
Vol ER,δ,M .
d−1∑
r=1
δrRr(d−1)+
Md
such that: if v /∈ ER,δ,M , then
#ER,δ(v) < M. (6.4)
Proof. Since M > Rd−1δ, the inequality (6.4) is immediately satisfied if dimER,δ(v) = d. Indeed,
it is a classical result in convex geometry that if a convex body K ⊂ Rd is symmetric with respect
to the origin and contains a subset of Zd of dimension d, then #(K ∩ Zd) .d VolK.
We now turn to the case where dimER,δ(v) = r, where r ∈ {1, . . . , d − 1}. Our aim is to find
which v have to be excluded in order to ensure that (6.4) holds when ER,δ(v) has dimension r.
We start with a linear subspace H of dimension r, which we think of as the span of ER,δ(v). Let
q1, . . . , qr be an almost orthogonal basis (over Zd) of H ∩ Zd. Decompose v into
v = n+
r∑
i=1
βiqi,
where n is orthogonal to H, and similarly, any ξ ∈ H ∩ Zd into
ξ =
r∑
i=1
γiqi.
Then
v · ξ = βtQγ,
where β and γ denote the vectors with coordinates βi and γi respectively, and Q is the symmetric
matrix (qi · qj)i,j . We want to bound
#{γ, |γi| ≤ R/|qi|, |βtQγ| < δ},
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assuming that this set is r-dimensional. Therefore, by the convexity argument mentioned at the
very beginning of the proof it is
. Vol{γ, |γi| ≤ R/|qi|, |βtQγ| < δ}.
Changing variables to ζi =
|qi|
R γi, and letting β
′ = Qβ, this is
=
Rr∏r
i=1 |qi|
Vol
{
ζ, |ζi| ≤ 1,
∣∣∣∣∣
r∑
i=1
ζi
Rβ′i
|qi|
∣∣∣∣∣ < δ
}
∼ R
r∏r
i=1 |qi|
min
1, δ( r∑
i=1
R
|β′i
|qi|
)−1 .
This is .M if
either
∏
|qi| ≥ R
r
M
or
∑ |β′i|
|qi| ≥
δRr−1
M
∏ |qi| .
Therefore, if the first inequality above is not satisfied, it is natural to choose the exceptional set
Frq,R,M,δ =
{
v , |β′i| ≤
δRr−1|qi|
M
∏ |qi|
}
.
Since the basis (qi) is almost orthogonal, we must add a factor ∼
∏ |qi|−2 to deduce the volume in
β from the volume in β′; and a factor ∼ ∏ |qi| to deduce the volume in v from the volume in β.
Therefore,
VolFrq,R,M,δ .
δrRr(r−1)
M r
∏ |qi|r .
Setting
ER,M,δ = ∪ r=1,...,d−1
|qi|<R∏ |qi|<Rr/M
Frq,R,M,δ,
its volume can be bounded by
Vol ER,M,δ ≤
∑
r=1,...,d−1
|qi|<R∏ |qi|<Rr/M
δrRr(r−1)
M r
∏ |qi|r .
In order to estimate this sum, we use the fact that
#{q ∈ Zd,
∏
|qi| ∼ N} . Nd+
(indeed, assuming that |qi| ∼ 2ji leaves 2dji choices for qi, and
∏ |qi| ∼ N if and only if 2j1+...+jr ∼ N)
which implies that
Vol ER,M,δ .
d−1∑
r=1
δrRr(d−1)+
Md
.

We can now turn to the proof of the proposition
Proof of Proposition 6.2. We now want to ensure that, for any ζ with |ζ| ∼ S, there holds
#{ξ, |ξ| ∼ R, |(Hζ) · ξ| < δ} . N (6.5)
(where the value of N has not been set yet), which can also be written
#
{
ξ, |ξ| ∼ R, |(HS−1ζ) · ξ| < δ/S} . N.
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Choosing N ≥ Rd−1δ/S, and setting v = HS−1ζ, we learn from the previous result that the above
holds as long as v /∈ ER,N,δ/S , with
Vol ER,N,δ/S .
d−1∑
r=1
δrRr(d−1)+
NdSr
.
Thus, one can choose an exceptional set in the (matrix valued) variable H of comparable size.
Summing over all possible values of ζ, we just proved that we can pick a set DR,S such that
VolDR,S,N . Sd
d−1∑
r=1
δrRr(d−1)+
NdSr
∼ S(Rd−1+δ)d−1N−d + Sd−1R(d−1)+δN−d,
and, for any H /∈ DR,S,N , and for any ζ with |ζ| ∼ S, (6.5) holds. Choosing
N = N(L, ν) = Ld−1δ +
1
ν
L2−
2
d
+δ1/d +
1
ν
Ld−2+
2
d
+δ1−
1
d ,
and letting
DL,ν = ∪ R,S≤L
δ>L−100d
DR,S,N(L,ν), Dν = ∪LDL,ν
(where R,S, L, δ range over dyadic values 2Z), we obtain
VolDL,ν . L−νd, VolDν . νd.
There remains to set
D = ∩νDν ,
which has measure zero, as the exceptional set, outside of which the desired property holds. 
6.2. Proof of the bound (6.2) for quadratic degree one vertices.
Proposition 6.4. For almost all (in the Lebesgue sense) symmetric matrices H close to the identity,
for all a ∈ R, L ≥ 1, κ > 0, and 1 > δ > L−100d,
#{η, |η| < L, ||η|2H − a| < δ} .A,κ Ld−2δ + L
d−1
2
+κ
√
δ + L
d
2
+κ. (6.6)
In particular,
#{η, |η| < L, ||η|2H − a| < δ} .A,κ Ld−1
√
δ if δ > L2−d+κ.
Proof. Let χ be a one-dimensionals smooth cutoff function with compact support; slighlty abusing
notations, we also denote χ its tensorization
χ(x1, . . . , xd) = χ(x1) . . . χ(xd).
Applying the circle method, we want to estimate
δ
∫ ∞
−∞
K(L, τ)e−2piiaτ χ̂ (δτ) dτ
where
K(L, τ) =
∑
χ
( η
L
)
e2piiτ |η|
2
H .
We now split
δ
∫ ∞
−∞
K(L, τ)e−2piiaτ χ̂ (δτ) dτ ≤ δ
∣∣∣∣∣∑
η
∫
|τ |≤ 1
L
. . . dτ
∣∣∣∣∣︸ ︷︷ ︸
I
+ δ
∣∣∣∣∣∑
η
∫
|τ |≥ 1
L
. . . dτ
∣∣∣∣∣︸ ︷︷ ︸
II
.
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We can bound, by Poisson summation and the stationary phase lemma,
|K(L, τ)| .
(
L
τL+ 1L
)d/2
.
As a consequence,
I . δ
∫ 1/L
−1/L
(
L
τL+ 1L
)d/2
dτ . Ld−2δ.
Turning to II, we bound it by the Cauchy-Schwarz inequality
II .
√
δ
∫
|τ |> 1
L
∣∣∣∣∣∑
η
χ
( η
L
)
e2pii(|η|
2
H−a)τ
∣∣∣∣∣
2
|χ̂(δτ)| dτ
1/2
We now use that
∣∣∣∑η χ ( ηL) e2pii(|η|2H−a)τ ∣∣∣2 = ∑η,η′ χ ( ηL)χ(η′L) e2pii(|η|2H−|η′|2H). Changing the sum-
mation variables to α = η− η′ and β = η+ η′, and restricting implicitly the summation over α and
β to all α, β which have the same parity, we obtain that
II ≤
√
δ
∫
|τ |> 1
L
∑
α,β
χ
(
α+ β
2L
)
χ
(
α− β
2L
)
e2pii(Hα·β)τ |χ̂(δτ)| dτ
1/2 .
Next, we average over H and use once again the Cauchy-Schwarz inequality:∫
II dH .
√
δ
∫ ∫
|τ |> 1
L
∑
α,β
χ
(
α+ β
2L
)
χ
(
α− β
2L
)
e2pii(Hα·β)τ |χ̂(δτ)| dτ dH
1/2
≤
√
δ
∑
α
∫ ∫
|τ |> 1
L
∣∣∣∣∣∣
∑
β
χ
(
α+ β
2L
)
χ
(
α− β
2L
)
e2pii(Hα·β)τ
∣∣∣∣∣∣ |χ̂(δτ)| dτ dH
1/2 .
By Abel summation, this is
. . . .
√
δ
∑
|α|.L
∫ ∫
|τ |> 1
L
d∏
j=1
min
(
L,
1
‖τH · αj‖
)
|χ̂(δτ)| dτ dH
1/2 ,
and inequality (6.9) gives
. . . ≤
√
δ
(
(lnL)d
∑
α
[∫
1
L
<|τ |< 1|α|
1
τd|α|d dτ +
∫
|τ |> 1|α|
|χ̂(δτ)| dτ
])1/2
. L d−12 (lnL) d+12
√
δ + Ld/2(lnL)d/2.
The end of the proof is now the same as in Proposition (6.5), and will be omitted. 
6.3. Proof of the bound (6.3) for degree two vertices.
Proposition 6.5. For almost all (in the Lebesgue sense) symmetric matrices H close to the identity,
for all a ∈ R, L ≥ 1, κ > 0, and 1 > δ > L−100d,
#
{
η, ξ ∈ Zd with |η|, |ξ| ≤ L, |Hξ · η − a| ≤ δ
}
.H,κ L2d−2δ + Ld+κ. (6.7)
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In particular, under the above conditions,
#
{
η, ξ ∈ Zd with |η|, |ξ| ≤ L, |Hξ · η − a| ≤ δ
}
.A,κ L2d−2δ if δ > L2−d.
Proof. Step 0: Preliminary notations We denote, for δ > 0, L ≤ 1, a ∈ R, H ∈ Rd×d a positive
definite symmetric matrix
N(H, a, L, δ) := #
{
η, ξ ∈ Zd with |η|, |ξ| ≤ L, |Hξ · η − a| ≤ δ
}
.
We write a symmetric matrix close to the identity as:
H =

1 + h1,1 h2,1 h3,1 ... hd,1
h2,1 1 + h2,2 ... ... hd,2
... ... ... ... ...
hd,1 hd,2 ... ... 1 + hd,d
 ,
and denote by H the following fixed neighbourhood of the identity: |ai,j | ≤ r for 1 ≤ j ≤ i ≤ d for
some fixed 0 < r  1. We equip A with the measure dH = ∏1≤j≤i≤d dhi,j .
Step 1: major and minor arcs. Fix L ≥ 1. We claim that:
N(H, a, L, δ)dH . L2d−2δ + P (H,L, δ), (6.8)
with ∫
H
P (H,L, δ) dH . Ld〈lnL〉d,
and now prove this claim. Let χ be a Schwartz class function with χ(x) = 1 for |x| ≤ 1, and with
χˆ ≥ 0. We apply the circle method and isolate the oscillating and non-oscillating part:
N ≤
∑
|η|,|ξ|≤L
χ
(
Hξ · η − a
δ
)
= δ
∑
|η|,|ξ|≤L
∫ ∞
−∞
e2pii(Hξ·η−a)τ χ̂ (δτ) dτ
≤ δ
∫
|τ |≤ 1
L
∣∣∣∣∣∣
∑
|ξ|,|η|≤L
[...]
∣∣∣∣∣∣ dτ︸ ︷︷ ︸
I
+ δ
∑
|ξ|≤L
∫
|τ |≥ 1
L|ξ|
∣∣∣∣∣∣
∑
|η|≤L
[...]
∣∣∣∣∣∣ dτ︸ ︷︷ ︸
II
.
The integrand of I can be bounded by∣∣∣∣∣∣
∑
|ξ|,|η|≤L
e2piiτ(Hξ·η)
∣∣∣∣∣∣ .
(
L
τL+ 1L
)d
,
so that
I . L2d−2δ.
Step 2: bounding the minor arcs in average Applying the identity∣∣∣∣∣
n∑
−n
ei2pirn
∣∣∣∣∣ =
∣∣∣∣∣ei2pir(n+1) − e−i2pirnei2pir − 1
∣∣∣∣∣ . 1‖r‖ ,
where ‖r‖ stands for the distance to the nearest integer, we get
II . δ
∑
|ξ|≤L
∫
|τ |≥ 1
L
χˆ(δτ)
d∏
j=1
min
(
L,
1
‖τHj · ξ‖
)
dτ,
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where Hj is the j-th line of the matrix H. We now average the integrand in II with respect to the
matrix H. We assume without loss of generality that ξ satisfies ξ1 ≥ |ξi| for 1 ≤ i ≤ d, so that
ξ1 & |ξ|. Noting that for 1 < j ≤ d, Hj · ξ depends on hj,1 but is independent of hi,1 for i 6= j, we
integrate first over the first column of H from top to bottom, followed by an integration over the
remaining variables (irrelevant, see below):∫
H
d∏
j=1
min
(
L,
1
‖τHj · ξ‖
)
dH
≤
∫
[−r,r]
(d−1)d
2
∏
1<j≤i≤d
dhi,j
∫ r
−r
min
(
L,
1
‖τHd · ξ‖
)
dhd,1 × ...
...×
∫ r
−r
min
(
L,
1
‖τH1 · ξ‖
)
dh1,1.
We evaluate the last integral first. First, note that τH1 ·ξ = τh1,1ξ1+τξ1+
∑d
j=2 τh1,jξj = λh1,1+C1
where λ = τξ1 and C1 = τξ1 +
∑d
j=2 τh1,jξj . Second, note that ‖ · ‖ is an even periodic function
with period one. We then evaluate the integral in two regimes. If λr ≥ 1, then this function has
over [−r, r] more than one period but less than Cλr so that∫ r
−r
min
(
L,
1
‖λh1,1 + C1‖
)
dh1,1 . λ
∫ 1
2λ
0
min
(
L,
1
|λh1,1|
)
. λ
∫ 1
Lλ
0
Ldh1,1+λ
∫ 1
λ
1
Lλ
dh1,1
λh1,1
. 〈lnL〉.
If λr ≤ 1 however, the function has no more than two periods over [−r, r] and we estimate:∫ r
−r
min
(
L,
1
‖λh1,1 + C1‖
)
dh1,1 .
∫ r
0
min
(
L,
1
|λh1,1|
)
dh1,1
.
∫ 1
Lλ
0
Ldh1,1 +
∫ r
1
Lλ
dh1,1
λh1,1
. 〈lnL〉+ 〈lnλ〉
λ
≤ 〈lnL〉|τ ||ξ| .
The other remaining integrals, over the variables h1,2, . . . , h1,d, can be estimated in the very same
way. After, the integration over the remaining variables produces an irrelevant factor 1 contribution.
Hence, as a result we can bound:∫
H
d∏
j=1
min
(
L,
1
‖τHj · ξ‖
)
dH .

〈lnL〉d
|τ |d|ξ|d if
1
L|ξ| ≤ τ ≤ 1|ξ| ,
〈lnL〉d if 1|ξ| ≤ τ,
(6.9)
which finally leads us to the upper bound:∫
H
IIdH . δ
∑
|ξ|≤L
∫
1
L
≤τ≤ 1|ξ|
χˆ(δτ)
〈lnL〉d
|τ |d|ξ|ddτ + δ
∑
|ξ|≤L
∫
1
|ξ|≤τ
χˆ(δτ)〈lnL〉d dτ
. δLd−1〈lnL〉d+1 + Ld〈lnL〉d
. Ld〈lnL〉d.
After setting P (H,L, δ) = II, this leads to the estimate (6.8).
Step 4: From averaged to pointwise. For any i, j ∈ N, with 1 ≤ j ≤ di, applying the Bienaymé-
Chebychev inequality to the bound (6.8) with dyadic decomposition L = 2i and δ = 2−j gives
that
P (H, 2i, 2−j) . 2id〈i〉d+3.
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outside a measurable set Hν,i,j of measure Cνi−3. The set Hν = ∩i,jHν,i,j then has measure
|Hν | .
∑
i∈N
di∑
j=1
νi−3 . ν.
Hence the set H∞ = ∩n∈NH1/n has measure 0, and on its complement the desired bound (6.7) holds
true by the very definition of Hν,i,j . 
7. Number theory results for small times, and large times for Laplacian
The first results of this section aim at finding weighted resolvent bounds for small times t ≤ 1
and for any dispersion relation. We start by a technical result for weighted sums on particular sets.
Consider for |u| = 1, p ∈ R, l > 0 and L ≥ max(1, l) the strip of size (l, L):
Su,p,l,L =
{
ξ ∈ Zd, |ξ| ≤ L, |ξ · u− p| ≤ l
}
,
as well as the annulus of size (r,R) for r > 0 and R ≥ (max 1, r) and H symmetric close to Id:
Ar,R =
{
ξ ∈ Zd, R− r ≤ |ξ|H ≤ R
}
.
We shall make the slight abuse of notation in the sequel that a strip of size (l, L) will refer to a strip
of size (l˜, L˜) with l˜ ≈ l and L˜ ≈ L with universal constants in these inequalities.
Lemma 7.1 (Weighted sums on particular sets). Take ξ1, ..., ξa ∈ Rd for a = 0, ..., d− 1. Then:∑
Su,p,l,L
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉 .
{
Ld−1−a max(1, `) for a < d− 1,
〈logL〉max(1, `) for a = d− 1, (7.1)
∑
Ar,R
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉 .
{
Rd−1−a max(1, r) for a < d− 1,
〈logR〉max(1, r) for a = d− 1 (7.2)
Remark 7.2. The bounds of this lemma are responsible for the time interval limitation [, 1−
1
2d+1 ]
in Proposition 1.4. Improving the time interval further than 1−
1
2d+1 would require to improve the
bounds (7.1) and (7.2) in the case where the strip and annuli have width  1 and with weights
involving the visible part of the lattice points ξ − ξk, which would require a much more delicate
number theoretical analysis.
Proof. Optimising the distances, the worst case happen when ξ1, ..., ξa ∈ Su,p,l,L. In that case,
max(〈ξ − ξ1〉, ..., 〈ξ − ξa〉) . L. We perform a dyadic decomposition for j1, ..., jk with 1 ≤ 2ji . L
for i = 1, ..., a and define:
Ej1,...,jk :=
{
ξ ∈ Su,p,l,L, 2j1 ≤ 〈ξ − ξ1〉 < 2j1+1, ..., 2ja ≤ 〈ξ − ξa〉 < 2ja+1
}
.
If min(2j1 , ..., 2ja) . max(1, `) then Ej1,...,jk is contained in a ball of size . 2min(j1,...,ja) so that:∑
j1,...,ja, min(2j1 ,...,2ja ).max(1,`)
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉 .
∑
j1,...,ja, min(2j1 ,...,2ja ).max(1,`)
2−j1−...−ja+dmin(j1,...,ja)
. (max 1, `)d−a
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If min(2j1 , ..., 2ja) & max(1, `) then Ej1,...,jk is contained in a strip of size (`, 2min(j1,...,ja)) so that:∑
j1,...,ja, min(2j1 ,...,2ja )&max(1,`)
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
.
∑
j1,...,ja, min(2j1 ,...,2ja )&max(1,`)
2−j1−...−ja+(d−1) min(j1,...,ja) max(1, `)
.
{
(max 1, `)Ld−1−a max(1, `) if a < d− 1,
〈logL〉(max 1, `) if a = d− 1.
The two above estimates imply (7.1). The proof of the other estimate (7.2) is analogous and we
omit it. Notice that since the estimates only needs to be proved for r ≥ 1 there is no difference
between the estimates for H = Id and other symmetric matrices close to Id.

We then employ the weighted estimates of the previous Lemma to find weighted resolvent bounds.
Lemma 7.3 (Weighted estimates for sums at vertices). Let 1− ≤ t ≤ 1, |ζ|, |η| . −1, α ∈ R, and
H a symmetric matrix close to the identity. Then for any a = 0, ..., d− 1 and ξ1, ..., ξa ∈ Zd:∑
|ξ|.−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
|1− δ(ζ)− δ(ξ + η)|
|2Hζ · ξ + α+ it |
. 〈log〉21−d+a max
(
1
〈ζ〉 , t
)
(7.3)
∑
|ξ|.−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1∣∣∣∣2 ∣∣∣ξ + ζ2 ∣∣∣2H + α+ it
∣∣∣∣ .
{ 〈log〉2t1−d+a for 0 ≤ a ≤ d− 2,
〈log〉2√t for a = d− 1. (7.4)
and for σ, σ′ ∈ {−1, 1} with (σ, σ′) 6= (1, 1) and (ιi, ι′i) ∈ {−1, 0, 1}×{−1, 0, 1}\{0, 0} for i = 1, ..., a:∑
|ξ|,|ξ′|.−1
1
〈ι1ξ + ι′1ξ′ − ξ1〉
...
1
〈ιaξ + ι′aξ′ − ξa〉
1
||ξ|2H + σ′|ξ′|2H + σ|ξ + ξ′ − ξ˜|2H + α+ it |
.
{
2−2d−κ for a = 0,
〈log〉2t1−2d+a for 1 ≤ a ≤ d− 1. (7.5)
Corollary 7.4 (Weighted estimates for sums at vertices). Keeping the notations of the previous
lemma:∑
|ξ|.−1
max
(
1
〈ξ − ξ1〉 , t
)
...max
(
1
〈ξ − ξa〉 , t
) |1− δ(ζ)− δ(ξ + η)|
|2Hζ · ξ + α+ it |
. ta1−d−κ max
(
1
|ζ| , t
)
(7.6)
∑
|ξ|.−1
max
(
1
〈ξ − ξ1〉 , t
)
...max
(
1
〈ξ − ξa〉 , t
)
1∣∣∣∣2 ∣∣∣ξ + ζ2 ∣∣∣2H + α+ it
∣∣∣∣ .
{
t1+a1−d−κ for 0 ≤ a ≤ d− 2,√
t−κ + td1−d−κ for a = d− 1.
(7.7)∑
|ξ|,|ξ′|.−1
max
(
1
〈ι1ξ + ι′1ξ′ − ξ1〉
, t
)
...max
(
1
〈ιaξ + ι′aξ′ − ξa〉
, t
)
1
||ξ|2H + σ′|ξ′|2H + σ|ξ + ξ′ − ξ˜|2H + α+ it |
. t1+a1−2d−κ (7.8)
Proof. Step 1 Proof of (7.3). First, if ζ = 0, then the numerator |1 − δ(ζ) − δ(ξ + η)| = δ(ξ + η)
forces ξ = −η and the sum contains only one nonzero term. As |2Hζ · ξ+α+ it | ≥ t−1 the quantity
to be bounded is then ≤ t which proves (7.3).
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We now assume ζ 6= 0 and write ζ˜ = 2Hζ. Let S = {|ξ| ≤ −1, |ζ˜ · ξ + α| ≤ |ζ˜|}. Then S is a
strip of size (1, −1) hence using (7.1) and |ζ˜ · ξ + α+ it | ≥ t−1:∑
S
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
|ξ˜ · ξ + α+ it |
.
{
1−d+at for a < d− 1,
〈log〉t for a = d− 1.
Let then T = {|ξ| ≤ −1, |ξ˜ · ξ + α| ≥ |ζ˜|}. We decompose in dyadic strips for k ≥ 0: Tk := {|ξ| ≤
−1, 2k|ζ˜| ≤ |ξ˜ · ξ + α| ≤ 2k+1|ζ˜|}, which are of size (2k, −1) with 2k . −1, so that using (7.1):∑
T
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
|ξ˜ · ξ + α+ it |
.
∑
k
∑
Tk
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
2k|ζ˜|
.
{ 〈log〉1−d+a
|ζ| for a < d− 1,
〈log〉2
|ζ| for a = d− 1.
The above estimates on S and T yield the desired result (7.3).
Step 3 Proof of (7.4) Up to replacing the sum over Zd by one over Zd/2 and to changing variables
it suffices to prove the desired bound for:∑
|ξ|.−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1∣∣∣|ξ|2H + α+ it ∣∣∣
We start with the case α ≥ −Ct−1, where C is an arbitrary constant. Then the set A = {||ξ|2H+α| ≤
t−1} is contained in a ball of radius . t−1/2. We decompose the remaining part B = {||ξ|2H + α| ≥
t−1} into sets Bk = {2kt−1 ≤ ||ξ|2H + α| ≤ 2k+1t−1 for 1 ≤ 2k . −2t. Bk is contained in a ball of
radius . 2k/2t−1/2. Hence, using (7.2) and ||ξ|2H + α+ it | ≥ t−1 on A:∑
|ξ|≤−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
||ξ|2H + α+ it |
≤
∑
A
t
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉 +
∑
k
∑
Bk
2−kt
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
. t(t− 12 )d−a +
∑
k
2−kt
(
2
k
2 t−
1
2
)d−a
.
 
2−d+a for a ≤ d− 3,
〈log〉 for a = d− 2,√
t for a = d− 1
where we used that 1− ≤ t. This suffices for (7.4).
If α ≤ −2−2 then using the rough bound ||ξ|2H + α+ it | ≥ −2 as |ξ| ≤ −1 one obtains:∑
|ξ|≤−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
||ξ|2H + α+ it |
. 2
∑
|ξ|≤−1
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉 . 
2−d+a
and (7.4) is proved in this case too.
Hence, matters reduce to the case −2−2 ≤ α ≤ −C/t for some universal C  1. Let us consider
the set C = {||ξ|2H + α| ≥ |α|}, and decompose C = ∪kCk = {2k|α| ≤ ||ξ|2H + α| ≤ 2k+1|α|}
for 1 ≤ 2k . −2|α|−1. Then Ck is contained in a ball of size .
√
2k|α| so that using (7.2) and√
t &
√|α|−1:
∑
C
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
||ξ|2H + α+ it |
.
∑
k
∑
Ck
2−k|α|−1
〈ξ − ξ1〉...〈ξ − ξa〉 .
 
2−d+a for a ≤ d− 3,
〈log〉 for a = d− 2,√
t.
where we used |α|− 12 . √t for the last case. We now consider the set D = {t−1 ≤ ||ξ|2H + α| ≤ |α|}
and decompose Dk = {2kt−1 ≤ ||ξ|2H + α| ≤ 2k+1t−1 for 1 ≤ 2k . t|α|. Then Dk is contained in an
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annulus of size
(
2kt−1√
|α| ,
√|α|), so that using (7.2), |t|−1 . |α| . −2 and 1− ≤ t:
∑
D
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
||ξ|2H + α+ it |
.
∑
k
∑
Dk
2−kt
〈ξ − ξ1〉...〈ξ − ξa〉
. 〈log〉
∑
2kt−1√
|α| ≥1
√
|α|d−2−a + 〈log〉
∑
2kt−1√
|α| ≤1
2−kt
√
|α|d−1−a
.
{ 〈log〉2t1−d+a, for a ≤ d− 2,
〈log〉2√t for a = d− 1.
Finally, we consider the set E = {||ξ|2H + α| ≤ t−1}, which is contained in an annulus of size
( t
−1√
|α| , |
√
α|). Hence using (7.2), t−1 . |α| . −2 and 1− ≤ t:
∑
E
1
〈ξ − ξ1〉 ...
1
〈ξ − ξa〉
1
||ξ|2H + α+ it |
. 〈log〉

√|α|d−2−a, for t−1√|α| ≥ 1,
t
√|α|d−1−a, for t−1√|α| ≤ 1,
.
{ 〈log〉t1−d+a, for a ≤ d− 2,
〈log〉√t for a = d− 1.
The collection of the above estimates proves (7.4).
Step 4 Proof of (7.5). For a = 0 this is Lemma B.1 in [15], so we consider the case 1 ≤ a ≤ d−1.
By performing a change of variables, without loss of generality we can restrict ourselves to the case
σ = −1, σ′ = +1 and α = 1 in which case |ξ|2−|ξ′|2 + |ξ+ξ′− ξ˜|2 = 2(ξ+ξ′).(ξ− ξ˜)+ |ξ˜|2. We write
η = ξ + ξ′ and η′ = ξ − ξ′. Then we split between weights involving or not η′ the following way.
There exist j ∈ {0, 1, ..., a}, constants (ci)1≤i≤j ∈ {±1}j , constants (ci, c′i)j+1≤i≤k with |c′i| ≥ 12 for
i = j + 1, ..., a, such that:
ιiξ + ι
′
iξ
′ − ξ1 = ciη − ξi for 1 ≤ i ≤ j, and ιiξ + ι′iξ′ − ξ1 = ciη + c′iη′ − ξi for j + 1 ≤ i ≤ k.
The desired bound is then obtained using the bounds proved in Step 2, and that 1− ≤ t:∑
|η|≤−1
∑
|η′|≤−1
1
〈c1η − ξ1〉 ...
1
〈cjη − ξj〉
1
〈cj+1η + c′j+1η′ − ξj+1〉
...
1
〈caη + c′aη′ − ξa〉
1
|2η.η′ + |ξ˜|2 + α+ it |
.
∑
|η|≤−1
1
〈c1η − ξ1〉 ...
1
〈cjη − ξj〉〈log〉
21−d+a−j max
(
1
|η| , t
)
. 〈log〉2t1−2d+a

The second part of this section deals with the Laplacian dispersion relationH = Id. It aims at un-
derstanding the number of configurations of wave numbers realising some orthogonality conditions.
Given any ξ = (ξ1, ..., ξd) ∈ Zd\{0}, we write:
ξv =
ξ
gcd(ξ1, ..., ξd)
where gcd(ξ1, ..., ξd) denotes the greatest common divisor of ξ1,...,ξd. Wave numbers ξ such that
ξ = ξv are said to be visible from the origin.
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Lemma 7.5 (Degree one and two, resonant case). For any α ∈ R, κ > 0, for any ξ˜, η ∈ Zd with
|ξ˜|, |η| ≤ −1 and C ≥ 1 one has:
#
{
ξ ∈ Zd, |ξ| ≤ −1 and
∣∣∣α− |ξ|2 − |ξ˜ + ξ|2∣∣∣ < 1
2
}
.
{
2−d−κ if d = 2, 3,
2−d if d ≥ 4, (7.9)
and if ξ˜ 6= 0:
#
{
ξ ∈ Zd, |ξ| ≤ −1,
∣∣∣α+ |ξ|2 − |ξ˜ + ξ|2∣∣∣ < 1
2
}
. 
1−d
|ξ˜v|
, (7.10)
One has in addition for any σ ∈ {±1}:
{ξ, ξ′ ∈ Z2, |ξ|, |ξ′| ≤ −1 and
∣∣∣α+ |ξ|2 + σ|ξ′|2 − |ξ˜ − ξ − ξ′|2∣∣∣ < 1
2
} .
{
−2〈log〉 if d = 2,
2−2d if d ≥ 3,
(7.11)
and that there exists c = c(d) > 0 such that:
{ξ, ξ′ ∈ Zd, |ξ|, |ξ′| ≤ −1 and ξ · ξ′ = 0} ≥
{
c−2〈log〉 if d = 2,
c2−2d if d ≥ 3. (7.12)
Proof. Step 1 Proof of the first estimate. Notice first that for α  −2, as |ξ|, |ξ˜| . −1, the set is
empty and the bound is true. Assuming now that |α| . −2, writing ξ′ = ξ + ξ˜2 and α′ = α + |ξ˜|
2
4
there holds: ∣∣∣α− |ξ|2 − |ξ˜ + ξ|2∣∣∣ = ∣∣α′ + 2|ξ′|2∣∣ < 1
2
⇔ |ξ′|2 ∈
(
α′
2
− 1
4
,
α′
2
+
1
4
)
.
As
∣∣∣α′2 ∣∣∣ . −2, the above set is a sphere of radius . −1. We recall that given n ∈ N, the number
rd(n) = #{ξ ∈ Zd, |ξ|2 = n} of ways to represent n as the sum of d squares is rd(n) . n d2−1+κ for
any κ > 0 if d = 2, 3, and is rd(n) . n
d
2
−1 if d ≥ 4 (see for example the textbook [29]). This is the
desired bound.
Step 2 Proof of the second estimate. We recall known results on lattices. For a given ξ˜ ∈ Zd\{0},
the condition ξ˜.ξ = 0 is equivalent to ξ˜v.ξ = 0. The set E of integer points satisfying ξ˜v.ξ = 0 is
a d − 1 dimensional lattice. Let (u1, ..., ud−1) ∈ Zd−1 be any basis of E, with |ui| . |ξ˜v| for
i = 1, ..., d− 1. The set P = {x1u1 + ...+ xd−1ud−1, x ∈ Rd−1, 0 ≤ xi ≤ 1 for i = 1, ..., d− 1} is its
fundamental parallelepiped. The d − 1 measure |P | of P is independent of the choice of the basis.
The density of E is |P |−1, so that #{ξ ∈ E, |ξ| ≤ −1} ≈ 1−d|P | .
We now prove the standard result that |P | = |ξ˜v| for completeness. Indeed, there exists ud ∈ Zd
with ud.ξ˜v = 1 since ξ˜v is visible. Since ξ˜v spans E⊥, the volume of the fundamental parallelepiped
of (u1, ..., ud−1, ud) is |P | · |ud.ξ˜v ||ξ˜v | =
|P |
|ξ˜v | . On the other hand, (u1, ..., ud) is a basis of Z
d, so the volume
of its fundamental parallelepiped is equal to 1, that of the standard basis. Hence |P | = |ξ˜v| and
#
{
ξ ∈ Zd, |ξ| ≤ −1 and ξ · ξ˜ = 0
}
≈ 
1−d
|ξ˜v|
. (7.13)
We come back to the second bound of the Lemma. It is obvious as long as there is no point ξ0 with∣∣∣α+ |ξ|2 − |ξ˜ + ξ|2∣∣∣ < 12 . If there is such a point ξ0, we decompose ξ = ξ0 + ξ1 and get:∣∣∣α+ |ξ|2 − |ξ˜ + ξ|2∣∣∣ = ∣∣∣α+ |ξ0|2 − |ξ˜ + ξ0|2 + 2ξ˜ · ξ1∣∣∣ < 1
2
⇔ ξ˜ · ξ1 = 0.
Using the above bound we obtain the second estimate of the Lemma.
Step 3 Proof of the third and fourth estimates. We prove it via simple arithmetic relations and
parametrisations, but more sophisticated number analytic techniques may provide a sharp constant
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for the inequalities. We only treat the case σ = +1 as the case σ = −1 is similar. First, we change
variables η = ξ + ξ˜ and η′ = ξ˜ + ξ′ and write:
α+ |ξ|2 + |ξ′|2 − |ξ˜ − ξ − ξ′|2 = α+ 2
(
ξ + ξ˜)
(
ξ˜ + ξ′
)
= α+ 2η.η′.
Using the second inequality of the Lemma one finds:
#
{
η′ ∈ Zd, |η′| ≤ C−1 and ∣∣α+ 2η.η′∣∣ < 1
2
}
. 
1−d
|ηv| .
We now parametrise all points |η| ≤ −1 using a dyadic partition for their associated visible point
ηv and obtain: ∑
η∈Zd, 1≤|η|≤−1
1−d
|ηv| .
blog2−1c∑
j=1
∑
2j≤|ηv |<2j+1, ηv visible
−1
2j
· 
1−d
2j
.
Since visible points have a positive density in Zd,
∑
η∈Zd, 1≤|η|≤−1
1−d
|ηv| .
blog2−1c∑
j=1
∑
2j≤|ηv |<2j+1, ηv visible
2j(d−2)−d .
{
−2〈log〉 for d = 2,
2−2d for d = 2
The same reasoning, but this time using the lower bound provided by (7.13), shows the last bound
of the Lemma.

The next Lemmas build on the previous one to obtain bounds on sums of terms of the form
1
|α−Ω+ i
t
| at a degree one vertex and then at a degree two vertex, for t  1 and for non-resonant
configurations.
Lemma 7.6 (Degree one, nonresonant case). Consider any dimension. Pick any |ξ˜|, |η| ≤ −1.
Then for all α ∈ R and κ > 0: ∑
|ξ|≤−1, |α−|ξ|2−|ξ˜+ξ|2|≥ 1
2
1∣∣∣α− |ξ|2 − |ξ˜ + ξ|2∣∣∣ . 2−d−κ, (7.14)
and if ξ˜ 6= 0, writing ξ˜ = dξ˜v where ξ˜v is a visible point:∑
|ξ|≤−1, |α−|ξ|2+|ξ˜+ξ|2|≥ 1
2
1∣∣∣α− |ξ|2 + |ξ˜ + ξ|2∣∣∣ . 
1−d
〈ξ˜v〉
〈log〉, (7.15)
and for any σ ∈ {−1, 1}:∑
|ξ|,|ξ′|≤−1, |α+|ξ|2+σ|ξ′|2−|ξ˜−ξ−ξ′|2|≥ 1
2
1∣∣∣α+ |ξ|2 + σ|ξ′|2 − |ξ˜ − ξ − ξ′|2∣∣∣ .
{
−2〈log〉2 for d = 2,
2−2d〈log〉 for d ≥ 3.
(7.16)
Proof. For the first bound, as |ξ|, |ξ˜| . −1 there exists K > 0 such that we can estimate:∑
|ξ|≤−1, |α−|ξ|2−|ξ˜+ξ|2|≥ 1
2
1∣∣∣α− |ξ|2 − |ξ˜ + ξ|2∣∣∣ .
∑
0≤n≤K−2
#{|ξ| . −1, |ξ|2 + |ξ˜ + ξ|2 = n}
〈α− n〉 . 
2−d−κ,
where we used the first inequality of Lemma 7.5. For the second bound, if ξ˜ = 0 then the numerator
|1− δ(ξ˜)− δ(ξ − η)| = δ(ξ − η) forces the term to have only the ξ = η term being nonzero, and the
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estimate (7.15) holds. If ξ˜ 6= 0 then the desired estimate is obtained the same way from the second
inequality of Lemma 7.5:∑
|ξ|≤−1, |α−|ξ|2+|ξ˜+ξ|2|≥ 1
2
1∣∣∣α− |ξ|2 + |ξ˜ + ξ|2∣∣∣ .
∑
0≤n≤K−2
#{|ξ| . −1, |ξ|2 − |ξ˜ + ξ|2 = n}
〈α− n〉 .
−1
|ξ˜v|
〈log〉.
Finally, the third bound is obtained the very same way from the third inequality of Lemma 7.5.

Lemma 7.7. For t ≥ 1 and j ≥ 1:∫ 1
−1
dα
|α+ it |j
.
{ 〈logt〉 for j = 1,
tj−1 for j ≥ 2,
Proof. We omit the proof of this basic integral estimate. 
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