700/75, AHF Analysentechnik, Tübingen, Germany) was used to reject scattered or reflected laser light. The focal spot was positioned as described below. The fluorescence was detected by avalanche photodiodes (PerkinElmer, San Jose, USA) and the fluorescence autocorrelation G() obtained by using a hardware correlator (Flex 02-01D, correlator.com, Bridgewater, USA). A laser power of 0.95 µW was used to avoid photobleaching. For imaging of membrane and actin, a 505-560 nm band bass (actin channel) and a 655 nm long pass filter (membrane channel) were used in front of the detection channels. The density of the actin filaments on spots characterized by FCS was measured by acquisition of images obtained under standardized conditions (2 µW laser power, pinhole diameter 90 µm, constant gain settings). In case of very high actin densities, resulting in images with saturated pixels, the laser power was reduced by a factor of 2 and the image intensity multiplied by 2. The average fluorescence intensity in a circular area with a diameter of 2 µm centered in a freestanding membrane spot ( Fig. 2A) was determined by using the image processing software ImageJ (2).
Spot variation FCS
An LSM780 -ConfoCor3 confocal microscope (Carl -Zeiss) with a 40x water immersion objective (C-Apochromat, NA 1.2, Carl Zeiss) was used. A dichroic beamsplitter (MBS 488/633, Zeiss) and long pass filter (LP 655) were used to separate fluorescence excitation and emission. The size of the effective FCS observation volume was changed by underfilling the back-aperture of the objective (3).This can be controlled via the pupil-filling parameter of the microscope control software, which tunes the size of a variable aperture. Calibration of the size of the focal spot size  (e -2 waist) depending on the pupil-filling was performed by FCS on free-standing membranes (97.495% EggPC, 2% DSPE-PEG(2000)-Biotin, 0.5% DOPG, 0.005 % Atto647N-DOPE). The diffusion coefficient of the membrane was determined by point-FCS with 100 % pupil-filling and a previous calibration with Atto655 (see below). The diffusion coefficient for this single-phase lipid membrane was assumed to be independent of the observation scale. Therefore, a measurement of the diffusion time  d (PF) depending on the pupil-filling (PF) allows to calibrate the change in spot size (Fig. S1 in the supporting material):
Reducing the objective back-aperture also reduces the fluorescence intensity for a given laser power. To maintain a sufficient signal to noise ratio, the laser power was increased with decreasing PF. The power was chosen to maintain the counts per molecule (cpm) at an approximately constant level based on the cpm at 100% PF.
Fitting of autocorrelation data
In the case of Atto647N-DOPE, the experimentally obtained autocorrelation data was fitted with the model function for two-dimensional diffusion:
Here,  represents the correlation time, N the average number of particles in the observation area and  d the diffusion time, corresponding to the typical time a fluorophor spends in the observation area. In the case of CtxB-Alexa647 a minor fraction of free CtxB-Alexa647 was typically present. To improve the accuracy of the fit results for the 2D component, a fit model for two-and three dimensional diffusion with blinking was used: Fitting of the autocorrelation data was performed by using the scientific software package IgorPro (WaveMetrics, Lake Oswego, USA).
Alignment and calibration of FCS setup
The alignment of the setup and the calibration of the e 
Monte-Carlo simulations of partially confined two-dimensional diffusion
Simulations were performed on a two-dimensional 10 µm x 10 µm square with periodic boundary conditions. N = 1000 particles with a diffusion coefficient D = 10 µm 2 s -1 were iterated independently in both dimensions x, y by Gaussian distributed random steps x, y with a standard deviation of  x,y  2Dt and in time intervals t of 10 µs. The simulations were written in C/C++, computations were performed on a personal computer.
The membrane skeleton was represented by a Voronoi diagram with periodic boundary conditions (7) . Two classes of Voronoi diagrams were generated: homogeneous meshes with a narrow distribution of mesh diameters and heterogeneous meshes with a wider distribution. The mesh diameter was defined as the square root of the areas of the Voronoi polygons. The mesh diameter histogram of the homogeneous meshes had a standard deviation of below 50 nm, the heterogeneous meshes had a standard deviation of 70-100 nm. Voronoi diagrams with a distinct mesh diameter distribution were generated by controlling the distribution of generator points. Briefly, this was done by random seeding of generator points and rejection of points which did not approximate a predefined closest neighbor histogram (8) .
The interaction of mesh and diffusing particles was partially reflective. If the update vector of a particle intersected an edge of the Voronoi mesh, the particle was allowed to pass this edge only with a jump probability p jump otherwise it was reflected. In cases of several possible reflections in a single update step, they were processed in the order of distance from the initial point. The computation of reflections for each particle was processed in a loop, ensuring that possible multiple reflections in a single step were properly treated. Simulated fluorescence signals F(t) were obtained by using Gaussian shaped detection spots with a focal waist  = 250 nm. F(t) was obtained as follows: (5) here, x F , y F represent the position of the focal spot and x i , y i the position of the particle i. In total, nine detection spots were used and arranged in a grid with a distance of 1 µm around the center of the simulation square (Fig. S3) . The autocorrelation of the simulated fluorescence traces was computed with the multiple tau algorithm, and the average of the resulting nine autocorrelation functions was computed. The total simulated time for each set of parameters was at least 100 s for weak confinement and up to 250 s for strong confinement. 100 simulated seconds required typically 3 h computation time per Voronoi diagram and p jump (Intel Core i7-2860QM).
The simulations were performed with a constant waist w by variation of the average mesh diameter a (either homogeneously or heterogeneously distributed) and confinement strength p jump . Each simulation with a distinct mesh diameter and distribution was performed with three different realizations of the Voronoi diagram and the average autocorrelation was computed as the final result. To test this possibility, we reduced the amount of biotin in the actin filaments from 20% to 5% and determined the correlation of actin density and change in mobility. In case of an influence of the immobile obstacles the reduction of the density of obstacles should result in a weaker decrease in mobility at similar actin densities. However, both series of measurements show a comparable behaviour, indicating that in our experiments the influence of the immobilized anchors is not the dominant source of mobility reduction. 
