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Abstract
Image segmentation problem is a fundamental task and process in computer vision and image processing applications. It is
well known that the performance of image segmentation is mainly inﬂuenced by two factors: the segmentation approaches
and the feature presentation. As for image segmentation methods, clustering algorithm is one of the most popular approaches.
However, most current clustering-based segmentation methods exist some problems, such as the number of regions of image
have to be given prior, the diﬀerent initial cluster centers will produce diﬀerent segmentation results and so on. In this paper,
we present a novel image segmentation approach based on DP clustering algorithm. Compared with the current methods,
our method has several improved advantages as follows: 1) This algorithm could directly give the cluster number of the
image based on the decision graph; 2) The cluster centers could be identiﬁed correctly; 3) We could simply achieve the
hierarchical segmentation according to the applications requirement. A lot of experiments demonstrate the validity of this
novel segmentation algorithm.
c© 2015 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2015.
Keywords: Image Segmentation, Clustering Algorithm, Feature Representation;
1. Introduction
Image segmentation is a fundamental task in computer vision and image processing applications. As we all
know, image segmentation refers to a procedure of dividing the input image into several regions according to the
visual characteristics shared by the pixels. In the past several decades, a lot of segmentation algorithms have
been proposed. And these segmentation methods could be divided roughly into the following four categories:
thresholding, clustering, edge or contour detection and region extraction [1].
Clustering method is one of the most popular algorithm in image segmentation domain. It is an approach of
classifying patterns or data into categories, which is on the basis of the samples in the same group have the higher
similarity than the ones in diﬀerent groups. These methods project the input image into their features spaces
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(a) Original (b) K-means (c) FCM (d) Proposed
Fig. 1. An illustrative comparison on the segmentation performance of the original image (a), using diﬀerent algorithms: (b) K-means, (c)
Fuzzy c-means, (d) our proposed algorithm.
ﬁrstly. And then the segmentation of the images is often obtained by applying clustering algorithms on feature
spaces along with giving the cluster numbers by human.
Particularly, K-means clustering algorithms [2, 3] and fuzzy c-means clustering algorithms [4–6] are the two
popular examples of the state-of-the-art clustering methods. These methods are able to generate a partition of im-
ages under some conditions including giving the cluster number prior. However, the performance of segmentation
is sensitive to cluster centers and numbers, which are really diﬃcult to be identiﬁed directly and prior by human
beings.
In this work, we use an improving clustering algorithm, which could determine the cluster numbers and
cluster centers based on the decision graph [7], on the representation of the input image in color feature spaces.
An illustrative example is given in Figure 1. It demonstrates that compared with K-means and fuzzy c-means
clustering, our proposed method could yield the image segmentation based on the objects of input image.
The rest of this paper is organized as follows. Section 2 will introduce the related work proposed in recent
years. We will present the clustering approach and features we used in this paper and describe our posed image
segmentation algorithm in section 3. While Section 4 will show the experiments to evaluate our algorithm. Finally,
conclusions will be made in Section 5.
2. Related Work
In the last decades, there are a lot of image segmentation approaches haven been proposed and developed.
Since we are focus on the clustering-based segmentation algorithms in this work, we will review the related work
along this direction in details at the following part. For other methods, a good review can be found in [8].
K-means clustering algorithm is an iterative technique used to classify the data points into K groups according
to the similarity between them. It is developed by J. Macqueen [9] and is one of the simplest unsupervised learning
algorithms that solve the well known clustering. After then, many researchers in the image processing domain
applied it on image segmentation to improve the performances. Oliver et. al. [2] proposed a new strategy for
clustering segmentation which uses K-means clustering integrating region and boundary information. Jumb et al.
[3] integrated K-means and thresholding techniques to implement the segmentation of color image. Kochra [10]
used the Hill-climbing with K-means algorithm for color image segmentation. An example of the segmentation
of K-means clustering algorithms on color image could be seen in Figure 1.
Fuzzy c-means (FCM) clustering is another popular clustering algorithm that most used in image segmentation
problems. FCM techniques introduces the fuzzy concept into image segmentation problems so that an object can
belong to several classes as same time. It is an unsupervised technique and it basic idea is that clustering the data
points by iteratively minimizing the cost function, which is dependent on the distance between the pixels and the
cluster center in the feature space. Han and Shi [11] proposed a fuzzy ant system pixel clustering method, which
extracting three kinds of features including grayscale value, gradient value and pixel neighborhood information,
for color image segmentation. Tan [12] presented the Region Splitting and Merging-Fuzzy C-means Hybrid
Algorithm (RFHA), which is an adaptive unsupervised clusterin approach for color image segmentation, together
with histogram thresholding techniques. Liew et al. [13] developed an adaptive spatial fuzzy c-means clustering
algorithm for the segmentation of three-dimensional (3-D) magnetic resonance (MR) images. An example of the
segmentation of FCM clustering algorithms on color image could be seen in Figure 1.
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(a) Point Distribution (b) Decision Graph
Fig. 2. The algorithm in two dimensions. (a) Point distribution. (b) Decision graph for the data in (a). Diﬀerent colors correspond to diﬀerent
clusters.
Furthermore, there are many clustering algorithms including spectral clustering [14], mean shift clustering
[15] and so on are used in the image segmentation domain. These clustering-based segmentation approaches are
often applied along with other techniques including automatic scale selection technique, histogram thresholding
techniques and external information such as texture information and spatial information. Especially, support vector
machine (SVM) [16–21] is another potential technique which could be incorporated with clustering algorithms.
Besides, some researchers tried to use two diﬀerent clustering-based approaches simultaneously: one algorithm is
used to over segment the image and the other one to merger the little regions.
Although these clustering-based segmentation have solved the image segmentation problem to some extent,
they are not able to segment the image without giving the clustering number prior. In addition, these performances
are sensitive to the selection of initial cluster centers.
3. Proposed Approach
3.1. Clustering Methods
According to the studies on clustering algorithms, R. Alex and L. Alessandro [7] proposed a novel clustering
approach which could be called DP clustering method. This method could clustering data by fast search and ﬁnd
of density peaks. And it is proposed under the basic assumptions: cluster centers are often surrounded by points
who has lower density and have a relatively large distance from these point with higher density. This method
could identity the cluster centers and numbers based on the decision graph (as shown in Figure 2) without any
other priori knowledge.
Based on this basic principles, we could compute the two quantities for each point i: its density ρi and its
distance δi away from the points with higher density. The deﬁnition of density ρi of point i is shown as follows:
ρi =
∑
j
exp
− d
2
i j
d2c (1)
where di j denoted the distance between data point i and point j, dc is a cutoﬀ distance. Obviously, ρi could denote
the points distribution around the point i.
We could measure the distance δi through computing the minimum distance between point i and the points
whose density is higher:
δi = min
j:ρ j>ρi
(di j) (2)
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(a) Original (b) Color Channel Features
Fig. 3. The three color channels features of the original image (a) are shown in (b).
For the point with the highest density, we take δi = max j(di j). And then we can get the decision graph composed
with the density ρ and distance δ to show the plot of δi as a function of ρi for each point (see the right picture in
Figure 2). Hence, as anticipated from this decision graph, the points which has high distance (δ) along with high
density (ρ) are the cluster centers.
After we select the cluster centers based on the decision graph, the remaining points that are not the cluster
centers should be assigned to the same cluster as its nearest neighbors of higher density after the cluster centers
are found. The cluster assignment is performed in a single step compared with other clustering algorithms where
an objective function is optimized iteratively [22]. An illustration of this clustering algorithm in two dimensions
data is shown in Figure 2.
3.2. Image Segmentation using DP Clustering Algorithms
For an input image, the ﬁrst step of clustering based segmentation approaches is projecting the image into the
feature spaces. In our work, we will choose the color channels as basic features to representant the image (as
shown in Figure 3).
Based on the above processing of the original image, we could get the representation of the input image on
color channel features. After then, we apply the DP clustering algorithm which we described in section 3.1 on
these representations. Our proposed algorithm requires computing the distances between all the input data, and
we take the Euclidean distance as the main measurement of data distances in this computation. And we take the
Gaussian kernel as the basic measurement of density ρi of the data point i in our work. We could get the density
ρi from equation (1). And then we could compute the distance δi for each point i according to the follow equation
(3):
δi =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min
j
(di j) ρ j > ρi
max
j
(di j) ρi is the highest density
(3)
Based on the results computed by equation (1) and (3), we can compose the decision graph which could be used
to identify the cluster centers and number, and eventually achieving the image segmentation.
Together with the description of projecting the input image into color spaces and the basic idea of DP clustering
algorithm, the novel segmentation approach could be described as follows:
(1) Transforming the input image into feature representation.
• Read the original image data to obtain the representation in three color channels, as shown in Figure 3.
(2) Identifying the cluster centers and number.
• Computing the density ρ and distance δ by using the equation (1) and (3) respectively. And then com-
posing the decision graph based on the density and distance, as shown in Figure 4.
• According to the rules presented before, choosing the data points with high density (ρ) and large distance
(δ) as the cluster centers. And then, we can obviously ﬁgure out the cluster number.
1019 Zhensong Chen et al. /  Procedia Computer Science  55 ( 2015 )  1015 – 1022 
Fig. 4. The decision graph composed with the density ρ and distance δ.
(3) Assigning the remaining points to the clusters.
• Marking point xi with the same label of point x j if satisfying the follow two conditions: (1) ρ j > ρi and
(2) di j = min
li
(dil).
(4) Achieving the ﬁnal segmentation based on the labels marked through last step, as shown in Figure 5.
(a) Original Image (b) Segmentation Result
Fig. 5. The segmentation result (b) achieved by our proposed cluster-based image segmentation algorithm on the original image (a).
4. Experiments
According to the algorithm description, the value of dc is the only parameter of this novel clustering-based
image segmentation approach that should be given prior. Varying dc for the same input image will produce
mutually consistent results. As a rule of thumb, one can choose dc as a certain percentage of the maximum value
of di j. In our experiment, we take dc = (0.5%)dmax (dmax = maxi, j(di j)) as the experience value.
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We have applied the proposed algorithm on Berkeley image database (BSDS500) [23]. And the state-of-art
clustering-based algorithms, such as K-means, Fuzzy C-Means (FCM) [24] have been considered to compare with
our new proposed segmentation approach, as shown in Figure 6 and Figure 7.
(a) Original (b) K-means (c) FCM (d) Proposed
Fig. 6. Comparison of diﬀerent clustering-based image segmentation approaches. From left to right: (a) Original Image, (b) K-means based
Segmentation, (c) FCM based Segmentation, (d) Proposed Method.
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(a) Original (b) K-means (c) FCM (d) Proposed
Fig. 7. Comparison of diﬀerent clustering-based image segmentation approaches. From left to right: (a) Original Image, (b) K-means based
Segmentation, (c) FCM based Segmentation, (d) Proposed Method.
In contrast with image classiﬁcation, image segmentation performance evaluation remains subjective. Borra
et al. [25] pointed out that the segmentation or grouping performance can be evaluated only in the context of a
task such as object recognition. This is because it is really diﬃcult to identity what is a correct segmentation. And
the results are good or not depends a lot on the purposes of image processing. But, our novel clustering-based
segmentation approach could freely and directly select the cluster numbers based on the decision graph according
to the requirement of the tasks. And we also could simply achieve the hierarchical segmentation if the applications
need.
5. Conclusion
In this paper, we have proposed a novel image segmentation approach based on the DP clustering algorithm.
This segmentation method could determine the cluster number and centers directly based on the decision graph,
which is composed with the density ρ and distance δ. And the hierarchical segmentation could also be easily
achieved via our segmentation approach. Extensive experimental results show that the proposed approach is
a good compromise in-between state-of-art methods. In conclusion, our proposed method could be a feasible
preprocessing method for operations such as pattern recognition and image semantic annotation. In future work,
we plan to explore how to select the vale of parameter dc automatically based on the input image.
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