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ABSTRACT
Wireless communication is undoubtedly one of the most significant advancements by the
mankind for improving quality of life. Information is transmitted from one point to another via
electromagnetic waves. After Shannon’s landmark paper “A Mathematical Theory of Commu-
nication” in 1948, significant advancements have occurred in providing reliable point to point
wireless communication. With ever growing need for reliable high speed links, Cooperative
communication and Network coding have emerged as viable technologies to bridge the gap.
In today’s wireless network, different users have different demands for reliability based
on their respective application. In this context, we propose flexible network coding scheme
to adapt to user needs. We develop coding rules which achieve maximal diversity of the
system, yet provide differentiated class of service to the users. The proposed scheme can
be adjusted to accommodate the dynamic changes in quality of service(QoS) demand of users.
Second we consider the issue of security in multiple access relay network. Security has always
been a primary concern in wireless networks due to it broadcast nature of transmission. The
intermediate relay nodes in a wireless network could be modified by adversary to transmit
corrupted information. We propose a novel iterative packet recycling methodology which gives
performance improvement over traditional approach of discarding received corrupted packets
at the destination. Finally, we consider the problem of choosing relay for transmission. We
propose a novel selection scheme which provides balanced relay utilization and reduces relay
switching rate compared to the traditional selection algorithms. This cuts down energy wastage
at the relay and improves the overall network lifetime.
1CHAPTER 1. INTRODUCTION
In past few decades, there has been surge in wireless technology and wireless users. Since
past few decades, there has been constant push to increase capacity, improve reliability and
reduce the cost of wireless devices. The demand of mobile telephone service served as a major
driver to expand wireless connectivity over few decades which has now given way to wireless
data applications. In parallel, the dramatic progress in VLSI technology has made it possible to
produce cheap and reliable mobile devices. The success of cellular standards NMT(1G), GSM
and CDMA (2G), W-CDMA (3G) and OFDMA (4G) have resulted in creation of market worth
billions of dollar. The success of WiFi (Wireless LAN) standard in providing reliable wireless
home network has made it an essential part of day to day life. According to reports, in 2013,
the global mobile traffic reached 1.5 exabytes per month and total mobile devices exceeded
6.5 billion. This explosive growth has led to development of wireless network architectures
where transmissions by neighboring nodes can be cooperative rather than just treating it as
interference.
Wireless networks suffer from various impairments like additive white Gaussian noise, re-
ceived power reduction due to path loss, fading etc. Fading is defined as random fluctuations
in received signal amplitude due to constructive and destructive interference of the signal at
receiver antenna. Multiple Input Multiple Output (MIMO) is the technique of using multiple
antennas at both the transmitter and receiver to combat fading efficiently and thereby im-
proving communication performance. In addition to MIMO providing spatial diversity, various
diversity techniques in time and frequency have been proposed to minimize the detrimental
affects of fading[1]. Essentially all diversity techniques rely on providing destination with mul-
tiple replicas of transmitted signal which are affected by independent fading. Since, it’s less
probable that all the independent fading channels will simultaneously in deep fading, hence
2performance can be improved by using diversity techniques. In a power constrained networks,
however, its not always possible to use multiple antennas at transmitter and/or receiver.
1.1 Cooperative Communication
Cooperative communication has emerged as an important technology for improving the
throughput of wireless networks. It is a technique by which single antenna sources cooperate to
create virtual MIMO like system and reap diversity benefits of MIMO systems[2; 3; 4; 5]. The
independent copies of same signal are decoded at the destination resulting in efficient resistance
to performance degradation caused by fading. A simple cooperative system is shown in Fig.
1.1.
Source
Relay
Destination
M(m)
Q(ysr)
M(m)
Figure 1.1 A simple cooperative communication system
It consists of a source(S), a relay(R) and a destination(D). In cooperative networks, trans-
mission typically occurs in two phases. In first phase the source sends its message m to the
destination. Because of the broadcast nature of the wireless medium, the relay overhears the
signal transmitted by the source. The received signal at the destination and the relay after the
end of first phase of transmission is given by
ysd =
√
EshsdM(m) + nsd (1.1)
ysr =
√
EshsrM(m) + nsr (1.2)
3where hsd, hsr are the channel gain from source to destination and source to relay respectively.
They are modeled as complex Gaussian random variable with mean zero and variances d−αsd , d
−α
sr
respectively, α is the path loss exponent, dsd is the distance between source and destination,
dsr is the distance between source and relay. M(m) denotes the modulated signal transmitted
by the source. nsd, nsr denote the additive white Gaussian noise at the destination and relay
with zero mean and variance N0/2 per dimension. It is assumed that source and relay transmit
same energy, Es = Er = E. In second phase the relay assists the source by re-transmitting
source’s signal according to a certain protocol to destination. Essentially the relay reprocesses
the received signal from the source and transmit it to the destination which can be modeled as
yrd = hrdQ(ysr) + nrd (1.3)
where yrd is the received signal at the destination, Q(.) is the function utilized by the relay to
process the received signal. hrd is the channel gain from relay to destination modeled as complex
Gaussian random variable with mean zero and variances d−αrd . nrd denotes the additive white
Gaussian noise at the destination with zero mean and variance N0/2 per dimension. Several
protocols have been proposed in the literature for relay’s operation in second phase. The
notable ones are[6; 7]
• Amplify and Forward (AF): In the AF protocol, the relay node amplifies the received
signal and forwards the amplified version to the destination. The amplification gain at
the relay node is chosen according to the relay power constraint. The signal transmitted
by the relay is given by
Q(ysr) = βysr (1.4)
where β is the amplification provided by the relay node. For fulfilling the power con-
straint, the amplification provided by the relay node is given by
β =
√
E
|hsr|2E +N0 (1.5)
The received signal by the destination in the second phase is given by
yrd = hrd
√
E
|hsr|2E +N0 ysr + nrd (1.6)
4=
E√|hsr|2E +N0hrdhsrM(m) +
√
E
|hsr|2E +N0nsr + nrd (1.7)
The destination receives two copies of m through two different paths. It applies maximal
ratio combining (MRC) to decode m as given by following equation
y = a1ysd + a2yrd (1.8)
where a1 and a2 are the scaling factors chosen to maximize the combined signal to noise
ratio (SNR). They are given by
a1 =
√
Eh∗sd
N0
, a2 =
E√
|hsr |2E+N0
h∗rdh
∗
sr
N ′0
(1.9)
where N ′0 = N0
(
1 + E|hrd|
2
E|hsr|2+N0
)
. The resultant SNR, γMRC , can be expressed as
γMRC = γ1 + γ2 (1.10)
where
γ1 =
E|hsd|2
N0
γ2 =
1
N0
E2|hrd|2|hrs|2
E(|hsr|2 + |hrd|2) +N0
(1.11)
The maximum average mutual information between the input and the MRC output,
achieved by Gaussian distributed input code-books, is given by
IAF =
1
2
log (1 + γMRC) =
1
2
log
(
1 + Γ|hsd|2 + f(Γ|hsr|2,Γ|hrd|2)
)
(1.12)
where Γ = EN0 and
f(x, y) ,
xy
x+ y + 1
(1.13)
At high SNR and for Rayleigh fading, the outage probability of AF for spectral efficiency
R is given by
Pout,AF = Pr(IAF < R) ≈
(
22R − 1
Γ
)2
(1.14)
From above equation, we can clearly see that the AF protocol achieves diversity order of
2.
5• Decode and Forward (DF): In the DF protocol, the relay node decodes the received
signal, re-encodes it, and transmits the encoded signal to the destination. Let the decoded
signal at the relay be represented as mˆ. The received signal at the destination is given
by
yrd = hrd
√
EM(mˆ) + nrd (1.15)
The processing at the relay is given by
Q(ysr) =M(mˆ) (1.16)
The processing at relay might be full decoding the whole codeword and re-encoding
it for transmission or it might be Minimum Mean Square Error (MMSE) estimates of
transmitted symbols. Depending on various types of processing at the relay, tradeoff
between complexity and performance can be achieved. Assuming complete decoding and
repetition re-encoding at the relay, the maximum average mutual information is given by
IDF =
1
2
min{log(1 + Γ|hsr|2), log(1 + Γ|hsd|2 + Γ|hrd|2)} (1.17)
This is because the end-to-end mutual information of DF protocol is limited by the mutual
information of the weakest link between the source-relay and the combined channel from
the source-destination and relay-destination. The outage probability for DF protocol is
given by
Pout,DF = Pr(IDF < R) = Pr
(
min{|hsr|2, |hsd|2 + |hrd|2} < 2
2R − 1
Γ
)
(1.18)
This can be expressed as
Pout,DF = Pr
(
|hsr|2 < 2
2R − 1
Γ
)
+Pr
(
|hsr|2 > 2
2R − 1
Γ
)
Pr
(
|hsd|2 + |hrd|2 < 2
2R − 1
Γ
)
(1.19)
At high SNR, the outage probability can be simplified as follows
Pout,DF ≈ 2
2R − 1
Γ
(1.20)
The diversity order of DF is limited to one since the requirement of relay to fully decode
the source information puts limitation on overall performance achieved by the system to
be limited by the weakest link from source to relay and source to destination.
6• Selection Relaying (SR): The performance of DF protocol is limited by the source-
relay link. In order to overcome this shortcoming, selection relaying protocol can be used.
In this scheme, if the measured source-relay channel strength, |hsr|2, is below certain
threshold, then the source continues to transmit to the destination using repetition code
or any other channel code in second phase. If the measured source-relay channel strength
is above certain threshold, then the relay forwards what it received from source in first
phase either using AF or DF. The maximum mutual information for selection relaying
protocol can be shown to be
ISR =


1
2 log
(
1 + 2|hsd|2Γ
) |hsr|2 < 22R−1Γ
1
2 log
(
1 +
(|hsd|2 + |hrd|2)Γ) |hsr|2 ≥ 22R−1Γ
(1.21)
At high SNR and for Rayleigh fading, the outage probability of SR for spectral efficiency
R is given by
Pout,SR = Pr(ISR < R) ≈
(
22R − 1
Γ
)2
(1.22)
From above equation, we can clearly see that the SR protocol achieves diversity order of
2.
• Compress and Forward (CAF): The CAF is the cooperative protocol which allows
the relay node to compress the received signal from the source node and forward it to the
destination without decoding the signal. The Wyner-Ziv coding can be used for optimal
compression.
1.2 Cooperative Coding
Cooperative Coding[9; 10] is a method that merges ideas of channel coding and cooperative
communication. The idea of coded cooperation is to use the same overall rate for coding and
transmission, however, the coded symbols are re-arranged between the users such that better
diversity is attained. Suppose that there are two users in the system, communicating to a
common destination as shown in Fig. 1.2. Each user has K information bits and it transmits
N coded bits so that code rate R = K/N . Under coded cooperation each coded packet of
length N is divided into two parts of length N1 and N2 respectively where N1 + N2 = N .
7In first phase, a codeword of higher rate R1 = K/N1 is broadcasted by source 1. If source 2
can successfully decode information bits of source 1, then it re-encodes them as N2 bits and
transmits them. The destination receives two noisy codewords which it can combine to form a
low rate code to decode K information bits of source 1. If source 2 is not able to successfully
decode the K information bits of source 1, then it transmits N2 coded bits of its own data
and the same process repeats. After the second phase of communication, a total of N bits are
transmitted for K information bits of each user. The two parts of codeword are received at
the destination through independent fading channels. The performance of this method shows
good gains in slow Rayleigh fading, even when the inter-user channel is much worse than the
source-destination channel.
Destination
Source 2Source 1
N1 N2 N1 N2
Phase 1 Phase 2
Figure 1.2 Cooperative coding system model
1.3 Network Coding
Network Coding [8] is a technique in which, instead of simply forwarding the packets, the
intermediate nodes of a network combine several received packets to generate one or multiple
output packets and transmit them to other nodes. This can be used to improve the information
flow in a network. Linear network coding has been proved to achieve multi-cast capacity of a
network.
8Consider a three node wireless network as shown in Fig.1.3. Here node A and B wants to
exchange their respective message packets mA and mB through the relay node R. In case of
traditional scheme, first node A broadcasts its packet to R and then node B broadcasts its
packet to R. Node R, after receiving both packets, broadcasts mA and mB to node B and
node A respectively. This entire packet exchange takes four time slots. In case of network
coding, instead of broadcasting packet mA and mB in third and fourth time slots, the relay
can broadcast mr = mA ⊕ mB. Since node A already has mA, it can decode mB by xoring
mA with mr. Similarly node B can decode mA. Hence by using network coding, the packet
exchange takes only three time slots instead of four, thereby improving network throughput.
mA mA
mA mA
mB
mB mB
mB
mA ⊕mB mA ⊕mB
A B
B
B
B
A
A
A
A
A
A
B
B
B
R
R
R
R
R
R
R
Traditional Approach Network Coding
Figure 1.3 Two way network coding system model
Next consider the butterfly network of Fig. 1.4. Here sources S1 and S2 both want their
packet m1 and m2 to reach both destinations D1 and D2. All the links in the network are
of unit capacity. In first time slot, S1 transmits m1 which is received successfully by D1 and
R1. In the second time slot, S2 transmits m2 which is successfully received by D2 and R1.
Under traditional routing scheme, in third and fourth time slots, R1 forwards m1 and m2 to
R2 which are in turn forwarded to D2 and D1 in fifth and sixth time slots respectively. When
9using networking coding, R1 can forward mr = m1 ⊕m2 to R2 and R2 can forward mr to D1
and D2 in fourth time slot. Since D1 already has successfully received m1, it can decode m2
from mr and similarly D2 can decode m1. Hence using network coding, the destinations are
able to receive both m1 and m2 in four time slots instead of six. This is a huge improvement
in throughput of the network.
S1 S2
R1
R2
D1 D2
m1
m1
m1 m1
m1 m2
m2
S1 S2
R1
R2
D1 D2
m1
m1
m2 m2
m2 m2
m2
S1 S2
R1
R2
D1 D2
m1
m1
m1 ⊕m2 m2
m2
m1 ⊕m2
m1 ⊕m2
Traditional Approach Network Coding
Figure 1.4 Butterfly Network
In addition to improving throughput, network coding has been shown to enhance the ro-
10
bustness of the network, improves security and enables distributed data sharing in the network.
1.4 Multiple Access Relay Network
In multiple-access relay network (MARN), multiple sources communicate with a single or
multiple destinations in the presence of relay nodes. These relay nodes can be either dedicated
nodes or sources can take turn to act as relay for other sources. Examples of such networks
include hybrid wireless LAN/WAN networks and sensor and ad-hoc networks etc. Various
multiple access techniques - frequency division multiple access (FDMA), time division multiple
access (TDMA), code division multiple access (CDMA) etc. can be used to coordinate the
transmissions on common medium. Typically each wireless node is assigned unique frequency
or time slot or code for its transmission. In multiple source networks, in addition to providing
a diversity and/or multiplexing gain, relay nodes can provide other tasks such as mitigating
the interference effect among sources, maximizing the signal to noise ratio, and minimizing the
mean square error. The intermediate relay nodes can also apply techniques such as network
coding, cooperative coding to improve throughput of the network.
When multiple sources transmit simultaneously, zero forcing (ZF) relaying can be used in
which the interference among sources can be completely removed by adjusting the weights at
relay nodes [61; 62; 63; 64]. Another technique to improve SNR at the destination is minimum
mean square error (MMSE) relaying where the weights of relay nodes are adjusted to minimize
the mean square error between the source signal and the relayed signal to the destination
[65; 66; 67]. Coherent relaying, QR decomposition relaying, and distributed beamforming
relaying proposed in [68; 69; 70] are some other examples of relaying schemes in multiple access
relay networks.
1.5 Relay Selection
Cooperative communication schemes provide considerable gain in fading wireless environ-
ments. Using protocols like AF, DF or by using distributed space-time algorithms, harmful
effects of fading can be efficiently minimized. However as the network size grows, precise syn-
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chronization and distributed operation of the wireless nodes becomes increasingly difficult. Also
the design of distributed space time codes becomes complex. Relay selection is a scheme that
selects the best relay between source and destination based on instantaneous channel measure-
ments. Consider a cooperative network with one source S, N relays R1, R2,..., RN and one
destination Das shown in Fig.1.5. In the first time slot, source S broadcasts its message m
to the N relays. The message m is received at the destination and by the relays. In second
time slot, a single best relay is chosen to retransmit source signal to the destination. The best
relay is chosen such that the combined SNR at the destination is maximized. When the relays
employs amplify and forward scheme the best relay is selected as [71]
γAF = γSD + arg max
i∈{1,2,...,N}
[
γSRiγRiD
γSRi + γRiD + 1
]
(1.23)
where γAF denotes the total SNR at the destination, γSD denotes the SNR of the direct
source-destination link, γSRi denotes the source-i
th relay SNR and γRiD denotes i
th relay and
destination SNR.
Source Destination
R1
R2
R3
RN
m
One Relay
is chosen in
second phase
Figure 1.5 Relay selection system model
When the relays employ decode and forward protocol the best relay is selected according
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to following rule
γDF = γSD + arg max
i∈{1,2,...,N}
ξi (1.24)
where ξi is the effective SNR of the i
th cascaded link S → Ri → D. The PDF of ξi is given by
fξi(x) = Biδ(x) + (1−Bi)
1
γRiD
exp
(
− x
γRiD
)
(1.25)
with
Bi=a
∫ ∞
0
erfc
(√
bγ
)
fγSRi (γ)dγ
=a
[
bγSRi
bγSRi + 1
]
(1.26)
where a and b are the constants given by type of modulation (eg. for BPSK b=1 and a = 1/2),
γSRi = d
−α
SRi
γ, γRiD = d
−α
RiD
γ, γ = Es/N0 and erfc(x) is the complementary error function
given by
erfc(x) =
2√
π
∫ ∞
x
exp(−t2)dt (1.27)
The asymptotic bit error probability when using AF protocol is given by
Pe ≈ 1
M
Γ(M + 3/2)√
πM(M + 1)BM+1
(
1
γSRi
+
1
γRiD
)N 1
γSD
(1.28)
where Γ(x) is the gamma function. Clearly the diversity order of the scheme is N + 1 which is
the maximal achievable diversity order with N relays.
1.6 Thesis Organization
The remainder part of thesis is organized as follows. In Chapter 2, we present network
coding scheme to provide differentiated QoS to different users. The system model is described
in Section 2.2, the scheme is proposed in Section 2.3, bit error and outage probability are
derived in Section 2.4, parameter optimization is described in Section 2.5 and numerical results
are presented in Section 2.6.
In Chapter 3, we present iterative packet recycling scheme to mitigate falsified injection.
The system model and the attack model assumptions are described in Section 3.2. We then
briefly describe the Chase-Pyndiah decoding algorithm used for decoding at the destination in
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Section 3.3. Under the assumed first attack model, the packet recycling scheme to detect and
mitigate false injection is described in Section 3.4. The simulation results for packet recycling
are presented in Section 3.5.
In Chapter 4, we present relay selection scheme to improve network lifetime. The system
model is described in Section 4.2 and the scheme is proposed in Section 4.3. We then derive
outage probability, relay usage and relay switching rates for proposed scheme and conventional
scheme in Section 4.4. Finally we present numerical results in Section 4.5.
Finally, the conclusion and the future work are discussed in Chapter 5.
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CHAPTER 2. SOFT PRIORITIZED NETWORK CODING
2.1 Introduction
Cooperative communication has emerged as an important technology for satisfying growing
demand of wireless services. In this scheme, one or more wireless nodes act as relay to facilitate
communication between other nodes. Various cooperative protocols and their variations have
been proposed and analyzed in the literature, notable ones being Amplify and Forward (AF),
Decode and Forward (DF), Compress and Forward (CF) [24; 25; 26; 7]. Various relay nodes of
the network cooperate to form a virtual antenna array. This exploits spatial diversity amongst
cooperating nodes which improves the overall network performance.
Network Coding (NC) is another efficient solution proposed to improve spectral efficiency
for wired communication [8]. The basic idea is that the intermediate relay nodes encode the
incoming packets such that they can be reliably decoded at their destination. Due to broadcast
nature of wireless medium, the intermediate relay nodes can overhear data from other source
nodes. Hence network coding can be naturally combined with cooperative communication.
Various network coded cooperation techniques have been proposed in the literature where
the destination jointly decodes the information received from intended sources and relays[35;
36; 37]. Many network code designs assume that all the sources involved have uniform QoS
requirements whereas in many practical communication scenarios, some nodes may be more
important (prioritized) than others and hence require a higher QoS than others. In such cases
providing a uniform QoS to all sources may be either a wasteful or an infeasible approach.
Several network coding techniques taking the priority of source nodes into account have
been developed in [11; 12; 13; 14; 19]. In [11], Lin et.al proposed linear coding schemes,
Stacked and Progressive linear codes, for P2P and sensor networks. In [12], Silva et.al pro-
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posed priority encoding using rank-metric codes. In [13], Limmannee et.al designed the global
encoding kernels (GEKs) to provide unequal error protection. In [14], Thomos et.al proposed
use of random linear network codes for efficient video delivery which are constructed in such
a way that important packets are included more often in network encoding. However all these
papers assume erasure and binary symmetric channels and do not consider channel variations
in designing codes. Therefore, these techniques can provide only a fixed (hard) level prioritized
service: if a source is included in the network encoder it is assisted by the relay, otherwise,
no assistance is provided. In recent works [19; 29], authors have proposed providing variable
QoS to source nodes by using UEP codes as network codes on multiple relays. Their scheme
relies on assigning different diversity orders to different sources depending on their respective
individual QoS requirements. This, however, leads to a scheme in which non-prioritized user
suffers reduction in respective diversity order and hence reduction in overall throughput of the
network.
We first consider a two-hop multiple access relay network where two source nodes commu-
nicate with a common destination with the assistance of a relay. A naive variable QoS coding
scheme would allow the relay to transmit the networked coded packet for two users for some
time and the data for prioritized user for the remaining time. A quick analysis of this naive
scheme proves that the non-prioritized user suffers from diversity loss if the coded packets
are generated at random time instances. We identify those opportunities when relay should
transmit the network coded packet for two nodes or the packet of prioritized user such that
the highest diversity order can be provided for both prioritized and non-prioritized user. The
basic idea is to exclude the non-prioritized user in the network encoding when its channel gain
towards the destination is above a threshold (good enough). The threshold can be adapted ac-
cording to the QoS requirement of the users. As shown by simulation and theoretical analysis,
the proposed scheme can provide a variable QoS and still maintain the maximal diversity order
for both prioritized and non-prioritized nodes. We derive outage probability for the prioritized
and non-prioritized users in Rayleigh flat fading and additive white Gaussian noise (AWGN).
We also derive the optimum threshold and relay location that provide a given QoS requirement.
We then generalize this scheme for multi-source multi-relay scenario and propose the encoding
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rule at various relays.
m3
D
S1 S2 SN
R1 R2 RM
m1 m2
mN
mr1 mr2 mrM
S3
Figure 2.1 Multiple Access Relay Network for N sources, M relays and single destination
2.2 System Model
Consider a multiple access relay network, shown in Fig. 2.1, where the source nodes Si,
i = 1, 2, .., N transmit independent message packets mi, i = 1, 2,..,N to a common destination
D through orthogonal channels (in time or frequency). The relay nodes Rj , j = 1, 2, ...,M after
overhearing source packets generates network coded packets mrj and transmits them to D
using q-ary modulation through orthogonal channels (in time or frequency). Hence N message
packets are sent to D in N +M channel uses. The traditional NC rule is mrj =
N⊕
i=1
βi mi,
where ⊕ denotes modulo operation in GF(q) and βi are network coding coefficients. To avoid
error propagation, we assume that only the correctly decoded packets (indicated by CRC) are
included in generating the coded packet at the relay. If only one packet is decoded correctly,
then the relay forwards the correctly decoded packet only. If all the source packets are received
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incorrectly at a relay, then it remains silent. Let
yi = hi
√
EiX (mi) + nid, i ∈ {1, 2..., N} (2.1)
denote the received signal at D from source node Si. X (mi) is the Gaussian distributed coded
packet for mi. hi is the channel gain between the i
th source node and the destination D,
modeled as CN (0, d−αid ), where CN (0, 1) denotes the complex Gaussian distribution with mean
0 and variance 1, α is the path loss exponent, and did is the distance between the i
th source
node and the destination. Ei is the transmit energy from source node Si. nid is the AWGN
noise vector, modeled as CN (0, N0). Let
zj = hrj
√
ErjX (mrj ) + nrjd, j ∈ {1, 2...,M} (2.2)
denote the received signal at D from relay node Rj . hrj is the channel gain between the j
th
relay node and the destination, modeled as CN
(
0, d−αrjd
)
, where drjd is the distance between
the jth relay node and the destination. Erj is the transmit energy from j
th relay node Si and
nrjd is the AWGN noise vector, modeled as CN (0, N0). Let dirj is the distance between the ith
source node and jth relay node. We assume transmit energies to be equal from all source and
relay nodes i.e. Ei = Erj = Es ∀ i ∈ {1, 2..., N}, j ∈ {1, 2...,M}.
2.3 Channel Adaptive Prioritized Network Coding
2.3.1 Two users, Single relay
In this section we will describe the proposed scheme. First we will derive and propose
the scheme using Log-likelihood ratios (LLR) for two sources, single relay multiple access
relay network. To get insight in our proposed scheme, first we will assume BPSK modulated
codewords.
Consider a MARN consisting of two sources S1 and S2 communicating with a common
destination D by the help of single relay R1 as shown in Fig. 2.2. Without loss of generality
suppose that S1 is of higher priority than S2. To get insight into our scheme, we assume that
BPSK modulation is used. Consider first the case where bothm1 andm2 are decoded correctly
by the relay and the coded packet mr1 = m1 ⊕m2 is sent to D. Let mji denote the jth bit of
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Figure 2.2 System Model for MARN with two sources, single relay, single destination.
mi and y
j
i denote the j
th received bit of yi, i = 1, 2, r1. Then, the log likelihood ratio (LLR)
of mj2 at D given h = (h1, h2, hr1) and y
j = (yj1, y
j
2, y
j
r1) is given by [20]
L(mj2|h,yj) = L(mj2|h2, yj2) + L(mjr1 ⊕mj1|h1, yj1, hr1 , yjr1) (2.3)
where L(mj2|h2, yj2) is the LLR of mj2 provided by the direct S2-D link and L(mjr1 ⊕ mj1|h1, yj1,
hr1 , y
j
r1) is the additional information provided by the R-D link. The reliability of decision on
mj2 is determined by the magnitude of L(m
j
2|h,yj) which is bounded by
|L(mj2|h,yj)| ≤ |L(mj2|h2, yj2)|+ |L(mjr1 ⊕mj1|h1, yj1, hr1 , yjr1)| (2.4)
where the second term can be approximated as [20]
|L(mjr ⊕mj1|h1, yj1, hr1 , yjr1)| ≈ min{|L(mjr1 |hr1 , yjr1)|, |L(mj1|h1, yj1)|} (2.5)
Here
L(mji |hi, yji ) =
4
√
Ei
N0
ℜe{h∗i yji } (2.6)
where ℜe{·} denotes the real part of a complex number and h∗i denotes the complex conjugate
of hi. Clearly the sign of L(m
j
2|h,yj) is determined by L(mj2|h2, yj2) if the following condition
holds
|L(mj2|h2, yj2)| > min{|L(mjr1 |hr1 , yjr1)|, |L(mj1|h1, yj1)|} (2.7)
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This means that the MAP detection of mj2 does not depend on the additional information
provided by the relay if Eq.(2.7) is satisfied. Hence the relay can choose not to include mj2 in
mjr1 without affecting its reliability at the destination when Eq.(2.7) is true. The magnitude of
LLR when averaged over the Gaussian noise is given by
E[|L(mji |hi, yji )|] = 4|hi|2γi + 4
√
γi|hi|2
π
e−γi|hi|
2 − 8γi|hi|2Q
(√
2γi|hi|2
)
(2.8)
where γi = Ei/N0 and Q(x) denotes the complementary unit Gaussian distribution function
1√
2pi
∫∞
x exp(−t2/2)dt. The derivation to Eq.(2.8) is given in Appendix A.
Since E[|L(mji |hi, yji )|] ≈ 4|hi|2γi and this approximation is fairly accurate even for low γi,
we propose the following network coding rule, assuming E1 = E2 = Er1 = Es:
mr1 =


m1 ⊕m2 if |h2|2 < µ ·min{|hr1 |2, |h1|2}
m1 if |h2|2 ≥ µ ·min{|hr1 |2, |h1|2}
(2.9)
for some constant µ which can be adjusted to provide a variable QoS to the source nodes,
0 < µ ≤ 1. We will discuss how to optimize µ later. The above rule henceforth will be
referred to as soft prioritized network coding (SPNC) rule. The encoding rule in Eq.(2.9) can
be implemented in practice by having the destination determine the encoding based on the
estimated channel gain |h1|2, |h2|2, |hr1 |2 and informing the relay (mr1 = m1 or m1 ⊕ m2)
using 1-bit feedback piggybacked on clear to send (CTS) transmitted to the relay.
2.3.2 Three users, Single relay
The proposed SPNC scheme can be easily extended to three, single relay case. Suppose the
three users, S1, S2 and S3 requiring different class of service such that S1 is prioritized and S2
and S3 are non-prioritized. Suppose they are communicating with a common destination D by
the help of single relay R1. We will describe the SPNC scheme for this case assuming that all
three users have been successfully at the relay.
Since S1 is of highest priority, hence m1 will always be included in network coded packet
mr. Now it needs to be decided whether to includem2 andm3 or not in the coded packet. This
can be performed similarly as described in previous section. For deciding whether to include
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m2 in network coded packet or not, we can have following rule
mr1 =


m1 ⊕m2 if |h2|2 < µ2 ·min{|hr1 |2, |h1|2}
m1 if |h2|2 ≥ µ2 ·min{|hr1 |2, |h1|2}
(2.10)
Similarly to decide whether to includem3 in network coded packet or not, we can have following
rule
mr1 =


m1 ⊕m3 if |h3|2 < µ3 ·min{|hr1 |2, |h1|2}
m1 if |h3|2 ≥ µ3 ·min{|hr1 |2, |h1|2}
(2.11)
where µ2 and µ3 can be adjusted to provide required QoS to S2 and S3. For example if S2 is of
higher priority than S3, we choose µ2 > µ3. Combining Eq.(2.10) and (2.11), we have following
SPNC rule for 3 users
mr1 =


m1 ⊕m2 ⊕m3 if |h2|2 < µ2 ·min{|hr1 |2, |h1|2} and |h3|2 < µ3 ·min{|hr1 |2, |h1|2}
m1 ⊕m2 if |h2|2 < µ2 ·min{|hr1 |2, |h1|2} and |h3|2 > µ3 ·min{|hr1 |2, |h1|2}
m1 ⊕m3 if |h2|2 > µ2 ·min{|hr1 |2, |h1|2} and |h3|2 < µ3 ·min{|hr1 |2, |h1|2}
m1 if |h2|2 > µ2 ·min{|hr1 |2, |h1|2} and |h3|2 > µ3 ·min{|hr1 |2, |h1|2}
(2.12)
2.3.3 Two user, Multirelay
The proposed SPNC scheme can be extended to multirelay scenario by using Galois field
Network Coding(GFNC) to achieve full diversity for both prioritized and non-prioritized users.
In order to generalize the SPNC scheme for multi-relay case, lets discuss the proposed SPNC
scheme for two sources and one relay case, Eq.(2.9), to obtain insight for its generalization.
From Eq.(2.9), we can see that the destination signals relay to include non-prioritized user’s
packet in the network coded packet only when the non-prioritized user’s channel strength is
lower than certain adaptive threshold. This adaptive threshold is function of channel gains of
prioritized source and relay channel gain. Using this intuition, we can generalize SPNC rule
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for multirelay as follows
mr1 =


m1 ⊕ β1m2 if |h2|2 < µ ·min{|hr1 |2, |h1|2}
m1 if |h2|2 ≥ µ ·min{|hr1 |2, |h1|2}
(2.13)
where r1 is the relay closest to the destination. For other relays rj , j = 2, 3, ...,M
mrj =


m1 ⊕ βjm2 if |h2|2 < µ · |hrj |2
m1 if |h2|2 ≥ µ · |hrj |2
(2.14)
where βj ∈ GF (2N ) for j = 1, 2, ...,M [23; 28; 29]. The reason that we don’t include |h1|2 for
relays other than R1 is because |h2|2 should be compared with independent thresholds in order
for non prioritized user to achieve maximal diversity order. If the thresholds are dependent,
then the achievable diversity order for non-prioritized group is reduced. This is proved in
Appendix B.
2.3.4 Multiuser, Single relay with Grouping
When the number of sources are large, the number of comparisons of the channel gains
increases exponentially for SPNC. In order to reduce the number of comparisons, the sources
can be divided in groups based on their class of service demand. For instance there are three
class of service - voice, video and data, which require different reliability rate. Hence all sources
can be divided in two or three groups according to their class of service requirement and using
different scale factors, various level of prioritization can be provided to the users. We propose
two approaches to perform grouping. One approach is cluster based approach in which we
assume that the users of same class of service are near to each other and can be assumed as a
cluster. In the second approach we relax this assumption and the users requiring same class of
service can be located anywhere.
2.3.4.1 Cluster based Grouping
Suppose that N users are divided into two groups, say group 1 consisting of N2 sources,
Si, i = 1, 2, ...,
N
2 and group 2 consisting of other
N
2 users, Si, i =
N
2 + 1,
N
2 + 2, ..., N . The
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users of each group require same class of service and group 1 is of higher priority than the
group 2. Suppose they are communicating with a common destination D by the help of single
relay R1. We assume that group 1 users are clustered together and are at approximately same
distance from the destination, say d1. Similarly group 2 users are clustered together and are
at approximately same distance from the destination say d2 as shown in Fig.2.3.
D
R1
M1 M2Mr1
M1 M2
Cluster 1 Cluster 2
Figure 2.3 Multiuser, Single relay with grouping and clustering
At start of each phase of transmission, the destination chooses group head. The group
head can be chosen by destination based on round robin fashion in which each source is chosen
once as a group head or randomly from the group. This way no single user is penalized and
there is approximately equal energy usage of all the nodes in the group. Now in 1st phase of
transmission all the users of the group transmit a message packet, of rate R, to the group head.
We assume that all the transmissions in a cluster are error free. Each group head encodes the
N
2 message packets of rate R in a larger message packet Mi, i = 1,2 of rate
NR
2 and transmits
it to the destination. Denoting G1 , |H1|2 as the channel strength of group head for first
cluster to destination, G2 , |H2|2 is the channel strength of group head for second cluster to
destination and channel gain from relay-destination to be Gr1 , |hr1 |2.
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The SPNC coding can be generalized as
Mr1 =


M1 ⊕M2 if G2 < µ ·min{Gr1 , G2}
M1 if G2 ≥ µ ·min{Gr1 , G2}
(2.15)
2.3.4.2 Normal Grouping
Suppose that N users are divided into two groups, say Group 1 consisting of N1 sources,
Si, i = 1, 2, ..., N1 and Group 2 consisting of N2 = N −N1 users, Si, i = N1 + 1, N1 + 2, ..., N .
The users of each group require same class of service and Group 1 is of higher priority than
the Group 2. Suppose they are communicating with a common destination D by the help of
single relay R1. For each group, the weakest source-destination link channel gain is used for
comparison. This is done because the weakest source-destination link will have largest out-
age probability amongst the group. Hence, by considering the weakest source-destination link
channel gain for comparison, the relay can provide assistance(via network coding) to the non-
prioritized group when the channel gain is below certain adaptive threshold. The parameter,
µ, can be suitably chosen such that the weakest user of the group can have certain maxi-
mum allowable outage probability. Denoting |H1|2 = min{|h1|2, |h2|2, ...., |hN1 |2} and |H2|2 =
min{|hN1+1|2, |hN1+2|2, ...., |hN |2} we have following SPNC rule
mr1 =


M1 ⊕M2 if |H2|2 < µ ·min{|hr1 |2, |H1|2}
M1 if |H2|2 ≥ µ ·min{|hr1 |2, |H1|2}
(2.16)
where M1 ,
N1⊕
i=1
mi and M2 ,
N⊕
i=N1+1
mi.
To implement SPNC, after the first phase of communication, the destination can broadcast
a single feedback packet with bits indicating to the relays whether to include non prioritized
user or not in the network coded packet. This feedback packet can be piggybacked on CTS
sent by destination. In above proposed SPNC scheme, we have assumed that the relays are
able to decode all the sources. When some of the sources are decoded incorrectly, then those
sources are excluded from network coding at the relay. In case a relay is not able to decode
any source successfully, it remains silent.
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2.4 Mathematical Analysis
2.4.1 Bit Error Rate for SPNC for two sources, one relay, one destination
In this section, we will derive bit error probabilities for S1 and S2 when SPNC scheme is
used at the relay. Let x1 = |h1|2, x2 = |h2|2/µ, xr = |hr1 |2. We define following events
• Z1 = {(x1, x2, xr)|x1 > x2 > xr},
• Z2 = {(x1, x2, xr)|x2 > x1 > xr},
• Z3 = {(x1, x2, xr)|xr > x2 > x1},
• Z4 = {(x1, x2, xr)|x2 > xr > x1},
• Z5 = {(x1, x2, xr)|x1 > xr > x2},
• Z6 = {(x1, x2, xr)|xr > x1 > x2}
which denote the mutually exclusive events that cover the probability space spanned by random
variables x1, x2 and xr.
In the events of Z1, Z2, Z3 and Z4, x2 ≥ min{x1, xr} occurs, hence the relay transmits
p = m1. In the events of Z5 and Z6, x2 < min{x1, xr} occurs, hence the relay transmits
p = m1 ⊕ m2. The probability distribution of random variables x1, x2 and xr are given by
λ1e
−λ1x1 , µλ2e−µλ2x2 and λre−λrxr , where λ1 = dα1 , λ2 = d
α
2 and λr = d
α
r1 . These random
variables are independent and hence the joint pdf is a product of marginals. The average bit
error probability for source Si, i = 1, 2 is given by
Pe,i =
6∑
j=1
Pe,i,Zj (2.17)
where Pe,i,Zj is the bit error probability for Si under the event Zj . In the events of Z1, Z2, Z3,
Z4, the relay transmits p = m1 and the destination then uses MRC to detect m1. Hence the
conditional bit error probability for m1 given (x) = {x1, x2, xr} is given by
Pe,1,Zj (x) = Q
(√
2x1E1/N0 + 2xrEr/N0
)
(2.18)
where j = 1, 2, 3, 4. Averaging Eq.(2.18) over x1, x2 and xr yields
Pe,1,Zj =
∫∫∫
Zj
Pe,1,Zj (x)f(x)dx (2.19)
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where f(x) = µλ1λ2λre
−(λ1x1+µλ2·x2+λrxr). Using limit of integration for Z1 and using Craig’s
formula [16]
Q(x) =
1
π
∫ pi/2
0
e
− x2
2sin2φdφ (2.20)
we obtain
Pe,1,Z1 =
∫ pi/2
0
dφ
π
∫ ∞
0
λ1e
−x1λ1(γ1 csc2 φ+1)dx1
∫ x1
0
µλ2e
−µλ2x2dx2
∫ x2
0
λre
−xrλr(γr csc2 φ+1)dxr
=
1
π
∫ pi/2
0
[
µλ2
(1 + γ1 csc2 φ) ((1 + γ1 csc2 φ)λ1 + µλ2)
×
λr
((1 + γ1 csc2 φ)λ1 + µλ2 + (1 + γr csc2 φ)λr)
]
dφ
(2.21)
where γ1 = d
−α
1 E1/N0 and γr = d
−α
r Er/N0 are the receive SNRs at the destination from S1
and R respectively. Using limit of integration for Z2 and using Craig’s formula we obtain
Pe,1,Z2 =
∫ pi/2
0
dφ
π
∫ ∞
0
µλ2e
−µλ2x2dx2
∫ x2
0
λ1e
−x1λ1(γ1 csc2 φ+1)dx1
∫ x1
0
λre
−xrλr(γr csc2 φ+1)dxr
=
1
π
∫ pi/2
0
λ1λr
((1 + γ1 csc2 φ)λ1 + µλ2) ((1 + γ1 csc2 φ)λ1 + µλ2 + (1 + γr csc2 φ)λr)
dφ
(2.22)
Using limit of integration for Z3 and using Craig’s formula we obtain
Pe,1,Z3 =
∫ pi/2
0
dφ
π
∫ ∞
0
λre
−xrλr(γr csc2 φ+1)dxr
∫ xr
0
µλ2e
−µλ2x2dx2
∫ x2
0
λ1e
−x1λ1(γ1 csc2 φ+1)dx1
=
1
π
∫ pi/2
0
[
µλ1
(1 + γr csc2 φ) (µλ2 + (1 + γr csc2 φ)λr)
×
λ2
((1 + γ1 csc2 φ)λ1 + µλ2 + (1 + γr csc2 φ)λr)
]
dφ
(2.23)
Using limit of integration for Z4 and using Craig’s formula we obtain
Pe,1,Z4 =
∫ pi/2
0
dφ
π
∫ ∞
0
µλ2e
−µλ2x2dx2
∫ x2
0
λre
−xrλr(γr csc2 φ+1)dxr
∫ xr
0
λ1e
−x1λ1(γ1 csc2 φ+1)dx1
=
1
π
∫ pi/2
0
λ1λr
(µλ2 + (1 + γr csc2 φ)λr) ((1 + γ1 csc2 φ)λ1 + µλ2 + (1 + γr csc2 φ)λr)
dφ
(2.24)
In the events of Z5 and Z6, the relay transmits p = m1 ⊕m2. The destination then uses
MAP decoding to detect m1 and m2. Let c = (m1,m2, p) and cˆ = (mˆ1, mˆ2, pˆ), be two distinct
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codewords (c 6= cˆ). Then, the pairwise error probability is given by [15]
P (c→ cˆ|h) = Q


√
‖h · (c− cˆ)‖2
2N0


=
1
π
∫ pi/2
0
exp
(
−‖h · (c− cˆ)‖
2
4N0 sin
2 φ
)
dφ
(2.25)
where Q(x) denotes the Gaussian Q-function, ‖h · (c− cˆ)‖2 = |h1|2|m1 − mˆ1|2Es + |h2|2|m2 −
mˆ2|2Es + |hr|2|p− pˆ|2Er, and the second equation follows from Craig’s formula. Without loss
of generality assume that m1 = 1, m2 = 1, p = m1 ⊕ m2 = 0 was transmitted. The union
bound is used to evaluate a tight upper bound on bit error rate which can be expressed as
Pe,1,Z5(x) ≤ Q
(√
2x1E1/N0 + 2µx2E2/N0
)
+
1
2
Q
(√
2x1E1/N0 + 2xrEr/N0
)
+
1
2
Q
(√
2µx2E2/N0 + 2xrEr/N0
) (2.26)
Averaging over joint distribution of x1, x2 and xr for event Z5 and using Craig’s formula we
obtain
Pe,1,Z5 ≤
∫ pi/2
0
dφ
π
∫ ∞
0
λ1e
−λ1x1(γ1 csc2 φ+1)dx1
∫ x1
0
λre
−λrxrdxr
∫ xr
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
+
∫ pi/2
0
dφ
2π
∫ ∞
0
λ1e
−λ1x1(γ1 csc2 φ+1)dx1
∫ x1
0
λre
−λrxr(γr csc2 φ+1)dxr
∫ xr
0
µλ2e
−µλ2x2dx2
+
∫ pi/2
0
dφ
2π
∫ ∞
0
λ1e
−λ1x1dx1
∫ x1
0
e−λrxr(γr csc
2 φ+1)dxr
∫ xr
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
≤ 1
π
∫ pi/2
0
[
µλ2
(1 + γ1 csc2 φ) ((1 + γ1 csc2 φ)λ1 + λr)
×
λr
((1 + γ1 csc2 φ)λ1 + µλ2 (1 + γ2 csc2 φ) + λr)
]
dφ
+
1
2π
∫ pi/2
0
[
µλ2
(1 + γ1 csc2 φ) (λ1(1 + γ1 csc2 φ) + λr(1 + γr csc2 φ))
×
λr
(λ1(1 + γ1 csc2 φ) + µλ2 + λr(1 + γr csc2 φ))
]
dφ
+
1
2π
∫ pi/2
0
[
µλ2λr
(λ1 + λr (1 + γr csc2 φ)) (λ1 + µλ2 (1 + γ2 csc2 φ) + λr (1 + γr csc2 φ))
]
dφ
(2.27)
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where γ2 = d
−α
2 E2/N0 is the receive SNR at the destination from S2. Similarly, since the relay
transmits p = m1 ⊕m2, for the event Z6, union bound is used to derive Pe,1,Z6 .
Pe,1,Z6 ≤
∫ pi/2
0
dφ
π
∫ ∞
0
λre
−λrxrdxr
∫ xr
0
λ1e
−λ1x1(γ1 csc2 φ+1)dx1
∫ x1
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
+
∫ pi/2
0
dφ
2π
∫ ∞
0
λre
−λrxr(γr csc2 φ+1)dxr
∫ xr
0
λ1e
−λ1x1(γ1 csc2 φ+1)dx1
∫ x1
0
µλ2e
−µλ2x2dx2
+
∫ pi/2
0
dφ
2π
∫ ∞
0
λre
−λrxr(γr csc2 φ+1)dxr
∫ xr
0
λ1e
−λ1x1dx1
∫ x1
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
≤ 1
π
∫ pi/2
0
µλ1λ2
((1 + γ1 csc2 φ)λ1 + λr) ((1 + γ1 csc2 φ)λ1 + µλ2 (1 + γ2 csc2 φ) + λr)
dφ
+
1
2π
∫ pi/2
0
[
µλ1
(1 + γr csc2 φ) (λ1(1 + γ1 csc2 φ) + λr(1 + γr csc2 φ))
×
λ2
(λ1(1 + γ1 csc2 φ) + µλ2 + λr(1 + γr csc2 φ))
]
dφ
+
1
2π
∫ pi/2
0
[
µλ1
(1 + γr csc2 φ) (λ1 + (1 + γr csc2 φ)λr)
×
λ2
(λ1 + µλ2 (1 + γ2 csc2 φ) + λr (1 + γr csc2 φ))
]
dφ
(2.28)
Using Equations (2.17), (2.21), (2.22), (2.23), (2.24), (2.27), (2.28), bound on Pe,1 can be found.
This bound is very accurate as shown in simulation results.
Now Pe,2,Z1 , Pe,2,Z2 , Pe,2,Z3 , Pe,2,Z4 will be derived. For events Z1, Z2, Z3, Z4, the destina-
tion decodes m2 using the signal received directly from S2. Hence the bit error probability for
m2 for events Z1, Z2, Z3, Z4 is given by
Pe,2,Zj (x) = Q
(√
2µx2E2/N0
)
(2.29)
where j = 1, 2, 3, 4. Averaging Eq.(2.29) over x1, x2 and xr yields
Pe,2,Zj =
∫∫∫
Zj
Pe,2,Zj (x)f(x)dx (2.30)
Using limit of integration for Zj and using Craig’s formula we obtain
Pe,2,Z1 =
1
π
∫ pi/2
0
dφ
∫ ∞
0
λ1e
−λ1x1dx1
∫ x1
0
µλ2e
−µx2λ2(γ2 csc2 φ+1)dx2
∫ x2
0
λre
−λrxrdxr
=
1
π
∫ pi/2
0
µλ2λr
(λ1 + µλ2 (1 + γ2 csc2 φ)) (λ1 + λr + µλ2 (1 + γ2 csc2 φ))
dφ
(2.31)
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Using limit of integration for Z2 and using Craig’s formula we obtain
Pe,2,Z2 =
1
π
∫ pi/2
0
dφ
∫ ∞
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
∫ x2
0
λ1e
−λ1x1dx1
∫ x1
0
λre
−λrxrdxr
=
1
π
∫ pi/2
0
λ1λr
(1 + γ2 csc2 φ) (λ1 + µλ2 (1 + γ2 csc2 φ)) (λ1 + λr + µλ2 (1 + γ2 csc2 φ))
dφ
(2.32)
Using limit of integration for Z3 and using Craig’s formula we obtain
Pe,2,Z3 =
1
π
∫ pi/2
0
dφ
∫ ∞
0
λre
−λrxrdxr
∫ xr
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
∫ x2
0
λ1e
−λ1x1dx1
=
1
π
∫ pi/2
0
µλ1λ2
π (λr + µλ2 (1 + γ2 csc2 φ)) (λ1 + λr + µλ2 (1 + γ2 csc2 φ))
dφ
(2.33)
Using limit of integration for Z4 and using Craig’s formula we obtain
Pe,2,Z4 =
1
π
∫ pi/2
0
dφ
∫ ∞
0
µλ2e
−µλ2x2(γ2 csc2 φ+1)dx2
∫ x2
0
λre
−λrxrdxr
∫ xr
0
λ1e
−λ1x1dx1
=
1
π
∫ pi/2
0
λ1λr
(1 + γ2 csc2 φ) (λr + µλ2 (1 + γ2 csc2 φ)) (λ1 + λr + µλ2 (1 + γ2 csc2 φ))
dφ
(2.34)
In the events of Z5 and Z6, the relay transmits p = m1 ⊕m2. The destination then uses MAP
decoding to detect m1 and m2, hence we have Pe,2,Z5 = Pe,1,Z5 and Pe,2,Z6 = Pe,1,Z6 . Using
Equations (2.27), (2.28), (2.17), (2.31), (2.32), (2.33), (2.34), bound on Pe,2 can be found. This
bound is also very accurate as shown in simulation results.
2.4.2 Q function upper bound on Bit Error Probability
The bit error probability for SPNC scheme derived in previous section matches quite well
with simulation results. However, it doesn’t gives a very good idea about the diversity order
and the asymptotic behavior of coding scheme because of non-closed form expressions. This is
primarily because of using Craig’s formula. In this section we derive bit error probability using
bound on Q-function and as shown in simulation results, the bound is fairly tight.
We have the following bound on Q function:
Q(x) ≤ 1
2
e−
x2
2 (2.35)
29
Using this bound we will re-derive the bit error probability expressions for S1 and S2. From
Eq.(2.18) we have
Pe,1,Zj (x1, x2, xr) = Q
(√
2x1E1/N0 + 2xrEr/N0
)
(2.36)
where j = 1, 2, 3, 4. Averaging Eq.(2.36) over x1, x2 and xr yields
Pe,1,Zj =
∫∫∫
Zj
Q
(√
2x1E1/N0 + 2xrEr/N0
)
f(x)dx (2.37)
where f(x) = µλ1λ2λre
−(λ1x1+µλ2·x2+λrxr). Using limit of integration for Zj and Q function
bound, Eq.(2.35), we obtain
Pe,1,Z1 ≤
1
2
∫ ∞
0
λ1e
−x1λ1(γ1+1)dx1
∫ x1
0
µλ2e
−µλ2x2dx2
∫ x2
0
λre
−xrλr(γr+1)dxr
≤ 1
2
µλ2λr
(1 + γ1) ((1 + γ1)λ1 + µλ2) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
(2.38)
Pe,1,Z2 ≤
1
2
∫ ∞
0
µλ2e
−µλ2x2dx2
∫ x2
0
λ1e
−x1λ1(γ1+1)dx1
∫ x1
0
λre
−xrλr(γr+1)dxr
≤ 1
2
λ1λr
((1 + γ1)λ1 + µλ2) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
(2.39)
Pe,1,Z3 ≤
1
2
∫ ∞
0
λre
−xrλr(γr+1)dxr
∫ xr
0
µλ2e
−µλ2x2dx2
∫ x2
0
λ1e
−x1λ1(γ1+1)dx1
≤ 1
2
µλ1λ2
(1 + γr) (µλ2 + (1 + γr)λr) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
(2.40)
Pe,1,Z4 ≤
1
2
∫ ∞
0
µλ2e
−µλ2x2dx2
∫ x2
0
λre
−xrλr(γr+1)dxr
∫ xr
0
λ1e
−x1λ1(γ1+1)dx1
≤ 1
2
λ1λr
(µλ2 + (1 + γr)λr) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
(2.41)
In the events of Z5 and Z6, the relay transmits p = m1 ⊕m2. The destination then uses MAP
decoding to detect m1 and m2. The union bound is used to evaluate a tight upper bound on
bit error rate in those cases which can be expressed as
Pe,1,Z5(x) ≤ Q
(√
2x1E1/N0 + 2µx2E2/N0
)
+
1
2
Q
(√
2x1E1/N0 + 2xrEr/N0
)
+
1
2
Q
(√
2µx2E2/N0 + 2xrEr/N0
) (2.42)
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Averaging over joint distribution of x1, x2 and xr for event Z5 and using Q function bound we
obtain
Pe,1,Z5 ≤
1
2
∫ ∞
0
λ1e
−λ1x1(γ1+1)dx1
∫ x1
0
λre
−λrxrdxr
∫ xr
0
µλ2e
−µλ2x2(γ2+1)dx2
+
1
4
∫ ∞
0
λ1e
−λ1x1(γ1+1)dx1
∫ x1
0
λre
−λrxr(γr+1)dxr
∫ xr
0
µλ2e
−µλ2x2dx2
+
1
4
∫ ∞
0
λ1e
−λ1x1dx1
∫ x1
0
e−λrxr(γr+1)dxr
∫ xr
0
µλ2e
−µλ2x2(γ2+1)dx2
≤1
2
[
µλ2λr
(1 + γ1) ((1 + γ1)λ1 + λr) ((1 + γ1)λ1 + µλ2 (1 + γ2) + λr)
]
+
1
4
[
µλ2λr
(1 + γ1) (λ1(1 + γ1) + λr(1 + γr)) (λ1(1 + γ1) + µλ2 + λr(1 + γr))
]
+
1
4
[
µλ2λr
(λ1 + λr (1 + γr)) (λ1 + µλ2 (1 + γ2) + λr (1 + γr))
]
(2.43)
Similarly, since the relay transmits p = m1 ⊕ m2, for the event Z6, union bound is used to
derive Pe,1,Z6 .
Pe,1,Z6 ≤
1
2
∫ ∞
0
λre
−λrxrdxr
∫ xr
0
λ1e
−λ1x1(γ1+1)dx1
∫ x1
0
µλ2e
−µλ2x2(γ2+1)dx2
+
1
4
∫ ∞
0
λre
−λrxr(γr+1)dxr
∫ xr
0
λ1e
−λ1x1(γ1+1)dx1
∫ x1
0
µλ2e
−µλ2x2dx2
+
1
4
∫ ∞
0
λre
−λrxr(γr+1)dxr
∫ xr
0
λ1e
−λ1x1dx1
∫ x1
0
µλ2e
−µλ2x2(γ2+1)dx2
≤1
2
[
µλ1λ2
((1 + γ1)λ1 + λr) ((1 + γ1)λ1 + µλ2 (1 + γ2) + λr)
]
+
1
4
[
µλ1λ2
(1 + γr) (λ1(1 + γ1) + λr(1 + γr)) (λ1(1 + γ1) + µλ2 + λr(1 + γr))
]
+
1
4
[
µλ1λ2
(1 + γr) (λ1 + (1 + γr)λr) (λ1 + µλ2 (1 + γ2) + λr (1 + γr))
]
(2.44)
Now Pe,2,Z1 , Pe,2,Z2 , Pe,2,Z3 , Pe,2,Z4 will be derived. For events Z1, Z2, Z3, Z4, the destination
decodes m2 using the signal received directly from S2. Hence the bit error probability for m2
for events Z1, Z2, Z3, Z4 is given by
Pe,2,Zj (x) = Q
(√
2µx2E2/N0
)
(2.45)
where j = 1, 2, 3, 4. Averaging Eq.(2.45) over x1, x2 and xr yields
Pe,2,Zj =
∫∫∫
Zj
Pe,2,Zj (x)f(x)dx (2.46)
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Using limit of integration for Zj and using Q function bound we obtain
Pe,2,Z1 ≤
1
2
∫ ∞
0
λ1e
−λ1x1dx1
∫ x1
0
µλ2e
−µx2λ2(γ2+1)dx2
∫ x2
0
λre
−λrxrdxr
≤ 1
2
µλ2λr
(λ1 + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
(2.47)
Pe,2,Z2 ≤
1
2
∫ ∞
0
µλ2e
−µλ2x2(γ2+1)dx2
∫ x2
0
λ1e
−λ1x1dx1
∫ x1
0
λre
−λrxrdxr
≤ 1
2
λ1λr
(1 + γ2) (λ1 + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
(2.48)
Pe,2,Z3 ≤
1
2
∫ ∞
0
λre
−λrxrdxr
∫ xr
0
µλ2e
−µλ2x2(γ2+1)dx2
∫ x2
0
λ1e
−λ1x1dx1
≤ 1
2
µλ1λ2
(λr + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
(2.49)
Pe,2,Z4 ≤
1
2
∫ ∞
0
µλ2e
−µλ2x2(γ2+1)dx2
∫ x2
0
λre
−λrxrdxr
∫ xr
0
λ1e
−λ1x1dx1
≤ 1
2
λ1λr
(1 + γ2) (λr + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
(2.50)
In the events of Z5 and Z6, the relay transmits p = m1 ⊕m2. The destination then uses MAP
decoding to detect m1 and m2, hence we have Pe,2,Z5 = Pe,1,Z5 and Pe,2,Z6 = Pe,1,Z6 . Using
Equations (2.43), (2.44), (2.17), (2.47), (2.48), (2.49), (2.50), bound on Pe,2 can be found. This
bound is also very tight within a dB as shown in simulation results.
2.4.3 Asymptotic Analysis
In this section, we will derive asymptotic bounds for the bit error probabilities. Assume γ1
= γ2 = γ, d1 = d2 = d and (dr/d)
α = δ. Therefore γr = γ/δ.
At high SNR (γ → ∞), collecting dominant terms for Pe,1 we obtain following bound on
Pe,1:
Pe,1 ≤ 1
2
λ1λr
((1 + γ1)λ1 + µλ2) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
+
1
2
λ1λr
(µλ2 + (1 + γr)λr) ((1 + γ1)λ1 + µλ2 + (1 + γr)λr)
+
1
4
µλ2λr
(λ1 + λr (1 + γr)) (λ1 + µλ2 (1 + γ2) + λr (1 + γr))
+
1
2
µλ1λ2
((1 + γ1)λ1 + λr) ((1 + γ1)λ1 + µλ2 (1 + γ2) + λr)
(2.51)
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Eq. (2.51) can be expressed as:
Pe,1 ≤1
2
δ
(γ + µ+ 1)(2γ + µ+ δ + 1)
+
1
2
δ
(γ + µ+ δ)(2γ + µ+ δ + 1)
+
1
4
µδ
(γ + δ + 1)(γ(1 + µ) + µ+ δ + 1)
+
1
2
µ
(γ + δ + 1)(γ(1 + µ) + µ+ δ + 1)
(2.52)
Clearly for high SNR, the diversity order for S1 is 2. For 0 < µ < 1, and high SNR (γ → ∞),
the asymptotic bound for bit error probability of S1 is given by:
Pe,1 ≤ δ
2γ2
+
µδ
4γ2(1 + µ)
+
µ
2γ2(1 + µ)
=
(√
4(1 + µ)
2δ + 3µδ + 2µ
× γ
)−2 (2.53)
Now collecting dominant terms of Pe,2 for high SNR (γ → ∞) following is the bound on Pe,2:
Pe,2 ≤1
2
µλ2λr
(λ1 + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
+
1
2
µλ1λ2
(λr + µλ2 (1 + γ2)) (λ1 + λr + µλ2 (1 + γ2))
+
1
4
µλ2λr
(λ1 + λr (1 + γr)) (λ1 + µλ2 (1 + γ2) + λr (1 + γr))
+
1
2
µλ1λ2
((1 + γ1)λ1 + λr) ((1 + γ1)λ1 + µλ2 (1 + γ2) + λr)
(2.54)
Eq.(2.54) can be expressed as:
Pe,2 ≤1
2
µδ
(1 + µγ)(1 + δ + µγ)
+
1
2
µ
(δ + µγ)(1 + δ + µγ)
+
1
4
µδ
(γ + δ + 1)(γ(1 + µ) + µ+ δ + 1)
+
1
2
µ
(γ + δ + 1)(γ(1 + µ) + µ+ δ + 1)
(2.55)
Clearly for high SNR, the diversity order for S2 is 2. For 0 < µ < 1, and high SNR (γ → ∞),
the asymptotic bound for bit error probability of S2 is given by:
Pe,2 ≤ δ
2µγ2
+
1
2µγ2
+
µδ
4γ2(1 + µ)
+
µ
2γ2(1 + µ)
=
(√
4µ(1 + µ)
2µ2 + µ2δ + 2µδ + 2µ+ 2δ + 2
× γ
)−2 (2.56)
We will now derive approximate bit error probability for traditional network coding. When
the relay performs traditional network coding, then it always transmits p = m1 ⊕ m2. The
destination then uses MAP decoding to detectm1 andm2. In this case the bit error probabilities
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for S1 and S2 are equal. The union bound is used to evaluate a tight upper bound on bit error
rate which can be expressed as:
PNC(x) ≤ Q
(√
2x1E1/N0 + 2µx2E2/N0
)
+
1
2
Q
(√
2x1E1/N0 + 2xrEr/N0
)
+
1
2
Q
(√
2µx2E2/N0 + 2xrEr/N0
) (2.57)
Using Q function approximation, Eq.(2.35), and averaging over joint distribution of x1, x2 and
xr we obtain:
PNC ≤ 1
2γ1γ2
+
1
4γ1γr
+
1
4γ2γr
(2.58)
For the case when γ1 = γ2 = γ, d1 = d2 = d and (dr/d)
α = δ, the bit error probability for
network coding can be expressed as:
PNC ≤
(√
2
δ + 1
× γ
)−2
(2.59)
For µ = 0.1, dr/d = 0.5 i.e δ = 0.0625, we have
Pe,1 ≤ (3.5777× γ)−2
Pe,2 ≤ (0.4320× γ)−2
PNC ≤ (1.3720× γ)−2
(2.60)
Hence the coding gain of S1 over S2 ≈ 10× log10(3.5777/0.4320) = 9.18 dB. The coding gain
of S1 for SPNC scheme compared to traditional network coding is ≈ 10× log10(3.5777/1.3720)
= 4.16 dB whereas the loss for S2 is ≈ 10× log10(1.3720/0.4320) = 5.02 dB.
2.4.4 Effect of Channel Estimation Error
In practice, the channel estimation may not be perfect. The estimated channel fading gains
can be modeled as [18]
hˆi = hi − ei, i = 1, 2, r (2.61)
where ei is distributed as CN (0, σ2e,i) and represents the channel estimation error. For pilot
symbol aided minimum mean squared error (MMSE) channel estimation, the error variance is
given by [17]
σ2e,i =
1
1 + piLωND ·
Eps,i
N0
(2.62)
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where L is the rate of insertion of pilot symbols, Eps,i is the average received energy per pilot
symbol from the ith source at the destination and ωND is the normalized Doppler frequency,
normalized with respect to sampling frequency. Then, the effective receive SNR is given by
γe,i =
Ei(d
−α
i − σ2e,i)
N0 + Eiσ2e,i
(2.63)
which replaces γi in Equations (2.21), (2.22), (2.23), (2.24), (2.27), (2.28) for S1 when the
channel estimation is not perfect and in Equations (2.27), (2.28), (2.31), (2.32), (2.33), (2.34)
for S2.
2.4.5 Outage analysis
In following subsections we will analyze the outage probability of the proposed scheme and
present the diversity analysis for various scenarios. We consider a point to point communication
system as the base line communication system for comparison. The received signal at the
destination for a point to point communication is given by
y = hX (m) + n (2.64)
where X (m) is Gaussian distributed with average energy Es. The instantaneous signal to noise
ratio (SNR) of the channel is given by |h|2Es/N0, |h|2 is exponentially distributed. When the
instantaneous SNR is less than certain threshold, the source is said to be in outage. The outage
probability is given by:
Po(R) = P
(
|h|2 < 2
R − 1
d−αEs/N0
)
= 1− e
(
− 2R−1
d−αEs/N0
)
(2.65)
where R is the spectral efficiency of the system in bits per channel use.
2.4.6 Outage Analysis for two user, one relay scenario
We assume that each source transmits information at the rate of R bits per channel use.
Let g1 = |h1|2, g2 = |h2|2/µ and gr1 = |hr1 |2 denote the channel power gains. These channel
gains are independent and hence the joint probability density function (pdf) of g = (g1, g2, gr1)
is a product of their marginal pdf i.e. f(g) = µdα1dd
α
2dd
α
r1d
e
−(dα1dg1+µdα2dg2+dαr1dgr1 ).
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Let Po,ir1 = 1− exp
(−dαir1Γ) denote the probability that Si is in outage at the relay where
Γ =
2(3R/2) − 1
Es/N0
(2.66)
The factor 3/2 is to account for the fact that three channel uses are performed in transmitting
two message packets [21]. There are 4 possible disjoint events depending on whether relay is
able to decode m1 and m2 successfully or not.
1. Case I: Consider the case in which bothm1 andm2 are decoded successfully at the relay.
Let G denote the event g2 > min{gr1 , g1} and Gc denote the event g2 < min{gr1 , g1}.
Under the event G, mr1 =m1 is transmitted by the relay and the destination combines
y1 and yr1 using the maximal ratio combining (MRC) rule to decode m1, while m2 is
decoded based on y2. The events G and Gc can be divided into the following disjoint
events.
Event Channel Condition Event Channel Condition
G1 g1 > g2 > gr1 G2 g2 > g1 > gr1
G3 gr1 > g2 > g1 G4 g2 > gr1 > g1
Gc1 g1 > gr1 > g2 Gc2 gr1 > g1 > g2
Table 2.1 Disjoint events for outage probability for SPNC
The outage probability for m1 and m2 under the event G can be expressed as
Po,1,I,G =
4∑
j=1
Pr ({g1 + gr1 < Γ} ∩ Gj)
Po,2,I,G =
4∑
j=1
Pr ({µg2 < Γ} ∩ Gj)
(2.67)
where Pr ({g1 + gr1 < Γ} ∩ Gj) can be calculated by integration of f(g) over the volume
defined by the events {g1 + gr1 < Γ} and Gj . Pr ({µg2 < Γ} ∩ Gj) can be calculated
similarly.
Under the event Gc (mr1 = m1 ⊕m2), m1 is in outage when both S1-D link and R-D
link are in outage or both S1-D link and S2-D link are in outage. Similarly, m2 is in
outage when both S2-D link and R-D link are in outage or both S2-D link and S1-D link
are in outage. Hence, the outage probability of m1 and m2 under the event Gc can be
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expressed as
Po,1,I,Gc =
2∑
j=1
Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ Gcj )
+ Pr
({g1 < Γ} ∩ {µg2 < Γ} ∩ {gr1 > Γ} ∩ Gcj)
Po,2,I,Gc =
2∑
j=1
Pr({µg2 < Γ} ∩ {gr1 < Γ} ∩ Gcj )
+ Pr
({µg2 < Γ} ∩ {g1 < Γ} ∩ {gr1 > Γ} ∩ Gcj)
(2.68)
Since Gi’s and Gci ’s are mutually disjoint events, averaging (2.67) and (2.68) over chan-
nel power gains and summing them yields a closed form expression, Eq.(2.69), for the
average outage probability of m1 and m2 for the case I.
Po,1,I=
1 + δ + 2µ− δµ+ µ2
(1 + µ)(1 + δ + µ)
+
4δµe−
1
2
Γ(1+δ+µ)
(1 + δ + µ)(1− δ + µ)(1− δ − µ) +
µe−Γ(1+δ+µ)
(δ + µ)(1 + δ + µ)
+
2δe−Γ(1+µ)
(1 + µ)(1− δ + µ) −
e−Γδ
1− δ + µ +
e−Γ(µ2 − δ2 − µ)
(δ + µ)(1− δ − µ)
Po,2,I= 1− e−Γ − e−Γ(1+δ) + 1 + δ
1 + δ + µ
e−Γ(1+δ+µ) +
µ
1 + δ + µ
e
−Γ(1+δ+µ)
µ (2.69)
where it is assumed that d1d = d2d = d = 1 and δ , (dr1d)
α.
2. Case II: Consider the case in which m1 is decoded successfully at the relay while m2
is not and hence mr1 = m1. In this case, the destination combines y1 and yr1 using
the MRC rule to decode m1 and decodes m2 based on y2 only. Hence the outage
probabilities for m1 and m2 can be expressed as:
Po,1,II = Pr (g1 + gr1 < Γ) =
(
1− 1
1− δ e
−δΓ +
δ
1− δ e
−Γ
)
Po,2,II = Pr (µg2 < Γ) = 1− e−Γ
(2.70)
3. Case III: Consider the case in which m2 is decoded successfully at the relay while
m1 is not and hence mr1 = m2. In this case, the destination combines y2 and yr1
using the MRC rule to decode m2 and decodes m1 based on y1 only. Hence the outage
probabilities for m1 and m2 can be expressed as:
Po,1,III = Pr (g1 < Γ) = 1− e−Γ
Po,2,III = Pr (µg2 + gr1 < Γ) =
(
1− 1
1− δ e
−δΓ +
δ
1− δ e
−Γ
) (2.71)
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4. Case IV: Consider the case in which both m1 and m2 are decoded unsuccessfully at
the relay and hence the relay remains silent. The destination decodes m1 based on y1
only and m2 based on y2 only. The outage probabilities for m1 and m2 are given by
Po,1,IV = Pr (g1 < Γ) = 1− e−Γ
Po,2,IV = Pr (µg2 < Γ) = 1− e−Γ
(2.72)
The average outage probability of m1 and m2 can be obtained in a closed form expression
by taking a weighted sum of Eqs.(2.69), (2.70), (2.71) and (2.72), weighted by the probability
of each respective case as
Po,1 =e
−βΓe−βΓPo,1,I + e−βΓ
(
1− e−βΓ
)
Po,1,II +
(
1− e−βΓ
)
e−βΓPo,1,III
+(1− e−βΓ)(1− e−βΓ)Po,1,IV (2.73)
Po,2 =e
−βΓe−βΓPo,2,I +
(
1− e−βΓ
)
e−βΓPo,2,II + e−βΓ
(
1− e−βΓ
)
Po,2,III
+(1− e−βΓ)(1− e−βΓ)Po,2,IV (2.74)
where where it is assumed that d1r1 = d2r1 = dsr1 , β , d
α
sr1 . As shown by simulations,
the theoretical analysis matches very closely with simulation. At high SNR, Es/N0 ≫ 1,
the probability of occurrence of Case II, III and IV is negligible. Using the second order
approximation for e−x ≈ 1 − x + x2/2 yields the following asymptotic approximation for the
outage probabilities:
Po,1≈ Γ
2(µ+ δ + 2β)
2
, P˜o,1 (2.75)
Po,2≈ Γ
2((1 + δ)(1 + µ2) + 2µβ)
2µ
, P˜o,2 (2.76)
The high SNR analysis clearly shows that second order diversity can be provided for both
prioritized and non-prioritized nodes. The simulation results show that these approximations
are quite accurate for outage probability below 10−2.
2.4.7 Outage Analysis for Cluster based Grouping
In this subsection, we will discuss the outage probability for cluster based grouping. The
SPNC coding rule for grouping is given by Eq.(2.15). The pdf of channel strength of group
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1 head is given by fG1(g1) = λ1e
−λ1g1 where λ1 = dα1 , d1 denotes the distance of group head
1 from the destination. The pdf of channel strength of group 2 head is given by fG2(g2) =
λ2e
−λ2g2 where λ2 = dα2 . The pdf of channel strength of relay 1 is given by fGr1 (gr1) = λr1
e−λr1gr1 where λr1 = dαr1 . Since G1, G2 and gr1 are independent, hence their joint pdf is the
product of respective marginal pdfs i.e. f(G1, G2, Gr1) = λ1λ2λr1e
−λ1g1−λ2g2−λr1gr1
The outage probability for Group head 1 to destination link is given by
Po = Pr
(
G1 <
2
N∗R
2 − 1
Es/N0
)
(2.77)
where
Es =
Eb ∗N ∗R
(N + 1)
(2.78)
and Eb denotes energy per information bit and total N+1 channel uses are performed to trans-
mit N information messages. Similarly, the outage probability for group head 2 to destination
link and the relay can be calculated.
• Case 1: When the group heads are located at approximately same distance from the
relay and destination, then the outage analysis as given in the previous section for two
sources, one relay can be applied.
• Case 2: When the group heads are located at different distances from the relay and
destination, then the outage analysis can be performed by analyzing disjoint events. For
mid to high SNR range, the relay will be able to successfully decode the messages both
the group heads. We will denote this event as E . The probability of occurrence of the
event E is given by
P (E) = e−λ1r1Γe−λ2r1Γ (2.79)
where λ1r1 = d
α
1r1
, λ2r1 = d
α
2r1
, d1r1 denotes the distance between group head 1 and the
relay R1, d2r1 denotes the distance between group head 2 and the relay. Also Γ can be
calculated as
Γ =
2N∗R/2 − 1
Es/N0
(2.80)
Let G denotes the event G2 > µ · min{Gr1 , G1} and Gc denotes the event G2 < µ ·
min{Gr1 , G1}. Since these two events are disjoint, therefore the outage probability of
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groups can be calculated for these individual events and then summed up to give total
outage probability.
Po,1(E)= Po,1(G) · P (E) + Po,1(Gc) · P (E)
Po,2(E)= Po,2(G) · P (E) + Po,2(Gc) · P (E) (2.81)
The events G and Gc can be divided into the following disjoint events.
Event Channel Condition Event Channel Condition
G1 G1 > G2 > Gr1 G2 G2 > G1 > Gr1
G3 Gr1 > G2 > G1 G4 G2 > Gr1 > G1
Gc1 G1 > Gr1 > G2 Gc2 Gr1 > G1 > G2
Table 2.2 Disjoint events for outage probability for SPNC with cluster based grouping.
Under the event G, Mr1 = M1 is transmitted by the relay. The destination decodes
message packet of group 1 by performing maximal ratio combining(MRC) of the packets
received directly from the group 1 head and the packet from relay, yr1 . Therefore the
outage probability of group 1 under the event G is given by
Po,1(G) = Pr({G1 + gr1 < Γ} ∩ G) (2.82)
Using the joint pdf, f(G1, G2, Gr1), the above probability can be calculated as
Po,1(G) =
4∑
j=1
∫∫∫
Vj
f(G1, G2, Gr1)dg1dg2dgr1 (2.83)
where Vj is the volume defined by ({G1 +Gr1 < Γ} ∩ Gj). The above probability can be
upper bounded as
Po,1(G) ≤ Pr({G1 < Γ} ∩ {gr1 < Γ} ∩ G) (2.84)
The upper bound probability can be calculated as
Po,1(G) =
4∑
j=1
∫∫∫
V ′j
f(G1, G2, Gr1)dg1dg2dgr1 (2.85)
where V ′j is the volume defined by ({G1 < Γ} ∩ {gr1 < Γ} ∩ G). Under the event G, the
message packet from group 2 head is decoded via direct link. Hence the outage probability
of group 2 under the event G is given by
Po,2(G) = Pr({G2 < Γ} ∩ G) (2.86)
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Using the joint pdf, f(G1, G2, Gr1), the above probability can be calculated as
Po,2(G) =
4∑
j=1
∫∫∫
Uj
f(G1, G2, Gr1)dg1dg2dgr1 (2.87)
where Uj is the volume defined by (g2 < Γ ∩ Gj). Under the event Gc,Mr1 =M1⊕M2 is
transmitted by the relay. The destination decodes the source packets jointly using direct
transmissions and the network coded packet from the relay. The destination will not be
able to decode packet received from group 1 head if any of the following events occur
1. G1 < Γ and Gr1 < Γ
2. G1 < Γ and G2 < Γ and Gr1 > Γ
Therefore the probability of outage of group 1 for the event Gc is given by
Po,1(Gc) = Pr(G1 < Γ ∩Gr1 < Γ ∩ Gc) + Pr(G1 < Γ ∩G2 < Γ ∩Gr1 > Γ ∩ Gc) (2.88)
Po,1(Gc) =
2∑
j=1
∫∫∫
Wj
f(G1, G2, Gr1)dg1dg2dgr1 +
∫∫∫
Xj
f(G1, G2, Gr1)dg1dg2dgr1
(2.89)
where Wj is the volume defined by (G1 < Γ∩Gr1 < Γ∩Gci ) and Xj is the volume defined
by (G1 < Γ ∩G2 < Γ ∩Gr1 > Γ ∩ Gci ). The outage probability for group 2 for the event
Gc can be calculated similarly and is given by
Po,2(Gc) = Pr(G2 < Γ ∩Gr1 < Γ ∩ Gc) + Pr(G2 < Γ ∩G1 < Γ ∩Gr1 > Γ ∩ Gc) (2.90)
Po,2(Gc) =
2∑
j=1
∫∫∫
Yj
f(G1, G2, Gr1)dg1dg2dgr1+
∫∫∫
Zj
f(G1, G2, Gr1)dg1dg2dgr1 (2.91)
where Yj is the volume defined by (G2 < Γ∩Gr1 < Γ∩Gci ) and Zj is the volume defined
by (G2 < Γ ∩G1 < Γ ∩Gr1 > Γ ∩ Gci ).
The exact outage probability for group 1 under the event E can be calculated by numerical
integration of Eq.(2.83), (2.89). By integrating Eq. (2.85) and (2.89) and simplification,
the upper bound for group 1 can be calculated as
Po,1(E) ≤
((
1− e−λ1Γ
)(
1− e−λr1Γ
)
+e−λr1Γ
(
1− e−λ1Γ − λ1
λ1 + µλ2
(
1− e−Γ(λ1+µλ2)
)))
P (E)
(2.92)
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Similarly, the exact outage probability for group 2 under the event E can be calculated
by integration of Eq.(2.87), (2.91). After integrating and simplification, the outage prob-
abilities of the group 2 can be derived as
Po,2(E)=
(
1− e−λ2Γ − µλ2
λ1 + µλ2 + λr1
(
1− e−
Γ(λ1+µλ2+λr1 )
µ
)
+
µλ2
λ1 + µλ2 + λr1
(
λr1e
−Γ(λ1+µλ2+λr1) + (λ1 + µλ2)(1− e−λr1Γ)− λr1e−λr1Γ
)
+e−λr1Γ
(
1− e−λ1Γ − λ1
λ1 + µλ2
(
1− e−Γ(λ1+µλ2)
)))
P (E) (2.93)
In the event Ec i.e. when atleast one of the group head is not decoded successfully at
the relay, then the relay forwards the message of the group head which has been decoded
successfully. If both the group heads are not decoded successfully, then the relay remains
silent. Let Po,1,r1 = 1− e−λ1r1 denote the outage probability of group 1 head at the relay
and Po,2,r1 = 1− e−λ2r1 denote the outage probability of group 2 head at the relay.
1. Case I: Consider the case in which M1 is decoded successfully at the relay while
M2 is not and hence Mr1 = M1. In this case, the destination combines messages
received from the group 1 head and relay using MRC and decodes M1. The desti-
nation decodes message from group 2 head,M2, based on direct transmission from
group 2 head. Hence the outage probabilities for M1 and M2 can be expressed as:
Po,1,I(Ec)= Pr (G1 +Gr1 < Γ) (1− Po,1,r1)Po,2,r1
=
(
1− λ1
λ1 − λr1
e−λr1Γ +
λr1
λ1 − λr1
e−λ1Γ
)
e−λ1r1Γ(1− e−λ2r1Γ)(2.94)
Po,2,I(Ec)= Pr (G2 < Γ) (1− Po,1,r1)Po,2,r1
=
(
1− e−λ2Γ
)
e−λ1r1Γ(1− e−λ2r1Γ) (2.95)
2. Case II: Consider the case in which M2 is decoded successfully at the relay while
M1 is not and hence Mr1 = M2. In this case, the destination combines messages
received from the group 2 head and relay using MRC and decodes M2. The desti-
nation decodes message from group 1 head,M1, based on direct transmission from
group 1 head. Hence the outage probabilities for M1 and M2 can be expressed as:
Po,1,II(Ec)= Pr (G1 < Γ)Po,1,r1(1− Po,2,r1)
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=
(
1− e−λ1Γ
)
(1− e−λ1r1Γ)e−λ2r1Γ (2.96)
Po,2,II(Ec)= Pr (G2 +Gr1 < Γ)Po,1,r1(1− Po,2,r1)
=
(
1− λ2
λ2 − λr1
e−λr1Γ +
λr1
λ2 − λr1
e−λ2Γ
)
(1− e−λ1r1Γ)e−λ2r1Γ
(2.97)
3. Case III: Consider the case in which both group heads are decoded unsuccessfully
at the relay. Then the relay remains silent and the destination decodes messages
from group heads via direct transmission only. Hence the outage probabilities for
the groups can expressed as
Po,1,III(Ec)= Pr (G1 < Γ) (1− Po,1,r1)(1− Po,2,r1)
=
(
1− e−λ1Γ
)
(1− e−λ1r1Γ)(1− e−λ2r1Γ) (2.98)
Po,2,III(Ec)= Pr (G2 < Γ) (1− Po,1,r1)(1− Po,2,r1)
=
(
1− e−λ2Γ
)
(1− e−λ1r1Γ)(1− e−λ2r1Γ) (2.99)
Using Eqs. (2.92),(2.94), (2.96) and (2.98) the upper bound in closed form for the total
outage probability of group 1 can be calculated as
Po,1 ≤ Po,1(E) + Po,1,I(Ec) + Po,1,II(Ec) + Po,1,III(Ec) (2.100)
Using Eqs. (2.93),(2.95), (2.97) and (2.99), the exact outage probability for group 2 can
be calculated in closed form as
Po,2 = Po,2(E) + Po,2,I(Ec) + Po,2,II(Ec) + Po,2,III(Ec) (2.101)
At high SNR, Es/N0 ≫ 1, the second order approximation e−x ≈ 1−x+x2/2 yields the
following asymptotic approximation for the outage probabilities:
Po,1 ≈ Γ2
(
λ1(2λr1 + µλ2 + 2λ1r1)
2
)
(2.102)
Po,2 ≈ Γ2
(
λ2(λ1 + λr1 + 2µλ2r1 + µ
2λ1 + µ
2λ1λr1)
2µ
)
(2.103)
Here, in order to derive asymptotic result for group 1, we have used the upper bound
of Eq.(2.92) and exact outage probabilities of Eqs.(2.94), (2.96) and (2.98). For de-
riving asymptotic result for group 2, we have used exact outage probabilities of Eqs.
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(2.93),(2.95), (2.97) and (2.99). Clearly our proposed scheme achieves maximal diversity
order of 2.
2.4.8 Outage Analysis for Normal Grouping
In this subsection, we will discuss the derivation of outage probability for SPNC with
grouping. In general for N sources and one relay, there will be 2N disjoint events to be analyzed
for outage probability. The exact outage analysis for 2N events is prohibitively complex and
yields intractable results. For mid to high SNR range, only one out of 2N events dominates the
outage probability. This is the event when relay is able to successfully decode all the sources
and hence all the sources are considered for SPNC. We will denote this event by E . This is
shown by simulation result in Fig. 2.4. As shown by the simulation result, all sources are
decoded successfully at the relay with very high probability even when number of sources are
as high as 20. For simulation purpose, we considered the relay to be at normalized distance
of 0.5 from all the sources and the sources transmitting at spectral efficiency of 0.5 bits per
channel use.
For the derivation of outage probability we will assume that the N users are divided into 2
groups. The SPNC coding rule for grouping is given by Eq.(2.16). Without loss of generality
we assume that group 1 is the prioritized group with N1 > 1 users and group 2 is non prioritized
group with N2 > 1 users and N1 +N2 = N . For group 1, we will denote the weakest channel
gain as Gw1 , |H1|2 = min{|h1|2, |h2|2, ...., |hN1 |2}. In order to get analytically tractable
results, we assume that all the sources are at normalized distance of d = 1 from the destination
and hence all the source-destination channel gains are i.i.d with exponential distribution. The
pdf of Gw1 is given by fGw1(gw1) = N1e
−N1gw1 [30].
For group 1, we will denote the second weakest channel gain as Gw2. Since the channel
gains are ordered according to their strengths, hence Gw1 and Gw2 are correlated. The joint
pdf of Gw2 and Gw1 is given by [30]
fGw2,Gw1(gw2, gw1) = N1(N1 − 1)e−(N1−1)gw2−gw1 (2.104)
For sake of clarity, for group 2, we will denote the weakest channel gain as Aw1 , |H2|2
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Figure 2.4 Probability of all sources being successfully decoded at the relay.
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= min{|hN1+1|2, |hN1+2|2,...., |hN |2}. The pdf of Aw1 is given by fAw1(aw1) = N2e−N2aw1 . For
group 2, we will denote the second weakest channel gain as Aw2. The joint pdf of Aw2 and Aw1
is given by
fAw2,Aw1(aw2, aw1) = N2(N2 − 1)e−(N2−1)aw2−aw1 (2.105)
The pdf of channel gain between relay and destination is given by gr1 , |hr1 |2 = λr1e−λr1gr1
where λr1 = d
α
r1 .
The probability of occurrence of the event when all the sources are successfully decoded at
the relay is
P (E) =
N∏
i=1
P co,sir1 = e
−λsr1Γ (2.106)
where
Γ =
2(N+1)R/N − 1
Es/N0
(2.107)
and λsr1 =
N∑
i=1
dαir1 . The factor of (N + 1)/N is to account for the fact that N + 1 channel
uses are performed in transmitting N packets. Po,sir1 is the outage probability of i
th source at
the relay R1 and P
c
o,sir1 is the probability that i
th source is not in outage at the relay. We will
derive the outage probability of both the groups individually.
Let G denotes the event Aw1 > µ · min{gr1 , Gw1} and Gc denotes the event Aw1 < µ ·
min{gr1 , Gw1}. Since these two events are disjoint, therefore the outage probability of groups
can be calculated for these individual events and then summed up to give total outage proba-
bility.
Po,1(E)= Po,1(G) · P (E) + Po,1(Gc) · P (E)
Po,2(E)= Po,2(G) · P (E) + Po,2(Gc) · P (E) (2.108)
2.4.8.1 Outage Analysis for Group 1
In this subsection, we will derive the outage probability for the weakest user of group 1.
Since we derive the outage probability for weakest user, it serves as an upper bound to the
outage probability for all the users of the group 1.
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Under the event G,mr1 =M1 is transmitted by the relay. The destination decodes message
packets of group 1 using direct source-destination transmissions - y1, y2, ...,yN1 and coded
packet from relay, z1. Then the destination will not be able to decode at least the weakest user
of group 1 if any of the following events occur:
1. The weakest user of Group 1 is in outage and the relay is in outage at destination. Let
this event be denoted as E11.The probability of occurrence of this event is given by
Po,1(E11) = Pr({Gw1 < Γ} ∩ {gr1 < Γ} ∩ G) (2.109)
2. Atleast 2 users of Group 1 are in outage at the destination and the relay is not in
outage at the destination. The diversity order for three or more users begin in outage
simultaneously at the destination and relay not in outage at the destination is atleast 3.
Since the system under consideration has maximum diversity order of two, for calculation
of outage probability we will consider the case when exactly two weakest users of Group
1 are in outage at the destination and the relay is not in outage. Let this event be
denoted as E12.The probability of occurrence of this event is given by
Po,1(E12) = Pr({Gw1 < Γ} ∩ {Gw2 < Γ} ∩ {gr1 > Γ} ∩ G) (2.110)
Under the event Gc, mr1 = M1 ⊕M2 is transmitted by the relay. The destination decodes
the group 1 packets jointly using direct source-destination transmissions of group 1 and group 2
users and the network coded packet from the relay. The destination will not be able to decode
atleast the weakest user from group 1 if any of the following events occur:
1. The weakest user of Group 1 is in outage and the relay is in outage at destination. Let
this event be denoted as E13.The probability of occurrence of this event is given by
Po,1(E13) = Pr({Gw1 < Γ} ∩ {gr1 < Γ} ∩ Gc) (2.111)
2. Exactly two weakest users of Group 1 are in outage at the destination and the relay is
not in outage. Let this event be denoted as E14.The probability of occurrence of this
event is given by
Po,1(E14) = Pr({Gw1 < Γ} ∩ {Gw2 < Γ} ∩ {gr1 > Γ} ∩ Gc) (2.112)
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3. The weakest user of Group 1 is in outage, the weakest user of Group 2 is in outage, the
second weakest user of Group 1 is not in outage and the relay is not in outage at the
destination. Let this event be denoted as E15.The probability of occurrence of this event
is given by
Po,1(E15) = Pr({Gw1 < Γ} ∩ {Aw1 < Γ} ∩ {Gw2 > Γ} ∩ {gr1 > Γ} ∩ Gc) (2.113)
The total outage probability for the weakest user of Group 1 for event E can be derived by
summing up the probabilities Po,1(E11), Po,1(E12), Po,1(E13),Po,1(E14),Po,1(E15).
Po,1(E)= (Pr({Gw1 < Γ} ∩ {gr1 < Γ}) + Pr({Gw1 < Γ} ∩ {Gw2 < Γ} ∩ {gr1 > Γ})
+Pr({Gw1 < Γ} ∩ {Aw1 < Γ} ∩ {Gw2 > Γ} ∩ {Aw1 < µGw1})Pr({gr1 > Γ}))P (E)
(2.114)
After integration over appropriate limits, the outage probability for the weakest user of Group
1 in closed form can be derived as
Po,1(E)=
((
1− e−N1Γ) (1− e−λr1Γ)+ e−Γλr (1− e−ΓN1 +N1 (e−ΓN1 − e−Γ(N1−1)))
+
N1
1 + µN2
e−Γ(N1+µN2+λr)
(
1− eΓµN2 − µN2eΓµN2 + µN2e(ΓµN2+Γ)
))
e−λsr1Γ
(2.115)
At high SNR, Es/N0 ≫ 1, the second order approximation e−x ≈ 1 − x + x2/2 yields the
following asymptotic approximation for the outage probability for the weakest user of group 1
(assuming all the sources are decoded successfully at the relay)
Po,1 ∼ 1
2
Γ2
(−N1 +N21 + µN1N2 + 2N1λr) (2.116)
2.4.8.2 Outage Analysis for Group 2
In this subsection, we will derive the outage probability for the weakest user of group 2.
Since we derive the outage probability for weakest user, it serves as an upper bound to the
outage probability for all the users of the group 2.
Under the event G,mr1 =M1 is transmitted by the relay. The destination decodes message
packets of group 2 using direct source-destination transmissions - yN1+1, yN1+2, ..., yN . Then
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the destination will not be able to decode at least the weakest user of group 2 under the
following event:
1. The weakest user of Group 2 is in outage at the destination. Let this event be denoted
as E21.The probability of occurrence of this event is given by
Po,2(E21) = Pr({Aw1 < Γ} ∩ G) (2.117)
Under the event Gc, mr1 = M1 ⊕M2 is transmitted by the relay. The destination decodes
the group 2 packets jointly using direct source-destination transmissions of group 1 and group 2
users and the network coded packet from the relay. The destination will not be able to decode
atleast the weakest user from group 2 if any of the following events occur:
1. The weakest user of Group 2 is in outage and the relay is in outage at destination. Let
this event be denoted as E22.The probability of occurrence of this event is given by
Po,2(E22) = Pr({Aw1 < Γ} ∩ {gr1 < Γ} ∩ Gc) (2.118)
2. Exactly two weakest users of Group 2 are in outage at the destination and the relay is
not in outage. Let this event be denoted as E23.The probability of occurrence of this
event is given by
Po,2(E23) = Pr({Aw1 < Γ} ∩ {Aw2 < Γ} ∩ {gr1 > Γ} ∩ Gc) (2.119)
3. The weakest user of Group 2 is in outage, the weakest user of Group 1 is in outage, the
second weakest user of Group 2 is not in outage and the relay is not in outage at the
destination. Let this event be denoted as E24.The probability of occurrence of this event
is given by
Po,2(E24) = Pr({Aw1 < Γ} ∩ {Gw1 < Γ} ∩ {Aw2 > Γ} ∩ {gr1 > Γ} ∩ Gc) (2.120)
The total outage probability for the weakest user of Group 2 for event E can be derived by
summing up the probabilities Po,2(E21), Po,2(E22), Po,2(E23),Po,2(E24). The resultant expression
is too long to be presented here. We will perform numerical integration to calculate the exact
outage probability for weakest user of Group 2.
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At high SNR, Es/N0 ≫ 1, the second order approximation e−x ≈ 1 − x + x2/2 yields the
following asymptotic approximation for the outage probability for the weakest user of group 2
(assuming all the sources are decoded successfully at the relay)
Po,2 ∼ Γ2
(
µ2N1N2 + µN
2
2 − µN2 +N1N2 + µ2N2λr +N2λr
)
2µ
(2.121)
Clearly our proposed scheme achieves maximal diversity order of 2 for both prioritized and
non-prioritized group.
2.4.9 Outage Analysis for two source two relay
In this subsection, we will discuss about the outage probability of SPNC scheme for two-
source multirelay scenario. We assume that there are two relays R1 and R2 in the system.
Suppose S1 is the prioritized source and S2 is the non prioritized user.
For 2 sources and 2 relays, there will be 24 disjoint events to be analyzed for outage probabil-
ity. The exact outage analysis for all these events is prohibitively complex and yields intractable
results. In order to derive analytically tractable results, we will assume that both the sources
are decoded successfully at all the relays. For mid to high SNR range, this event dominates
the outage probability which we will denote by E . The probability of occurrence of the event
when all the sources are successfully decoded at both the relay is
P (E) =
2∏
j=1
2∏
i=1
P co,sirj (2.122)
We have following disjoint cases to analyze
• Case 1 : Let C1 denotes the event for which |h2|2 > µ min{|hr1 |2, |h1|2} and |h2|2 > µ
|hr2 |2. In this case, the relay R1 transmits m1 and the relay R2 transmits m1. The
destination decodes message packets of source 1 using maximum likelihood decoding
of direct source-destination transmissions - y1 and packets from relays, yr1 , yr2 . The
destination will not be able to decode S1 if g1 + gr1 + gr2 < Γ, where g1 , |h1|2, gr1 ,
|hr1 |2 and gr2 , |hr2 |2 and
Γ =
24R/2 − 1
Es/N0
(2.123)
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The factor for 4/2 is because it takes 4 channel uses to transmit information for 2 users.
Therefore the outage probability of source 1 under the event C1 is given by
Po,1(C1)=Pr({G1 + gr1 + gr2 < Γ} ∩ C1)
≤Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ} ∩ C1) (2.124)
The message of source 2 is decoded using signal received directly from the source, y2.
Hence the outage probability of source 2 under the event C1 is given by
Po,2(C1) = Pr({g2 < Γ} ∩ C1) (2.125)
where g2 , |h2|2.
• Case 2 : Let C2 denotes the event for which |h2|2 > µ min{|hr1 |2, |h1|2} and |h2|2 < µ
|hr2 |2. In this case, the relay R1 transmits m1 and the relay R2 transmits m1 ⊕ β2
m2. Since R2 transmits network coded packet including source 1 and source 2, hence the
destination decodes message packets of source 1 using joint decoding of packets received
via direct source-destination transmissions of source 1 - y1, packets from relays, yr1 , yr2
and message packet of source 2, y2. Therefore the outage probability of source 1 under
the event C2 is given by
Po,1(C2)=Pr({g1 + gr1 < Γ} ∩ {gr2 < Γ} ∩ C2)
+Pr({g1 + gr1 < Γ} ∩ {g2 < Γ} ∩ {gr2 > Γ} ∩ C2)
≤Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ} ∩ C2)
+Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {g2 < Γ} ∩ {gr2 > Γ} ∩ C2) (2.126)
Similarly, the destination decodes message packets of source 2 jointly using packet of
direct source-destination transmissions - y2, packets from relays, yr1 , yr2 and packets of
source 1, y1. Therefore the outage probability of source 2 under the event C2 is given by
Po,2(C2)=Pr({g2 < Γ} ∩ {gr2 < Γ} ∩ C2)
+Pr({g2 < Γ} ∩ {g1 + gr1 < Γ} ∩ {gr2 > Γ} ∩ C2)
≤Pr({g2 < Γ} ∩ {gr2 < Γ} ∩ C2)
+Pr({g2 < Γ} ∩ {g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 > Γ} ∩ C2) (2.127)
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• Case 3 : Let C3 denotes the event for which |h2|2 < µ min{|hr1 |2, |h1|2} and |h2|2 > µ
|hr2 |2. In this case, the relay R1 transmits m1 ⊕ β1 m2 and the relay R2 transmits m1.
The destination decodes message packets of source 1 using joint decoding of packets of
direct source-destination transmissions - y1, packets from relays, yr1 , yr2 and message
packets of source 2 - y2. Therefore, the outage probability of source 1 under the event
C3 is given by
Po,1(C3)=Pr({g1 + gr2 < Γ} ∩ {gr1 < Γ} ∩ C3)
+Pr({g1 + gr2 < Γ} ∩ {g2 < Γ} ∩ {gr1 > Γ} ∩ C3)
≤Pr({g1 < Γ} ∩ {gr2 < Γ} ∩ {gr1 < Γ} ∩ C3)
+Pr({g1 < Γ} ∩ {gr2 < Γ} ∩ {g2 < Γ} ∩ {gr1 > Γ} ∩ C3) (2.128)
The destination decodes message packets of source 2 jointly using packets of direct source-
destination transmissions - y2, packets from the relays, yr1 , yr2 and packets of source 1
y1. Therefore, the outage probability of source 2 under the event C3 is given by
Po,2(C3)=Pr({g2 < Γ} ∩ {gr1 < Γ} ∩ C3)
+Pr({g2 < Γ} ∩ {g1 + gr2 < Γ} ∩ {gr1 > Γ} ∩ C3)
≤Pr({g2 < Γ} ∩ {gr1 < Γ} ∩ C3)
+Pr({g2 < Γ} ∩ {g1 < Γ} ∩ {gr2 < Γ} ∩ {gr1 > Γ} ∩ C3) (2.129)
• Case 4 : Let C4 denotes the event for which |h2|2 < µ min{|hr1 |2, |h1|2} and |h2|2 < µ
|hr2 |2. In this case, the relay R1 transmits m1 ⊕ β1 m2 and the relay R2 transmits m1
⊕ β2 m2.
The destination decodes message packets of source 1 using joint decoding of packets of
direct source-destination transmissions - y1, packets from relays, yr1 , yr2 and message
packets of source 2 - y2. Therefore the outage probability of source 1 under the event C4
is given by
Po,1(C4)=Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ} ∩ C4)
+Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {g2 < Γ} ∩ {gr2 > Γ} ∩ C4)
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+Pr({g1 < Γ} ∩ {gr1 > Γ} ∩ {g2 < Γ} ∩ {gr2 < Γ} ∩ C4) (2.130)
Similarly the destination decodes message packets of source 2 using joint decoding of
packets of direct source-destination transmissions - y2, packets from the relays, yr1 , yr2
and message packets of source 1 - y1. Therefore the outage probability of source 2 under
the event C4 is given by
Po,2(C4)=Pr({g2 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ} ∩ C4)
+Pr({g2 < Γ} ∩ {gr1 < Γ} ∩ {g1 < Γ} ∩ {gr2 > Γ} ∩ C4)
+Pr({g2 < Γ} ∩ {gr1 > Γ} ∩ {g1 < Γ} ∩ {gr2 < Γ} ∩ C4) (2.131)
Clearly the above four cases are disjoint. Hence the total outage probability of group 1 and
group 2 can be calculated by summing the outage probabilities of all the disjoint events. Using
laws of probabilities, the outage probability of source 1 can be simplified as
Po,1≈[Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ})
+Pr({g1 < Γ} ∩ {gr1 < Γ} ∩ {g2 < Γ} ∩ {gr2 > Γ} ∩ {g2 < µgr2})
+Pr({g1 < Γ} ∩ {gr1 > Γ} ∩ {g2 < Γ} ∩ {gr2 < Γ} ∩ {g2 < µg1})]P (E) (2.132)
The total outage probability of source 2 can be simplified as
Po,2≈[Pr({g2 < Γ} ∩ {g2 > µmin(g1, gr1)} ∩ {g2 > µgr2})
+Pr({g2 < Γ} ∩ {gr2 < Γ} ∩ {g2 > µmin(g1, gr1)} ∩ {g2 < µgr2})
+Pr({g2 < Γ} ∩ {gr1 < Γ} ∩ {gr2 < Γ} ∩ {g2 < µmin(G1, gr1)})
+Pr({g2 < Γ} ∩ {g1 < Γ} ∩ {gr1 > Γ} ∩ {gr2 < Γ} ∩ {g2 < µg1})
+Pr({g2 < Γ} ∩ {g1 < Γ} ∩ {gr1 < Γ} ∩ {gr2 > Γ} ∩ {g2 < µgr2})]P (E) (2.133)
After integrating over appropriate volumes and simplification, the outage probabilities of the
source 1 and 2 can be derived as
Po,1(E) ≈
[(
1− e−λ1Γ
)(
1− e−λr1Γ
)(
1− e−λr2Γ
)
+e−λr1Γ
(
1− e−λr2Γ
)(
1− e−λ1Γ − λ1
λ1 + µλ2
(
1− e−Γ(λ1+µλ2)
))
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+
(
1− λ1
λ1 − λr1
e−λr1Γ +
λr1
λ1 − λr1
e−λ1Γ
)(
e−λr2Γ
− λr2
µλ2 + λr2
e−Γ(µλ2+λr2 ) − µλ2
µλ2 + λr2
e
−Γ
(
λ2+
λr2
µ
))]
P (E)(2.134)
Po,2(E) ≈

2− e−Γλ2 − e−Γλr2 +
µλ2
(
e
−Γ(λ1+µλ2+λr1 )
µ − 1
)
λ2µ+ λ1 + λr1
−
µλ2
(
e
−Γ(λ2µ+λ1+λr1+λr2 )
µ − 1
)
λ2µ+ λ1 + λr1 + λr2
+
λ2µ
(
e−Γλr2 − 1)
λ2µ+ λ1 + λr1
−
λ2µλr2
(
e−Γ(λ2µ+λ1+λr1+λr2) − 1
)
(λ2µ+ λ1 + λr1) (λ2µ+ λ1 + λr1 + λr2)
+
λr2
(
e−Γ(λ2µ+λr2) − 1
)
λ2µ+ λr2
+
µλ2
(
e
−Γ(λ2µ+λr2 )
µ − 1
)
λ2µ+ λr2
+µλ2
(
1− e−Γλr2
)( 1− e−Γλr1
λ1 + µλ2 + λr1
− λr1
(
1− eΓ(−λ1−µλ2)) e−Γλr1
(λ1 + µλ2) (λ1 + µλ2 + λr1)
)
+
(
λ1
(
e−Γ(λ2µ+λ1) − 1)
λ2µ+ λ1
− e−Γλ1 + 1
)
e−Γλr1
(
1− e−Γλr2
)
+
(
1− e−Γλ1
)(
1− e−Γλr1
)−
(
λ2µe
−Γ(λ2µ+λr2 )
µ + λr2e
−Γ(λ2µ+λr2)
)
λ2µ+ λr2


+
(
1− e−Γλ1
)(
1− e−Γλr1
)
e−Γλr2
]
P (E) (2.135)
where λ1 = d
α
1 , λ2 = d
α
2 λr1 = d
α
r1 λr2 = d
α
r2 . As shown by simulation results, the analysis
matches closely with simulation results. At high SNR, Es/N0 ≫ 1, the third order approxima-
tion e−x ≈ 1 − x + x2/2 − x3/6 yields the following asymptotic approximation for the outage
probabilities:
Po,1 ≈ Γ3
(
λ1λr1λr2 +
µλ1λ2λr2
2
+
λ1λ2λr1
2
)
(2.136)
Po,2 ≈ Γ3
(
λ1λ2λr1 +
2
3
µλ1λ2λr2 +
2
3
µλ2λr1λr2 +
λ1λ2λr2
3µ2
+
λ2λr1λr2
3µ2
)
(2.137)
Clearly the proposed scheme achieves maximal diversity order of 3.
2.5 Optimizing µ and Relay Location
Typically the QoS requirements are specified by the maximum acceptable outage probability
for a given receive SNR and rate. To optimize µ and the relay location, Eqs.(2.75) and (2.76)
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can be used to formulate a multi-objective optimization problem:
min
µ,δ,β
P˜O,1, P˜O,2
s.t 0 < P˜O,1 ≤ P ∗O,1; 0 < P˜O,2 ≤ P ∗O,2
(β)1/α + (δ)1/α > 1
0 < µ ≤ 1; 0 < β ≤ 1; 0 < δ ≤ 1
(2.138)
where P ∗O,1 and P
∗
O,2 are the maximum outage probability constraints. The constraint (β)
1/α
+ (δ)1/α > 1 is the triangle inequality that the sum of two sides of a triangle are greater than
the third side and we have assumed that the sources are at normalized distance of 1 from the
destination in Eqs.(2.75) and (2.76). The approximate outage probabilities given by Eqs.(2.75),
(2.76) are smooth functions in µ > 0, δ > 0, β > 0. Hence the above optimization problem can
be solved easily using standard constrained optimization tools [32].
Sometimes, the optimization may not yield any valid solution. Then the optimization
problem can be reformulated to minimize P˜O,2 under the constraint 0 < P˜O,1 ≤ P ∗O,1. This
way we can satisfy QoS constraint for prioritized user and simultaneously provide best possible
QoS to the other user. In such cases we can reformulate the above optimization problem as
following:
min
µ,δ,β
P˜O,2
s.t 0 < P˜O,1 ≤ P ∗O,1; 0 < P˜O,2 < 1
(β)1/α + (δ)1/α > 1
0 < µ ≤ 1, 0 < β ≤ 1; 0 < δ ≤ 1
(2.139)
This formulation yields best possible throughput for non-prioritized source while satisfying the
QoS constraint for the priority source. This way the joint optimization of δ and µ can be
performed to satisfy QoS constraints where the optimization of δ tells the optimum location of
the relay.
For optimizing µ and δ, we consider the QoS constraints of P ∗out,1 ≤ 10−4 and P ∗out,2 ≤ 10−3
at the transmission rate of 0.5 bits per channel use for each user and transmit SNR, Es/N0 =
20 dB. By using (2.138) we found that these constraints can indeed be satisfied. The δ was
found out to be 0.0902 implying dr1d = (0.0902)
1/4 = 0.5481, µ was found to be 0.2663 and β =
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0.0455 implying dsr1 = 0.4619. By using exact outage probability expressions (2.73) and (2.74)
we can verify that these values do satisfy the given QoS constraints. Now suppose that the
QoS constraints are changed to P ∗out,1 ≤ 5× 10−6 and P ∗out,2 ≤ 10−4 keeping the same transmit
SNR and spectral efficiency. By using (2.138) we were not able to find a valid solution for µ,
δ and β which satisfy the constraint. By changing the formulation to (2.139), we can find the
optimum µ to be 0.0348, δ to be 0.0988, implying dr1d = (0.0988)
1/4 = 0.5606 and β to be
0.0408, implying dsr1 = 0.4494, which gives Pout,1 = 4.9823× 10−6 and Pout,2 = 6.8353× 10−4
satisfying QoS constraint for prioritized user and best possible throughput for the other user.
2.6 Numerical Results
In this section we present numerical results. The path loss exponent is assumed to be α = 4.
The transmit energies of all the sources and relays are assumed to be the same.
First we assume two sources S1 and S2 both are at a distance of 1 from the destination
D, and that the relay node R1 is at a distance of 0.6 from D and approximately at a distance
of 0.5 from the sources. We assume that S1 has a higher priority than S2. Fig.2.5 shows the
outage performance of SPNC and perfect channel estimation versus transmit SNR, Es/N0. The
diversity order for both S1 and S2 is two. We can see that the theoretical analysis of Eqs.(2.73)
and (2.74), and the approximate asymptotic analysis of Eqs.(2.75) and (2.76) matches quite
closely with simulation results. We assume spectral efficiency of R = 0.5 bits per channel use.
Fig.2.6 shows the outage probability of SPNC and traditional NC versus rate for µ =
0.05 and 0.2 at transmit SNR Es/N0 of 20 dB. We can see that the outage probability of
the prioritized source S1 increases while that of the non-prioritized source S2 decreases with
increasing scale-factor µ. Hence, with different values of µ, one can achieve different levels of
reliability. An interesting observation is that the rate gain for the prioritized node S1 over
traditional NC is more than the rate loss for non-prioritized node S2 over traditional NC. This
leads to an overall rate gain for the SPNC scheme compared to the traditional NC. This is
because whenever the channel from S2 to D is sufficiently strong, the relay forwards the data
from S1 only to the destination. This leads to a significant rate increase for S1 especially for
the case where the channel gain from S1 to D is weak. At the same time, since the channel
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Figure 2.5 Probability of outage for SPNC for 2 sources for µ = 0.05.
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from S2 to D is sufficiently strong, the loss in rate for S2 by excluding it from the network
coding is quite small. Hence, there is an overall rate gain by using SPNC. As shown by the
figure, by using different µ, different QoS can be provided to the users.
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Figure 2.6 Probability of outage for SPNC versus Rate (R) at Transmit SNR, Es/N0 = 20dB.
Fig. 2.7 shows the bit error probability with SPNC against the transmit SNR, Es/N0
assuming perfect channel estimation. For simulation purpose, we have assumed that the sources
are decoded correctly at the relay. We can see that the bit error probability of prioritized source
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Figure 2.7 Probability of bit error with SPNC for 2 sources, µ = 0.1, 0.9, Analytical for S1
- Eqs. (2.17), (2.21), (2.22), (2.23), (2.24), (2.27), (2.28) and Analytical for S2 -
Eqs. (2.17), (2.27), (2.28), (2.31), (2.32), (2.33), (2.34)
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S1 increases while that of non-prioritized source S2 decreases with increasing scale-factor µ.
The diversity order for both S1 and S2 is 2. Hence, with different values of µ, one can achieve
different levels of performance without a loss in diversity for either user. This leads to a smaller
performance loss for S2 for a given performance gain for S1, which will result in a higher overall
throughput. We can also see that the theoretical analysis matches quite closely with simulation
results. The numerical integration was performed since exact closed form expression cannot be
derived.
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Figure 2.8 SPNC asymptotic bounds for µ = 0.1
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Fig. 2.8 shows the comparison of the bit error probability of S1 and S2 for SPNC scheme
evaluated by using union and upper bound on Q function for µ = 0.1. For S1’s union and Q
function upper bound, we use Eqs.(2.17), (2.38), (2.39), (2.40), (2.41), (2.43), (2.44). For S2’s
union and Q function upper bound, we use Eqs.(2.17), (2.43), (2.44), (2.47), (2.48), (2.49),
(2.50). For network coding union and Q function upper bound, we use Eq. (2.58). For S1’s
asymptotic bound on bit error probability we use equation Eq.(2.53). For S2’s asymptotic
bound we use Eq.(2.56). For network coding’s asymptotic bound, we use Eq.(2.59). The
union bound for S1 is analytical derivation for S1 using Eqs. (2.17), (2.21), (2.22), (2.23),
(2.24), (2.27), (2.28) and their numerical integration. The union bound for S2 is the analytical
derivation for S2 using Eqs. (2.17), (2.27), (2.28), (2.31), (2.32), (2.33), (2.34) and their
numerical integration. As shown in the figure, the Q function upper bounds and asymptotic
bounds are tight and is within 2 dB of exact bit error probability.
Fig. 2.9 shows the probability of bit error for SPNC versus the transmit SNR, Es/N0,
with channel estimation error. It does introduces small performance loss because of estimation
error. However there is no loss in diversity order of the 2 sources and hence SPNC scheme can
be used effectively for prioritization in practice. The analytical bound for bit error probability
under channel estimation error for S1 is derived by using Eq.2.63 which replaces γi in Eqs.
(2.17), (2.21), (2.22), (2.23), (2.24), (2.27), (2.28) and then performing numerical integration.
Similarly for S2 is derived by using Eq.2.63 which replaces γi in Eqs. (2.17), (2.27), (2.28),
(2.31), (2.32), (2.33), (2.34) and then performing numerical integration.
Now we consider three sources, one relay and one destination case. All the three sources are
at normalized distance 1 and the relay is at a distance of 0.6 from the destination. The three
sources, S1, S2 and S3 are approx at a distance of 0.42, 0.4, 0.42 from the relay respectively. Fig.
2.10 shows the outage probability for 3 sources with different priorities, S1 being at the highest
priority and S3 at the lowest. The SPNC rule used is Eq.(2.12). As shown by simulation,
SPNC can be used effectively to provide different QoS to different users by choosing different
values of µ2 and µ3. We assume spectral efficiency of R = 0.5 bits per channel use.
Now we consider 10 sources, one relay and one destination with cluster based grouping.
We assume two groups, each containing 5 sources each. All the sources and group head are
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Figure 2.9 Probability of bit error for SPNC with channel estimation error, µ = 0.1, L = 10,
ωND = 0.04π.
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Figure 2.10 Probability of outage for SPNC with 3 sources, one relay.
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at normalized distance 1 and the relay is at a distance of 0.6 from the destination. Both the
groups are at equal distances 0.5 from the relay. As shown by the simulation results for Fig.
2.11, SPNC can be used to provide different QoS to different groups. For the case when group
heads are equidistant from relay and destination, the analysis for 2 source, 1 relay can be used
to derive the outage performance for each group with appropriate changes to Γ. We assume
spectral efficiency of R = 0.5 bits per channel use.
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Figure 2.11 Probability of outage for SPNC with cluster based grouping and group heads at
equal distances from relay and destination, µ = 0.05.
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We again consider 10 sources, one relay and one destination with cluster based grouping,
however with unequal distances of group heads to the destination and relay. We assume two
groups, each containing 5 sources each. We assume that the sources for group 1 and group
1 head are at normalized distance 0.9 from the destination and at distance of 0.4 from the
relay. We assume that the sources for group 2 and group 2 head are at normalized distance
1 from the destination and at distance of 0.5 from the relay. As shown by the simulation
results for Fig. 2.12, SPNC can be used to provide different QoS to different groups. The exact
theoretical outage probability for group 1 is derived by numerical integration of Eqs. (2.83),
(2.89) and summing them up with Eqs.(2.94), (2.96), (2.98). The upper bound for group 1 is
given by Eq.(2.100). The exact outage probability for group 2 is calculated using Eq.(2.101).
The asymptotic outage probability for group 1 is given by Eq.(2.102) and for group 2 is given
by Eq.(2.103). We assume spectral efficiency of R = 0.5 bits per channel use.
Now we present results for normal grouping. We assume 7 users divided into 2 groups. The
prioritized group, group 1 has 3 users and group 2 has 4 users. All users are at normalized
distance of one from the destination and the relay is assumed at the normalized distance of 0.6
from destination. For simulation purpose, we assume that all users are decoded successfully
at the relay. The exact theoretical outage probability for group 1 is given by Eq.(2.115). We
perform numerical integration to determine the exact outage probability for non prioritized
group. The asymptotic outage probability for group 1 is given by Eq.(2.116) and for group
2 is given by Eq.(2.121). As shown by the results in Fig. 2.13 and Fig. 2.14, with different
µ, different reliability can be provided to different groups. We assume spectral efficiency of
R = 0.5 bits per channel use.
We consider two sources, S1 and S2, two relays R1 and R2 and one destination. All the
sources are at distance of 1 from destination and the relays R1 and R2 are at a distance 0.4 and
0.6 from the destination. The sources S1 and S2 are at a distance of 0.61 from R1 and 0.42 from
R2 respectively. The sources are located such that they are equidistant from both the relays
and destination. As shown by the simulation results in Fig. 2.15 and Fig. 2.16, with different
µ, different reliability can be provided to different user. By using proposed SPNC, maximal
diversity order, which is 3 in this case, can be provided to both the users. For simulation,
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Figure 2.12 Probability of outage for SPNC with cluster based grouping and group heads at
unequal distances from relay and destination, µ = 0.05.
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Figure 2.13 Probability of outage for SPNC with 2 groups, 1 relay and one destination, µ =
0.3.
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Figure 2.14 Probability of outage for SPNC with 2 groups, 1 relay and one destination, µ =
0.03.
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we assume that all the sources are decoded successfully at the relays. The simulation results
match well the approximate theoretical bounds given by Eqs. (2.134), (2.135) and asymptotic
bounds given by Eqs.(2.136) and (2.137). We assume spectral efficiency of R = 0.5 bits per
channel use.
2.7 Conclusion
We proposed a soft prioritized network coding technique that enable a soft-level prioritized
service to different nodes in wireless multiple access relay network. The proposed technique
utilizes the channel state information of source-to-destination links in determining the network
encoding rule at the relay. We showed that the proposed technique can provide soft-level
prioritized services, in terms of rate and reliability, depending on the assistance needs. Given
that we expect a growing need for variable user-specific service, the proposed techniques can
provide a user tailored service that brings fine-tuned user satisfaction.
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Figure 2.15 Probability of outage for SPNC with 2 users, 2 relays and one destination, µ =
0.05. Theoretical for S1- Eq.(2.134), Theoretical for S2 - Eq.(2.135), Asymptotic
for S1 and S2 - Eqs.(2.136) and (2.137).
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Figure 2.16 Probability of outage for SPNC with 2 users, 2 relays and one destination, µ =
0.35. Theoretical for S1- Eq.(2.134), Theoretical for S2 - Eq.(2.135), Asymptotic
for S1 and S2 - Eqs.(2.136) and (2.137).
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CHAPTER 3. ITERATIVE RECYCLING OF POLLUTED PACKETS IN
WIRELESS NETWORK CODING
3.1 Introduction
With the advent of large wireless networks, security has emerged as one of the prime
concerns in their design. Wireless network coded systems are vulnerable to pollution attacks
where a malicious node injects false information in its transmission to degrade the decoding
capability. In case of multiple access relay network (MARN) with network coding (NC), the
destination uses the network coded packets generated by relay nodes in addition to the message
packets received directly from sources to improve the reliability of decoding [48; 49; 50]. An
adversary can alter the data relayed by the wireless nodes and the performance of the decoding
at the destination degrades drastically. In multihop case, the polluted packet may propagate to
entire network. Cryptographic defenses to these problems are based on homomorphic signatures
and message authentication codes (MAC) which can detect false injection and discard the
polluted packet(s). The problem of detecting malicious relay nodes in single-source, multi-
relay networks has been studied extensively in the literature for different relaying strategies
[51; 52; 53; 54; 55; 56]. In [51] a signature based scheme is proposed to check the integrity of
received packets. In [54; 55] several information theoretic algorithms for mitigating falsified
data injection effects are proposed. In [52] the authors consider inserting a number of tracing
bits in the data stream at the source in a cryptographically secure manner in single source
scenario. The receiver then computes the ground truth of the tracing bits and compares
them with the tracing bits received from the relay path to determine whether a relay node
is adversarial or cooperative. If the correlation between them is above a threshold then we
decide that the relay node is cooperative otherwise, it is malicious. The authors of [53] propose
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a statistical detection technique in order to mitigate malicious behavior in adaptive decode
and forward (DF) cooperative diversity. The polluted packets are discarded and not used for
further decoding in most of the earlier works.
In this work we consider recycling the polluted packet to restore the true coded packet and
thereby improve the reliability of the decoded codeword at the destination. We propose an
iterative packet recycling scheme that detects and removes the falsely injected packet in an
iterative manner to enhance the reliability of decoding in the presence of pollution attack. This
approach is motivated by the notion that the increased reliability after decoding can reduce the
uncertainty about the falsely injected packet. This results in accurate detection and removal of
false injection which can help increase the reliability of decoding. We show that the proposed
scheme can provide a significant improvement over the traditional schemes that discard polluted
packets prematurely.
3.2 System Model
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Figure 3.1 System Model for false injection
We consider a two-hop multi-access relay network composed of M sources Si, i ∈ {1,2,...,
M}, one destination D and one relay R as shown in Fig. 3.1. In first phase, each source
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generates an independent message packet mi using a (n, k) linear block code, denoted by Cr,
where n is the code length and k is the number of information bits in the codeword. We assume
that the source-relay and relay-destination links are error free after channel decoding. Each
source transmits mi to the relay and destination on orthogonal channel (time or frequency)
using BPSK modulation. The relay stores the received packets in an M × n array, where the
ith row is mi. Then it generates column wise parities using a (M + L,M) linear block code,
denoted by Cc, such that each column is a valid linear block codeword where M + L is the
codeword length in column direction. The jth parity packet can be expressed as
pj =
M∑
i=1
aijmi, j ∈ {1, 2, ..., L} (3.1)
for some coefficients {aij} ∈ GF (2) and all the operations are in GF (2). In second phase, L
parity packets are transmitted to the destination.
Attack Model: We assume that the relay inserts a different randomly chosen valid codeword
in nc − kc rows of parity bits with probability p. We assume that the adversary can access the
relay and modify the parity packets by inserting a non-zero vector fj in pj
p′j =
M∑
i=1
aijmi + fj , j ∈ {1, 2, ..., L} (3.2)
It is of interest to the attacker to choose fj to be a valid row codeword to avoid detection [56].
Subsequently we will assume fj is a valid codeword. We assume semi-malicious behavior by
the adversary because it will try to mask its malicious behavior. Hence fj is a non-zero, valid
row codeword with probability pf .
Let M(mi) denote binary phase shift key (BPSK) modulation operation on a vector mi
where M(mi) = (−1)mik and mik ∈ {0, 1} is the kth bit of mi, k = 1,2,...,n. Let
ysi = gsi
√
EiM(mi) + nsi, i ∈ {1, 2, ...,M}
yrj = grj
√
ErM(p′j) + nrj , j ∈ {1, 2, ..., L}
(3.3)
denote the received signals from Si and R, respectively, at the destination where gsi is the
channel gain vector between the ith source and the destination and grj is the channel gain
vector between the relay and destination when transmitting the jth parity packet. The elements
of channel gain vector are independent complex Gaussian random variable with mean 0 and
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variance d−αid denoted by CN (0, d−αid ) where α is the path loss exponent and did is the distance
between the ith source and the destination. Similarly the elements of channel gain vector, grj ,
are independent CN (0, d−αr ) where dr is the distance between the relay and destination. nsi,
nrj are the noise vectors, modeled as CN (0, N0). Ei and Er are the transmit symbol energies
from Si and R, respectively.
The destination receives the codewords transmitted from the sources and the relay and
stores them in an (M + L) × n array to form a linear block product code. It then uses the
product decoding algorithm proposed by Pyndiah in [45] to decode the source messages.
3.3 Chase-Pyndiah Decoding Algorithm
In this section we briefly describe Chase-Pyndiah decoding algorithm for the iterative de-
coding of product codes. The details can be found in [45]. The decoding is performed on rows
and columns alternately. One full iteration is said to be completed when all the rows and then
all the columns are decoded and a half iteration is said to be completed when either all the
rows or all the columns are decoded. We assume that the rows are decoded first.
Let Itik denote the soft input at the beginning of the t
th half iteration for kth bit of the ith
source packet, i = 1, 2, ...,M , k ∈ {1, 2, ..., n} and Itjk denote the soft input for the jth parity
packet where j ∈ {1, 2, ..., L}. For odd values of t, row decoding is performed whereas for even
values of t, column decoding is performed.
In the first half iteration, the soft input to the decoder is the normalized channel log
likelihood ratio (LLR) for each bit:
I1ik=ℜe{g∗sikysik}
I1jk=ℜe{g∗rjkyrjk} (3.4)
where gsik is the k
th element of channel gain vector and ysik is the k
th received bit from ith
source node, grjk is the k
th element of channel gain vector and yrjk is the k
th received bit of
jth parity packet from the relay. Correspondingly let Iti denote the soft input row vector for
ith source packet and Itj denote the soft input row vector for j
th parity row at the beginning of
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the tth half iteration. The extrinsic information is calculated after every half iteration for each
bit and added to initial soft input to generate updated soft input for next half iteration.
LetW denote the set containing erasure bit positions. If there are no positions to be erased,
then W = {φ} i.e. it is an empty set. In our proposed scheme, W may be non-empty during
column decoding only. We erase the jth bit position if the false injection is detected and cannot
be removed successfully from jth parity packet.
Following are the main steps of the algorithm for soft decoding of particular row at the tth
half iteration, t ∈ {1, 2, 3, ..., tmax} where tmax is the maximum number of half iterations. After
all the rows are decoded and then similar steps are followed for the column decoding also.
1. Let y denote the received row vector, y ∈ {ysi,yrj} for i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., L}.
Let It denote the soft input row vector, It ∈ {Iti, Itj} . First 2⌊dmin/2⌋ binary test sequences
are constructed as outlined below, where dmin is the minimum distance of Cr.
(a) The positions of ⌊dmin/2⌋ least reliable bits of It are determined. The reliability of
kth bit is defined as the absolute value of it’s LLRs, Itjk and I
t
ik. For determining
least reliable bits, erasure bit positions in W are not taken into consideration.
(b) LetM−1(It) ∈ GF (2) denote the hard decision on It andM−1(y) ∈ GF (2) denote
the hard decision on y.
(c) Next a test pattern set, T = {t1, t2, ..., t2⌊dmin/2⌋}, is formed, which consists of
the vectors with a single “1” in the least reliable positions and “0” in the other
positions, two “1”s at least reliable positions and “0” at other positions, ....,
⌊dmin/2⌋ “1”s at the least reliable positions and “0” in other positions.
(d) Next a test sequence set, U = {u1, u2,..., u2⌊dmin/2⌋} is formed, where uq =
M−1(It) ⊕ tq, q = 1, 2,..., 2⌊dmin,r/2⌋, and ⊕ denotes bit wise XOR in GF (2).
(e) During column decoding, for each sequence uq, place zeros at all erasure positions
and label it as u0q and then place ones at all erasure positions and label it as u
1
q .
Amongst u0q and u
1
q , the one at smaller Hamming distance to M−1(y) is selected
and labeled as zq. IfW is an empty set, then zq = uq. During row decoding since
no erasures are generated hence zq = uq.
(f) zq is decoded using algebraic decoder to produce a codeword cq ∈ Cr. Let Ωt =
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{c1, c2, ..., c2⌊dmin/2⌋} denote the set of candidate codewords at the tth half itera-
tion.
2. Let
ct = arg min
cq∈Ωt
||y− gM(cq)||2 (3.5)
where g ∈ {gsi,grj} and let
ctk = arg min
cq∈Ωt−ct
||y− gM(cq)||2 (3.6)
where the kth bit of ctk is different from that of c
t. Note that M(ct) is at the minimum
Euclidean distance from y. ctk is called competing codeword. While processing a partic-
ular row or column, ct is same for all the bits of corresponding row or column whereas
ctk may or may not be same for all the bits.
3. The new LLR of the kth bit of ct is given by
Ltk =
( ||y− gM(ctk)||2 − ||y− gM(ct)||2
4
)
M(ctk) (3.7)
where ctk is the k
th bit of ct. In some cases it is not possible to find competing codeword
ctk. Then, the LLR for k
th bit is estimated as
Ltk = β ×M(ctk) (3.8)
where β ≥ 0 is a constant which can be pre-calculated as in [45] or adaptively calculated
as in [46].
4. The extrinsic information for kth bit is calculated as
Etik = L
t
k − Itik and
Etjk = L
t
k − Itjk
(3.9)
when ith source packet and jth parity packet from relay is being processed.
5. The extrinsic information for all the bits of the product code are calculated and stored
in a matrix. Then the absolute mean of the extrinsic information is calculated as
E t =
∑
i
∑
k |Etik|+
∑
j
∑
k |Etjk|
(M + L)× n (3.10)
where |.| denotes the absolute value.
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6. The extrinsic information for kth bit is normalized by absolute mean calculated to pro-
duce
E
t
ik =
Etik
E t and
E
t
jk =
Etjk
E t
(3.11)
7. The normalized extrinsic information is then added to the soft input to produce updated
soft input for next half iteration
It+1ik =I
t
ik + α× Etik
It+1jk =I
t
jk + α× Etjk (3.12)
where α is a constant scale factor increased from 0 to 1 as iterations increase to control
the effect of extrinsic information on decoding. It can be pre-calculated as in [45] or
adaptively calculated as in [46].
8. Once all the rows are processed, similar decoding is performed on all the columns. This
completes one full iteration.
9. At the end of each full iteration, hard decision is made on the LLRs, Ltk, for all the rows
i = 1, 2, ...,M and j = 1, 2, ..., L. Then they are decoded using algebraic decoder for Cr
block code. Subsequently column decoding is performed using algebraic decoder for Cc
block code on each column, k = 1, 2, ..., n, to obtain final (M + L)× n decoded bits.
10. The above process is repeated for a predetermined maximum number of iterations to
obtain final decision on source and relay parity packets.
3.4 Iterative Packet Recycling
In this section we will describe the iterative packet recycling scheme. It consists of detecting
and removing false injection detection. We will describe two approaches to the detection, first is
physical-layer based and second is signature based approach. The basic idea in both approaches
is to use noisy packets received from sources to remove the false injection. The packet recycling
scheme is performed at the destination while performing row decoding in each iteration. In
first approach, the false injection is detected solely based on received packets from the sources,
while in the second scheme false injection is detected based on signatures received from sources.
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3.4.1 Detection of Polluted Packet
Let
mti=mi + e
t
i i ∈ {1, 2, ...,M} (3.13)
denote the decoded source packet for mi at t
th iteration and eti denotes the error vector after
decoding. For detecting false injection, we assume that t is odd, therefore row decoding is
performed at tth iteration and column decoding is performed at t+ 1th iteration.
Assuming that all possible fj ∈ Cr are equi-probable, the false injection fj can be detected
using maximum likelihood(ML) decoding rule as:
ftj = arg max
fj∈Cr
P
(
pˆ′
t
j |fj ,mt1,mt2.....,mtM
)
(3.14)
where p′tj is the decoded codeword for p′j at the t
th iteration.
p′tj = p
′
j + e
t
j j ∈ {1, 2, ..., L} (3.15)
From [57], it can be simplified to
ftj = arg min
fj∈Cr
dH(pˆ′
t
j , fj) (3.16)
where
pˆ′
t
j= p
′
j −
M∑
i=1
aijm
t
i
= fj −
M∑
i=1
aije
t
i + e
t
j (3.17)
and dH(pˆ′
t
j , fj) denotes the Hamming distance between pˆ
′t
j and fj . If f
t
j = 0, the j
th parity
packet is determined to be unpolluted.
3.4.2 Removal of Polluted Packet
After the estimation of false injection, the destination subtracts fˆ
t
j from the parity packet
p′j received from the relay to get a recycled packet:
p˜tj = p
′t
j − ftj
=
M∑
i=1
aijmi + fj − ftj
(3.18)
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3.4.3 Iterative Detection and Mitigation of False Injection
The detection and mitigation of false injection can be done iteratively. If ftj = 0, then the
LLRs, Ltjk in Eq. (3.7) are not changed. However, if f
t
j 6= 0, the soft input of the jth parity
packet is changed to
Itjk ← Itjk ×M(f tjk) ∀ k ∈ {1, 2, ..., n} (3.19)
Chase Pyndiah
Decoder
{ysi},
{yrj}
{mti},
{p′tj}
{ftj}
False
Injection
Detection
Figure 3.2 Iterative detection and mitigation of false injection
The jth parity row is processed again from step 1 of the Chase Pyndiah algorithm after
this change. This multiplication effectively removes the detected false packet since at all those
kth bit positions where f tjk = 1, M(f tjk) = −1 and hence it essentially inverts the sign of LLR.
This inversion results in changing of 0→ 1 and 1→ 0 in GF(2) domain. This iterative process
is shown in Fig.3.2.
3.4.4 Recycling without Signatures
In this scheme all parity rows (packets) need to be inspected using the scheme described
above. We propose two approaches, in the first approach, the destination uses decoded source
packets mi, i = 1, 2, ...,M to estimate false injection. The error performance of this approach,
as shown in Fig.3.4, is similar to the case when the relay parities are completely discarded and
the source packets are decoded from data received via source - destination link only. This is
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because source - destination link is unreliable and the estimation error probability of falsely
injected packet is as good as source - destination link. This results in high false alarm and
therefore the overall performance of the decoding is poor.
In second approach, the destination uses demodulated instead of decoded source packets to
estimate false injection. The reason to consider demodulated approach is because in iterative
decoding, the overhead to decode all the source packets repeatedly in order to estimate false
injection can be substantial for long block lengths and it might cause delay at the destination.
Let m¯i and p¯j denote the demodulated row packet in GF(2) from source Si and j
th parity
row packet from the relay respectively, m¯i = M−1(yi), and p¯j = M−1(yrj) where M−1(.)
denotes demodulation operation.
m¯i=mi + e¯i
p¯j = pj + erj + fj (3.20)
where e¯i denotes the error vector after demodulation mi. The maximum likelihood(ML) rule
to decode, assuming all possible fj ∈ Cr to be equi-probable, can be stated as
fˆj = arg max
fj∈Cr
P
(
p¯j |fj , m¯1, m¯2....., m¯M
)
(3.21)
This can be further simplified as
fˆj = arg min
fj∈Cr
dH(p¯
′
j , fj) (3.22)
where
p¯′j = p¯j −
M∑
i=1
aijm¯i + erj (3.23)
3.4.5 Signature aided Recycling Scheme
In this subsection we discuss the signature-aided recycling scheme. Signatures are used
to check the authenticity of the received message [58; 59; 60]. Let hi = H(mi) denote the
signature of mi, where H(.) is the hash function, and hrj = H(p′j) denote the signature of jth
parity packet p′j . We assume that the destination receives the signatures without error. Using
the signatures h1, h2,...,hM , the signature for the j
th parity packet can be generated by the
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destination:
hˆrj = F(h1,h2, ...,hM ) (3.24)
where F(.) is the function to generate hash value of network coded packet[58; 59; 60]. Then,
hrj received from the relay is compared with hˆrj . If hˆrj = hrj , then normal iterative decoding
is performed. If they do not match then the jth row is marked as polluted and packet recycling
procedure, as described in Section IV A, B and C, is performed only on the marked rows. In
order to check if the recycling process has yielded correct parity packet or not, the destination
generates the signature of recycled packet, h˜rj = H(p˜tj) and compares h˜rj with hˆrj . If they
match, then the updated soft LLRs given by Eq.(3.12) for jth parity row are used in column
decoding during t+1th half iteration. If they do not match, then the bit position corresponding
to jth parity row is erased during the column decoding by adding the jth bit position in erasure
setW. This step is called signature based integrity check of recycled packet. The algorithm for
this scheme has been outlined in Fig.3.3. It will be shown that the signature aided recycling
scheme outperforms the recycling without signatures.
3.4.6 Traditional scheme
The traditional scheme is after detecting the false injection using signatures, all polluted
parity packets are discarded. Hence erasures are created on the corresponding rows[54; 55].
3.5 Simulation Results
In this section we will present simulation results. We assume there are 7 sources (M =
7), each transmitting (15,7) binary BCH codeword and are equidistant from the destination.
The source-destination distance is normalized to one i.e. did = 1. We assume error free source-
relay and relay-destination channel. The relay, after overhearing all the codewords, sends parity
packets to the destination, each generated from (15,7) BCH code. Hence (15,7)×(15,7) product
code is formed at the destination. We assume Rayleigh fading with additive while Gaussian
noise and path loss exponent, α = 4.
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Figure 3.3 Signature based recycling with integrity check
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Fig.3.4 shows performance comparison for various techniques. The probability of false injec-
tion pf is set to 0.3. The figure shows approximate maximum likelihood decoding performance
for (15,7) BCH code which is attained by sending the codeword via direct source-to-destination
link. This is the case when destination completely discards the parity packets from relay and
is denoted by “No Network Coding”. The probability of codeword error is given by [72; 73; 74]
PE ≤
N∑
d=dmin
Ad
π
∫ pi/2
0
(
1
(Ec/N0)cosec(θ) + 1
)d
dθ (3.25)
where Ad is the number of codewords having the hamming weight of d, N is the block length
and dmin is the minimum distance of the code. At high SNR, this bound can be approximated
as
PE ≈ Admin
π
∫ pi/2
0
(
1
(Ec/N0)cosec(θ) + 1
)dmin
dθ (3.26)
It can be seen that recycling without signature performs similar to the case when all the
relay parities are completely discarded by the destination and the source packets are decoded
based on the packets received via direct source-destination link only. This is because source-
destination link is unreliable and the estimation error probability of falsely injected packet is as
good as the reliability of source-destination link. This results in high probability of false alarm.
The signature based recycling scheme outperforms the recycling without signatures, since the
probability of false alarm is practically zero in the former. Also the signature based integrity
check ensures that the erroneously recycled packets are discarded in the column decoding.
It can also be seen that the traditional cryptographic scheme that does not recycle polluted
packets performs worse. This is because the probability of erasure for traditional scheme, which
is equal to probability of false injection, remains same for all SNRs. However, as SNR increases,
source packets are received with higher reliability. Therefore false injection can be detected and
removed much more efficiently. This reduces erasure probability for packet recycling scheme
and improves its performance.
Fig.3.5 shows performance comparison of non-signature based recycling schemes. At high
SNR, the scheme in which the destination uses decoded source packets to estimate false injection
performs little better. This is because at high SNR, the decoded source packets will be error
free with high probability whereas the demodulated source packets might still have errors. This
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Figure 3.4 Performance comparison of various schemes for pf = 0.3.
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leads to an error in the detection and estimation of falsely injected packet and hence degrading
the overall iterative decoding performance.
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Figure 3.5 Performance comparison of Non Signature based schemes.
Fig.3.6 shows performance of signature based recycling scheme as a function of the number
of decoding iterations. The probability of false injection, pf , is set to 0.3. As expected, the
decoding performance gets better with increasing number of iterations. The maximum gain
in performance improvement is obtained by increasing number of iterations from one to two.
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Increasing the number of iterations from two to three or four does improves performance,
however the incremental improvement diminishes as the number of iterations increases. This is
in line with other iterative decoding algorithms wherein maximum performance improvement is
obtained by increasing iterations from one to two and further increase in number of iterations
gives diminishing improvements.
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Figure 3.6 Performance of signature aided recycling scheme w.r.t number of iterations.
Fig.3.7 shows the performance variation of signature based recycling scheme vs probability
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of false injection, pf . The number of decoding iterations is four. As expected, the decoding
performance gets better with decreasing probability of false injection.
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Figure 3.7 Performance variation of signature based scheme vs probability of false injection.
Fig.3.8 shows the probability of detection error P (ftj 6= fj) for packet recycling with signature
and recycling without signature. It can be seen that, the detection of falsely injected packet
becomes more accurate with iterations for the signature aided recycling scheme, while for
recycling without signature, it remains the same as in first iteration. This improvement in the
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detection of false packet helps in improving the reliability of decoding as shown by Fig. 3.6.
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Figure 3.8 Probability of detection error, P (ftj 6= fj), versus SNR for different number of
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Fig.3.9 shows the performance comparison of traditional and proposed recycling scheme
that employs signature. It can be seen that the proposed scheme outperforms the traditional
scheme for all false injection probabilities.
We now assume there are 7 sources (M = 7), each transmitting (31,21) binary BCH code-
word and are equidistant from the destination. The source-destination distance is normalized
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to one i.e. did = 1 The relay, after overhearing all the codewords, sends parity packets to
the destination, each generated from (15,7) BCH code. Hence (31,21)×(15,7) product code is
formed at the destination. We assume error free source-relay and relay-destination channel.
We assume Rayleigh fading with additive while Gaussian noise and path loss exponent, α =
4. Fig. 3.10 shows the performance comparison of traditional and proposed recycling scheme
with signatures. It can be seen that the proposed scheme outperforms the traditional scheme
in this case also.
3.6 Conclusion
In this work we proposed an iterative packet recycling technique that removes the falsely
injected packet from the polluted packets and enhances the reliability of decoding at the destina-
tion. The proposed approach provides a significant improvement over the traditional approach
that simply detects the presence of pollution attack and discards all polluted packets. Our fu-
ture work is to derive the error probability when capacity approaching codes like LDPC codes
are used.
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CHAPTER 4. RELAY SELECTION IN COOPERATIVE NETWORK
CODING
4.1 Introduction
Cooperative communication has emerged as an important technology for satisfying growing
demand of wireless services. In this scheme, one or more wireless nodes act as relay to facilitate
communication between other node(s) and destination(s). A number of cooperative protocols
and their variations have been proposed and analyzed in the literature, notable ones being
Amplify and Forward (AF), Decode and Forward (DF), Compress and Forward (CAF) [24; 25;
26; 7]. The central idea is that multiple relay nodes of the network cooperate to form a virtual
antenna array. This exploits spatial diversity amongst cooperating nodes which improves the
overall network performance. With increase in number of relays, the complexity associated
with relaying increases since the relays generally have to transmit on orthogonal channels to
avoid interference at the destination. The overcome this limitation, various relay selection
(RS) criteria for amplify and forward, decode and forward, and their variations have been
proposed in [33]. The most popular selection strategy is to select best relay which has best
end to end performance in terms of capacity or signal to noise ratio at the destination[34],
[38; 39; 40; 41; 42; 43; 44].
Network Coding (NC) is another efficient solution proposed to improve spectral efficiency
for wired communication [8]. The intermediate relay nodes encode the incoming packets such
that they can be reliably decoded at their destination. Due to broadcast nature of wireless
medium, the intermediate relay nodes can overhear data from other source nodes. Hence
network coding can be naturally combined with cooperative communication. Various network
coded cooperation techniques have been proposed in the literature where the destination jointly
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decodes the information received from intended sources and relays[35; 36; 37].
In this work we consider design of relay selection with network coding in multiple access
relay channel (MARC). In this scenario, multiple sources transmit data to common destination
in orthogonal time/frequency slots in first phase. In second phase, a single relay is selected
amongst relays to forward the network coded packet to destination. The destination jointly
decodes the network coded packet along with the transmissions from the sources. We consider
the case that a relay is allowed to participate in second phase only if it is able to decode all
the sources correctly. This is done to avoid error propagation and as shown in our analysis, it
maintains the maximum achievable diversity order. We propose a new relay selection scheme
by taking source-destination channel links into account. The proposed scheme provides exactly
same outage probability as the other state-of art relay selection schemes and results in more
uniform relay usage than conventional relay selection scheme. The proposed scheme also results
in reduction of relay switching. This further reduces control information to be transmitted for
selection and saving energy due to powering up and powering down of the relay and improves
network lifetime. We also analyze random relay selection in terms of outage probability, relay
usage and relay switching and discuss the trade off between different schemes.
4.2 System Model
Consider a multiple access relay network, shown in Fig. 4.1 , where the source nodes S1 and
S2 transmit independent message packetsms1 andms2 , respectively, to a common destination D
through orthogonal channels (in time or frequency) with the help of two relay nodes R1 and R2.
One relay is selected to assist the sources by forwarding network coded packetmr =ms1⊕ms2 ,
where mr denotes network coded packet from selected relay r, r ∈ {R1, R2}. A relay forwards
a network coded packet only if it is able to decode both the sources correctly and is selected for
cooperation. If none of the relays are able to decode both the sources successfully, then they
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Figure 4.1 System Model for Relay Selection
both remain silent to avoid error propagation. Let
ysid = hsid
√
Esi msi + nsid, i ∈ {1, 2}
yrd = hrd
√
Er mr + nrd, r ∈ {R1, R2}
ysirj = hsirj
√
Esi msi + nsirj , i ∈ {1, 2}, j ∈ {1, 2}
(4.1)
denote the received signals at D and R respectively. hsid is the channel gain between the
source si and the destination, modeled as CN
(
0, d−αsid
)
, where CN (0, 1) denotes a complex
Gaussian distribution with mean 0 and variance 1, α is the path loss exponent and dsid is the
distance between the source Si and the destination; hrjd is the channel gain between the relay
Rj and destination, modeled as CN
(
0, d−αrjd
)
, drjd is the distance between the relay Rj and the
destination; hsirj is the channel gain between the i
th source node and the jth relay, modeled as
CN
(
0, d−αsirj
)
where dsirj is the distance between i
th source node and the jth relay. nsid ,nrjd
and nsirj are the AWGN noise vectors, modeled as CN (0, N0); Esi and Erj are the transmit
symbol energies from the source Si and the relay Rj respectively.
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4.3 Relay Selection Scheme
4.3.1 Reliability Based Relay Selection
In this section we will describe the proposed scheme. Consider first the case when both the
relays are able to decode both ms1 and ms2 are decoded correctly by the relays and the coded
packet mr = ms1 ⊕ms2 is sent to D by the selected relay. Let mksi ,mkr denote the kth bit of
msi ,mr and y
k
si , y
k
r denote the k
th received bit of ysi ,yr respectively, i = 1, 2, yr ∈ {yr1d,yr2d}.
Then the log likelihood ratio (LLR) ofmk1,m
k
2 at D given h = (hs1d, hs2d, hrd), hrd ∈ {hr1d, hr2d}
and yk = (yks1 , y
k
s2 , y
k
r ) is given by [20]
L(mks1 |h,yk) = L(mks1 |hs1d, yks1) + L(mkr ⊕mks2 |hs2d, yks2 , hrd, ykr )
L(mks2 |h,yk) = L(mks2 |hs2d, yks2) + L(mkr ⊕mks1 |hs1d, yks1 , hrd, ykr ) (4.2)
where L(mks1 |hs1d, yks1) and L(mks2 |hs2d, yks2) are the LLRs of mks1 , mks2 provided by the direct
S1-D and S2-D links respectively. L(m
k
r⊕mks2 |hs2d, yk2 , hrd, ykr ) and L(mkr⊕mks1 |hs1d, yks1 , hrd, ykr )
is the additional reliability provided by the R-D link for mks1 and m
k
s2 respectively. The second
terms of eq.(4.2) can be approximated as [20]
|L(mkr ⊕mks1 |hs1d, yks1 , hrd, ykr )| ≈ min{|L(mkr |hrd, ykr )|, |L(mks1 |hs1d, yks1)|}
|L(mkr ⊕mks2 |hs2d, yks2 , hrd, ykr )| ≈ min{|L(mkr |hrd, ykr )|, |L(mks2 |hs2d, yks2)|} (4.3)
Here
L(mksi |hsid, yksi) =
4
√
Esi
N0
ℜe{h∗sidyksi} (4.4)
where ℜe{·} denotes the real part of a complex number and h∗sid denotes the complex conjugate
of hsid. The magnitude of LLR when averaged over the Gaussian noise is given by
E
[
|L(mksi |hsid, yksi)|
]
= 4|hsid|2γsi + 4
√
γsi |hsid|2
π
e−γsi |hsid|
2 − 8γsi |hsid|2Q
(√
2γsi |hsid|2
)
(4.5)
where γsi = Esi/N0 and Q(x) denotes the complementary unit Gaussian distribution function
which is equal to 1√
2pi
∫∞
x exp(−t2/2) dt. Therefore we can approximate E[|L(mksi |hsid, yksi)|] ≈
4|hsid|2γsi and this approximation is fairly accurate even for low γsi . Hence the equation (4.3)
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can be expressed as
|L(mkr ⊕mks1 |hs1d, yks1 , hrd, ykr )| ≈ min{4|hs1d|2γs1d, 4|hrd|2γrd}
|L(mkr ⊕mks2 |hs2d, yks2 , hrd, ykr )| ≈ min{4|hs2d|2γs2d, 4|hrd|2γrd} (4.6)
Assuming equal transmission energy from the sources and relays, Es1 = Es2 = Er1 = Er2 , we
have
|L(mkr ⊕mks1 |hs1d, yks1 , hrd, ykr )| ∝ min{|hs1d|2, |hrd|2}
|L(mkr ⊕mks2 |hs2d, yks2 , hrd, ykr )| ∝ min{|hs2d|2, |hrd|2} (4.7)
Clearly the relay selection rule must be such that the selected relay must provide maximum
additional reliability to the sources. However as shown by equation (4.7), this additional
reliability is limited by direct source-destination channel gain if the relay-destination link is
stronger than source-destination link. This observation motivates us to propose relay selection
rule which takes into account the direct source-destination link gains also. We need to ensure
that maximum additional reliability can be provided by the selected relay, and hence the
selected relay should have stronger link to destination than all the other sources. Therefore we
propose following relay selection rule:
Choose r such that |hrd|2 ≥ max{|hs1d|2, |hs2d|2}, r ∈ {R1, R2}. (4.8)
If both the relays satisfy above criteria, then any one of them can be chosen at random or
the same relay as chosen in previous time slot can be selected in current time slot to avoid
unnecessary switching. If none of the relays satisfy above criteria then
Choose r = arg
r
max |hrd|2, r ∈ {R1, R2} (4.9)
We choose strongest relay since that will provide maximum additional reliability to both the
sources according to Eqs.(4.2) and (4.7). We will call this scheme as Reliability Based Relay
Selection (RbRS).
4.3.2 Random Relay Selection
Under this selection rule, when both the relays are able to decode both sources correctly
then one of the relay is chosen randomly, irrespective of their channel strengths, for second
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phase. We analyze this rule also since this rule gives best relay usage asymptotically. We will
refer to this scheme as Random Relay Selection (RRS).
4.3.3 Conventional Relay Selection
This selection rule was first proposed by Bletsas et.al [33] for AF protocol and later by Peng
et.al[38] for NC. Under this selection rule, when both the relays are able to decode both sources
correctly then the relay which has strongest relay-destination channel strength is selected for
second phase.
Choose r = arg
r
max |hrd|2, r ∈ {R1, R2} (4.10)
We will refer to this scheme as Conventional Relay Selection (CRS).
For all the above schemes, if only one relay is able to decode both the sources correctly, then
it is selected for second phase. If none of the relays are able to decode both sources correctly,
then none of the relays are selected.
4.4 Mathematical Analysis
In this section we will derive the relay usage and relay switching for the proposed scheme.
Using simulations and analytical results we show that the proposed scheme provides better
relay usage than conventional scheme. Finally we will show that the relay switching is reduced
by using the proposed scheme. From simulations we can see that the outage probability for the
proposed scheme is same as that of conventional relay selection scheme.
We will denote the channel gains as gs1d = |hs1d|2, gs2d = |hs2d|2, gr1d = |hr1d|2, gr2d =
|hr2d|2, gs1r1 = |hs1r1 |2, gs2r1 = |hs2r1 |2, gs1r2 = |hs1r2 |2 and gs2r2 = |hs2r2 |2. All these channel
gains are mutually independent and are exponentially distributed. First consider a point to
point communication system as the base line communication system. The received signal at
the destination is given by
y = hx+ n (4.11)
The instantaneous signal to noise ratio (SNR) of the channel is given by |h|2Es/N0, |h|2 is
exponentially distributed. When the instantaneous SNR is less than certain threshold, the
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source is said to be in outage. The outage probability is given by:
P o(R) = Pr
(
|h|2 < 2
R − 1
d−αEs/N0
)
= 1− e
(
− 2R−1
d−αEs/N0
)
(4.12)
where R is the spectral efficiency of the system in bits per channel use.
4.4.1 Relay Usage
In this section we will discuss about relay usage. In a power constrained network, balanced
(approximately equal) usage of relay nodes is important since it maximizes network lifetime and
connectivity. An unbalanced relay usage leads to lost of connectivity since some relay nodes
run out of battery and leads to higher outage probability. The relay usage for the proposed
scheme can be calculated by summing the probabilities when respective relays are selected.
Let Psuccess denotes the probability of both the sources being successfully decoded at both
the relays
Psuccess = P
oc
s1r1P
oc
s2r1P
oc
s1r2P
oc
s2r2 (4.13)
Let λs1d , d
α
s1d
, λs2d , d
α
s2d
, λr1d , d
α
r1d
and λr2d , d
α
r2d
. We assume that each source
transmits information at the spectral efficiency of R bits per channel use. We have following
disjoint events:
1. E1: None of the relays are able to decode both the sources successfully.
2. E2: Only R1 decodes both sources successfully.
3. E3: Only R2 decodes both sources successfully.
4. E4: Both R1 and R2 decode both the sources successfully. Both R1-D and R2-D channel
gains are greater than S1-D and S2-D channel gains and R1 is selected randomly.
5. E5: Both R1 and R2 decode both the sources successfully. Both R1-D and R2-D channel
gains are greater than S1-D and S2-D channel gains and R2 is selected randomly.
6. E6: Both R1 and R2 decode both the sources successfully. R2-D channel gain is less
than either S1-D or S2-D channel gain or both, and R1-D channel gain is greater than
R2-D channel gain.
7. E7: Both R1 and R2 decode both the sources successfully. R1-D channel gain is less
than either S1-D or S2-D channel gain or both, and R2-D channel gain is greater than
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R1-D channel gain.
Using above disjoint events, the relay usage of R1 for RbRS can be calculated as follows:
UR1,RbRS=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess ×
1
2
+ P (gr2 < max{g1, g2}, gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
(4.14)
+
1
2
× Psuccess ×
(
λs1d + 2λr2d
λr1d + λr2d + λs1d
+
λs2d + 2λr2d
λr1d + λr2d + λs2d
− λs1d + λs2d + 2λr2d
λr1d + λr2d + λs1d + λs2d
)
Similarly relay usage for R2 is given by
UR2,RbRS=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess ×
1
2
+ P (gr1 < max{g1, g2}, gr2 > gr1)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
(4.15)
+
1
2
× Psuccess ×
(
λs1d + 2λr1d
λr1d + λr2d + λs1d
+
λs2d + 2λr1d
λr1d + λr2d + λs2d
− λs1d + λs2d + 2λr1d
λr1d + λr2d + λs1d + λs2d
)
Now we will calculate relay usage for conventional relay selection scheme. Since the conventional
relay scheme selects the relay which has strongest R-D channel gain, the relay usage for R1
and R2 for conventional relay selection scheme can be calculated as
UR1,CRS=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess
λr2d
λr1d + λr2d
(4.16)
where UR1 denotes the probability of selecting R1. Similarly relay usage for R2 is given by
UR2,CRS=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (gr1 < gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess
λr1d
λr1d + λr2d
(4.17)
100
Now we will calculate relay usage for random relay selection scheme. Since the random re-
lay scheme selects the relay randomly, the relay usage for R1 and R2 for the scheme can be
calculated as
UR1,RRS=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess × 1
2
(4.18)
UR2,RRS=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ Psuccess × 1
2
(4.19)
As shown by simulation results, the theoretical analysis matches with simulations and the pro-
posed scheme has much more balanced relay usage than the conventional scheme. Overall the
random relay selection provides the most balanced relay usage amongst all the three schemes.
4.4.2 Relay Switching Rate
In this section we will discuss about relay switching rate. In a cooperative network with
relay selection, the selected relay might be different from one time instant to next. The leads
to powering down of other non-selected relays. The powering up and down of relay nodes leads
to wastage of energy. Also lot of control information might be needed to send if the relays are
switched frequently. Hence its important to reduce relay switching as much as possible.
We will first analyze Relay Switching for RbRS. We will use Markov model to analyze
switching rate. Let a state space be denoted as S and the state at time instant t be denoted
by St. The possible states are {S} := {1, 2, 3}, St = 1 when R1 is selected, St = 2 when R2 is
selected and St = 3 when none of the relays is selected. Suppose at time instant t, St = 1. For
time instant t+1, one of the following three possibilities can happen for the proposed selection
rule:
1. The state remains the same ie St+1 = 1 ie R1 is selected again for the transmission.
This can occur if any of the following three events occur:
(a) Only R1 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and both R1-D and R2-D
channel gains are greater than S1-D and S2-D channel gains. Hence again R1 is
selected to avoid unnecessary switching.
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(c) Both R1 and R2 decode both the sources successfully and R2-D channel gain is
less than either S1-D or S2-D channel gain or both, and R1-D channel gain is
greater than R2-D channel gain.
2. The state changes to St+1 = 2 ie R2 is selected again for the transmission. This can
occur if any of the following two events occur:
(a) Only R2 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and R1-D channel gain is
less than either S1-D or S2-D channel gain or both, and R2-D channel gain is
greater than R1-D channel gain.
3. The state changes to St+1 = 3 ie none of the relays are selected since none of them were
able to decode both the sources successfully.
Similarly we can define transitions from states St = 2, St = 3 and a transition probability
matrix T , [fij ]. The elements of transition probability matrix are the conditional transition
probabilities defined as fij = P (St+1 = j|St = i), i ∈ {1, 2, 3} and j ∈ {1, 2, 3}. The Markov
states are shown in Fig.4.2.
Now we will calculate the individual transition probabilities.
f11=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess
+ P (gr2 < max{g1, g2}, gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
(4.20)
+ Psuccess ×
(
λs1d + λr2d
λr1d + λr2d + λs1d
+
λs2d + λr2d
λr1d + λr2d + λs2d
− λs1d + λs2d + λr2d
λr1d + λr2d + λs1d + λs2d
)
f12=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (gr1 < max{g1, g2}, gr2 > gr1)× Psuccess
=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
(4.21)
+ Psuccess ×
(
λr1d
λr1d + λr2d + λs1d
+
λr1d
λr1d + λr2d + λs2d
− λr1d
λr1d + λr2d + λs1d + λs2d
)
f13 =
(
1− (1− P os1r1) (1− P os2r1)) (1− (1− P os1r2) (1− P os2r2)) (4.22)
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St = 1
R1 selected
R2 selected
No Relay
selected
St = 2
St = 3
f11
f12 f13
f32
f23
f22 f33
f21 f31
Figure 4.2 Markov states for relay switching with RbRS scheme.
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f21=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+P (gr2 < max{g1, g2}, gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
(4.23)
+ Psuccess ×
(
λr2d
λr1d + λr2d + λs1d
+
λr2d
λr1d + λr2d + λs2d
− λr2d
λr1d + λr2d + λs1d + λs2d
)
f22=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess
+ P (gr1 < max{g1, g2}, gr2 > gr1)× Psuccess
=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
(4.24)
+ Psuccess ×
(
λs1d + λr1d
λr1d + λr2d + λs1d
+
λs2d + λr1d
λr1d + λr2d + λs2d
− λs1d + λs2d + λr1d
λr1d + λr2d + λs1d + λs2d
)
f23 =
(
1− (1− P os1r1) (1− P os2r1)) (1− (1− P os1r2) (1− P os2r2)) (4.25)
f31=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (gr2 < max{g1, g2}, gr1 > gr2)× Psuccess
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess ×
1
2
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
(4.26)
+
1
2
× Psuccess ×
(
λs1d + 2λr2d
λr1d + λr2d + λs1d
+
λs2d + 2λr2d
λr1d + λr2d + λs2d
− λs1d + λs2d + 2λr2d
λr1d + λr2d + λs1d + λs2d
)
f32=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (gr1 < max{g1, g2}, gr2 > gr1)× Psuccess
+ P (min{gr1 , gr2} > max{g1, g2})× Psuccess ×
1
2
=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
(4.27)
+
1
2
× Psuccess ×
(
λs1d + 2λr1d
λr1d + λr2d + λs1d
+
λs2d + 2λr1d
λr1d + λr2d + λs2d
− λs1d + λs2d + 2λr1d
λr1d + λr2d + λs1d + λs2d
)
f33 =
(
1− (1− P os1r1) (1− P os2r1)) (1− (1− P os1r2) (1− P os2r2)) (4.28)
Notice that for a given SNR, all the transition probabilities are finite, non zero and independent
of number of transitions. Hence all the states are persistent and aperiodic and therefore the
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associated Markov chain has a unique stationary distribution. Suppose that the stationary
distribution for the proposed relay selection schemes is denoted as ~π and πi denote the stationary
probability of the ith state. The stationary probabilities can be obtained in closed form by
solving following simultaneous linear equations:

~πT = ~π
3∑
i=1
πi = 1
(4.29)
Solving above equations, the stationary distribution of the proposed scheme can be obtained
as
π1=
f13f31 + f21 − f13f21
f12 + f13 + f21
π2=
(1− f13)(f12 + f13)− f13f31
f12 + f13 + f21
(4.30)
π3= f13
The overall relay switching rate for proposed relay selection scheme can be calculated as
PS,RbRS= P (St+1 = 2|St = 1)P (St = 1) + P (St+1 = 1|St = 2)P (St = 2)
= f12P (St = 1) + f21P (St = 2)
= f12π1 + f21π2 (4.31)
4.4.2.1 Relay Switching for Conventional Selection Rule
Let Rt denotes the relay selected at time instant t. Suppose at time instant t, Rt = R1.
For time instant t+ 1, one of the following three possibilities can happen for the conventional
selection rule:
1. R1 is selected again for the transmission. This can occur if any of the following two
events occur:
(a) Only R1 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and R1-D channel gains is
greater than R2-D channel gain.
2. R2 is selected for the transmission. This can occur if any of the following two events
occur:
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(a) Only R2 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and R2-D channel gains is
greater than R1-D channel gain.
3. None of the relays are selected since none of them were able to decode both the sources
successfully.
Similarly we can define switching from Rt = R2. Let pij denote the conditional probability
that given Rt = Ri, Rt+1 = Rj where i, j ∈ {1, 2}.
p11=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess × λr2d
λr1d + λr2d
(4.32)
p12=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (gr2 > gr1)× Psuccess
=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ Psuccess × λr1d
λr1d + λr2d
(4.33)
p21=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ P (gr1 > gr2)× Psuccess
=
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess × λr2d
λr1d + λr2d
(4.34)
p22=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ P (gr2 > gr1)× Psuccess
=
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ Psuccess × λr1d
λr1d + λr2d
(4.35)
The overall relay switching rate for conventional relay selection scheme can be calculated as
PS,CRS= P (Rt+1 = R2|Rt = R1)P (Rt = R1) + P (Rt+1 = R1|Rt = R2)P (Rt = R2)
= p12P (Rt = R1) + p21P (Rt = R2)
= p12 UR1,CRS + p21 UR2,CRS (4.36)
4.4.2.2 Relay Switching for Random Relay Selection Rule
We will analyze the switching for RRS in same way as we did for CRS. Let Rt denotes the
relay selected at time instant t. Suppose at time instant t, Rt = R1. For time instant t + 1,
one of the following three possibilities can happen for the conventional selection rule:
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1. R1 is selected again for the transmission. This can occur if any of the following two
events occur:
(a) Only R1 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and R1 is selected randomly.
2. R2 is selected for the transmission. This can occur if any of the following two events
occur:
(a) Only R2 decodes both sources successfully.
(b) Both R1 and R2 decode both the sources successfully and R2 is selected randomly.
3. None of the relays are selected since none of them were able to decode both the sources
successfully.
Similarly we can define switching from Rt = R2. Let qij denote the conditional probability
that given Rt = Ri, Rt+1 = Rj where i, j ∈ {1, 2}.
q11 =
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess × 1
2
(4.37)
q12 =
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ Psuccess × 1
2
(4.38)
q21 =
(
1− P os1r1
) (
1− P os2r1
) (
1− (1− P os1r2)(1− P os2r2)
)
+ Psuccess × 1
2
(4.39)
q22 =
(
1− P os1r2
) (
1− P os2r2
) (
1− (1− P os1r1)(1− P os2r1)
)
+ Psuccess × 1
2
(4.40)
The overall relay switching rate for random relay selection scheme can be calculated as
PS,RRS= P (Rt+1 = R2|Rt = R1)P (Rt = R1) + P (Rt+1 = R1|Rt = R2)P (Rt = R2)
= q12P (Rt = R1) + q21P (Rt = R2)
= q12 UR1,RRS + q21 UR2,RRS (4.41)
4.5 Simulation Results
In this section we present simulation results. We assume that the two sources S1 and S2
both are at a distance of 1 from the destination D. The path loss exponent is assumed to be
α = 4. The transmit energies of both the sources and relay are assumed to be the same, i.e.
E1 = E2 = Er and the spectral efficiency is assumed to be 1 bit per channel use(bpcu).
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Fig. 4.3 and 4.4 compares the simulation results of outage probabilities of proposed Relia-
bility based Relay Selection (RbRS), Conventional Relay Selection (CRS) and Random Relay
Selection (RRS). We assume that the two sources S1 and S2 both are at a distance of 1 from the
destination D. The path loss exponent is assumed to be α = 4. The transmit energies of both
the sources and relay are assumed to be the same, i.e. E1 = E2 = Er and the spectral efficiency
is assumed to be 1 bit per channel use. In one case, the relay nodes R1 and R2 are at distance
of 0.8 and 0.9 from destination and in second the relay nodes are at distance of 0.3 and 0.4
from the destination. As shown by simulation results, RbRS provides same outage probability
as CRS. We can see that when the relays are closer to destination, then RRS provides almost
same outage as other two schemes. However when relays are closer to sources, then its outage
probability is higher than the other two schemes.
Fig. 4.5 compares the simulated relay usage of proposed Reliability based Relay Selection
(RbRS), Conventional Relay Selection (CRS) and Random Relay Selection (RRS). We can see
that RbRS provides much better relay usage than CRS and hence improves network lifetime.
Asymptotically RRS provides the best relay usage, each relay being used 50% of the time.
Fig. 4.6 shows the simulated and analytically calculated usage of R1. The usage for Con-
ventional Relay Selection(CRS) is given by Eq.(4.16). The usage for proposed Reliability based
Relay Selection (RbRS) is given by Eq.(4.14). The usage for Random Relay Selection(RRS) is
given by Eq.(4.18).
Fig. 4.7 shows the simulated and analytically calculated usage of R2. The usage for Con-
ventional Relay Selection(CRS) is given by Eq.(4.17). The usage for proposed Reliability based
Relay Selection (RbRS) is given by Eq.(4.15). The usage for Random Relay Selection(RRS) is
given by Eq.(4.19).
Fig. 4.8 compares the relay switching probability of proposed Reliability based Relay Se-
lection (RbRS), Conventional Relay Selection (CRS) and Random Relay Selection (RRS). We
can see that RbRS reduces the switching by half compared to CRS and hence further improves
network lifetime. RRS has the highest switching probability amongst all the schemes. We can
further see that the analytical results match quite well with simulation results except for low
SNR case for RRS. The switching rate for CRS is given by Eq.(4.36), the switching rate for
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Figure 4.3 Outage Probability comparison of RbRS, CRS and RRS, Spectral Efficiency = 1
bpcu, dr1d = 0.8, dr2d = 0.9.
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Figure 4.4 Outage Probability comparison of RbRS, CRS and RRS, Spectral Efficiency = 1
bpcu, dr1d = 0.3, dr2d = 0.4.
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Figure 4.5 Simulated relay usage comparison of RbRS, CRS and RRS, Spectral Efficiency =
1 bpcu, dr1d = 0.3, dr2d = 0.7.
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Figure 4.6 Simulated and Analytical relay Usage comparison of R1 for RbRS, CRS and RRS,
Spectral Efficiency = 1 bpcu, dr1d = 0.3, dr2d = 0.7.
112
−10 −5 0 5 10 15 20 250
10
20
30
40
50
60
70
80
90
Transmit SNR (E
s
/N0) in dB
R
e
la
y
 U
s
a
g
e
 i
n
 p
e
r
c
e
n
t
 
 
R2 CRS
R2 RbRS
R2 RRS
R2 CRS Analytical, Eq. (4.17)
R2 RbRS Analytical, Eq. (4.15)
R2 RRS Analytical, Eq. (4.19)
Figure 4.7 Simulated and Analytical relay Usage comparison of R2 for RbRS, CRS and RRS,
Spectral Efficiency = 1 bpcu, dr1d = 0.3, dr2d = 0.7.
113
RbRS is given by Eq.(4.31) and the switching rate for RRS is given by Eq.(4.41).
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Figure 4.8 Relay Switching comparison of RbRS, CRS and RRS, Spectral Efficiency = 1 bpcu,
dr1d = 0.3, dr2d = 0.7.
4.6 Conclusion
We have proposed a new relay selection scheme for cooperative network coding scenario
which gives exact outage performance as conventional scheme and improves network usage
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and reduces relay switching in comparison to conventional selection scheme. We also analyzed
random relay selection which gives similar outage performance when the relays are closer to
destination and has better relay usage, however has very high relay switching rate.
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CHAPTER 5. CONCLUSION AND FUTURE WORK
5.1 Conclusion
In this work we investigated three different problems related to cooperative communication
and network coding. In the first problem we proposed flexible network coding rules to provide
variable QoS to different users of the network. The QoS of the users can be modified dynamically
by controlling their individual levels of prioritization. These rules ensure that the maximum
diversity order is provided to all the users in the system resulting in improvement in overall
throughput compared to existing UEP coding schemes proposed in the literature. We then
briefly described how to jointly optimize the prioritization level and location of the relays to
provide required QoS to prioritized nodes and provide non-prioritized nodes simultaneously
with best possible QoS.
In our second problem, we investigated problem of false injection by malicious relay nodes in
cooperative network coding and proposed novel mechanism to mitigate the false injection based
on different attack models. The side information of homomorphic hash functions is utilized at
the physical layer to combat false injection and improve network throughput by recycling the
polluted packets iteratively.
In the final problem we presented a novel relay selection algorithm with takes into account
the channel strengths of direct source-destination links for choosing relay for second phase
transmission. As shown by theoretical and simulation results, the proposed algorithm pro-
vides much uniform relay utilization and improves relay switching without sacrificing outage
probability. This results in overall improvement of network lifetime.
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5.2 Future Work
The future work for prioritized network coding can be
• Evaluate the performance of proposed soft prioritized network coding rules jointly with
practical capacity achieving channel codes such as LDPC codes.
• Extend the problem to multiple destination with different prioritized users/groups.
The future work for recycling scheme can be
• Extend the work to capacity achieving LDPC codes.
• Evaluate the performance with noisy source-relay and relay-destination channel.
The future work for relay selection can be
• Extend the work for multi-source, multi-relay scenario with correlated fading channel
model.
• It would be interesting to investigate the proposed scheme in case when the relays use
power control.
• Evaluate the network lifetime in combination with ARQ schemes.
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APPENDIX A. PROOF OF EQ.(2.8)
In this appendix we will derive Eq.(2.8). Suppose a point to point communication link
y = hx+ n (A.1)
where x = {−√Es,+
√
Es} is the transmitted symbol, h is channel gain, n is AWGN noise and
y is the received signal. Both h and n are complex Gaussian distributed; h as CN (0, 1) and n
as CN (0, N0). Suppose h = hr + jhi and n = nr + jni. Because of symmetry, without loss of
generality we can assume that x =
√
Es.
L=
4
√
Es
N0
ℜe{h∗y}
=
4|h|2Es
N0
+
4
√
Es
N0
ℜe{h∗n}
=
4|h|2Es
N0
+
4
√
Es
N0
(hrnr + hini)
= 4γ|h|2 + 4
√
Es
N0
(hrnr + hini) (A.2)
where L is LLR of x. Suppose γ = Es/N0. Its straightforward using Eq. (A.2) to show that
the pdf of L given h is N (4γ|h|2, 8γ|h|2). Suppose that µ = 4γ|h|2 and σ2 = 8γ|h|2. Clearly
we have σ2 = 2µ. We will use this later for simplification.
Suppose Z := |L|. The CDF of Z is given by
FZ(z) = Pr(Z ≤ z) = Pr(|L| ≤ z) = Pr(−z ≤ L ≤ z)
=
1√
2πσ2
∫ z
−z
exp
(
−(l − µ)
2
2σ2
)
dl
(A.3)
The pdf of Z is given by differentiating FZ(z) as
fZ(z) =
1√
2πσ2
(
exp
(
−(z − µ)
2
2σ2
)
+ exp
(
−(z + µ)
2
2σ2
))
(A.4)
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Now E[|L|] = E[Z]. After some manipulation it can be calculated as
E[Z] =
∫ ∞
0
zfZ(z)dz = µ+
√
2σ2
π
exp
(
− µ
2
2σ2
)
− 2µQ
(µ
σ
)
(A.5)
Converting the expression in terms of µ (we had σ2 = 2µ), we have
E[|L|] = µ+
√
4µ
π
exp
(
−µ
4
)
− 2µQ
(√
µ
2
)
(A.6)
Substituting the value of µ = 4γ|h|2, we have
E[|L|] = 4γ|h|2 + 4
√
γ|h|2
π
e−γ|h|
2 − 8γ|h|2Q
(√
2γ|h|2
)
(A.7)
The approximation used for SPNC is
E[|LLR|] ≈ 4|h|2γ (A.8)
Fig.(A.1)shows the comparison between the exact and approximate value of E[|LLR|]. The
distance between the source and destination is normalized to 1. It is clear from the figure that
the approximation is very accurate even for low and medium SNR region.
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Figure A.1 Comparison of exact Vs approximation of E[|LLR|]
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APPENDIX B. PROOF OF SPNC FOR INDEPENDENT THRESHOLDS
We will prove the need to have independent thresholds by considering a MARC system with
two sources, S1 and S2, two relays R1 and R2, one destination D. We will prove this by counter-
example. We will consider SPNC scheme and another coding scheme with correlated thresholds.
We will prove that for the non-prioritized source, the scheme with correlated threshold does
not attains maximal diversity order. We refer to the proposed SPNC scheme as first scheme
(Eq. 2.13 and 2.14) and second scheme with correlated thresholds as:
mr1 =


m1 ⊕ β1m2 if |h2|2 < µ ·min{|hr1 |2, |h1|2}
m1 if |h2|2 ≥ µ ·min{|hr1 |2, |h1|2}
(B.1)
mr2 =


m1 ⊕ β2m2 if |h2|2 < µ ·min{|hr2 |2, |h1|2}
m1 if |h2|2 ≥ µ ·min{|hr2 |2, |h1|2}
(B.2)
We will prove that for the non-prioritized source, the proposed SPNC scheme achieves
maximal diversity order when both the relays R1 and R2 transmit m1. The is the event,
denoted as C1, for which |h2|2 > µ min{|hr1 |2, |h1|2} and |h2|2 > µ |hr2 |2. Correspondingly
we will prove that for the non-prioritized source, the second scheme doesn’t achieves maximal
diversity order when both the relays R1 and R2 transmit m1 which is the event denoted as C′1,
when |h2|2 > µ ·min{|hr1 |2, |h1|2} and |h2|2 > µ ·min{|hr2 |2, |h1|2}.
First we will consider the outage probability for proposed SPNC scheme for event C1. The
destination decodes message packet of S1 using maximal ratio combining of direct source-
destination transmissions - y1 and packets from relays, yr1 , yr2 . The message of S2 is decoded
using signal received directly from the source, y2. The outage probability of non-prioritized
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source S2 under the event C1 is given by
Po,2(C1) = Pr
({|h2|2 < Γ} ∩ {|h2|2 > µ ·min{|hr1 |2, |h1|2}} ∩ {|h2|2 > µ · |hr2 |2}) (B.3)
where
Γ =
24R/2 − 1
Es/N0
(B.4)
Denoting G1 , |h1|2, G2 , |h2|2, Gr1 , |hr1 |2 and Gr2 , |hr2 |2, we have
Po,2(C1) = Pr ({G2 < Γ} ∩ {G2 > µmax{Gr2 ,min{Gr1 , G1}}}) (B.5)
The pdf of G1r1 , min{Gr1 , G1} can be derived as f(g1r1) = (λ1+λr1)e−(λ1+λr1 )g1r1 [31] where
λ1 = d
α
1 , λr1 = d
α
r1 and . The Eq. (B.5) can be expressed as
Po,2(C1) = Pr ({G2 < Γ} ∩ {G2 > µmax{Gr2 , G1r1}}) (B.6)
The pdf of G1r1r2 , µmax{Gr2 , G1r1} can be derived as [31]
f(g1r1r2) =
(λ1 + λr1)
µ
e
(
−g1r1r2
(λ1+λr1 )
µ
)
+
λr2
µ
e
(
−g1r1r2
λr2
µ
)
− (λ1 + λr1 + λr2)
µ
e
(
−g1r1r2
(λ1+λr1+λr2 )
µ
) (B.7)
where λr2 = d
α
r2 . The eq.(B.6) can be written as
Po,2(C1) = Pr (G1r1r2 < G2 < Γ) (B.8)
Clearly G1r1r2 and G2 are independent. Hence their joint pdf is product of the marginals given
by
f(g12r1r2) = f(g1r1r2)f(g2) (B.9)
where f(g2) = λ2e
−λ2g2 , λ2 = dα2 . The probability Po,2(C1) can be computed by integrating
f(g12r1r2) over appropriate volumes defined by eq.(B.8). After integration the Po,2(C1) can be
derived as
Po,2(C1)= 1− e−Γλ2 +
µλ2
(
e
−Γ(λ2µ+λ1+λr1 )
µ − 1
)
λ2µ+ λ1 + λr1
−
µλ2
(
e
−Γ(λ2µ+λ1+λr1+λr2 )
µ − 1
)
λ2µ+ λ1 + λr1 + λr2
+
µλ2
(
e
−Γ(λ2µ+λr2 )
µ − 1
)
λ2µ+ λr2
(B.10)
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At high SNR, Es/N0 ≫ 1, the third order approximation e−x ≈ 1− x+ x2/2− x3/6 yields the
following asymptotic approximation for Po,2(C1)
Po,2(C1) ≈ Γ
3λ2 (λ1 + λr1)λr2
3µ2
(B.11)
Clearly the diversity order of Po,2(C1) is 3.
Now we will derive the outage probability of second scheme for event denoted as C′1, which
|h2|2 > µ · min{|hr1 |2, |h1|2} and |h2|2 > µ · min{|hr2 |2, |h1|2}. In this case, both the relays
R1 and R2 transmit m1. The destination decodes message packet of S1 using maximal ratio
combining of direct source-destination transmissions - y1 and packets from relays, yr1 , yr2 .
The message of S2 is decoded using signal received directly from the source, y2. The outage
probability of non-prioritized source S2 under the event C′1 is given by
Po,2(C′1) = Pr
({|h2|2 < Γ} ∩ {|h2|2 > µ ·min{|hr1 |2, |h1|2}} ∩ {|h2|2 > µ ·min{|hr1 |2, |h1|2}})
(B.12)
where
Γ =
24R/2 − 1
Es/N0
(B.13)
Denoting G1 , |h1|2, G2 , |h2|2, Gr1 , |hr1 |2 and Gr2 , |hr2 |2, we have
Po,2(C′1) = Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}}) (B.14)
To calculate Po,2(C′1), following disjoint events can be considered
Event Channel Condition Event Channel Condition
E1 G1 > Gr2 > Gr1 E2 G1 > Gr1 > Gr2
E3 Gr2 > G1 > Gr1 E4 Gr2 > Gr1 > G1
E5 Gr1 > Gr2 > G1 E6 Gr1 > G1 > Gr2
Table B.1 Disjoint events for outage probability for second scheme
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Po,2(C′1) = Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E1)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E2)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E3)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E4)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E5)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E6)
(B.15)
To prove that the second scheme achieves less than maximal diversity order, consider the events
E4, E5. The outage probability of S2 for these events can be stated as
Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E4)
+ Pr ({G2 < Γ} ∩ {G2 > µ ·min{Gr1 , G1}} ∩ {G2 > µ ·min{Gr2 , G1}} ∩ E5)
= Pr ({G2 < Γ} ∩ {G2 > µ ·G1} ∩ {min{Gr1 , Gr2} > G1})
(B.16)
Denoting Gr1r2 , min{Gr1 , Gr2}, the pdf of Gr1r2 can be derived as f(gr1r2) = (λr1 + λr2)
e−(λr1+λr2 )gr1r2 . Hence the above equation can be stated as
Pr ({G2 < Γ} ∩ {G2 > µ ·G1} ∩ {Gr1r2 > G1})= Pr ({µ ·G1 < G2 < Γ}
∩{µ ·Gr1r2 > µ ·G1}) (B.17)
The above equation can be further simplified as
Pr ({µ ·G1 < G2 < Γ} ∩ {µ ·Gr1r2 > µ ·G1}) = Pr ({µ ·G1 < µ ·Gr1r2 < G2 < Γ})
+ Pr ({µ ·G1 < G2 < µ ·Gr1r2 < Γ})
+ Pr ({µ ·G1 < G2 < Γ < µ ·Gr1r2})
(B.18)
Since µ · G1, G2 and µ · Gr1r2 are independent random variables, their joint pdf is product of
marginals which can expressed as
f(g12r1r2) =
λ1λ2(λr1 + λr2)
µ2
e
−
(
λ1
µ
g1+
λr1+λr2
µ
gr1r2+λ2g2
)
(B.19)
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By integrating f(g12r1r2) on appropriate volumes defined by Eq.(B.18), the outage probability
of second scheme under events C′1 ∩ E4 and C′1 ∩ E5 can be calculated as
Pr ({µ ·G1 < µ ·Gr1r2 < G2 < Γ})
= µ
(
1− e−Γλ2
)
−
(
λ2µ
2
)(
1− e−
Γ(λ2µ+λr1+λr2 )
µ
)
λ2µ+ λr1 + λr2
−
(
1− e−Γλ2) (µ (λr1 + λr2))
λ1 + λr1 + λr2
+
(
λ2µ
2 (λr1 + λr2)
)(
1− e−
Γ(λ2µ+λ1+λr1+λr2 )
µ
)
(λ1 + λr1 + λr2) (λ2µ+ λ1 + λr1 + λr2)
(B.20)
At high SNR, Es/N0 ≫ 1, the third order approximation e−x ≈ 1− x+ x2/2− x3/6 yields the
following asymptotic approximation for above probability
Pr ({µ ·G1 < µ ·Gr1r2 < G2 < Γ}) ≈
Γ3λ1λ2 (λr1 + λr2)
6µ
(B.21)
Similarly the second term of Eq.(B.18) can be calculated as
Pr ({µ ·G1 < G2 < µ ·Gr1r2 < Γ}) =
(
λ2µ
2 (λr1 + λr2)
)(
1− e−
Γ(λ2µ+λ1+λr1+λr2 )
µ
)
(λ2µ+ λ1) (λ2µ+ λ1 + λr1 + λr2)
+
µλ1
(
1− e−
Γ(λr1+λr2 )
µ
)
λ2µ+ λ1
−
(µ (λr1 + λr2))
(
1− e−
Γ(λ2µ+λr1+λr2 )
µ
)
λ2µ+ λr1 + λr2
(B.22)
At high SNR, Es/N0 ≫ 1, the third order approximation e−x ≈ 1− x+ x2/2− x3/6 yields the
following asymptotic approximation for above probability
Pr ({µ ·G1 < G2 < µ ·Gr1r2 < Γ}) ≈
Γ3λ1λ2 (λr1 + λr2)
6µ
(B.23)
The third term of Eq.(B.18) can be calculated as
Pr ({µ ·G1 < G2 < Γ < µ ·Gr1r2}) =
µ2λ2
λ1 + µλ2
e
−Γ (λ1+µλ2+λr1+λr2 )
µ − µe−Γ
(µλ2+λr1+λr2 )
µ
+
λ1
λ1 + µλ2
e
−Γ (λr1+λr2 )
µ
(B.24)
At high SNR, Es/N0 ≫ 1, the third order approximation e−x ≈ 1− x+ x2/2− x3/6 yields the
following asymptotic approximation for above probability
Pr ({µ ·G1 < G2 < Γ < µ ·Gr1r2}) ≈
1
2
Γ2λ1λ2 −
Γ3
(
2λ22λ1µ+ λ
2
1λ2 + 3λ2λ1λr1 + 3λ2λ1λr2
)
6µ
(B.25)
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Clearly the above term has diversity order of 2 which is less than the maximal achievable di-
versity order of 3 achievable by the system. Because of this term the overall diversity order
of second scheme given by Eq.(B.1) and (B.2) is less than maximal achievable diversity or-
der. Therefore, the second scheme is not a suitable adaptive scheme in which the comparison
thresholds at different relays are correlated with each other.
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