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1 問題意識
本稿では,領域 \Omega\subset \mathbb{R}^{N} 上の Allen‐Cahn 方程式
 \begin{array}{ll}
\partial_{t}u=\triangle u-\frac{1}{\varepsilon^{2}}f(u) ,   in \Omega\cross(0, 
T) ,
\partial_{n}u=0,   on \partial\Omega\cross(0, T) ,
u(0)=u_{0},   in \Omega
\end{array} (1)
を考える.ただし,  \varepsilon>0 はパラメータ,  f(u)=u^{3}-u であり,  \Omega\subset \mathbb{R}^{d}(d\in \mathbb{N}),  T>0,
 u_{0}\in C^{0}(\Omega) である.初期関数  u_{0} は  \varepsilon に依存しても良いものとする.したがって,本来は  u_{0,\varepsilon} など
と表記すべきであるが,混乱の恐れがない限りは  u_{0} と表記する.
よ  \langle 知られているように,Allen‐Cahn 方程式 (1) は界面の運動を表す方程式 (平均曲率流方程
式  ) のある種の近似方程式 (すなわち,フェーズフィールドモデル) の一種である.実際初期関数
が  \Vert u_{0}\Vert_{L^{x}}\cdot\leq 1 を満たす場合,最大値原理によって任意の時刻において  \Vert u(t)\Vert_{L^{\infty}(\Omega)}\leq 1 が成り立
ち,領域  \Omega の大部分が  \{u(\cdot, t)\approx 1\} と  \{u(\cdot, t)\approx-1\} という2つの部分領域に分かれ,界面に対応
する領域  \{u(\cdot, t)\approx 0\} の測度が  O(\varepsilon) 程度となる,ということが知られており,この定理は相分離
現象に対応している [1]. ただし,この表記はあ  \langle まで直観的な表記であるということに注意され
たい.
本稿では,方程式 (1) の数値計算について考察したい.パラメータ  \varepsilon は界面の“幅“ に対応するた
め,空間変数に関するメッシュのサイズを  h とするとき,   h\ll\in でないと数値計算がうま  \langle いかな
いということは,容易に予想されることであろう.実際簡単な差分法でこのことを検証してみる
と,   h>\varepsilon のときは,数値解がほとんど動かないということが観察される (図1).また,  \in が界面の
“ 幅” を表していることに鑑みると   j\varepsilon は小さいということが仮定される.すなわち , んはさらに小さ
 \langle 取らなければならないのだが,計算コスト,あるいは計算リソースの制限などの観点から,  h はあ
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まり小さ  \langle 取りすぎることはできないはずである.したがって,「どの程度まで  h を大き  \langle 取っても
よいか?」という問題が生じる.
 h= 1’100
 25 000 0.5
 t=002
図 Ĩ メッシュサイズ  h を  h=0.01 に固定し,パラメータ  \varepsilon を変化させた際の,数値解の挙動
の違い.左から,  \in=0.05,0.01 , 0.005である.いずれも初期関数としてはレベルセットが円と
なるものを用いており,時刻  t=0.02 における様子を図示している.
本稿では,以上で述べたような,パラメータ  \varepsilon とメッシュサイズ  h との関係性について考察する.
具体的には,
(1)   h\gg\in において,数値解が 「動かない」 のはなぜなのか? これはいつ起こるのか?









この節では,先行研究をい  \langle つか紹介することで,どこまでが明らかになっているのかという点
について述べる.まずは,誤差評価のための十分条件を考察している文献を2つ紹介する.Allen‐






ものの,Allen‐Cahn 方程式と類似のフェーズフィールド問題に対して,  h=0(\in^{3/2}) と取れば誤差
評価のためには十分であり,より良い収束オーダーを得るためには,  h=O(h^{2}) と取れば十分であ
る,という結論を導いている.これらの結果は (んについて) 最適なオーダーの誤差評価を与えてい
るという点で重要であるが,条件としてはやや強いように思われる.方程式 (1) は放物型方程式で
あるから,時間の離散化手法次第では,時間刻み幅  \triangle t は  \triangle t\leq 0(h^{2}) と取る必要があり,その場合,
[4] の条件では,  \triangle t\leq 0(\in^{7}) としなければならな  \langle なってしまう.実際 [4] では,  \triangle t+h^{2} に対す
る条件を導いている.
我々の問題意識と近い研究としては,[3] が挙げられる.これは対応するエネルギー汎関数の  \Gamma 極
限を考察しており,  h=0(\in) の場合を境界として,離散的な汎関数が異なる汎関数に  F 収束するこ
とが示されている.ここで,  \Gamma 収束とは,汎関数の列に対する収束の概念であり,大域最適解の収束
に関する情報を与える [2]. しかしながら,対応する勾配流 (つまり,方程式 (1) を離散化した問題)











こで,  \vdash分条件ではな  \langle , )必要条件を与えることを考える.すなわち,「これよりメッシュを粗  \langle し
てしまうと,方程式 (1) に対する数値計算がうま  \langle いかない」 という条件を与える.
ここでは簡単のため,2次元矩形領域上の差分法を考える.すなわち,  \Omega=(0,1)^{2}\subset \mathbb{R}^{2} とし,
 l1:I\in \mathbb{N} に対して,各辺を  M 等分したメッシュを考える.多重指数  i=(i_{1}, i_{2})\in \mathbb{Z}^{2} に対し,
 x_{i} :=(i- \frac{1}{2})h_{\dot{\ovalbox{\tt\small REJECT}}} C_{i} :=
\{x\in\Omega|\Vert x-x_{i}\Vert_{l\propto}<h/2\}
とお  \langle . ただし,  h=1/M であり,  \Vert\cdot\Vert_{l-} は  \mathbb{R}^{2} における最大値ノルムである.各セル  C_{i} の特性関
数を  \chi_{i} とおき,区分定数関数の空間を
 V_{h}:=span\{\chi_{i}\}_{i\in\{1,\ldots f\iota\cdot I\}^{2}}
とお  \langle.
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上記の記号の下で , 問題 (1) に対して,次のような差分スキームを考察する:
 \{\begin{array}{ll}
\partial_{t}u_{i}^{\Xi}=\triangle_{h}u_{t}^{\varepsilon}-\frac{1}{5^{2}}f(u_{i}^
{\in}) ,   t\in(0, T), i\in\{1, . . . , M\}^{2},
u_{(0,j)}^{\varepsilon}=u_{(1,j)}^{\varepsilon}, u\in(47+\^{i},jj) =u_{(,j)}
^{\varepsilon_{l1\cdot f}},   t\in(0, T), j\in\{1, . . . , M\},
\end{array} (2) u_{(j,0)}^{\varepsilon}=u_{(j,1)}^{\varepsilon},  u_{(j_{:}AI+1)}^{\varepsilon}=u_{(j,M)\dot{\ovalbox{\tt\small REJECT}}}
^{\varepsilon}  t\in(0, T),  j\in\{1_{:}\ldots, M\}, u_{i}^{\in}|_ t=0}=u_{0}(x_{i}) ,  i in\{1, M\}^{2}.
ただし,  u_{i}^{r}arrow=u_{?}^{\varepsilon}(t) は未知関数であり,  \triangle_{h} は2階の中心差分作用素
  \Delta_{h}u_{i}^{\in}:=\sum_{e\in \mathbb{Z}^{2},|e|=1}\frac{u_{i+e}
^{\varepsilon}-u_{i}^{\varepsilon}}{h^{2}}
である.標準的な手法に則り,Neumann 境界条件を,領域の外側に仮想的なセルを導入することで
処理している.この方程式の解を  u_{h}^{\overline{c}}= \sum_{i}u_{i}^{\in}\chi_{i}\in C([0, T];V_{h}) とお  \langle.
さて,図1の   h>\varepsilon のケースにおいて,数値解はほとんど変化しないのであった.これは,隣接す
るセル間での (拡散による) 相互作用がほとんど生じていない,すなわち,セルごとに独立して常微
分方程式のように振る舞っていると考えられる.そこで,以下の常微分方程式を導入し,その解を
 v_{h}^{\varepsilon}= \sum_{i}v_{i}^{\varepsilon}\chi_{i}\in C([0, T];V_{h}) とお  \langle :
 \{\begin{array}{l}
\partial_{t}v_{?}^{\varepsilon}:=-\frac{1}{\varepsilon^{2}}f(v_{\dot{i}}
^{\varepsilon}) , t\in(0, T), i\in\{1_{:} M\}^{2}
v_{i}^{\in}|_{t=0}=u_{0}(x_{i}) , i\in\{1, M\}^{2}.
\end{array} (3)
このとき,次の結果を得た.
定理1. 次を仮定する:  h と  \varepsilon に依存しない定数  c_{0}>0 であって,
 f'(u_{0}(x_{i}))\geq c_{0}, \forall i\in\{1, i\downarrow\cdot!I\}^{2} (4)
を満たすものが存在する.また,初期関数  u_{0} は,  \Vert U_{0}\Vert_{L^{\lambda}(\Omega)}\leq 1 を満たすと仮定する.このとき,
 \varepsilon/んが十分小さければ,
 \Vert u_{h}^{\varepsilon}(t)-v_{h}^{\varepsilon}(t)\Vert_{L} へ  ( \Omega)\leq C(\frac{\varepsilon}{h})^{2},  \forall t\in(0, T) (5)
が成り立つ.ただし,  C は  c_{0} (と  f , ののみに依存する定数であり,  h,  \varepsilon,  t,  T には依存しない.□
注意1. い  \langle つか注意を述べてお  \langle.
. 条件 (4) は技術的な仮定であるが,非現実的なものではない.例えば,初期関数  u_{0} が  ( well‐
prepared” な関数 [1] であって,  h=o(\varepsilon) であるならば,(測度論的に) ほとんどの場合で条
件(4) が成り立つ.この条件を外しても同様の結果が得られると予想しているが,証明はで
きていない.
. 誤差評価 (5) の  \in/んに関するオーダーが最適であるかどうかは不明である.
86
. 本稿では常に  f(u)=u^{3}-u としているが,ある程度の滑らかさなどの仮定の下で , 一般化
が可能である.
定理1の証明.上で定義した作用素  \triangle_{h} を,空間琉上の線形作用素とみなし,同じ記‐号  \triangle_{h} で
記述する.すなわち,  v_{h}= \sum_{i}v_{i}\chi_{i}\in V_{h} に対して,   \triangle_{h}v_{h}=\sum_{i}(\triangle_{h}v_{i})\chi_{i} と書  \langle . 境界に
接するセル上においては,問題 (2) と同様に仮想的なセルを用いて  \triangle_{h}v_{i} を定義する.また,
 w_{h}^{\varepsilon}  :=u_{h}^{\varepsilon}-v_{h}^{\varepsilon}\in C^{0}([0, T]_{\ovalbox{\tt\small 
REJECT}}\cdot V_{h}) とお  \langle.









ここで,  \alpha>0 は任意定数であり,後で適切な値に固定する.残差項を
 R_{i}(w^{\frac{r}{h}})= \frac{\alpha c_{0}-(3|v_{\dot{i}}^{\varepsilon}|^{2}-1)
}{5^{2}}w_{i}^{c}-\prime\frac{3v_{i}^{\varepsilon}|w_{i}^{\in}|^{2}+|w_{i}
^{\varepsilon}|^{3}}{\varepsilon^{2}}+\triangle_{h}v_{?}^{\in}
とおき,  R_{h}(w_{h}^{\in})(s)  := \sum_{i}R_{i}(w_{h}^{\varepsilon})(s)\chi_{i} とお  \langle . このとき,誤差  w_{h}^{\in} は以下のように表示される :
 w_{h}^{\in}(t)= \int_{0}^{t}e^{(t-s)(\triangle-\alpha c_{\{)}/\in^{2})}R_{h}(w^
{\frac{c}{h})}(s)ds . (7)
ただし,  e^{t(\triangle_{1}-\alpha c_{()}/\varepsilon^{2})} は,作用素  \triangle_{h}-\alpha c_{0}/\varepsilon^{2} が琉上で生成する半群である.そこで,写像
 \Phi:C^{0}([0, T];V_{h})arrow C^{0}([0, T];V_{h}) を
 ( \Phi\psi_{h})(t):=\int_{0}^{t}e^{(t-s)(\triangle_{1}-\alpha c_{()}/\in^{2})}
R_{h}(\psi_{h})(s)ds
で定義し,  \delta\in[0,1] に対して
 B_{h,\delta}:=\{\psi_{h}\in C^{0}([0, T];V_{h})|\psi_{h}(0)=0, \Vert\psi_{h}
\Vert_{L^{\lambda}(\Omega\cross(0,T))}\leq\delta\}
とお  \langle . このとき,適切な  \alpha と  \delta に対して,  \Phi が  B_{h,\delta} 上の縮小写像になることを示す.
そのために,基礎的な事項を確認してお  \langle . まず,半群  e^{f\triangle_{1)}} は,正値性を保存する (すなわち , 最
大値原理が成り立つ) ことが知られている.特に,最大値ノルムの下で縮小半群となる.さらに,初
期値に対する仮定と最大値原理により,  \Vert u_{h}^{\in}(t)\Vert_{L} へ  (\Omega)\leq 1 である.また,常微分方程式の一般論に
より,  \Vert v_{h}^{\varepsilon}(t)\Vert_{L\infty}(\Omega)\leq 1 でもあるため,  \Vert w_{h}^{\in}(t)\Vert_{Larrow}(\Omega)\leq 2 がわかる.最後に,  |v_{i}^{\varepsilon}|\nearrow 1(t\nearrow\infty)
もわかるため,仮定 (4) により,
 c_{0}\leq f'(u_{0}(x_{i}))=3|u_{0}(x_{i})|^{2}-1\leq 3|v_{i}^{\tau}arrow|^{2}-1
\leq 2
である.特に,
 | \alpha c_{0}-(3|v_{i}^{\varepsilon}|^{2}-1)|\leq\max\{||\alpha-1|c_{0}, 
|\alpha c_{0}-2|\}=:\beta
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である.以下では,  \alpha=1/2+1/c_{0} とお  \langle . このとき,
  \frac{\beta}{\alpha c_{0}}=\frac{2-c_{0}}{2+c_{0}} 〈1 (8)
であることに注意してお  \langle.
さて,  \Phi が縮小写像になるような  \alpha,  \delta を定めよう.以下では,  C と書いたら  h,  \delta,  \alpha,  c_{0} に依存し
ない定数を意味する.まずは,  \psi_{h}\in B_{h,\delta} に対して  \Phi砺を評価すると,
  \Vert\Phi\psi_{h}(t)\Vert_{L-(\Omega)}\leq\int_{0}^{t}e^{-(t-s)\alpha c_{()}
/\in^{2}}(\frac{\beta}{\in^{2}}\delta+\frac{C}{\in^{2}}\delta^{2}+\frac{C}{h^{2}
})ds
  \leq\frac{\beta}{\alpha c_{0}}\delta+C(\frac{1}{\alpha c_{0}}\delta^{2}+\frac{
\varepsilon^{2}}{h^{2}})
である.次に,  \psi_{1},  \psi_{2}\in B_{h_{\dot{\ovalbox{\tt\small REJECT}}}\delta} に対して,  \Phi\psi_{1}-\Phi\psi_{2^{c}} を評価する.この関数を計算すると,






 \Vert(\Phi\psi_{1}-\Phi\psi_{2})(t)\Vert_{L} へ  ( \Omega)\leq\int_{0}^{t_{e^{-(t-}}}\llcorner s)\alpha c_{()}/\varepsilon^{2}
(\frac{\beta}{\varepsilon^{2}}+C\frac{\delta}{\varepsilon^{2}})\Vert\psi_{1}(s)-
\psi_{2}(s)\Vert_{L} .へ  (\Omega)^{ds}
  \leq(\frac{\beta}{\alpha c_{0}}+\frac{C}{\alpha c_{0}}\delta)  ||\psi ì  -\psi_{2}\Vert_{L}へ  (\Omega\cross(0,T)) (10)
そこで,  \delta:=5/h とおき,  \varepsilon/h を十分小さ  \langle とる (ただし上界は  c_{0} のみに依存) と,(8), (9), (10) に
より,  \Phi が  B_{h_{\backslash }.\delta} 上の縮小写像となることがわかる.
したがって,  \Phi は  B_{h,\delta} 内にただ1つの不動点を持つ.方程式 (6) の解の一意性と表示公式 (7) か




まずは,メッシュが粗い場合の誤差評価 (5) の,  \varepsilon/h\ovalbox{\tt\small REJECT}こ関するオーダーについて数値的に調べた
結果を報告する.2次元正方形領域上で問題 (2) を解き,常微分方程式 (3) の解との誤差を計算す
る.ただし,問題 (2) の数値解を得るためには時間変数の離散化が必要であるが,十分小さな時間
刻み幅における Runge‐Kutta 法による数値解を用いた.同様に,(3) の厳密解の代わりに,同じ
Runge‐Kutta 法による数値解を用いた.メッシュ幅  h と,パラメータ  \varepsilon を変化させて,これらの問
題を数値計算した.初期関数としては,セルごとに乱数を与えて構成した.ただし,乱数の絶対値
は,区間 [0.5, 1] に収まるようにした.各  h と  \varepsilon の組に対して,10個の初期関数を用いて数値計算を
し,誤差の平均値をプロットしたものが,図2である.横軸には  \in/h を,縦軸には  L^{\infty}(\Omega) ノルムに
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よる誤差をプロットしている.い  \langle つかのマーカーが重なって見えるのは,比率  \varepsilon/h が同じであっ
ても,  (h, \varepsilon) の組が異なっている場合があるからである.この結果によると,不等式評価 (5) は,比












刻  T_{0}  :=0.02 において1点に収縮し,曲線の運動としては爆発する.一方で,関数
 u_{0}(x, y)= \tanh(\frac{\pi}{\varepsilon}(0.2-\sqrt{(x-05)^{2}+(y-0.5)^{2}})) 
, (x, y)\in \mathbb{R}^{2}
を初期関数とする領域  (0,1)^{2}\}_{\wedge\wedge}^{-} の Allen‐Cahn 方程式 (1) を考えると,そのレベルセット  \Gamma^{\in}(t)=
 \{(x, y)\in(0,1)^{2}|u^{-}-(x, y, t)=0\} は,  t<T_{0} において Hausdorff 距離の意味で平均曲率流方
程式の解に収束するのであった 団.そこで,  h と  \varepsilon を変化させた際に,数値解のレベルセッ ト
 \Gamma_{h}^{\in}(t)=\{(x, y)\in(0,1)^{2}|u_{h}^{\in}(x_{\dot{\epsilon}}y, t)=
0\} が空集合になる時刻を  T_{h}^{\varepsilon} 計算し,それが厳密解の爆発
時刻乃  =0.02 からどの程度ずれているのか,という点を観察する.
その結果をプロットしたものが図3である.ただし,メッシュが粗すぎて数値解がほとんど変化
しなかった場合には,  T_{h}^{\varepsilon}=0 とおいている.線で結んでいるものは,  \in を固定して,んを変化させた
場合の結果である.各5に対して,  1\leq h/\varepsilon\leq 2 のときは,  h が小さ  \langle なるにつれて時刻の誤差も小
さ  \langle なっている.しかしながら,  h/\varepsilon が1を下回ると,あまり誤差が減衰していないことが観察され
る.これは,Allen‐Cahn 方程式の時点で平均曲率流方程式の近似となっているため,い  \langle ら  h が小
さ  \langle ても,  \varepsilon が大きいままでは,平均曲率流に収束しないからである.この結果が示唆することは,
界面運動のシミュレーションをフェーズフィールド法で行う場合は,メッシュサイズを小さ  \langle 取り
すぎても効果が上がらない,ということである.さらに,何かしらの閾値が存在することも示唆して
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図3 数値的な “爆発時刻“  T_{h} の挙動.
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