Introduction
Object recognition and structure and motion recovery are two long standing problems in computer vision. The structure and motion (SAM) problem has reached a degree of maturity, with several commercial offerings [1, 2], in addition to an extensive research literature [17, 8, 13] . Object recognition is also well studied but remains an extremely active research area, with recent advances in image features and probabilistic modelling inspiring previously unexplored areas such as object class recognition [7] . Invariant local features have emerged as an invaluable tool in tackling the ubiquitous image correspondence problem. By using descriptors that are invariant not just to translation, but also to rotation [16] , scale [9] and affine warping [3, 12, 11] , invariant features provide much more robust matching than previous correlation based methods.
Until recently, the majority of object recognition algorithms have depended upon some form of training phase [9, 18] . However, algorithms have been developed recently that operate in an unsupervised manner on an image dataset.
Such algorithms look for structure in the data, using, for example, a probabilistic 'constellation model' [7] or geometric constraints arising from the image formation process [5, 15, 14] . Our work is in the spirit of the latter. We operate in an unsupervised setting on an unordered image dataset, and pose the object recognition problem as one of finding matches that are consistent views of some 3D scene.
The remainder of this paper is structured as follows. In section 2 we describe our invariant feature extraction and matching scheme. Section 3 describes the geometric constraints used to find correct image matches. Section 4 describes the sparse bundle adjustment algorithm used to solve jointly for the cameras and structure. Section 5 demonstrates results of object recognition and reconstruction on a test dataset, and section 6 presents conclusions and ideas for future work.
Feature Matching
The features we use are SIFT (Scale Invariant Feature Transform) features [10] . These locate interest points at maxima/minima of a difference of Gaussian function in scale-space. Each interest point has an associated orientation, which is the peak of a histogram of local orientations. This gives a similarity invariant frame in which a descriptor vector is sampled. Though a simple pixel resampling would be similarity invariant, the descriptor vector actually consists of spatially accumulated gradient measurements. This spatial accumulation is important for shift invariance, since the interest point locations are typically accurate in the 1-3 pixel range [6] . Illumination invariance is achieved by using gradients (which eliminates bias) and normalising the descriptor vector (which eliminates gain).
Once features have been extracted from all n images (linear time), they must be matched. Since multiple images may view the same point in the world, each feature is matched to k nearest neighbours (typically k = 4). This can be done in O(n log n) time by using a k-d tree to find approximate nearest neighbours [4] .
Feature Space Outlier Rejection
We perform feature space outlier rejection to remove incorrect matches. It has been found that comparing the distance of a potential match to the distance of the best incorrect match is an effective strategy for outlier rejection [10, 6] . Suppose that the number of images that overlap a given point in the world is n overlap . In an ordered list of nearest-neighbour matches, we assume that the first n overlap − 1 elements are potentially correct, but that the n overlap element is an incorrect match. We denote the match distance of the n overlap element as e outlier , as it is the best matching outlier. In order to verify a match, we compare the match distance of a potential correct match e match to the outlier distance, accepting the match if
Typically we use a value n overlap = 5.
Image Matching
During this stage, the objective is to find all matching images, that is, those that view a common subset of 3D points. Connected sets of image matches will later become 3D models.
From the feature matching step, we have identified images with a large number of matches between them. Since each image could potentially match every other one, this problem appears at first to be quadratic in the number of images. However, we have found it necessary to match each image only to a small number of neighbouring images in order to get good solutions for the camera positions. We consider a constant number m images, that have the greatest number of (unconstrained) feature matches to the current image, as potential image matches (we use m = 6).
We parameterize each camera using 7 parameters. These are a rotation vector Θ i = θ i1 θ i2 θ i3 , translation t i = t i1 t i2 t i3 and focal length f i . The calibration matrix is then
and the rotation matrix (using exponential representation)
Each pairwise image match adds four constraints on the camera parameters whilst adding three unknown structure parameters
whereũ i ,ũ j are the homogeneous image positions in camera i and j respectively.
The single remaining constraint (4 equations minus 3 unknowns = 1 constraint) expresses the fact that the two camera raysp i ,p j and the translation vector between camera centres t ij are coplanar, and hence their scalar triple product is equal to zerop
Writingp i ,p j and t ij in terms of camera parameters
and substituting in equation 1 gives
where
This is the well known epipolar constraint. Image matching entails robust estimation of the fundamental matrix F ij . Since equation 2 is non-linear in the camera parameters, it is commonplace to relax the non-linear constraints and estimate a general 3 × 3 matrix F ij . This enables a closed form solution via SVD. We use RANSAC to robustly estimate F and hence find a set of inliers that have consistent epipolar geometry. An image match is declared if the number of RANSAC inliers n inliers > n match , where the minimum number of matches n match is a constant (typically around 20). Future work will add a more principled probabilistic model for image match verification. 3D objects/scenes are identified as connected components of image matches.
Bundle Adjustment
Given a set of geometrically consistent matches, we use bundle adjustment to solve for the camera and structure parameters jointly. In contrast to other approaches [8, 13] that begin with a projective reconstruction and later refine to a metric reconstruction, we solve directly for the metric structure and camera parameters. The cameras are added one by one, starting with the best matching pair. We have found that initialising each new camera with the rotation, translation and focal length of the best matching image works well, even if the images have different rotation and scale (see example in figure 2 ). To cope with bas-relief ambiguity, we first run bundle adjustment on the initial image pair, noting the final value of the error function (section 4.1). We then swap the camera positions, and flip the 3D point depths, before repeating bundle adjustment. This normally converges to a different local minimum (due to bas-relief ambiguity). We retain the solution that minimises the error function.
Sparse Bundle Adjustment
Each connected component of feature matches defines a 3D point X j , and our error function is the sum squared error between the projected 3D point and the measured feature position
where I is the set of all images, X (i) is the set of 3D points projecting to image i, and r ij is the residual error in image i for 3D point j. The residual r ij is the difference between the measured feature position and projected 3D point
where m ij is the measured feature position, and u ij is the projection of point X j in image ĩ
We use a robust error function f (x) = g(x) where g(x)
is the Huber robust error function
The outlier distance σ is set at 3 standard deviations of the current (un-normalised) residual error. This error function combines the fast convergence properties of an L 2 norm optimisation scheme for inliers (distance less than σ), with the robustness of an L 1 norm scheme for outliers (distance greater than σ). We use the Levenberg-Marquardt algorithm to solve this non-linear least squares problem. Each iteration step is of the form
where Φ = [Θ, X] is the vector of camera (Θ) and structure (X) parameters, r is the vector of residuals and J = ∂r/∂Φ. The jacobean J is an M × N matrix, where M is the number of measurements (twice the number of features), and N = n Θ + n X is the number of camera (n Θ ) and structure (n X ) parameters (7 for each camera plus 3 for each 3D point). The prior covariance matrix C p is set such that the standard deviation of angles is σ θ = π/16, translations σ t = 0.01, focal lengths σ f =f/100 and 3D points σ X = 0.1. Although one could in principle solve equation 4 directly, to do so would ignore the sparse structure of the problem, and be very inefficient. Firstly, the matrix J is mostly zeros (since the derivatives of residuals for image i are zero except with respect to the parameters of image i), so the elements of J T J should be computed directly, instead of computing J first. Examining the structure of
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where the camera parameter inverse covariance matrix
is block diagonal, consisting of 7 × 7 blocks, and the structure parameter inverse covariance matrix
is also block diagonal, consisting of 3 × 3 blocks. The camera/structure cross covariance is a full matrix
. . . Secondly, the matrix inversion involving J T J need not be computed explicitly (O(N 3 )) due to the sparse structure of J T J. This sparseness reflects the loose coupling inbetween cameras, and inbetween 3D points, in the error function of equation 3. The cameras are independent given the 3D structure parameters, and the 3D points are independent given the cameras. Equation 4 may be rewritten
where 
I gives
which eliminates X from the solution for Θ.
This gives an n Θ × n Θ linear system to solve for the camera parameters Θ. The resulting value of Θ can be substituted into the linear system for X, which reduces to independent 3 × 3 linear systems for each 3D point. The most expensive stage in this process is (potentially) in computation of the left-hand side elimination product BC −1 B T . The ijth element is given by
∂Xj is a 7×3 matrix (number of parameters per camera × number of parameters per 3D point) and
∂X k is a 3 × 3 matrix. This summation may involve in the worst case M terms (if every 3D point is imaged in every camera). Hence the worst case complexity of sparse bundle adjustment is O(Mn 2 Θ ). Note that this is still much cheaper than it would be were C not block diagonal. If C were a general n X × n X matrix the cost of this elimination step would be O(n 3 X ). However, the cost of bundle adjustment is usually much less than O(Mn 2 Θ ). This is because the terms B ij are zero unless point j is viewed in camera i. This means that each summation above involves only a constant number of 3D points for each camera. In this case, the complexity of sparse bundle adjustment is O(mn 2 Θ ), where m is the number of residuals in each image. The best case complexity (given small m) is O(n 3 Θ ), which is the cost of solving the linear system for the camera parameters.
Hence the total computational cost for one step of sparse bundle adjustment is now O(mn 2 Θ ), reduced from O(MN 2 ) for naive solution of the normal equations. Note that n Θ N since the number of camera parameters n Θ is very much less than the number of structure parameters n X (N = n Θ +n X ). This is a very significant reduction in practice. For example, with 10 cameras (n Θ = 70), and 1000 3D points (n X = 3000), sparse bundle adjustment would be about (N/n Θ ) 2 = (3070/70) 2 ≈ 2000 times faster than naive bundle adjustment. Furthermore, if a constant number of 3D points are imaged by each camera, the cost would be further reduced.
Analytical Computation of Derivatives
Derivatives are computed analytically via the chain rule, for example
Results
Figure 2 shows typical operation of the object recognition algorithm. A set of images containing 2 objects and 6 distractor images was input. The algorithm detected 2 connected components of image matches and 6 unmatched images, and output the 2 reconstructed 3D models. The complete algorithm ran in 556 seconds on a 2.8GHz PC. About half of the computation time was spent in bundle adjustment. Another example of fully automatic structure and motion estimation is given in figure 3 . Figure 2. Fully automatic object recognition and 3D reconstruction. Note that despite the incorrect ordering, rotation and scale changes, and distractor images in the input, the system is able to successfully recognise the two consistent objects and perform 3D reconstruction. The Tiger sequence consisted of 13 images and yielded a 3D model with 675 points. The Rosegarden sequence consisted of 11 images and the 3D model contained 1351 points. The whole process of feature matching, image matching and bundle adjustment took a total of 556 seconds, of which 230 seconds were spent during bundle adjustment. The tests were run using a MATLAB implementation on a 2.8GHz Pentium processor.
