American University in Cairo

AUC Knowledge Fountain
Theses and Dissertations

Student Research

Fall 1-21-2019

Channel feedback in FDD massive MIMO systems with multipleantenna users
Mahmoud AlaaEldin Mahmoud
The American University in Cairo

Follow this and additional works at: https://fount.aucegypt.edu/etds

Recommended Citation

APA Citation
Mahmoud, M. (2019).Channel feedback in FDD massive MIMO systems with multiple-antenna users
[Master's Thesis, the American University in Cairo]. AUC Knowledge Fountain.
https://fount.aucegypt.edu/etds/1572

MLA Citation
Mahmoud, Mahmoud AlaaEldin. Channel feedback in FDD massive MIMO systems with multiple-antenna
users. 2019. American University in Cairo, Master's Thesis. AUC Knowledge Fountain.
https://fount.aucegypt.edu/etds/1572

This Master's Thesis is brought to you for free and open access by the Student Research at AUC Knowledge
Fountain. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of AUC
Knowledge Fountain. For more information, please contact thesisadmin@aucegypt.edu.

A MERICAN U NIVERSITY IN C AIRO

M ASTER OF S CIENCE T HESIS

Channel Feedback in FDD Massive MIMO Systems with
Multiple-Antenna Users

Author:

Supervisor:

Mahmoud AlaaEldin

Dr. Karim Seddik

A thesis submitted in partial fulfillment of the requirements
for the degree of Master of Science
in Electronics and Communications Engineering
January 20, 2019

iii

Declaration of Authorship
I, Mahmoud AlaaEldin, declare that this thesis titled, “Channel Feedback in
FDD Massive MIMO Systems with Multiple-Antenna Users” and the work
presented in it are my own. I confirm that:
• This work was done wholly or mainly while in candidature for a research degree at this University.
• Where any part of this thesis has previously been submitted for a degree or any other qualification at this University or any other institution, this has been clearly stated.
• Where I have consulted the published work of others, this is always
clearly attributed.
• Where I have quoted from the work of others, the source is always
given. With the exception of such quotations, this thesis is entirely
my own work.
• I have acknowledged all main sources of help.
• Where the thesis is based on work done by myself jointly with others,
I have made clear exactly what was done by others and what I have
contributed myself.

Signed:

Date:

v

AMERICAN UNIVERSITY IN CAIRO

Abstract
School of Sciences and Engineering
Electronics and Communications Engineering Department
Master of Science
Channel Feedback in FDD Massive MIMO Systems with
Multiple-Antenna Users
by Mahmoud AlaaEldin

vi
In this thesis, we consider the problem of Angle of Departure (AoD) based
channel feedback in Frequency Division Duplex (FDD) massive MultipleInput Multiple-Output (MIMO) systems with multiple antennas at the users.
We consider the use of Zero-Forcing Block Diagonalization (BD) as the downlink precoding scheme. We consider two different cases; one in which the
number of streams intended for a user equals the number of antennas at
that user and the other case in which the number of streams is less than
the number of user antennas. BD requires the feedback of the subspace
spanned by the channel matrix at the user or a subspace of it in the case
of having a smaller number of streams than the number of antennas at a
specific user. Based on our channel model, we propose a channel feedback
scheme that requires less feedback overhead compared to feeding back the
whole channel matrix. Then, we quantify the rate gap between the rate
of the system with perfect Channel State Information (CSI) at the massive
MIMO Basestation (BS) and our proposed channel feedback scheme for a
given number of feedback bits. Finally, we design feedback codebooks
based on optimal subspace packing in the Grassmannian manifold. We
show that our proposed codes achieve performance that is very close to
the performance of the system with perfect CSI at the BS. We also propose
a vector quantization scheme to quantize the channel matrix of the user
when optimal power allocation across multiple streams is adopted. Simulation results show that the vector quantization scheme combined with
power optimization across the streams outperforms the subspace quantization scheme at the low SNR regime. However, the situation is reversed at
high SNR levels and subspace quantization with uniform power allocation
becomes better.
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Chapter 1

Introduction
1.1

General overview on massive MIMO

The field of wireless communications has been growing very fast through
the last decades. Many improvements have been done to the field and a lot
of ideas have been proposed too in order to make the wireless systems more
reliable and provide higher data rates to every user. A lot of techniques
have been proposed to increase the throughput like the multi antenna systems. It was proved in the literature that equipping the wireless systems
with more than one antenna at both the transmitter and the receiver side
can raise the capacity of the systems by orders of magnitude. Then, massive
MIMO, which is a new technology in MIMO systems, has been recently proposed in the literature, and it is expected to be the future technology to be
applied in the fifth generation of mobile technology (5G). Massive MIMO
wireless communication systems are the systems that are equipped with
a very large number of antennas (hundreds of antennas) at the base station side, and they have been shown to introduce massive improvements in
both spectral efficiency and energy efficiency [1], [2], [3]. MIMO systems attracted the researchers through the last three decades because of their high
achievable data rates and their ability to scale up the capacity of the wireless
channels. These improvements in the achievable throughput led to more
robust and fast data transfer in our daily life. Thanks to MIMO systems,
new emerging technologies have appeared like WIFI, 4G and 5G. Initially,
previous research in the literature focused on point to point MIMO systems where both the transmitter and the receiver have multiple antennas.
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However, the focus now is towards more practical systems which are called
multi-user MIMO (MU-MIMO) systems, where a base station with a huge
number of antennas serves a number of single-antenna users at the same
time. Massive MIMO is a special case of MIMO systems where we exploit
providing the base station with a large number of antennas in order to serve
multiple users at a time and hence increase the network throughput. Massive MIMO can improve the capacity and reliability of wireless systems.
Massive MIMO has moved the complexity to the base station only and the
user equipment’s can be cheap single antenna devices. Although conventional MIMO systems, where the base station has only a few number of antennas, achieved significant improvement in the spectral efficiency, this enhancement is still modest and we are in need for more utilization of the resources.

The results from random matrix theory [4] prove that the number of
users per cell does not depend on the size of it, and the energy per bit
needed for transmission goes to zero as the number of antennas in a MIMO
cell goes high to infinity. Also, we can use very simple signal processing
algorithms, like matched filter precoding and detection, in order to achieve
such benefits. As long as the number of antennas at the base station will be
much larger than the number of users in a MU-Massive MIMO cell, there
are many degrees of freedom that can be utilized to form the transmitted
signals with a low cost from the hardware point of view or to cancel interference [5]. In order to realize such a system in practical use, there are
algorithms and techniques for massive MIMO that are studied to reduce the
computational

complexity

as

much

as

possible.

Not only the spectral efficiency that can be improved using massive
MIMO, but also the energy efficiency of such a system is way better than
the corresponding single antenna systems. It is shown that each single antenna user in a massive MIMO system can reduce its transmitted power [6]

1.2. Organization of the thesis

3

proportional to the number of antennas at the base station. This proportionality in scaling down the transmitted power can be achieved with perfect
CSI. However, the reduction in power can be proportional to the square root
of the number of antennas in the case of imperfect CSI. Although massive
MIMO can reduce the power significantly in this way, it can achieve the
same performance as the opposite single input single output (SISO) systems. This is a great result from the energy efficiency point of view, and it is
very important for future wireless communications when the consumed energy

is

a

big

issue

[7],

[8].

Channel estimation is a crucial part in massive MIMO systems as all
the linear transmit precoding schemes like minimum mean square error
(MMSE) and zero-forcing (ZF) cannot be done without knowing the CSI
as perfect as possible. The performance of massive MIMO systems based
on various linear receivers has been studied from various perspectives [9],
[10], [11] and [12]. Not only channel estimation but also the feedback of the
estimated CSI to the base station again is very important to perform precoding and digital beam-forming on the transmitted signals. The challenges
that face massive MIMO is that it has a very large number of antennas and
hence the transmitted overhead (pilot signals) is also very large which will
decrease the system throughput. The choice of the pilot signals used in
channel estimation is a design issue and they must be chosen in a way that
minimizes the overhead [13] and [14]. After estimation of the downlink
channels at the user equipment, the feedback stage comes. This feedback
data must be compressed in an efficient way that minimizes the feedback
overhead without affecting the performance of the system or losing some
information in the compression process.

1.2

Organization of the thesis

This thesis presents some work and contributions in massive MIMO Frequency Division Duplex (FDD) systems and how to efficiently feed back

4
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the CSI of the cell users to the BS to perform precoding and beamforming.
The thesis is organized as follows:
• Chapter (2) presents a literature review of the channel feedback problem in massive MIMO systems.
• Chapter (3) discusses the massive MIMO channel model as well as
the proposed line packing based quantization of the massive MIMO
channel in the case of single antenna users. We also compare the performance of line packing against random vector quantization in the
chapter.
• In chapter (4), the channel feedback problem is discussed in the case
of multiple antenna users. We also presents mathematical analysis to
quantify the rate gap between the ideal and the quantized channel
cases.
• Chapter (5) discusses a power optimization scheme that optimally allocates the total power over multiple data streams.
• In chapter (6), we provide the conclusions of this thesis and propose
some directions for future research.

1.3

List of contributions of this thesis

• In chapter (3), we present an efficient channel feedback scheme from
the users to the BS. The feedback codebook is designed based on a
Grassmannian codebook designed by line packing on the Grassmannian manifold.
• In chapter (4), we consider the problem of channel feedback in FDD
massive MIMO systems with multiple antennas at the users.
• We design efficient feedback codebooks based on optimal subspace
packing on the Grassmannian manifold

1.3. List of contributions of this thesis

5

• We consider two different cases; one in which the number of streams
intended for a user equals the number of antennas at that user and
the other case in which the number of streams is less than the number
of user antennas.
• We propose a channel feedback scheme that requires less feedback
overhead compared to feeding back the whole channel matrix as BD
requires the feedback of the subspace spanned by the channel matrix
at the user or a subspace of it in the case of having less number of
streams than the number of antennas at a specific user.
• We quantify the rate gap between the rate of the system with perfect CSI at the massive MIMO BS and our proposed channel feedback
scheme for a given number of feedback bits.
• In chapter (5), we propose an optimal power allocation scheme that
allocates the total power over the multiple data streams. We propose
a vector quantization scheme that is combined with power optimization and the simulations show that it is better than subspace quantization in the low SNR regime.
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Literature review
2.1

Summary of latest work on massive MIMO channel estimation and feedback

Generally, in FDD systems, the downlink channels are different from the
uplink ones. This means that the base station transmits its data to the
users in the call on channels with certain frequencies and receive data form
the users on channels with other frequencies. The base station performs
channel estimation for the uplink by making the users send different pilot signals. The pilot transmission for uplink channel estimation requires
time which does not depend on the number of antennas at the base station. However, to acquire CSI for the downlink channels in FDD systems,
we need two stages. First, the base station transmits the pilot signals to
the users in the cell, then the users use these known pilots to estimate the
downlink channels. After that, the users feedback these estimates, complete
or partial, to the BS. The time needed for sending pilot signals to estimate
the downlink channels is proportional to the number of antennas at the
base station side. So, as massive MIMO size becomes larger, the transmitted overhead becomes larger too and hence the traditional methodology for
channel

estimation

becomes

infeasible.

The problem of channel estimation in massive MIMO FDD systems has
been discussed in many recent papers. However, it still needs improvement and more research to bring it from theory to practice. For example,
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[15] discussed a spatially common sparsity based adaptive channel estimation and feedback scheme for FDD systems based massive MIMO systems.
The proposed scheme in this paper tried to adapt the training symbols as
well as the pilot design to make reliable estimates of the downlink channel with significantly reduced overhead. They proposed a non-orthogonal
pilot design scheme which is very different from the conventional orthogonal pilot design. Then they exploited the fact that the massive MIMO
channels are sparse in the angle domain, so a compressive sensing based
adaptive scheme for acquiring CSI was proposed. The overhead in this
scheme only adaptively depends on the sparsity level of the channels. Then
they proposed a joint estimation of the channels having multiple subcarriers. Then the paper suggested a closed-loop channel tracking algorithm exploiting the temporal correlation of massive MIMO systems. This scheme
adaptively designs orthogonal pilot signals based on the previous channel estimations in order to enhance the performance of estimation. Finally, the paper discussed a distributive sparsity adaptive matching pursuit algorithm which makes use of the spatially common sparsity of the
channels in massive MIMO to estimate a group of channels jointly at one
time. Compared with the conventional techniques, this algorithm highly
reduces the required overhead with the same computational complexity.

[16] proposed an angular domain pilot design and channel estimation
for massive MIMO FDD systems. It proposed a pilot design scheme in the
angular domain exploiting what is known as the sparsity of the channels
in the angular domain. By exploiting this sparsity, we can dramatically reduce the required overhead in order to estimate all the channels in massive
MIMO systems. The paper first proposed how to estimate the dominant
angular set of the downlink channels from the uplink channels using the
directional reciprocity of the FDD channels. It introduces an index calibration algorithm to get the dominant downlink angular set from those in
uplink taking into account the difference in wavelengths between both sets
in FDD systems. After estimating the dominant angular set, it proposes

2.1. Summary of latest work on massive MIMO channel estimation and
9
feedback
two different schemes to estimate channels in that dominant set. One of
the two schemes, is complete orthogonal pilot design, while the other one
is partial orthogonal. After that, the paper discussed the feedback schemes
corresponding to the two estimation schemes in order to send the estimated
channels at each user back to the base station. Simulation results showed
that the proposed angular domain pilot design has a good performance
with low mean square error (MSE) while reducing the pilot signals overhead.

A non-coherent trellis-coded quantization (NTCQ) with encoding complexity that scales linearly with the number of BS antennas was proposed in
[17]. The authors exploited the duality between source encoding in a Grassmannian manifold in order to find a vector in the codebook that maximizes
beamforming gain) and non-coherent sequence detection (for maximum
likelihood decoding with respect to to uncertainty in the channel gain).
They obtained a low-complexity implementation of NTCQ encoding using
Viterbi algorithm applied to standard trellis coded quantization. The authors exploited that non-coherent detection can be realized near-optimally
using a bank of coherent detectors in order to reduce the complexity. Channel properties such as temporal and spatial correlations were exploited in
order

to

develop

advanced

NTCQ

schemes.

In multiuser massive MIMO systems, when the users are able to exchange the CSI, it is not clear whether they should feed back the channel or
the precoder itself. [18] compared the precoder feedback scheme against the
channel feedback scheme. The authors found that when there are sufficient
number of bits to exchange CSI, the precoder feedback scheme is better than
channel feedback scheme in the sense that it reduces the interference leakage to 1/(K − 1) of the channel feedback scheme, where K is the number
of users. Additionally, when the number of feedback bits increases, the interference leakage of the precoder feedback scheme reduces faster than the
channel

feedback

scheme

.
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The problem of pilot beam pattern design for channel estimation in massive MIMO systems with large number of transmit antennas at the BS was
proposed in [19]. The authors proposed a new algorithm for pilot beam
pattern design for optimal channel estimation assuming that the channel
is a stationary Gauss-Markov random process. They exploited Kalman filtering properties, the prediction error covariance matrices and the channel
statistics such as spatial correlation in order to design the pilot beam pattern
sequentially. The design generated an optimal sequential sequence of pilot
beam patterns with low computational complexity for a given set of system
parameters.

[20] discussed a distributed compressive channel estimation scheme for
FDD massive MIMO systems was proposed and a feedback scheme to send
the estimated channels to the base station was also proposed. The paper
used the compressive sensing technique in order to reduce the amount of
training overhead as well as the feedback in the estimation process in multi
user massive MIMO systems. This technique makes use of the hidden sparsity structure which is an important feature in the user channel matrices
in massive MIMO systems. The paper proposes a distributed compressive
sampling scheme instead of applying the conventional one so that each user
locally gets the compressed measurements while the CSI recovery is jointly
done at the base station. The base station uses the joint orthogonal matching
pursuit algorithm to jointly estimate the channels for each user with the aid
of using the hidden joint sparsity in the users’ channels. The paper introduced some insights of how to exploit the joint sparsity to improve the performance of the channel estimation process, simulation results showed that
the estimated channels have good quality in terms of the mean square error.

[21] introduced a compressed channel feedback scheme for correlated
massive MIMO channels is proposed. The channels are quantized based on
compressive sensing technique in order to be fed back to the base station

2.1. Summary of latest work on massive MIMO channel estimation and
11
feedback
with low overhead. This paper used a model which consider that the base
station has a 2-dimentional uniform square array of antennas which has
channels with high correlations. The paper used the zero-forcing precoder
as a multiple access technique, so it must know all the channel matrix in order

to

form

the

precoders.

A new sparsifying basis that reflects the long-term characteristics of the
channel was proposed in [22]. It does not need to change as long as the spatial correlation model does not change. They presented a new reconstruction algorithm for compressed sensing, and also proposed dimensionality
reduction as a compression method. They proposed a new codebook for
the compressed channel quantization assuming no other-cell interference
in order to feed back the compressed CSI in practice. They provided simulation results to confirm that the proposed channel feedback schemes show
better performance in point-to-point (single-user) and point-to-multi-point
(multi-user)

scenarios.

A limited feedback scheme for massive MIMO systems based on principle component analysis (PCA) was discussed by [23]. The proposed scheme
makes a good use of the spatial correlations of massive MIMO channels.
The mobile station compresses the spatially correlated channels into lower
dimensional channel state information. The resultant compressed channel
information is then fed back to the base station with reduced overhead as
well as lower complexity for codebook search. Each mobile station uses a
compression matrix in order to perform compression process, and this matrix is attained by applying the principle component analysis on the channel
state information which is estimated over the long run at the mobile station.
The numerical results show that the PCA based scheme can significantly
reduce the feedback overhead without degrading the system performance
dramatically.

12
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In [24], a reduced-dimensional subspace codebook (RDSC) was pro-

posed for Millimeter Wave (mmWave) massive MIMO systems relying on
a lens antenna array (LAA). They first generated the large-dimensional
vectors in the channel subspace, which is determined by the angles-ofdeparture of the dominant paths, specifically under the concept of angle
coherence time. Then, based on the generated vectors in the channel subspace, they considered both the lens and the beam selector to create the
RDSC. Finally, the equivalent channel is quantized using the proposed RDSC
and fed back to the BS. The authors provided mathematical performance
analysis of their proposed RDSC and showed that its feedback overhead is
reduced proportional to the number of dominant paths per user which is
relatively small.

2.2

AoD-adaptive subspace codebook for channel feedback in FDD massive MIMO systems

An adaptive subspace code book based on angles of departure for channel feedback was proposed by [25]. The scheme proposed a code book
design which has a significantly reduced size which will result in much
reduced feedback overhead. The paper utilized the idea of the angle coherence time which is much larger than the paths’ gains coherence time.
The path angles of departure vary much slower than the channel gains,
consequently we can exploit this fact to reduce the frequency of the feedback information which is sent to the base station. The paper discussed an
adaptive subspace codebook which is based on the angles of departure in
order to quantize the massive MIMO channel vector. The paper used the
random vector quantization as a proof of concept, but it does not consider
a static design for the quantizer such that it minimizes the quantization
error. The paper was built on a simple philosophy which is the channel
vector always locates in the low dimensional subspace from the ambient
full dimensional subspace, so you need not to feedback all entries of the
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channel vector but all you need is to feedback the projections of this channel vector on the basis vectors of the subspace. This argument is very useful that it will reduce the amount of feedback bits dramatically because it
compresses the channel information in a very efficient way. As the number of quantization vectors increase, the performance will reach the ideal
case of perfect channel state information, but the number of feedback bits
will also increase and hence increase the feedback overhead. The paper
provided some performance analysis to prove that the number of feedback
bits is linearly proportional to the number of basis vectors of the channel
subspace which is also the number of resolvable paths each has a different
angle of departure. Also, to maintain a constant gab between the ideal case
and the proposed scheme with all signal to noise ratio values, the paper
proved that we have to increase the number of quantization vectors for the
codebook and hence this will result in increasing the number of feedback
bits too. Fig. (2.1) shows the performance curve that exist in the original paper [25]. The figure shows the per-user rate of a massive MIMO cell
with one BS having 128 transmit antennas serving 8 single antenna users.
The graph shows that the proposed scheme gives a performance which is
near optimal, but again the number of feedback bits increases as the signal
to noise ratio (SNR) values increase. As SNR increases, the system additive noise becomes insignificant compared to the noise that comes from the
channel quantizer. Consequently, more feedback bits are needed to quantize the channel vectors at the users in order to maintain a constant rate gap.

Now, we find that most of the papers cited above do not consider the
design of the channel feedback scheme, or just assume random vector quantizers as a proof of concept. However, these quantizers do not result in the
best performance. Furthermore, random vector quantizers do not provide
a systematic was to design the feedback quantizer. Furthermore, most of
the recent papers in MU-massive MIMO do not consider more than one
antenna at each user in their system model. They assume that the BS has
a very large number of antennas, but each user has only a single antenna.
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F IGURE 2.1: Comparison of the per-user rate between the
ideal case of perfect CSIT and the practical cases of limited
channel feedback [25]

However, it could be useful to consider multiple antennas at the user side
because this will provide better estimation of the massive MIMO channels
by exploiting the correlations between the channels of the users’ antennas.
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Channel Feedback in Massive
MIMO Systems
This chapter is divided into two sections. In the first section, we discuss the
massive MIMO channel model in details. Then, the second section presents
a systematic approach to design the channel feedback codebooks in multiuser massive MIMO systems with a single BS and multiple single antenna
users. In this case, the codebook design is formulated as a line packing
problem over the Grassmannian manifold.

3.1

The classical narrowband ray-based downlink channel model

In this section, the downlink channel model that is commonly assumed in
massive MIMO systems is discussed. To be concrete, we focus on the uniform linear arrays in the case of MISO channels [26], where the transmit
antennas are spaced on a straight line.

3.1.1

Line of sight MISO channel

The simplest MISO channel has only one line-of-sight from the transmit antenna array to a single receive antenna. Hence, there only exist free space
without any reflectors or scatterers, and only a single path from each transmit antenna to the receive antenna. The antenna separation is ∆t λc , where
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F IGURE 3.1: Line-of-sight channel with multiple transmit
antennas and single receive antenna [26]

λc is the wavelength of the carrier and ∆t is the normalized transmit antenna separation, normalized to the unit of λc . The transmit antenna array
has a dimension which is much smaller than the distance between it and
the receive antenna. The impulse response of the channel between the ith
transmit antenna and the receive antenna is given by

hi (τ ) = a δ(τ − di /c), i = 1, 2, · · · , nt ,

(3.1)

where di is the distance between the ith transmit antenna and the receive
antenna, a is the attenuation of the channel and c is the speed of light. Let
di /c << 1/BW in order that the path delay be smaller than the data symbol
time duration which results in flat fading, where BW is the bandwidth of
the channel. Then the complex baseband channel coefficient is given as




j2πdi
j2πfc di
hi = a exp −
= a exp −
,
c
λc

(3.2)

where fc is the frequency of the carrier. Thus, the MISO channel can be
written as
y = hT x + n,

(3.3)

where x ∈ Cnt ×1 is transmitted signal vector from the antenna array and
n∼CN (0, N0 ) is the additive noise. The channel coefficients vector hT =
[h1 , h2 , · · · , hnt ] is called the signal direction or the spatial signature of the
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transmit antenna array. The channel paths from each of the transmit antennas to the receive antenna are, to a first order, parallel as the distance
between the transmit antenna array and the receive antenna is much larger
than the size of the antenna array. Hence, we can express di as

di ≈ d − (i − 1)∆t λc cosφ, i = 1, · · · , nt ,

(3.4)

where d is the distance from the receive antenna to the first transmit antenna
in the array and φ is the angle of departure of the line of sight from the
transmit array to the receive antenna. The value (i − 1)∆t λc cosφ is the
displacement of the ith transmit antenna from transmit antenna 1. Hence,
the spatial signature is given as




1







exp(j2π∆t cosφ)




j2πd 

h = a exp −
exp(j2π2∆t cosφ) 

.
λc


..


.




exp(j2π(nt − 1)∆t cosφ)

(3.5)

Hence, the signals received at the receive antenna from each of the transmit
antennas differ in phase by 2π∆t cosφ. Finally, let’s define the unit spatial
signature in the directional cosine cosφ as [26]


1









exp(−j2π∆
cosφ)
t




1 
et (cosφ) = √  exp(−j2π2∆t cosφ) 
.
nt 

..


.




exp(−j2π(nt − 1)∆t cosφ)

3.1.2

(3.6)

MISO channel model with reflectors and scatterings

In this part, the MISO channel model is discussed when there are reflectors that surround the BS and the receive antenna is located in a multi-path
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F IGURE 3.2: Massive MIMO channel model [16]

fading environment. The number of resolvable paths P seen by the BS depends on the scatters around the BS as in Fig. (3.2). Each one of these resolvable paths has a different Angle of Departure (AoD) from the BS. Then,
the resolvable paths are each received at the receive antenna after passing
through a multiplicative fading channel. Hence, each path is multiplied by
a complex rayleigh fading coefficient gi ∼CN (0, 1). Therefore, the overall
channel vector seen at the receive antenna is given as

h=

P
X

gi ei (cosφi ),

(3.7)

i=1

where ei (cosφi ) is the spatial signature of the ith resolvable path between
the transmit antenna array and the receive antenna.

3.2

Line packing based channel feedback in massive
MIMO systems with single antenna users

The massive MIMO channel model that we discussed in the previous section was used in [25]. It was proposed a random quantization scheme of
the channel vectors. The random quantization scheme is not structured
and cannot be used in real systems.

3.2.1

System model

It was assumed in [25] a mmWave massive MIMO broadcast (downlink)
system with a single BS communicating with K single-antenna users. The
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BS has M transmitting antennas while each user one single antenna. This
model assumes that the number of transmitting antennas is much higher
than the number of users (i.e., M >> K). This assumption is necessary in
massive MIMO systems since it makes simple linear processing like zero
forcing and MMSE precoders be optimal. They considered a narrowband
ray-based downlink channel model for the downlink channel vectors Hk ∈
C1×M at the k th user [25]

Hk = gk Ak (φk,1 , φk,2 , · · · , φk,Pk ).

(3.8)

The matrix Ak (φk,1 , φk,2 , · · · , φk,Pk ) ∈ CPk ×M is defined as:



a(φ
)
k,1 



 a(φk,2 ) 


Ak (φk,1 , φk,2 , · · · , φk,Pk ) = 

..


.




a(φk,Pk )

(3.9)

where Pk is the number of resolvable paths from the BS to the k th user. The
parameter φk,i (1 ≤ i ≤ Pk ) represents the AoDs of the ith path of the k th
user. Hence, a(φk,i ) ∈ C1×M is the spatial signature of the ith propagation
path of the k th user, and it can be written as
dl

a(φk,i ) = [1, e−j2π λ

cos (φk,i )

dl

, · · · , e−j2π λ (M −1) cos (φk,i ) ],

(3.10)

where λ is the signal wavelength and dl is the spacing between every two
successive antennas at the BS. From Eq. (3.8), we can notice that the k th
user’s channel vector for each antenna is a linear combination of its Pk
steering vectors scaled by the complex gains of that path. gk ∈ C1×Pk is
a vector whose elements contain the complex path gains at the k th user
(i.e., the entry gk (i) represents the complex gain of the ith path at user k).
The complex path gains in gk are assumed to be Independently and Identically Distributed (i.i.d.) circularly-symmetric complex Gaussian random
variables with zero mean and unit variance.
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Now, assuming that the spatial signatures a(φk,i ) are known at the BS,

only the complex path gains gk are needed to be quantized and fed back to
the BS. We extensively talk about the AoD-adaptive codebooks in chapter
(4).
Now, we extend the work in [25] by structured codebooks to quantize
the channels of the users and we show by simulations that the proposed
codebooks give a better performance than the random codebooks. The
quantization vectors ,that quantize gk , must be chosen in a way that they are
maximally separated from each other, not random. We propose a systematic approach to quantize and feed back the channel vectors in multi-user
massive MIMO systems with single antenna users. The codebook design is
formulated as a line packing problem over the Grassmannian manifold.

3.2.2

Complex line/subspace quantization

In this sub-section, we present the random vector/subspace quantization as
well as quantization based on packing of lines/subspaces over the Grassmannian manifold. Random subspace quantization are used to analyse
the performance of systems by averaging over these random selections of
codebooks. However, they cannot be used in practical systems due to their
random nature. On the other hand, subspace packing over Grassmannian
manifolds provides structured codebooks that can be used in practical systems, and its performance is always better than random quantization. Subspace packing quantization is always suitable for quantizing the channel
vectors/matrices with complex Gaussian coefficients because the channel
subspace, in that case, is isotropically distributed over the complex space.
Subspace packing quantization is commonly used is regular MIMO and
multi user MIMO systems.
Random Subspace Quantization codebooks
In general, the design of optimal quantization codebooks is a very hard
problem, especially when the number of subspaces to be separated is large.
Hence, the performance in such cases can be studied by averaging over
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random codebooks [27]. It is easier to analyze the performance of random codes in this case, and this would provide us with some performance
bounds for structured codes. In random subspace quantization, each one of
the 2B quantization subspaces is independently chosen from the isotropic
distribution on the d-dimensional unit sphere. The set of all Q-dimensional
subspaces in a d-dimensional space, where Q < d represent a Grassmannian manifold, which is denoted by Gd,Q . The 2B random subspaces, that
form the random quantization codebook, are uniformly distributed over
Gd,Q . A random subspace chosen uniformly over Gd,Q can be generated by
generating an Q × d matrix whose elements are i.i.d. complex Gaussian.
Then, an orthonormal basis for the row space of this matrix is calculated
using QR decomposition.

Grassmannian Subspace Packing
The design of the quantized channel matrices is done using subspace packing in Grassmannian manifold. The packing problem tends to find 2B subspaces in a higher dimensional space such that the minimum distance between two subspaces is maximized. There are many distance metrics that
have been used for packing subspaces in the Grassmannian manifold. In
this chapter, we adopt the chordal distance as our distance metric. The
codebook design is done by solving the packing problem of 2B Q-dimensional
subspaces in a complex Euclidean space of dimensionality d. We follow the
iterative algorithm stated in [28] in order to solve the subspace packing
problem. The solution of this problem is usually simpler when the number of subspaces in the codebook 2B is lower than d2 . In that case, the
minimum distance between two subspaces in the codebook can reach the
Rankin bound [28], which is the maximum attainable theoretical distance.

Complex line/subspace packings in Grassmannian manifolds We define first the complex Grassmannian manifold G(Q, Cd ) as the set of all Qdimensional subspaces in the ambient d-dimensional space Cd . We state
our problem as we want to pack N subspaces in G(Q, Cd ), i.e. we want to
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get N subspaces each has a dimension of Q from the ambient space Cd [28].
When these subspaces have a dimension of Q = 1, we call the Grassmannian manifold then as projective space and the problem reduces to packing
lines that pass through the origin of a Euclidean space. In order to solve
the packing problem, we solve an optimization problem which states that
the minimum distance between two subspaces have to be maximized. By
doing this, we will ensure that the resulting subspaces are well separated
from each other. There are many interesting metrics in the Grassmannian
manifolds that lead to different packing problems. We only consider metrics that are functions of what we call the principle angles between the two
Q-dimensional subspaces. The metric that we use here to introduce our
algorithm is called the chordal distance between two Q-dimensional subspaces, and it is given by the following relation [28],

distchord (S, T ) =

q
h
i1
2 2
sin2 (θ1 ) + · · · + sin2 (θQ ) = Q − kS H T kF ,

(3.11)

where θ1 , · · · , θQ are called the principle angles between the two Q-dimensional
subspaces, kkF is the frobenius norm, and S and T are matrices that contains an orthonormal basis for each subspace on their columns. These principle angles can be efficiently determined by solving the singular value decomposition problem of the matrix S H T and obtaining the singular values
of it. The produced singular values are the cosines of the desired principle angles that we want to determine. We define the Gram Matrix Gr as
a configuration matrix which defines a collection of N subspaces each has
a dimension of Q in an ambient space of dimension d i.e. it represents N
Q-dimensional subspaces in G(Q, Cd ). In order to construct the Gr matrix,
we define X as a matrix of dimension d × QN and it can be constructed like
the following,
X = [X1 , X2 , · · · , XN ]

(3.12)

where Xn is a nonunique d × Q matrix whose columns are an orthonormal
basis for the nth subspace out of the N subspaces that we have. So, back
to the Gram matrix, we can define it as Gr = X H X. By construction, the
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rank of Gr always does not exceed d and it is positive semi-definite. The
dimension of Gr is QN × QN , so we can consider it as an N × N block
matrix that consists of Q × Q blocks.

Packings with chordal distance Suppose that we want to get a packing
of N subspaces in G(Q, Cd ) equipped with the chordal distance. Let X be a
configuration matrix of the N subspaces which consists of N matrices, Xn ,
each has Q columns that represent an orthonormal basis for each subspace.
We want to get X such that
H
max kXm
Xn kF ≤ µ
m6=n

(3.13)

We can formulate this feasibility problem in terms of the Gram Matrix
Gr . If we assume that there is a configuration matrix X that satisfy this
feasibility condition, then its corresponding Gr matrix have the following
properties [28]:
• Gr is Hermitian.
• Each diagonal block of Gr is an identity matrix.
• kGmn kF ≤ µ for each m 6= n.
• Gr is positive semidefinite.
• Gr has a rank of d or less.
• Gr has trace QN .

The algorithm

We notice from the above properties that the first three are

structural properties as they control the entries of the Gr matrix directly,
while the second three are spectral ones as they constrain the eigenvalues of
the matrix. In order to solve our feasibility problem stated above, we have
to find a matrix that satisfy both the constraint sets. This section addresses
the algorithm of finding the configuration matrix X [28].
Input to the algorithm:
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(0)

• QN × QN Hermitian matrix Gr

• Maximum number of iterations Tmax
Output from the algorithm:
• A QN × QN matrix Gout that satisfy the spectral constraints and its
diagonal blocks are the identity matrices
Algorithm 1: Subspace packing algorithm
1
2

Initialize t = 0
Determine a matrix H (t) that solves
min

H∈structuralconstraints
3

(t+1)

Determine a matrix Gr

kH − G(t)
r kF

that solves
min

G∈spectralconstraints

kGr − H (t) kF

5

Increment t
If t < Tmax return to step 2

6

Define the block diagonal matrix D = diag(Gr

4

7

(Tmax )

Return the matrix Gout = D

−1
2

)

(T
) −1
Gr max D 2

The algorithm is iterative and it is not guaranteed to converge in norm.
Consequently, we have to stop the procedure after a fixed number of steps
instead of looking at the behavior of the iterates. The output matrix Gout
must share all the properties that were listed above except the third one
that may be violated. This violation is because we usually do not know
the minimum packing diameter that we wish to reach. It is like we are
trying to reach an optimal solution that we do not know. Also, the output
matrix always adheres to a factorization G = X H X, where X is a d × QN
configuration matrix that we want to calculate.

3.2.3

Simulation results

In this section, we compare the performance of the proposed line packing based quantization scheme with the random vector quantization which
was proposed in [25]. The following figures show that line packing quantizer outperforms the random vector quantization. We simulated a single
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massive MIMO cell with one BS and K = 8 single antenna users. The BS
has M = 128 antennas forming a Uniform Linear Array (ULA). The ratio
between the antenna spacing and the carrier wavelength is

dl
λ

= 0.5, and

the number of resolvable paths at each user is P = 3. We only quantize
the path gains vector of each user rather than quantizing the whole channel
vector as the spatial direction a(φk,i ) of user k is known at the BS. For Random Vector Quantization (RVQ) case, we pick N = 2B vectors at random
on the complex P -dimensional unit sphere to form our random codebook.
Then, the quantization of the path gain vector is performed using this codebook. After that, the performance of the system is averaged over the random codebooks as well as the random channel vectors. For line packing
based quantization, we construct N = 2B vectors (Q = 1 dimensional subspaces) in a P -dimensional complex space using the line/subspace packing algorithm discussed in the previous sub-section. Once we construct the
codebook, we fix it for all iterations while averaging only over the distribution of the channel vectors.
The following figures show the performance of linepacking against RVQ.
It is noticed that as the number of quantization vectors N = 2B increase,
the performance of RVQ approaches the performance of line packing based
quantization. This is because that at large N , the random vectors in a random codebook may be distributed well in the space and they are well separated from each other since we have a large number of vectors elements.
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F IGURE 3.3: Line packing vs RVQ in case of 3 bits/user
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F IGURE 3.4: Line packing vs RVQ in case of 4 bits/user
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F IGURE 3.5: Line packing vs RVQ in case of 5 bits/user
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F IGURE 3.6: Line packing vs RVQ in case of 6 bits/user
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Chapter 4

Channel Feedback in Massive
MIMO Systems with
Multi-Antenna Users
[29]

4.1
4.1.1

System Model
Downlink Massive MIMO Channel Model

In this chapter, we assume a mmWave massive MIMO broadcast (downlink) system with a single BS communicating with K multi-antenna users.
We assume in this chapter the same system model discussed in 3.2.1, but
the k th (∀k ∈ {1, 2, · · · , K}) user has Nk receiving antennas. We consider a
narrowband ray-based downlink channel model for the downlink channel
matrices Hk ∈ CNk ×M at the k th user as in Chapter (3)

Hk = Gk Ak (φk,1 , φk,2 , · · · , φk,Pk ),

(4.1)

where Ak is the spatial direction, and Gk ∈ CNk ×Pk is the complex path
gains matrix.
During the angle coherence time of φk,i , the channel vector of each antenna of user k is only distributed in a Pk -dimensional subspace, called as
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the channel subspace in this thesis, of the full M -dimensional space. We assume throughout the thesis that the channel subspace Ak , which is a function of the AoDs, is known at both user k and the BS. The AoDs can be
estimated at the k th user using the standard Multiple Signal Classification
(MUSIC) algorithm [30], then they are fed back to the BS once after every
angle coherence time. Consequently, the BS only needs to know the low
dimensional path gains matrix Gk ∈ CNk ×Pk in order to generate the actual
channel matrix Hk . In this thesis, we neglect the overhead coming from reporting the AoDs to the BS because it is very low compared to the overhead
coming from reporting the path gains in Gk .
The BS sends mk streams to user k, where mk ≤ Nk . Let uk ∈ Cmk ×1
contains the mk data symbols to be transmitted simultaneously to the k th
user such that
uk = [uk,1 uk,2 · · · uk,mk ]T .

(4.2)

Before transmitting the users’ data symbols over the channel, the k th
user symbol vector is multiplied by the precoding matrix Fk ∈ CM ×mk .
Thus, the overall transmitted vector x ∈ CM ×1 , which contains all the data
symbols intended for all users, is given by:

x=

K
X

(4.3)

Fj uj

j=1

and the received signal at the k th user can be written as:

yk = Hk x + nk = Hk Fk uk + Hk

K
X

Fj uj + nk ,

(4.4)

j=1
j6=k

where nk ∈ CNk ×1 is the circularly symmetric complex Gaussian noise vector at the k th user with a zero vector mean and identity covariance matrix.
The second term in Eq. (4.4) represents the summation of the interference, from the signals intended to all other users in the cell, at user k. The
users’ precoding matrices, Fk ’s, are unitary matrices (i.e., FH
k Fk = Imk ), and
h
i
γ
in order to adhere to the power constraint, we have E kuk k2 = K
, ∀k ∈
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{1, 2, · · · , K}, where γ is the total transmit power at the BS.

4.1.2

Partial CSI Feedback

The training overhead to perform channel estimation at the receiver side
increases in massive MIMO systems as the number of transmit antennas
at the BS increases [1]. However, there are many effective downlink channel estimation schemes that address this problem with a highly reduced
amount of training overhead [15], [31] and [16]. Consequently, we assume
in this thesis that each user knows its downlink channel matrix.
The channel matrix Hk of each user is required at the BS in order to perform precoding and power allocation. However, we assume in this chapter
that the total power of each user is uniformly allocated across its multiple
data streams. Hence, in order to perform BD, which will be discussed thoroughly in Sec. 4.2.1, it is only required to feed back the spatial direction of
each user’s effective channel. The spatial direction of the k th user is defined
e k ∈ Cmk ×M , where H
e k represents
as the subspace spanned by the rows of H
the subspace of the effective channel of user k. In case of mk = Nk , the spatial direction of the k th user is the subspace spanned by the rows of its chane k,
nel matrix itself Hk ∈ CNk ×M . The quantization of the spatial direction H
b k ∈ Cmk ×M , is chosen from the codebook Ck = {Ck,1 , Ck,2 , · · · , Ck,2B },
say H
that consists of 2B matrices in Cmk ×M , where B is the number of feedback
bits for each user and the rows of Ck,i are orthonormal. The details of the
beamforming matrix design as well as the codebook design are discussed
in Sec. 4.2 and Sec. 4.3, respectively. The k th user quantizes its spatial dib k = Ck,Z , where the index Zk is
e k to a quantization subspace H
rection H
k
calculated such that:
e k , Ck,i ),
Zk = arg min d2 (H

(4.5)

i∈[1,2B ]

where d(Hk , Ck,i ) is the distance metric between the two matrices Hk and
Ck,i . In this chapter, we adopt the chordal distance discussed in chapter (3)
as our distance metric, which is given by Equ. (3.11). Note that we do not
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feed back any channel magnitude information to the BS because we need to
reduce the feedback overhead amount. Hence, we assume uniform power
allocation across the data streams in this chapter.

4.2

Design of BD based beamforming matrices

In this section, we present the details of the block diagonalization (BD) precoding scheme. Then, we analyze the per-user data rates of the BD scheme.

4.2.1

Design of Users’ Beamforming Matrices

In this chapter, we consider BD as our linear BS precoding technique. BD is
a zero-forcing technique which completely nulls the interference at each
user due to the signals transmitted to all other users. Thus, BD can be
thought of as a generalization of channel inversion in cases of multiple
antennas per user. Following the BD algorithm, each Fk is chosen under
the constraint of having Hj Fk = 0, ∀j 6= k. This leads to obtaining an
orthonormal basis for the null space of the matrix formed by stacking all
{Hj }j6=k matrices. This procedure nulls the interference terms in Eq. (4.4) at
each user. BD is different from the conventional Zero-Forcing (ZF) precoding, where every complex data symbol to be transmitted to the nth antenna
(among the Nk antennas) of the k th user is precoded by a vector which is
orthogonal to all the rows of Hj , j 6= k, and is orthogonal to all rows of Hk
except the nth one. In other words, conventional ZF forces every transmitted data symbol to be received by only one antenna at the intended user.
This results in more restrictions in designing the BS precoders and results
in a degraded performance if compared to BD based precoders design.
However, in practice, we cannot achieve zero interference as the BS does
not have perfect knowledge of {Hk }K
k=1 . In the case of limited feedback, BS
has access to a quantized version of the subspace spanned by the rows of
b k . We follow the strategy in [32], where the BS treats the
each Hk , namely H
b K as the true channel subspaces while
b 1, H
b 2, · · · , H
quantized subspaces H
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performing the BD procedure. In that case, we denote the generated preb1 , F
b2 , · · · , F
bK in order to distinguish them from those
coding matrices as F
selected with perfect channel knowledge at the BS.
We assume in this chapter that the number of antennas of the k th user,
Nk , is smaller than the number of resolvable paths Pk , (i.e., Nk < Pk ). Thus,
all antennas of user k are independent from each other since they experience Pk independent paths with independent path gains (i.e., entries of
Gk are independent). We consider two different cases when designing the
bk , ∀k ∈ {1, 2, · · · , K} as follows.
precoding matrices F
Case I: Nk = mk
In this case, it is assumed that the number of antennas of the k th user, Nk ,
is equal to the number of complex data symbols mk to be simultaneously
transmitted to it. Define Wk as


b T1 · · · H
b Tk−1 H
b Tk+1 · · · H
b TK
Wk = H

T
,

(4.6)

b k , k ∈ {1, 2, · · · , K}, is the quantized feedback version of the origwhere H
e k of the k th user. The zero-interference constraint
inal spatial direction H
bk of the k th user to lie in the null space of Wk .
forces the precoding matrix F
The channel subspace of the k th user Ak only depends on the AoDs of the
user which are assumed to be independent from one user to another. Thus,
b k are linearly
we can conclude that the spatial directions of different users H
independent from each other. Consequently, the rank of Wk of the k th user
e k = rank(Wk ) = NR − Nk , where NR is the aggregate number of receive
is L
P
antennas (i.e., NR = K
k=1 Nk ). Define the Singular Value Decomposition
(SVD) of Wk as
h
i
(1)
(0) H
Wk = Uk Σk Vk Vk
,

(4.7)

(1)
e k right singular vectors, while V(0) have the rewhere Vk holds the first L
k

e k ) right singular vectors. Hence, V(0) forms an orthonormal
maining (M − L
k
basis for the null space of Wk , and therefore, its columns are candidates for
bk .
the columns of the k th user precoding matrix, F
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b k V(0) . Due to
The effective channel of the k th user is the product H
k
nulling the interference of other users, this is now equivalent to the singleuser MIMO capacity maximization problem and the best precoder is, thus,
the right singular vectors of that effective channel [33]. Let L̄k be the rank of
e k }, where
b k V(0) and it is upper bounded by L̄k ≤ min{Lk , L
the product H
k
b k . Thus, the SVD of the effective channel of the k th user
Lk is the rank of H
is given by:
b k V(0)
H
k



h
i
Λk 0 (1) (0) H
= Qk 
,
 Rk Rk
0 0

(4.8)

(1)

where Λk is L̄k × L̄k and the columns of Rk are the first L̄k singular vectors.
(0)

(1)

Finally, the product Vk Rk forms an orthonormal basis of dimension L̄k ,
and it represents the precoding matrix that maximizes the capacity of the
k th user while achieving zero interference.
bk = V(0) R(1) .
F
k
k

(4.9)

Case II: Nk > mk
In this case, it is assumed that the number of antennas of the k th user, Nk ,
is larger than the number of complex data symbols, mk , to be simultaneously transmitted to that user. Adding more antennas at each receiver enhances the diversity gain at each user. In addition, having more antennas at the users than the number of data streams means that we only feed
back a smaller subspace of the right singular vectors of the channel matrix
Hk ∈ CNk ×M of user k. This, in turn, enhances the capacity of the system.
Let the SVD of the channel matrix Hk of the k th user be:
Hk = Uk Σk VH
k,

(4.10)

where Uk ∈ CNk ×Nk and Vk ∈ CM ×M are unitary matrices, and Σk ∈
CNk ×M is a rectangular matrix that has the singular values on its diagonal.
Let Vk,mk be a matrix that contains the first mk columns of Vk . From Eq.
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(4.10), we can notice that each row of Hk is a linear combination of the complex conjugate of the first Nk columns of Vk . Thus, the subspace spanned
by the first Nk columns of Vk is equivalent to the subspace spanned by the
complex conjugate of the rows of the channel matrix Hk ∈ CNk ×M . Consequently, we can conclude that the subspace spanned by the first Nk columns
of Vk always lies in the subspace spanned by the rows of A∗k ∈ CPk ×M . This
is important since Ak is assumed to be already known at the BS. Then, we
can use a low dimensional codebook, to be designed in Sec. 4.3, in order
to quantize Vk,mk . It was proved in [34] that the columns of Vk,mk are
isotropically distributed on the subspace they lie in. Hence, a Grassmannian packing based codebook, to be presented in Sec. 3.2.2, can be used to
b k,m ∈ CM ×mk , and
quantize Vk,mk . Let the quantized version of Vk,mk be V
k
it is chosen from the codebook C according to Eq. (4.5).
Now, following the conventional BD procedure, let Sk ∈ CM ×(M −

PK

i=1,i6=k

represent the orthonormal basis of the null space of Wk , where
H


b 1,m1 · · · V
b k−1,m V
b k+1,m · · · V
b K,m
Wk = V
K
k−1
k+1

.

(4.11)

H

b k,m Sk . The SVD
The effective channel of the k th user will be the product V
k
of this product is given by:
h
i
H
(1)
(0) H
b
,
Vk,mk Sk = Qk Λk Rk Rk

(4.12)

(1)

where Rk represents the first mk right singular vectors. Finally, the prod(1)

uct Sk Rk form an orthonormal basis of dimension mk , and it represents
bk ∈ CM ×mk that maximizes the capacity of the k th
the precoding matrix F
bk is given by
user while achieving zero interference. The precoding matrix F

bk = Sk R(1) .
F
k

(4.13)

mi )
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Hence, the received vector yk ∈ CNk ×1 at user k becomes

yk = Hk Fk uk +

K
X

bj uj + nk .
Hk F

(4.14)

j=1,j6=k

The received vector yk , in Eq. (4.14), is finally left multiplied by UH
k,mk ,
where Uk,mk ∈ CNk ×mk is the matrix that contains the first mk columns of
the matrix Uk given in Eq. (4.10).

4.2.2

The Per-User Rate

The BS can perform downlink precoding on the data vectors uk ∈ Cmk ×1
intended for each user based on the fed back quantized spatial directions
b k . As described above, we consider the BD based linear
represented by H
precoding at the BS to obtain the beamforming matrices for each user Fk .
The BD strategy involves linear precoding that eliminates the interference
at each user due to all other users as discussed in Sec. 4.2.1. Hence, the
second term in Eq. (4.4), which represents the interference at the k th user
due to all other users, is canceled in the case of perfect CSI at the BS (i.e.,
bk ≡ H
e k ). Then, the per-user ergodic rate for case I is given by [35]:
H

RCSIT,I (γ) = E log2 Imk +

γ
H
Hk Fk FH
k Hk .
Kmk

(4.15)

For case II, the total effective channel after left multiplying Eq. (4.14) by
H
UH
k,mk is Uk,mk Hk Fk . Hence the per-user ergodic rate for case II is given by:

RCSIT,II (γ) = E log2 Imk +

γ
H
UH Hk Fk FH
k Hk Uk,mk ,
Kmk k,mk

(4.16)

where k is the user index, and a uniform power allocation policy is adopted.
The expectation is evaluated over the distribution of the channel matrix, Hk .
In the case of limited feedback of B bits for each user, the interference at
the k th user due to all other users cannot be completely eliminated because
b k is not exactly
the quantized spatial direction spanned by the rows of H
e k . As a
the same as the original spatial direction spanned by the rows of H
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result, this quantization leads to residual interference power, and the peruser rate for case I is given by [32]:

RQUANT,I (γ) = E log2 Imk +

K
γ X b bH H
Hk Fj Fj Hk −
Kmk
j=1

E log2 Imk +

K
γ X b bH H
Hk Fj Fj Hk .
Kmk

(4.17)

j=1
j6=k

Similarly, the per-user rate for case II due to quantization is given by:
RQUANT,II (γ) = E log2 Imk +

E log2 Imk +

K
H
γ X H
Fj HH
Fj b
Uk,mk Hk b
k Uk,mk −
Kmk j=1
K
H
γ X H
Uk,mk Hk b
Fj b
Fj HH
k Uk,mk ,
Kmk j=1

(4.18)

j6=k

where k is the user index, and the expectation is evaluated over the distribution of the channel matrices, Hk ∀k ∈ {1, 2, · · · , K}, and the correH
bj . The term Hk F
bk F
bH
sponding quantized precoding matrices, F
k Hk repreK
P
H
bj F
bH
sents the useful signal intended for user k and,
Hk F
j Hk reprej=1,j6=k

sents the muti-user interference at user k.

4.3

AoD-adaptive Subspace Codebook

The path angles of departure of the k th user, φk,i s, defined in Eq. (4.1) depend on the obstacles that surround the BS. These obstacles are expected to
change their physical positions in a much longer time than the channel coherence time. On the other hand, for the path gains represented by Gk in Eq.
(4.1), one resolvable path is formed by a set of scatters around user k, which
consists of a number of unresolvable paths. Hence, path gains, Gk ’s, are expected to change much faster than path AoDs, φk,i ’s [25], [36]. However, the
size of Gk is very low compared to the original channel matrix Hk and here
comes the reuction in feedback overhead. During the angle coherence time,
e k is isotropically distributed in the
the spatial direction of the k th user H
channel subspace, which is spanned by the rows of Ak (φk,1 , φk,2 , · · · , φk,Pk ).
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As shown in Eq. (4.1), each row of the channel matrix Hk is composed of Pk
paths, where Ak (φk,1 , φk,2 , · · · , φk,Pk ) is completely determined by the path
e k in the row space of Ak
AoDs. The reason for the uniform distribution of H
is that the rows of Ak (steering vectors) are asymptotically orthogonal to
each other (i.e., Ak AH
k ≈ M IPk ) [25]. Additionally, the path gains in Gk are
modeled as i.i.d. circularly symmetric complex Gaussian random variables
with zero mean and unit variance, which causes the user’s spatial direction to be uniformly distributed in its channel subspace during the angle
coherence time.
Due to limited scattering of mmWave, the number of paths Pk is much
smaller than the number of transmit antennas M at the BS [37]. Therefore, the row space of Ak is only a subspace of the full M -dimensional
space. Thus, assuming that the BS knows the AoDs, we can only quantize and feed back the path gains matrix Gk ∈ CNk ×Pk . Then, the quantization subspace Ck,i of the proposed AoD-adaptive subspace codebook
C = {Ck,1 , Ck,2 , · · · , Ck,2B } is formed by:
1
Ck,i = √ Xi Ak ,
M

(4.19)

where Xi ∈ Cmk ×Pk is a matrix whose rows are orthonormal, and its row
space is isotropically distributed over the complex Pk -dimensional space.

4.3.1

Subspace Quantization codebooks

We use random subspace quantization as well as subspace packing over the
Grassmannian manifold to quantize the path gains matrix Gk . The random
quantization is used to analyse the system by averaging over all the generated codebooks, however we use subspace packing quantization in order
to design structured codebooks to be used in practical systems. For the random subspace quantization in our problem, a number of 2B subspaces, each
having a dimension of mk , are picked at random in a Pk -dimensional Euclidean space. The set of all mk -dimensional subspaces in a Pk -dimensional
space represent a Grassmannian manifold, which is denoted by GPk ,mk . The
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2B random subspaces, that form the random quantization codebook, are
uniformly distributed over GPk ,mk .
To obtain structured codebooks that can be used in practical systems,
the design of the quantized path gain matrices Xi is done using subspace
packing in Grassmannian manifold. The packing problem tends to find 2B
subspaces in a higher dimensional space such that the minimum distance
between two subspaces is maximized. There are many distance metrics
that have been used for packing subspaces in the Grassmannian manifold.
In this chapter, we adopt the chordal distance, defined in ??, as our distance
metric. The codebook design is done by solving the packing problem of 2B
mk -dimensional subspaces in a complex Euclidean space of dimensionality
Pk . We follow the iterative algorithm discussed in Sec. (3.2.2) in order to
solve the subspace packing problem. The solution of this problem is usually simpler when the number of subspaces in the codebook 2B is lower
than Pk2 . In that case, the minimum distance between two subspaces in the
codebook can reach the Rankin bound [28], which is the maximum attainable theoretical distance.

4.4

Throughput analysis

In this section, we calculate the rate gap between the ideal rate and the rate
using a random subspace quantization scheme. We study the rate gap for
case I assuming that all users have the same number of receive antennas
(i.e., Nk = mk = N ) and same number of resolvable paths (i.e., Pk = P ).
We derive an expression for the required number of feedback bits to achieve
some constant rate gap, where we prove that the number of bits scales linearly with the transmit power γdB in dB.

4.4.1

Rate Gap

The per-user rate of the ideal case of case I is given by Eq. (4.15), and the
per-user rate of the practical case of case I is given by Eq. (5.8). Following
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red >> Quantized CSI with 4 bits/user
black >> Difference between ideal and quantized CSI (rate gap)
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F IGURE 4.1: Simulation of the rate gap for both
isotropically distributed channel and actual massive
MIMO channel model using 4 bits/user with
N = 2, K = 8, M = 128 and P = 3

Theorem 1 of [32], which gives an upper bound for the rate gap in MultiUser MIMO systems, we derive an expression for the per-user rate gap due
to limited feedback in our massive MIMO system model. We make an approximation that the subspace spanned by the rows of the channel matrix
of the k th user Hk is isotropically distributed in the M -dimensional complex space. The channel subspace Ak has a certain structure based on the
AoD’s which make it hard to follow its exact distribution over the complex
space. The following figures show that this approximation is valid as the
rate gap of the isotropic distribution case is a bit larger than the rate gap
of the actual distribution case of the massive MIMO channel model. Hence
this approximation can be taken as an upper bound for the actual rate gap.
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red >> Quantized CSI with 4 bits/user
black >> Difference between ideal and quantized CSI (rate gap)
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F IGURE 4.2: Simulation of the rate gap for both
isotropically distributed channel and actual massive
MIMO channel model using 4 bits/user with
N = 2, K = 8, M = 128 and P = 5

The per-user rate gap ∆R(γ) is bounded as follows:

∆R(γ) = RCSIT,I (γ) − RQUANT,I (γ)
(a)

(4.20)

γ
H
Hk Fk FH
k Hk −
KN
γ
H
bk F
bH
E log2 IN +
Hk F
k Hk +
KN

≤ E log2 IN +

K
γ X b bH H
E log2 IN +
Hk Fj Fj Hk
KN

(4.21)

K
γ X b bH H
Hk Fj Fj Hk
KN

(4.22)

j=1
j6=k

(b)

= E log2 IN +

j=1
j6=k


(c)

= E log2 IN +

(d)

≤

log2 IN +

γ e 
Hk
KN


X

bj F
bH
eH
H
F
j
k βk

(4.23)

j6=k

h
i
γM P
H
e kF
bj F
bH
e
H
(K − 1)E H
j
k
K

(4.24)
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Here, (a) follows by neglecting the positive semi-definite interference
terms in the quantity:

E log2 IN +

K
γ X b bH H
Hk Fj Fj Hk .
KN

(4.25)

j=1

bk are isotropically distributed
Following the BD procedure, both Fk and F
according to our approximation, and they are chosen independent of Hk .
This means that the first two terms in Equ. (4.21) are the same and hence
N ×M
eH e
e
gives (b). By writing HH
k Hk = Hk βk Hk , where the rows of Hk ∈ C

forms an orthonormal basis for the subspace spanned by the rows of Hk ,
and βk are the N non-zero and unordered eigenvalues of HH
k Hk . Step (c)
follows using the fact that |I + AB|= |I + BA| for matrices A and B. Finally,
(d) follows from Jensen’s inequality due to the concavity of log, noting that
E[βk ] = M P N IN .
h
i
e kF
bj F
bH
eH
The value E H
j Hk was evaluated in [32] as the following equation
h
i
H
e kF
bj F
bH
e
E H
H
j
k =

D
,
KP − N

(4.26)

where D is the average subspace quantization error which is given by:
h
i
ek , H
bk ) ,
D = E d2 (H

(4.27)

ek , H
b k ) is the chordal distance defined in Eq. (??).
and d(H
Hence, the rate gap can be upper bounded using the following equation


γ(K − 1)M P
∆R(γ) ≤ N log2 1 +
D .
K(KP − N )

4.4.2

(4.28)

Quantization Error

In this subsection, we calculate the quantization error, D, of the spatial direction of user k when the AoD-adaptive subspace codebook is used. We
have Ck,Zk =

√1 XZ Ak
k
M

ek =
and H

e A ;
√1 G
M k k

then, the quantization error
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is given by


2

e k CH
D=E N− H
k,Zk


(e)

e k XH
≈E N− G
Zk



F
2

"

1 e
H
=E N−
Gk Ak AH
k XZk
M

2

#
(4.29)

F


(4.30)

F

e k ∈ CN ×P is a matrix whose rows are orthonormal and its row
where G
e k . Step (e) is true
space represents the subspace spanned by the rows of G
e
due to Ak AH
k ≈ M IP . Both Gk and XZk are isotropically distributed subspaces on the P -dimensional space. Then, we can bound the quantization
error as [32]:
D ≤ D̄ =

Γ( T1 )
1
B
(CP N )− T 2− T ,
T

where T = N (P − N ) and CP N =

4.4.3

1
T!

(4.31)

(P −i)!
i=1 (N −i)! .

QN

Feedback Bits

Now, we discuss the required number of feedback bits B that results in a
constant rate gap. After bounding the quantization error by D̄, the rate loss
can be bounded as:


γ(K − 1)M P
D̄ .
∆R(γ) ≤ log2 1 +
K(KP − N )

(4.32)

Let the rate gap be such that ∆R(γ) ≤ log2 (b) bps/Hz, and substituting for
D̄ from Eq. (4.31), then the number of feedback bits that guarantees this
rate loss is given by:


1
N

K(KP − N )
− 1)
(K − 1)M P

B = 3.3 T log10 (γ) − T log2 (b
!
Γ( T1 )
+ T log2
− log2 (CP N ),
T

where B scales linearly with the transmit power γdB in dB.



(4.33)
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F IGURE 4.3: BD vs conventional ZF: case I with
Nk = mk = 2

4.5

Numerical Results

In this section, the performance of the proposed feedback system and codebook design is examined and verified. The system parameters are set as follows. The number of antennas at the BS is M = 128, the number of users in
the system is K = 8, the number of antennas at each user is Nk = N = 2, the
number of data streams transmitted simultaneously to each user is mk = 2
and the number of resolvable paths is P = 3. The path AoDs of the users


are independent and uniformly distributed in − 12 π, 12 π .
Fig. (4.3) compares the performance of BD and the conventional ZF
scheme for case I with Nk = mk = 2. Fig. (4.3) also compares the performance of the ideal case, where perfect CSI is assumed available at the
BS, and the limited feedback case where quantized CSI is fed back to the
BS with B = 2 and 4 per user. Note that in the case of conventional ZF
scheme, the channel vector of each antenna at the k th user is separately
quantized and fed back to the BS; therefore, the feedback bits for each user
are divided among its receive antennas in this case. This is because in the
case of conventional ZF, any user antenna is used to receive a single stream
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and all other streams must be nulled (even other streams intended for the
same user), which is not the case for BD. In Fig. (4.3), we plot the per-user
rate using the AoD-adaptive codebook with both random subspace quantization and using Grassmannian subspace packing based coodbook. From
this figure, we can easily see the performance gains of the BD approach
as compared to the conventional ZF approach. In addition, it can be noticed that Grassmannian codes are always better (or slightly better) than
random codes. Note that Grassmannian codes are more structured, which
deem them suitable for practical implementation, while random codes are
impractical. Finally, it is clear that increasing the number of feedback bits
enhances the system performance, and we can get arbitrary close to the
performance of the ideal system with perfect CSI at the BS.
Fig. (4.4) compares the performance of BD with ideal and quantized CSI
against the ideal and quantized CSI of the conventional ZF scheme for case
II with Nk = 3, mk = 2 with B = 2 and 4 per user. The same observations
mentioned above while commenting on the results of Fig. (4.3) apply in this
case as well. Moreover, it is noticeable that case II has higher per-user rate
than case I for the same number of user streams. This is due to the fact that
in case II we assume more receiving antennas at each user than the number
of streams, which introduces diversity gain at the users.
In Fig. (4.5), we present numerical results for the practical per-user rate
when using random quantization codebook. The required number of feedback bits is scaled as per Eq. (4.33) in order to guarantee a maximum rate
gap of log2 (b), where we show the results for b = 2 and 4. We notice in Fig.
(4.5) that the rate gap between the ideal (perfect CSI at the BS) and practical
cases does not increase as the SNR increases; this is due to scaling the number of feedback bits B with the transmitted power γdB as explained above.
It is clear that the rate gap at any SNR does not exceed the maximum value
of log2 (b), which validates the expression in (4.33).
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Chapter 5

Water Filling Based Channel
Quantization and Feedback
In this chapter, we consider optimal power allocation accross the multiple
data streams that are sent to the users. Compared to chapter (4), in which
we only feedback the subspace information, we now need to quantize and
feedback the channel vector of each antenna separately. We first present a
vector quantization scheme in order to quantize the channel matrices. Then,
we discuss optimal power optimization scheme that maximizes the system
performance specially in the low SNR regime.

5.1

Water filling based channel quantization and feedback

In this section, we discuss the quantization and feedback of the channel matrix Hk of the k th user when optimal power allocation accross the multiple
data streams is applied. In the case of uniform power allocation, only the
subspace spanned by the columns of Hk i.e. (the spatial direction of user
k) is needed at the BS. However, to allow the BS to perform the algorithm,
extra information about the channel matrix of each user Hk is needed. The
waterfilling algorithm needs to know the direction of each channel vector
of user k, i.e. the direction of the rows of Hk , and it needs also to know the
magnitude information of each direction, i.e. the frobenius norm of each
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row of Hk . Consequently, we cannot use the subspace quantization codebook that we used in the previous sections, but instead we shall quantize
and feedback each of the Nk channel vectors separately in order to maintain
the direction information in each of them. As will become later, there will
be a fundamental tradeoff when we compare the water-filling approach we
are presenting in this chapter to the subspace based channel quantization
discussed in chapter (4). At low SNRs, water-filling approach gives a better performance than subspace quantization. However, at high SNRs, subspace quantization approach outperforms the other approach. This can be
attributed to the fact that at low SNRs, the performance is limited by the additive noise in the system. However, at high SNRs, the system performance
is limited by the quantization noise.

5.1.1

Proposed channel quantizer for water filling

Now, the proposed quantization technique of the channel matrix Hk of the
k th user is discussed. The total number of bits B allocated for quantizing Hk
are equally distributed among the rows of Hk . As discussed in Sec. 4.3, we
only need to feedback the path gains matrix Gk because the channel subspace of each user Ak is assumed to be known at the BS. Hence, each row
of the path gains matrix Gk ∈ CNk ×Pk is quantized separately using vector
quantization. The quantization of the ith row, gk,i ∈ C1×Pk , of the path gains
matrix Gk is chosen from the codebook Ck,i = {ck,i,1 , ck,i,2 , · · · , ck,i,2B∗ },
where ck,i,j ∈ C1×Pk is the j th quantization vector in the codebook and B ∗
is the number of bits used to quantize each row, gk,i , of Gk . The k th user
quantizes its Gk to Nk quantization vectors that form the quantized path
b k , where G
b k is defined as:
gains matrix G
iT
h
T
T
T
b
Gk = ĝk,1 , ĝk,2 , · · · , ĝk,Nk ,

(5.1)
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and ĝk,i = ck,i,Zk,i is chosen from the codebook Ck,i , where the index Zk,i is
calculated such that:
Zk,i = arg min 1 − gk,i cH
k,i,j
j∈[1,2B ∗ ]

2

(5.2)

.

Additionally, the squared frobenius norm of the ith row of Gk , kgk,i k2F , is
quantized and fed back to the BS. The magnitude information of the channel vectors does contribute in the power allocation solution because it affects the calculation of the singular values of the effective channel, Hk Fk , of
user k, where Fk is the precoding matrix. We show next, in Sec. 5.1.2, the
procedures of the power allocation solution and how it is computed using
the singular values of Hk Fk . The squared frobenius norm kgk,i k2F has an Erlang distriution with parameters (Pk , 1) because the entries of gk,i ∈ C1×Pk
are modeled as complex Gaussian random variables with zero mean and
unit variance. Hence, we can quantize kgk,i k2F using Lloyd-Max scalar
quantizer [38], [39] based on Erlang distribution and number of quantization levels equals to 2Bnorm , where Bnorm is the number of bits allocated for
quantization

of

kgk,i k2F .

The proposed channel quantizer in this section is suboptimal when we
do not perform water filling to do power allocation among the data streams
intended to the users. The subspace quantization proposed in Sec. 4.3 is
better than this quantizer when the BD with uniform power allocation is
used. The reason for this is that the BD procedure does not require the
direction information of each row vector of Hk but only the spatial direction
of it as discussed in Sec. 4.1.2 i.e. (the subspace spanned by the rows of
Hk ). Hence, the subspace quantization perform better in this case because it
e k.
puts all the bits in quantizing the spatial direction of the channel matrix H
However, we show next that the proposed vector quantizer in this section
performs better than subspace quantization when combined with optimal
power allocation accross the data streams at low-to-mid SNR regime.
Fig. (5.1) compares the performance of the two different quantizers
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4.5
BD with subspace quantization, 4 bits/channel subspace
BD with the proposed vector quantizer without
water filling, 2 bits/channel vector
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F IGURE 5.1: Performance comparison between BD with
subspace quantization vs the proposed vector quantization
when no water filling is used: with Nk = 2, P = 3, K = 8,
and M = 128

when uniform power allocation accross the data streams is adopted. The
figure shows that subspace quantization clearly outperforms the proposed
vector quantization in all SNR ranges. This shows that subspace quantization of Hk is always better than vector quantization when using BD with
uniform power allocation strategy.

5.1.2

Power optimization algorithm

Due to limitations of the zero-forcing techniques in general when the system noise is high, BD based precoding is sub-optimal in the low SNR regime.
Consequently, in this section, we introduce a power optimization technique
aiming to maximize the total sum rate of the system. Power optimization
accross the data streams is discussed under both perfect and limited CSI
feedback cases.
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Power optimization assuming ideal CSI at the BS
In this part, the power optimization algorithm based on ideal CSI at the
BS is discussed. We are interested in finding the power allocation diagonal
matrices ∆k , ∀k ∈ {1, 2, · · · , K} that maximize the sum rate of the whole
1/2

system. Hence, the precoding matrix at the BS for user k becomes Fk ∆k .
When considering the BD based linear precoding at the BS, the inter-user
interference is totally cancelled and the sum rate of the system assuming
perfect CSI knowledge at the BS becomes:

Rtot = E

(K
X

)
H
log2 INk + Hk Fk ∆k FH
k Hk

,

(5.3)

k=1

where Fk is the precoding matrix at user k and the diagonal elements of ∆k
scale the power transmitted into each of the columns of Fk . Because of the
nature of the BD structure, the BS sees every user as a point-to-point MIMO
link. Therefore, the sum information rate of the system can be calculated
as:
Rtot = E

(K
X

)
log2 INk +

Λ2k ∆k

,

(5.4)

k=1

where Λk is a diagonal matrix whose elements σk,i are the singular values of the effective channel, Hk Fk , of user k and ∆k is a diagonal matrix
whose elements δk,i are the power values transmitted into each of the Nk
data streams of user k. Now, the power allocation problem that maximizes
the sum-rate can be rewritten as:

max
δk,i

s.t.

Nk
K X
X
k=1 i=1
Nk
K X
X

2
log2 1 + σk,i
δk,i



δk,i ≤ γ,

k=1 i=1

where γ is the total transmitted power at the BS. The above problem is
clearly a convex optimization problem and it can be solved using the standard solutions. The solution of this problem is well known and it has a
closed form expression [33] when solved using the Lagrange multiplier
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method. Let a Lagrange multiplier α to be used with the power constraint
at the BS, hence the corresponding unconstrained maximization problem is
given by:
L(α, δk,i ) =

Nk
K X
X

2
log2 1 + σk,i
δk,i



k=1 i=1

−α

Nk
K X
X

!
δk,i − γ

.

k=1 i=1

Due to the KKT conditions, the partial derevatives of L w.r.t. δk,i are


 = 0, when δk,i > 0
∂L
=
∂δk,i 
 ≤ 0, when δk,i = 0

(5.5)

Then, the power allocation solution for the ith data stream of the k th user is
derived as:

∗
δk,i

=

1
1
− 2
α σk,i

!+
.

(5.6)

The value of α is determined such that the total power constraint at the
BS is satisfied. Hence, α is the solution of the following equation:
Nk
K X
X
k=1 i=1

1
1
− 2
α σk,i

!+
= γ.

(5.7)

Power optimization algorithm considering vector quantization of CSI at
the BS
Now, the power optimization algorithm when considering limited feedback of CSI at the BS is discussed. We shall use the proposed vector quantizer as discussed in Sec. 5.1.1. The path gains matrix Gk is first quantized
b k at the k th user then fed back to the BS. Then, the BS uses G
b k to form
to G
b k and hence going through the BD procedure to generate the precoding
H
bk as discussed in Sec. 4.2.1. Then, power optimization accross the
matrices F
data streams is adopted at the BS. Algorithm (2) concludes these steps in an
easy way.
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Algorithm 2: Power optimization across the data streams
b k based on vector quantization and send it
1 User k quantizes Gk into G
2
3

4

5

to the BS
b k Ak
bk = G
The BS calculates H
The BS performs the BD procedures and generates the precoding
bk
matrices F
The BS computes the singular values, Λk , of the effective channel,
b kF
bk , of user k
H
The BS calculates the value α that satisfies this equation
Nk
K X
X
k=1 i=1

6

!+
=γ

The BS calculates the optimal power scaling values, δ̂k,i , according to
∗
δ̂k,i

7

1
1
− 2
α σ̂k,i

=

1
1
− 2
α σ̂k,i

!+

bk ∆1/2
The final scaled precoding matrix of user k becomes F
k

Due to limited feedback of CSI at the BS, the interference on user k due
to signals of other users is not totally canceled. Because of this residual
interference, we cannot express the information rate of user k as in Equ.
5.4. Hence, the per-user rate considering limited feedback of CSI and power
optimization across the data streams is given by:

Rlimited,k (∆k ) = E log2 INk +

K
X

H
b j ∆j F
bH
Hk F
j Hk −

j=1

E log2 INk +

K
X

H
b j ∆j F
bH
Hk F
j Hk .

(5.8)

j=1
j6=k

5.1.3

Numerical results

In this part, the performance of the derived power allocation scheme based
on the proposed vector quantizer is examined and verified. Also, we compare the power allocation scheme based on vector quantization with the
subspace quantization technique discussed in Sec. 4.3. The system parameters are set as follows. The number of antennas at the BS is M = 128, the
number of users in the system is K = 8, the number of antennas at each
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4
Red
: Perfect CSI cases
Black
: Quantized cases with 8 bits per user
Blue
: Quantized cases with 4 bits per user
Solid lines : Regular BD (No water filling)
Dashed lines: BD with Water filling

3.5

Per user rate

3

2.5

2

1.5

1
0

2

4

6

8

10

SNR (dB)

F IGURE 5.2: Performance of BD without power
optimization vs BD with power optimization for both ideal
and quantization cases with B = 4, 8 bits/user
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BD with water filling and perfect CSI
BD with water filling and vector quantization B = 8 bits/user,
with perfect norm info
BD with water filling and vector quantization B = 8 bits/user,
without norm info
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1.6

Per user rate

1.4

1.2

1

0.8

0.6
-2

-1.5

-1

-0.5

0

0.5

1

1.5

SNR (dB)

F IGURE 5.3: Performance of BD based suspace
quantization vs BD based vector quantization with power
optimization at low SNR range with 8 bits/user
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1.8
BD with water filling and vector quantization B = 8 bits/user,
4 bits for the directions, and 4 bits for the norms
BD with water filling and vector quantization B = 4 bits/user,
without norm info
BD with water filling and vector quantization B = 8 bits/user,
without norm info
BD with water filling and perfect CSI
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F IGURE 5.4: Performance comparison of BD based vector
quantization with water filling when only quantizing the
direction information vs quantizing both directions and
norms

user is equal to the number of data streams transmitted simultaneously to
each user which is Nk = N = 2, and the number of resolvable paths is
P = 3.
In Fig. (5.2), the performance of the BD scheme without power optimization is compared against the performance of BD with power optimization for both ideal and quantization cases. We use a total of B = 8 and 4 bits
per user whether for subspace quantization or for vector quantization. The
graph clearly shows that ideal BD with power optimization (water filling)
outperforms the regular ideal BD for all SNR ranges. However, the gap between both schemes gets decreased in higher SNR regions. The reason of
this fact is that water filling resists the system noise. Hence, at high SNR
values, the system noise nearly becomes insignificant and the regular BD
approaches BD with water filling.
Fig. (5.2) also shows that there is a trade-off between both schemes in
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the case of limited feedback (quantization). In the low SNR regime, waterfilling with the proposed vector quantization scheme is better than the
regular BD with subspace quantization. The reason of this trade-off is that
we have two sources of noise in that case, the system noise and the quantization noise. At low SNR, the system noise is more dominant than the
quantization noise, hence using water filling along with vector quantization is more useful as it is more immune to the system noise. However,
at high SNR, the noise resulted from the quantization of Hk is more dominant. Hence, no gain is added from using the water filling solution, and
subspace quantization, which is the better quantizer as in Fig. (5.1), gives a
better performance.
As long as BD based power optimization scheme is useful at the low
SNR regime, Fig. (5.3) shows a comparison of both schemes in the range
from SNR = −2dB to SNR = 2dB with B = 8 bits/user. The graph shows
that BD based water filling using the proposed vector quantization clearly
outperforms the regular BD based subspace quantization at these low SNR
levels. There is nearly a gain of 1dB in SNR when using water filling with
vector quantization. This gain is moderately good at these low SNR levels. Fig. (5.3) also shows the effect of having the ideal frobenius norms of
the channel vectors gk,i on the water filling solution at the BS. It is clear
that these norm information does enhance the BD based vector quantization with water filling because it affects the singular values calculation of
the effective channels of the users as discussed before. However, the performance of the water filling scheme is still better than the regular BD based
subspace quantization if all the bits are put in quantizing only the directions
of gk,i and no information is fed back about the norms of gk,i .
Finally, we show in Fig. (5.4) that there is no any gain of quantizing
the frobenius norms of gk,i when we have a limited number of feedback
bits per user, but we shall put all the bits in quantizing only the directions.
As previously discussed in Sec. 5.1.1, we used the Lloyd-Max algorithm to
quantize kgk,i k2F which has an Erlang distribution. The performance of BD
based vactor quantization with water filling is better when we allocate the
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total B = 8 bits for quantizing the directions of gk,i than allocating 4 bits for
the directions and another 4 bits for the squared norm values.
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Chapter 6

Conclusions and Future Work
6.1

Conclusions

In this work, we have considered the problem of channel feedback in FDD
massive MIMO systems with single and multiple antenna users. We have
considered the line packing problem on the Grassmannian manifold to quantize the channel vectors in the case of single antenna users. We have considered the use of BD at the massive basestation in the case of multi antenna
users. Based on the nature of our channel model, we have devised a channel feedback scheme to reduce the required feedback bits. We showed that
the joint feedback of the channel vectors of the receive antennas based on
subspace packing reduces the feedback overhead dramatically compared
to the ZF scheme on each receive antenna separately. The gain in this case
comes from two sources, the first one is using BD instead of ZF. The second
source of gain is using subspace quantization rather than vector quantization. Then, we have quantified the rate loss due to the use of channel
feedback (compared to the case with perfect CSI at the BS). Also, we have
proposed a systematic approach to design the channel feedback codebooks
in which the codebook design is formulated as a subspace packing problem over the Grassmannian manifold. These structured codebook have a
better performance than RVQ as well as they can be used in practical systems. Finally, we proposed a power allocation scheme to distribute the total power at the BS over the multiple data streams intended to the users.
We also combined power optimization with a proposed vector quantization
scheme of the channels and this led to a better system performance in the
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low SNR regime. A fundamental trade-off appears when we compared vector quantization scheme against subspace quantization. Simulation results
prove that at high SNR, subspace quantization is better than vector quantization, however at low SNR, the vector quantization scheme outperforms
subspace quantization scheme. The reason behind this is that at low SNR,
the additive noise is very high compared to quantization noise. However,
at high SNR, the additive system noise becomes insignificant compared to
the quantization noise resulted from quantizing the channel vectors.

6.2

Future directions

For future work, we need to study the mathematical analysis of the trade off
between the waterfilling scheme and subspace quantization at low SNRs.
Also, we need to quantify the effect of quantizing the frobenius norms of
the channel vectors on the water-filling algorithm and how much this contributes to the rate loss of the system users.
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