For leaky prediction based FGS (Fine Granularity Scalability), constant quality constrained rate adaptation, i.e., how to optimally truncate/allocate bits given the current channel bandwidth, is still an open problem. The difficulty lies in obtaining accurate R-D (rate-distortion) curves for leaky prediction based FGS (L-FGS) due to the dependency among video frames. In this paper, we propose an accurate R-D model, which considers not only the distortion introduced in the current frame and the propagated distortion from the reference frame due to rate adaptation, but also the correlation between them. Based on our proposed R-D model, a sliding window technique is further developed to solve the problem of constant quality constrained bit allocation. The entire system is a combination of offline and online processes. During the offline stage, we perform the L-FGS encoding and collect the necessary feature information for the later online R-D estimation. At the online stage, given the transmission bandwidth at that time, we quickly estimate the R-D curves of a sequence of consecutive video frames based on the proposed R-D model and then perform the corresponding bit allocation using the sliding window. An excellent property of our proposed R-D model is that even when applying the model for a long video sequence without any update of the actual distortion values, the estimation error is still negligible and the error is not accumulated. Experimental results show that the proposed R-D model is very accurate and the corresponding bit allocation algorithm can achieve much more smooth video quality than the traditional uniform bit allocation under both CBR (constant bit rate) and VBR (variable bit rate) channels.
Introduction

Background
For today's and tomorrow's Internet multimedia accessing systems, heterogeneity is an unavoidable and very challenging problem which multimedia processing community has to face. A source of the heterogeneity is the rapidly growing demands for personalized multimedia delivery, i.e., different users have different requirements. Another source is the severe heterogeneity existing in Internet itself. Although Internet uses the same network protocol, IP, to connect different networks together, it cannot change the fundamental difference when users access multimedia through different access networks. In addition, due to lack of QoS (quality of service) guarantee, services provided by Internet highly depend on network traffic load and essentially Internet can only provide time-varying VBR (variable bit rate) transportation channels at present. Other sources of the heterogeneity include device capabilities, natural environment characteristics and etc [1] .
In the context of such heterogeneous environment, traditional media coding standards such as MPEG-2 and MPEG-4 are not suitable any more since they are targeted to a particular range of bit rates and a particular type of applications. Recently, a new standard, MPEG-21, has been brought up. The key part of MPEG-21 is the media adaptation which aims at enabling transparent and augmented use of multimedia resources across a wide range of networks and devices [2] .
In line with the vision of MPEG-21, in this paper, we focus on video rate adaptation for Internet video streaming applications. As stated above, for video streaming applications, only one bitstream for a video sequence coded at a certain bit rate and stored at the server cannot satisfy the requirements arising from the heterogeneity. There are three common solutions. One is to store many bitstreams for each video sequence. Each bitstream is coded at different formats or different bit rates. When a user requests to access the video sequence, the server can send the bitstream which is close to the user's requirements. However, this method will cost a lot of storage space in the video server and the chosen bitstream may not satisfy the user's requirement exactly. Another solution is to perform real-time video transcoding at the time of having a request. Although transcoding is very flexible and does not require extra storage space, it needs complex extra processes and is not suitable for large-scale diverse users. The third solution is to use scalable video coding. Since scalable video coding has the advantages of flexibility and low storage space cost, it becomes more and more popular in practical video streaming systems for video adaptation to heterogeneous scenarios.
FGS Video Coding
Among various scalable video coding schemes [3] [4] [5] [6] [7] , FGS (Fine Granularity Scalability) [8] is the scalable technique adopted in MPEG-4 [9] and has received much attention in the past few years mainly because of its simplicity. The basic idea of MPEG-4 FGS is to encode a video sequence into two layers: a base layer and an enhancement layer. The base layer is coded without scalability and the enhancement layer is coded bitplane by bitplane. To prevent successive frames from error propagation, there is no temporal prediction in the FGS enhancement layer. With the bitplane coding method and the frame independency in the enhancement layer, the FGS enhancement layer bitstream can be truncated at any position, which provides fine granularity scalability. FGS is very suitable for adaptive video streaming since it only needs to encode a video sequence once and can adapt to any channel bandwidth within a pre-defined range.
However, compared with the non-scalable video coding schemes, the coding efficiency of FGS is very low because of no temporal prediction in the FGS enhancement layer. This problem is especially prominent in the case of low bit rate video streaming, e.g., users accessing Internet through bandwidth-limited wireless links. In order to improve the coding efficiency of FGS, recently, many schemes have been proposed [10] [11] [12] . The common idea of these schemes is to introduce high quality reference frames to remove the temporal redundancy for the enhancement layer. The robust FGS (RFGS) [12] is the most representative technique, of which several existing techniques, MPEG-4 FGS [8] , PFGS [10] and MC-FGS [11] , are actually the special cases. In RFGS, two parameters, the number of bitplanes and the amount of predictive leak, are used to control the construction of reference frames for the tradeoff among the coding efficiency and the amount of drift. In this paper, we denote such leaky prediction [12] [13] [14] based FGS coding as L-FGS.
Problem Statement and Related Work
Although rate adaptation can be easily realized in FGS video coding by bit truncation, there is a fundamental problem, i.e., how to truncate bits given the channel bandwidth. The simplest method is the uniform bit truncation [8] . However, this will cause low coding efficiency and video quality fluctuation among adjacent frames due to the non-stationary property of video signals, i.e., the flickering artifact. Therefore, it is desired to have optimal bit truncation/allocation among video frames in order to achieve constant video quality and improve the coding efficiency. Note that constant quality constrained bit allocation on the other hand will cause rate fluctuation which can be solved by carefully choosing the buffer size and the pre-loading time in video streaming applications.
Related work on constant quality constrained bit allocation can be traced back to the original VBR (variable bit rate) single-layer video coding [15] , where it was roughly assumed that using the same quantization factor throughout the entire video sequence can achieve the consistent video quality. Later on, the performance of VBR video coding was further improved by using multiple-pass video coding [16] [17] [18] .
Constant quality constrained bit allocation for FGS video coding has also been well studied and many schemes [19] [20] [21] have been proposed in the past few years. All these optimal bit allocation schemes are based on explicit R-D analysis, where the R-D relationship for each video frame is obtained through either empirical or modelling approaches. In [19] , Zhang et al. constructed accurate R-D curves by extracting some R-D points such as the end points of each bitplane during the offline encoding process followed by linear interpolation between neighbor R-D points. Based on the obtained R-D curves, a sliding window bit allocation scheme was proposed in [19] , which can completely fulfill the aim of constant quality. In [22] , Dai et al. proposed a closed-form R-D model through analyzing the properties of the input to the MPEG-4 FGS enhancement layer, which significantly outperforms the common distortion models such as the quadratic model. Zhao et al.
[20] also proposed a constant quality rate control scheme for MPEG-4 FGS video. Compared with [19] , the work in [20] performed the constant quality rate control for both the base layer and the enhancement layer.
However, constant quality constrained bit allocation for L-FGS is still an open problem. The difficulty lies in obtaining accurate R-D curves for L-FGS due to the dependency among video frames. For example, the R-D curve of the n-th frame may depend on the quality of the (n − 1)-th reference frame, which can only be determined during the streaming stage, i.e., given the available bandwidth at that time. A possible solution is to apply those frame-level bit allocation schemes originally designed for single-layer video coding for the enhancement layer bit allocation in L-FGS such as in [21] , where a common exponential model was adopted for bit allocation in PFGS. These schemes are basically approximate approaches and work fine at high bit rates or with a short GOP structure. However, for low bit rate video coding and with long frame dependency, directly applying these approximate approaches will have intolerable accumulated errors.
Paper Content
In our previous work [23], we have proposed a model to estimate the distortion propagated from the reference frame due to channel errors for non-scalable video coding. We further applied that model to estimate the propagated distortion due to channel errors for the FGS video coding in [24] . In this paper, we modify the previous model for estimating the propagated distortion due to the rate adaptation of the reference frame in L-FGS. Moreover, we add in the correlation between the propagated distortion and the distortion introduced in the current frame to the overall R-D model instead of assuming they are independent, which greatly improves the accuracy of the proposed R-D model. This is the major difference from our previous works on R-D modelling. Based on our proposed R-D model, a sliding window technique is further developed to adapt to the current available bandwidth under the constant quality constraint. The entire system is a combination of offline and online processes. During the offline stage, we perform the L-FGS encoding and collect the necessary feature information for the later online R-D estimation. At the online stage, given the transmission bandwidth at that time, we quickly estimate the R-D curves of a sequence of consecutive video frames based on the proposed R-D model and then perform the corresponding bit allocation using the sliding window. An excellent property of our proposed R-D model is that even when applying the model for a long video sequence without any update of the actual distortion values, the estimation error is still negligible and the error is not accumulated. Experimental results show that the proposed R-D model is very accurate and the corresponding bit allocation algorithm can achieve much more smooth video quality than the traditional uniform bit allocation under both CBR and VBR channels.
The rest of this paper is organized as follows. Section 2 gives an overview of the leaky prediction based FGS. Section 3 presents our proposed R-D model for L-FGS and the corresponding simulation results. Based on the R-D model, Section 4 describes the proposed constant quality constrained bit allocation for L-FGS and shows the experimental results to demonstrate that our proposed scheme can effectively minimize the variation in video quality. Finally, Section 5 concludes this paper.
Overview of Leaky Prediction Based FGS
Using symbol definitions in Table 1 , in a typical L-FGS system, the base layer residue e B (n, i) is obtained by
whereF B (n − 1, j) is the motion-compensation reference frame. e B (n, i) and motion vectors are compressed into the base layer. The base layer reconstruction,F B (n, i), is given bŷ
which is stored in the buffer for the encoding of the next frame. After the prediction from the base layer, the enhancement layer data can be represented as
In the baseline FGS [8] , the enhancement layer data is directly compressed into the enhancement layer, i.e,
However, in the L-FGS, the high quality reference frame is introduced in the enhancement layer with a leaky factor α n , which can be written as
where α n ∈ [0, 1]. Note that only the partial data of the reconstructed enhancement layer frame is used as the reference frame, similar to the partial prediction in [12] . This is for a better tradeoff between the coding efficiency and the robustness to drift errors.
The redundancy is further removed by subtractingê B (n, i) from the the difference between F (n, i) and G E (n − 1, j), and the resulted residue is compressed into the enhancement layer. This enhancement layer residue e E (n, i) can be expressed as
where the same motion vectors generated in the base layer encoding are applied to the enhancement layer prediction coding in order to avoid re-conducting the most time-consuming motion estimation process. Combining with Eqn. (3) , we simplify e E (n, i) as
Correspondingly, the enhancement layer reconstruction at the encoder iŝ
which will be stored in the buffer for the encoding of the next enhancement layer frame.
Similar as in [12] , the high quality reference frames can also be employed in the base layer to further improve the coding efficiency of the base layer. However, in this paper, we only consider introducing high quality reference frames in the enhancement layer, and keep the same encoding structure in the base layer as the baseline FGS. In addition, we assume that the bandwidth is always enough for transmitting the entire base layer and thus the truncation for rate adaptation only happens in the enhancement layer. H.263+ instead of MPEG-4 is employed to encode the base layer for simplicity. We only consider encoding video sequences with a pattern of one I-frame followed by all Pframes and TMN8 is used as the rate control scheme for the base layer. The L-FGS enhancement layer is encoded bitplane by bitplane, the same as that in the MPEG-4 FGS.
Rate-Distortion Analysis of L-FGS
Proposed R-D Model
Since we assume that the entire base layer of L-FGS can be transmitted without having any distortion, the overall distortion D(n) between F (n, i) and F (n, i) is actually the same as the distortion between F E (n, i) andF E (n, i). Therefore, D(n) can be expressed as
where E{} represents the average values over all pixels.
From Eqn. (9), we can see that the distortion D(n) comes from two sources, i.e., the distortion produced by truncating bits in the current enhancement layer frame, denoted as D I (n), and the distortion propagated from the previous frame due to the leaky prediction, denoted as D P (n−1). D I (n) and D P (n−1) are defined as
Similar to [23], we assume that
where ρ n−1 is a constant describing the motion randomness of a video scene. Initially, we thought that D I (n) and D P (n − 1) are independent. That implies
To justify the assumption, we code the QCIF Akiyo sequence at 10 fps, 16 kbps for the base layer, 11 kbits for the enhancement layer partial prediction and α = 0.8. In Fig. 1 , we plot the D(n) and
, which means the assumption of the independency is not correct. Considering the dependency between D I (n) and D P (n − 1), through extensive experiments over different video sequences and different encoding settings, we find that D(n) can be approximately composed as (13) where a n and b n are constants, and the third term corresponds to the correlation between D I (n) and D P (n − 1). Fig. 2 gives an example to justify Eqn. (13) by encoding the 50-th frame of QCIF Foreman with different values of D I (n) and D P (n − 1). Let D e (n) denote the estimated value of D(n) using Eqn. (13) and D r (n) denotes the actual value of D(n), we can find that the relative difference defined by
is quite small, always within the range of [−0.04, 0.03]. This implies that D e (n) is a very accurate estimation of D(n).
In [19] , Zhang et al. found that the R-D characteristics of the baseline FGS within each bitplane is more accurate to be modelled as linear functions than exponential functions. In this research, we conduct some experiments to see whether the statement of the linear R-D relationship within each bitplane still holds for L-FGS. Fig. 3 shows the R-D curves of the six bitplanes in the 20-th L-FGS enhancement layer frame of the QCIF Foreman video sequence. It can be observed that the linear relationship roughly holds in all the bitplanes. Hence, D I (n) can be calculated using the linear interpolation technique, which can be performed at the offline stage.
It is not easy to compute D P (n − 1) since it depends on the bits allocated to the (n − 1)-th enhancement layer frame and the bits used for the partial leaky prediction. There are two situations.
(1) The amount of the allocated bits in the enhancement layer is smaller than that for the partial leaky prediction, which impliesF
where c n−1 and d n−1 are two constants. Note that the third identity in Eqn. (14) is obtained through extensive experiments. Therefore, D P (n − 1) is derived as
where
2 } can be computed in the off-line stage. Fig. 4 gives an example to justify Eqn. (15) by comparing the actual values of D P (n) and the estimated values using Eqn. (15) for the 50-th frames of different video sequences. It can be seen that the difference between the estimated values and the actual values of D P (n) is negligible. (2) The amount of the allocated bits in the enhancement layer is larger than or equal to that for the partial leaky prediction. Thus, D P (n − 1) is given by
In this way, we set up the complete R-D model for L-FGS, which considers not only the distortion introduced in the current frame and the propagated distortion from the reference frame but also the correlation between them. Note that, since the first frame (Frame 0) is intra-coded, D(0) = D I (0) and D P (0) can be calculated in the offline stage. At the online stage, based on the proposed R-D model, we can estimate D(n) for any value of n given the current allocated bandwidth.
Experimental Results
In this section, we conduct experiments to test the accuracy of the proposed R-D model. The experiments are performed on five QCIF format video sequences including Foreman, Akiyo, Mother & Daughter, News and Coastguard. All these video sequences are with 300 frames and coded at 10 fps. The configuration of each video sequence is shown in Table 2 . We would like to point out that although in this paper we apply the same amount of bits for partial prediction and the same leaky factor to each frame, it will be interesting to apply different bits and different leaky factors to different frames, which is out of the scope of this paper.
We consider both CBR and VBR channels. We assume we know and only know the available bandwidth at the current time, and we just allocate the available bandwidth to the current frame. Figs. 5-9 show the results of the distortion estimation in the cases of CBR channels, where the allocated amount of bits is always less than the original amount of bits for the partial prediction. Figs. 10-14 show the results for the VBR channels, where the allocated amount of bits is sometimes less and sometimes larger than the original amount of bits for the partial prediction. It can be seen that the differences between the estimated distortion values and the actual distortion values are always very small, almost not noticeable. For example, the maximum differences in Fig. 5 and Fig. 6 are 1.55 and 0.9, respectively. Note that the estimated distortions are calculated completely based on the proposed R-D model without any update from the actual distortion values.
Constant Quality Constrained Rate Adaptation
In the previous section, we have constructed the overall R-D function, as shown in Eqn. (13) . In this section, we apply the proposed R-D model to solve the problem of constant quality constrained bit allocation for L-FGS.
Proposed Bit Allocation Algorithm
Since the base layer is pre-encoded at the fixed bit rate, i.e., the lower bound of a bandwidth range, we only consider the bit allocation in the enhancement layer. We assume the transportation channels are piece-wise static channels, covering both the considered CBR and VBR channels. The constant quality constrained bit allocation problem can be formulated as
where i is the index of the current frame, F is the frame rate, W i is the current sliding window size (in number of frames), and R i is the current channel bit rate (in kbps). Note that at the time of allocating bits for the i-th frame, we only know the available channel bandwidth R i at that time and we assume R i remains unchanged over the entire sliding window W i . This assumption is reasonable for piece-wise static channels, in which there exists strong correlation among adjacent time intervals.
Similar to [20], we develop a sliding window scheme with bisection search to solve the problem shown in Eqn. (17) . The basic idea is that, in each sliding window, we set a distortion D and make each frame have a distortion as close to D as possible by choosing appropriate rates. We repeat this procedure until a minimum distortion under the rate constraint is found. The detailed algorithm is described as follows.
Step 1: Initialize i = 1 and δ 0 = 0, where δ i is used to denote the difference between the total allocated number of bits and the total available channel bandwidth up to the frame i.
Step 2: Set D low = 0, and assign the minimum distortion and the maximum distortion among all the base layer frames within the current sliding window W i to D temp and D high , respectively.
Step 3: Calculate the target number of bits B j , j = i, · · · , i + W i − 1, for each frame in the sliding window to make D j equal to or closest to D temp based on the proposed R-D model.
Step 4: If
. Or else, If
Step 5: If
where Mindif f is the predefined threshold which is used to control the rate adaptation accuracy, return to Step 3. Otherwise, the current value of B i is used as the allocated number of bits for the frame i.
Step 6: Move to the next window. Update δ i = δ i−1 + B i − R i F and i = i + 1. If there is any frame left, go to Step 2; otherwise stop.
Note that in this algorithm, for simplicity, we only consider the optimal bit allocation among all P frames and just assign the available bandwidth to the I-frame.
Experimental Results
We use the same setup as that in Section 3.2 to conduct experiments. In this simulation, we compare three bit allocation approaches: the uniform bit allocation method, our proposed bit allocation algorithm with W = 40 and our proposed bit allocation algorithm with W = 80, where W is the sliding window size. Fig. 15 shows the distortion results of adapting the QCIF Foreman sequence to CBR channels of 64 kbps and 128 kbps. Fig. 16 shows the distortion results of adapting the QCIF Akiyo sequence to CBR channels of 48 kbps and 80 kbps. It can be seen that our proposed constant quality constrained bit allocation scheme achieves much more smooth video quality than the uniform bit allocation. In addition, we can see that the case with larger sliding window size normally has smaller distortion variation. This is because for lager sliding window size the frame qualities are averaged over a wider range. Note that, for the case of adapting Foreman sequence to 64 kbps, there is an inconsistent hole as shown in Fig. 15 . That is caused by the CBR coding in the base layer and insufficient bits for the enhancement layer. Tables 3-7 give a summary of adapting different video sequences to different CBR channels. Specially, "Average Distortion" (D) denotes the average MSE of a frame, which is calculated asD
where L is the total number of frames. "Distortion STD" (σ D ) denotes the standard deviation of the frame distortions, which is calculated as
From the tables, we can see that the average distortion of our proposed bit allocation is slightly lower than or nearly equal to that of uniform bit allocation.
The reduction of the distortion STD is outstanding with at least 3 dB reduction while the cost is that our proposed scheme requires larger decoder buffer size and longer pre-loading time to prevent the buffer underflow and overflow. For the calculations of the required decoder buffer size and pre-loading time, please refer to [17] .
Figs. 17 and 18 show the distortion performance of adapting the QCIF Foreman and Akiyo sequences to the time varying channels, respectively. Again, our proposed bit allocation scheme outperforms the uniform bit allocation method. It can be observed from the figures that our proposed bit allocation scheme can adapt to the time varying channels while still able to locally keep the consistent quality.
Conclusions
The contribution of this paper is twofold. First, we have proposed an accurate R-D model for L-FGS, which has included not only the distortion introduced in the current frame and the propagated distortion from the reference frame but also the correlation between them. Second, based on the proposed R-D model, we have developed a sound practical scheme, i.e., the sliding window bit allocation scheme with bisection search, to solve the problem of constant quality constrained bit allocation. The experimental results have demonstrated that the proposed scheme significantly outperforms the traditional uniform bit allocation and is able to achieve very consistent video quality.
In the future, we will consider more practical issues such as the bit allocation under the constraints of pre-loading time and buffer size. We will also look into how to adaptively choose the leaky prediction factor. In addition, it will be interesting to extend our work for optimal frame-level bit allocation in single-layer video coding. Fig. 1 . Comparison between the overall distortion D(n), the solid line with " + " marks, and D I (n) + α 2 n−1 ρ n−1 D P (n − 1), the solid line with " * " marks. Left: QCIF Akiyo at 48 kbps. Right: QCIF Akiyo at 80 kbps. Table 1 The symbol definitions.
F (n, i)
: The original value of pixel i in the n-th video frame.
The received high quality value of pixel i in the n-th video frame at the decoder.
The base layer reconstruction value of pixel i in the n-th video frame in the base layer prediction loop at the encoder.
The high quality reference frame used in the enhancement layer prediction loop.
e B (n, i) : The base layer residue value of pixel i in the n-th video framê e B (n, i) : The reconstructed base layer residue.
The enhancement layer data after the prediction from the base layer
The reconstructed enhancement layer data in the enhancement layer prediction loop at the encoder.
The reconstructed enhancement layer data at the decoder.
The partial data of the reconstructed enhancement layer data, which is used in the enhancement layer prediction loop at the encoder.
F p E (n, i) : the partial data of the reconstructed enhancement layer data, which will be used in the enhancement layer prediction loop at the decoder.
e E (n, i) : The enhancement layer residue after all the predictions, including the predictions from both the base layer and the enhancement layer.
e E (n, i) : The reconstructed enhancement layer residue at the encoder.
e E (n, i) : The enhancement layer residue received at the decoder. Table 4 The performance comparison between the uniform bit allocation and our proposed scheme for QCIF Akiyo. Table 6 The performance comparison between the uniform bit allocation and our proposed scheme for QCIF News. 
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