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CHAPTER 1. GENERAL INTRODUCTION 
INTRODUCTION 
Protein-protein interactions and protein-DNA interactions are among the ubiquitous 
types of macromolecule interactions in biological systems. Revealing the mechanisms of 
protein-protein and protein-DNA interactions is crucial for understanding the functions of 
biological systems. Identification of amino acid residues that contribute to the specificity 
and affinity of such interactions is very important for understanding macromolecular 
functions and has broad therapeutic applications. Genome sequencing and proteomics 
projects have provided lists of macromolecules potentially present in several organisms 
(Morgan, 2001; Venter, et al., 2001). Elucidating the structures and interactions among these 
macromolecules has become a critical challenge in functional genomics. 
Various experimental methods have been used to identify interface residues involved in 
protein-protein and protein-DNA interactions. In the structure determination approach, 
structures of complexes are determined primarily using X-ray crystallography (Smyth and 
Martin, 2000; Pusey, et al., 2005) orNMR spectroscopy (Wishart, 2005). Specific residue-
residue contacts that mediate interactions can then be identified from the structures. In 
addition to biophysical methods for structure determination, site-directed mutagenesis 
(Cunningham and Wells, 1989; Ashkenazi, et al., 1990), chemical cross-linking (Back, et 
al., 2003; Trester-Zedlitz, et ai, 2003), radiolytic protein footprinting (Guan, et ai, 2003; 
Rashidzadeh, et al., 2003), and hydrogen-deuterium exchange (Mandell, et al., 1998; 
Hamuro, et al., 2003; Lanman, et al., 2003) have also been used to identify interface 
residues. One common disadvantage of these experimental methods is that they are 
laborious and time-consuming. Therefore, identification of interaction sites solely depending 
on these methods cannot catch up with the pace at which protein sequences are determined. 
By July 21, 2005, the PIR non-redundant reference protein database (PIR-NREF) (Wu, et 
al., 2002), a comprehensive collection of protein sequences, contained 2,316,856 entries. At 
that time, the Protein Data Bank (PDB) (Berman, et al, 2000) contained only 31,823 
structures and the Database of Interaction Proteins (DIP) (Xennarios, et al, 2002) contained 
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only 17,556 proteins. Hence, computational methods that can identify interface residues 
quickly and accurately are urgently needed. 
Structure-based computational methods that can be used to identify interface residues 
from protein structures include protein docking (Schneidman-Duhovny, 2004), Evolutionary 
Trace (Lichtarge and Sowa, 2002), patch analysis (Jones and Thornton, 1997a; 1997b), 
homology modeling (Lu, et al. 2002;2003), and structural motifs (Shul man-Pel eg, et al., 
2004). Computational methods that can identify interface residues using only the amino acid 
sequence of proteins as input have drawn much attention recently (Ofran and Rost, 2003b; 
Yan, et al., 2004a; Yan, et al., 2004b; Ahmad and Sarai, 2005; Terribilini, et al., Submitted; 
Yan, et al, Submitted-a; Yan, et al., Submitted-b, Gloor et al. 2005). In the sequence-based 
methods, residues are classified as either interface residues or non-interface residues based 
on local sequence information or sequence profiles resulting from multiple sequence 
alignments. Because sequence-based methods do not require information derived from 
protein structures, they have broader applications than other computational methods. 
Furthermore, they can be quickly applied to large sets of protein sequences. Thus, sequence-
based methods provide a promising approach for identifying interface residues at a rate 
compatible with the rapid increase of protein sequences. 
In this study, we focus on the development of computational approaches, specifically, 
machine-learning methods, for identification of amino acid residues involved in protein-
protein interactions and protein-DNA interactions from sequence. 
A SURVEY OF CURRENT METHODS 
Following is a survey of the methods for identification of interface residues, with 
emphasis on computational approaches. 
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Biophysical, biochemical, and molecular biology methods 
X-ray crystallography 
If high-resolution structures of complexes are available, the interface residues can be 
easily identified from the structures. Today, X-ray crystallography is the gold standard for 
determining the structures of macromolecules. This technique can be used to obtain 
structures with very high resolution. It has been successfully used to solve the structures of 
very large complexes (Oda, et al., 2000; Wimberly, et al., 2000; Harms, et al., 2001; Ben-
Shem, et al., 2003). In principle, there is no limit on the size of the structures that can be 
studied using X-ray crystallography. However, the difficulties in producing samples of large 
complexes in sufficient quantity and the difficulties associated with determining appropriate 
crystallization conditions samples limited the applications of X-ray crystallography. 
Nuclear magnetic resonance (NMR) spectroscopy 
NMR measures the responses of nuclear spins to an applied external magnetic field. 
Distances between atoms can be extracted from the measured signals and used as constraints 
to build three-dimensional structural models. This method is especially desirable for 
determining the structures of the proteins that are difficult to crystallize (e.g. integral 
membrane proteins). However, the application of NMR has been limited to small molecules, 
usually less than 25 kDa, because of signal overlap and fast relaxation of NMR signals from 
larger molecules. The use of larger magnetic fields together with such techniques as 
transverse relaxation-optimized spectroscopy (TROSY) (Pervushin, et al., 1997) has 
increase the size limit of NMR to ~900 kDa (Fiaux, et al., 2002; Riek, et al., 2002). 
Furthermore, the addition of residual dipolar couplings has made possible the accurate 
determination of helix curvature, domain orientation and stoichiometry of homomultimeric 
nucleic acid complexes (reviewed in MacDonald and Lu, 2002). Several NMR experimental 
methods have been developed specifically for identify residues involved in interactions. For 
example, chemical shift mapping is used to identify contact sites by detecting the changes in 
chemical shifts upon binding of molecules (Pellecchia, et al., 1999; Frickel, et al., 2002). A 
method based on NMR was developed by Takahashi et al. (2000) to identify interface 
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residues in large protein-protein complexes based on cross-saturation phenomena and 
TROSY. 
Site-directed mutagenesis 
In site-directed mutagenesis, mutations are introduced to specific sites to allow 
identification of the residues that mediate interactions using functional assays. In a 
saturation mutagenesis, an ensemble of mutant proteins is generated in which each amino 
acid in the protein has been individually replaced by other amino acids (Myers, et al., 1985; 
Chen, et al., 1999). Alanine-scanning mutagenesis and cysteine-scanning mutagenesis, 
methods that systematically replace the wild type residue with alanine or cysteine, have been 
shown to be very powerful approaches for identifying residues critical for function 
(Cunningham and Wells, 1989; Ashkenazi, et al., 1990; Frillingos, et al. 1998). However, 
the classic alanine-scanning and cysteine-scanning are laborious because a mutant at each 
position must be constructed and expressed. Combinatorial alanine-scanning, in which 
alanine substitutions are introduced in multiple positions, provides a quick way to identify 
residues that are important for protein functions (reviewed in Morrison and Weiss, 2001). 
Radiolytic protein footprinting and protease footprinting 
In radiolytic protein footpinting, amino acid side chains are oxidized using hydroxy! 
radicals ( OH) generated from millisecond exposure of aqueous solutions to synchrotron 
radiation (Guan, et al., 2003; Rashidzadeh, et al., 2003). The quantity of oxidation is 
measured using mass spectrometry and the results reveal the solvent accessibilities of 
individual residues. Interface residues are protected from the oxidation and have reduced 
oxidation rates. Thus, interface residues can be identified by comparing the oxidation rates 
of specific residues in unbound monomers versus in complexes. 
Protease footprinting has been used to identify both protein-protein binding sites and 
protein-nucleic acids binding sites (Hon et al., 1995; Bogenhagen 1993). In protease 
footprinting, complexes are subjected to limited proteolysis with a protease (e.g. trypsin or 
chymotrypsin). The binding sites can be identified by analyzing the resulting fragments 
using gel electrophoresis. 
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Hydrogen-deuterium exchange 
In a deuterated environment, hydrogen atoms from protein backbone amides are 
exchanged for deuterium atoms. The exchange rates for individual residues can be measured 
using liquid chromatography mass spectrometry (LC-MS). Interface residues have lower 
exchange rates in complexes than in monomers because of their reduced solvent 
accessibility in complexes. Thus, interface residues can be identified by comparing the 
hydrogen-deuterium exchange rates in monomers and complexes (Mandell, et al., 1998; 
Hamuro, et al., 2003; Lanman, et al, 2003). 
Chemical cross-linking 
Chemical cross-linking is an approach to covalently link two molecules that in close 
proximity in space with cross-linking agents. The linked complexes are chemically or 
enzymatically digested and mass spectrometry (MS) is used to analyze the fragments 
resulting from the digestions and identify regions where proteins interact (Back, et al., 2003; 
Trester-Zedlitz, et al, 2003). This method irreversibly joins binding partners together, so it 
can be used to detect transient interactions. 
Computational methods 
Protein docking 
Protein docking methods are used to predict the structures of complexes when the atomic 
structures of unbound monomers are available. Protein docking programs have been 
successfully used to identify the binding of a (3- lactamase inhibitory protein to TEM-1 (3-
lactamase (Strynadka, et al., 1996) and the binding sites in a set of non-obligate hetero-
complexes (Fernandez-Recio, et al, 2004; Fernandez-Recio, et al, 2005). Protein docking 
usually consists of two steps: (1) generating the possible conformations of the complexes 
and (2) identifying the complex structure that minimizes certain energy functions or has the 
best physical or chemical complementarity between the interacting proteins. For a successful 
docking method, the first step should be fast and effective in covering the conformational 
space, and the scoring function used in the second step should be fast enough to allow its 
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application to a large number of complex candidates and be effective in discriminating 
between native and non-native structures (reviewed in Halperin, et al, 2001). Protein 
docking methods have improved substantially recently, in part due to the Critical 
Assessment of Predicted Interactions (CAPRI) (Janin, et al., 2003) contest. The first docking 
method capable of performing large-scale docking calculations efficiently was developed by 
Katchalski-Katzir, et al. (1992). The method uses fast Fourier transformation to calculate a 
score indicating the extent of geometric match between the surfaces of the interacting 
molecules. Due to its computational efficiency, the method has become one of the most 
popular docking methods and has been extended to include electrostatic and solvation terms 
(Gabb, et al., 1997; Mandell, et al., 2001; Chen, et al, 2003; reviewed in Vajda and 
Camacho, 2004). Most docking methods start with a rigid-body docking in which the 
unbound monomers are considered as rigid bodies. However, conformational changes often 
occur during binding (Goh, et al., 2004). Flexible docking in which potential conformational 
changes in the molecules are taken into account has been introduced (Rosenfeld, et al., 
1995; Gervasio, et al, 2005). In principle, docking methods can be applied to both protein-
protein and protein-nucleic acid interactions. However, the application of docking methods 
to protein-nucleic acid interactions is more challenging, because DNA and RNA are highly 
flexible. While the binding-induced conformation changes in proteins are primarily located 
on side chains, global conformation changes, e.g. bending or unwinding, can occur in DNA 
and RNA backbones (reviewed in Sternberg, etal., 1998). Some docking methods have been 
developed to deal with protein-DNA docking by taking into consideration the flexibility of 
DNA (Knegtel, et al., 1994a; 1994b). Docking methods are traditionally used to predict 
pairwise interactions. A recent trend is to develop docking methods that can predict the 
complexes of multimolecular assemblies (Comeau and Camacho, 2005; Inbar, et al, 2005). 
Docking methods that can work with theoretical protein structure models (Tovchigrechko, et 
al., 2002), instead of experimentally determined atomic structures, have also been explored. 
Evolutionary trace (ET) 
The ET method detects functional residues by identifying residues whose variations 
correlate with the functional divergence in evolution. It uses a tree derived from a multiple 
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sequence alignment (MSA) to estimate function divergence in a set of proteins (Lichtarge 
and Sowa, 2002). At each branching point of the tree, trace residues are defined as the MSA 
positions that have identical residues within each branch but differing residues among the 
branches. The rank of a residue is given by the tree level at which it becomes a trace residue, 
with level 0 denoting the tree root. The residues with low ranks are assumed to correspond 
to points of fundamental divergence in function and thus are considered more important than 
those with high ranks. The rank of each residue is mapped onto the structure of a 
representative protein. Spatial clusters of residues with low ranks are considered as potential 
functional sites (Lichtarge, et al, 1996b). Variations of this method include adding weights 
to sequences (weighted ET) (Landgraf, et al., 1999), taking into account the 
physicochemical properties of residues to measure the variations (Armon, et al., 2001; 
Landau, et al., 2005), using better ways to construct the tree (del Sol Mesa, et al., 2003), 
using experimentally defined subtypes instead of a tree derived from MSA (Hannenhalli and 
Russell, 2000), and introducing tolerance to gaps in the MSA algorithm (Madabushi, et al., 
2002). Because a tree is inadequate to take into account the evolutionary convergence and 
various evolution rates at different points, some derivatives of ET eliminate the tree from 
consideration. Landgraf et al. (2001) used a MSA to determine the evolutionary variation of 
each residue and find clusters of residues on the protein surface whose evolutionary 
variations deviate significantly from the average. Innis et al. (2004) developed a method to 
identify functional sites by searching for conserved functional groups on the protein surface. 
The ET method has been used successfully to identify binding sites in DNA binding 
domains, zinc binding domains, and other proteins (Lichtarge, et al., 1996b; Lichtarge, et 
al., 1996a; Lichtarge, et al., 1997). Experimental studies have shown the effectiveness of the 
ET method in guiding experimental analysis of functional sites (Sowa, et al., 2001). Despite 
its successes, one limitation of the ET method and its derivatives is that they depend on the 
availability of a sufficiently large and diverse set of functionally related protein sequences. 
The availability of a representative structure is also crucial for the success of the method, 
since the structure is needed to identify spatial clusters of residues with low ranks. 
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Patch-based analysis 
Many studies have examined the differences between interfaces and the rest of the 
proteins. In general, interfaces are hydrophobic, planar, and have good complementarities in 
shape and electrostatics (Chothia and Janin, 1975; Jones and Thornton, 1997a; Lo Conte, et 
al., 1999; Jones, et al, 2000; Ofran and Rost, 2003a). Patch-based methods identify 
functional sites based on the observed structural, chemical, and physical properties of 
interfaces. Jones and Thornton (1997a; 1997b) investigated the properties of protein-protein 
interaction sites and developed an approach to identify interfaces by evaluating surface 
patches in terms of several parameters. Some methods derived from this approach encode 
surface properties as input to neural networks or other machine-learning algorithms to build 
classifiers for classifying surface patches into interface patches versus non-interface patches 
(Zhou and Shan, 2001; Fariselli, et al., 2002). The coupling of patch-based classifiers and 
docking methods has been used to generate predictions for CAPRI targets (reviewed in 
Wodak and Mendez, 2004). 
Another approach related to patch-based methods focuses on hot spots, the residues that 
contribute the most to the free energy of binding (Cunningham and Wells, 1991; Clackson 
and Wells, 1995; Bogana and Thorn a, 1998). This approach is based on the discovery by 
Cunningham and Wells (1991) that binding energy is not uniformly distributed across 
interfaces and a single residue can contribute a large fraction of it. Hot spots were originally 
identified using alanine-scanning mutagenesis (Cunningham and Wells, 1991). 
Computational methods have been developed to identify hot spots using Gaussian network 
model (Demirel, et al., 1998), structural alignments of interfaces (Keskin, et al., 2005) or 
using physical models (Kortemme and Baker, 2002). 
Homology modeling 
This approach uses the structure of a known complex to build the interacting model for 
two monomers. In the method developed by Aloy and Russell (2002; 2003), the interacting 
components are first assigned to Pfam domains. These domains are then matched against a 
database of complexes. Once a match is found, the interaction model can be built by 
homology modeling using the matched complex as a template. This method depends on the 
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availability of Pfam domains to which the interacting monomers can be reliably assigned. 
The MULTIPROSPECTOR algorithm developed by Lu et al. (2002; 2003) uses a threading 
method to identify putative folds for the interacting components. The folds are then matched 
against a database of known complexes. These methods have been evaluated for their 
capacity to identify interacting pairs. In principle, a detailed interaction model for the query 
monomers can be built using threading and modeling homology once a matched complex is 
identified (reviewed in Wodak and Mendez, 2004), and interface residues can be identified 
based on the model. However, homology modeling methods assume the reliability of 
extrapolating the interacting model from a complex to the homologs of its monomers, which 
is still debatable (reviewed in Wodak and Mendez, 2004). The study by Aloy et al. (2003) 
shows that proteins having similarity only in fold (i.e. without evidence of common 
ancestor) rarely share similar interactions. Thus there are some cases where the extrapolation 
is unreliable. 
Correlated mutations 
Contacting residues tend to mutate coordinately to maintain the functional and structural 
stabilities of proteins. Some methods have been developed to detect correlated mutations 
within a protein (Gôbel et al., 1994; Pazos et al. 1997a; Pollock et al. 1999; Tillier and Lui 
2003; Gloor et al. 2005). It has been shown that revolutionary information is sufficient to 
specify sequences that fold into native structures (Socolich, et al. 2005), and conserved 
residues form physically connected networks that link distant functional sites (Sue!, et al. 
2003). Information about correlated mutations can be used to identify functionally important 
regions in proteins. Carettoni et al. (2003) combined the analysis of correlated mutations 
with phage-display to identify the binding sites involved in the homodimerization of E. coli 
FtsA. Yu et al. (In press) developed a surface patch ranking method for identification of the 
residues that determine the specificity of enzyme-substrate binding by exploring sequence 
conservation and correlated mutations in multiple sequence alignments. 
When using correlated mutations to identify functionally important site, it is critical to 
distinguish correlated mutations due to functional constraints from those that occur for other 
reasons (Wang and Pllock 2005). Tillier and Lui (2003) developed a method to separate 
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functional correlations from phylogenetic correlations using multiple interdependency. 
Gloor et al. (2005) used information theory to identify non-conserved co-evolving positions 
and discovered two classes of co-evolving positions, with one of them corresponding to the 
critical region (e.g. active site, binding site) for protein function. 
Correlated mutations among residues from two interacting proteins have also been 
explored in some studies. Based on the assumptions that interactions between proteins are of 
the same physical nature as interactions within a single polypeptide, and that residues 
involved in inter-protein contacts therefore may undergo similar correlated mutations, Pazos 
et al. (1997b) developed a method to identify interface residues by detecting correlated 
mutations in two interacting proteins. Based on a similar hypothesis, Jespers et al. (1999) 
identified the interface residues involved in the interaction between staphylokinase and 
plasmin by searching for correlated mutations in the two proteins and then used the results to 
guide the docking of the two proteins. 
Structural motifs 
If the structure of a protein is known, its functions can be inferred by comparing it to 
other proteins that adopt the similar fold (Orengo, et al., 1997). However, proteins can have 
similar folds while having different functions and functional sites (reviewed in Russell, 
1998). Structural motifs, local 3-D patterns often correlated with specific functions, provide 
an alternative approach to predict functional sites. In this approach, structural motifs are 
manually defined or computationally generated, and then query proteins are scanned to 
search for the occurrence of the structural motifs. Once a match is found, functional sites can 
be assigned to the query proteins based on the matched structural motif. Structural motifs 
have been successfully used to recognize catalytic sites and protein-DNA binding sites 
(Shanahan, et al., 2004; Torrance, et al., 2005). Several different methods have been 
developed to derive structural motifs. Wallace et al. (1997) described a geometric hashing 
algorithm (TESS) for deriving 3-D templates for motifs. Russell (1998) reported a method to 
detect structural motifs automatically by pairwise comparisons of protein structures. The 
method can detect new structural motifs even in the absence of sequence or fold similarity. 
Binkowski et al. (2003) developed an approach for detecting structural motifs by evaluating 
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the similarities of surface pockets and voids in sequence and spatial arrangement. Wangikar 
et al. (2003) developed a method (DRESPAT) to detect the recurrence of side-chain patterns 
in protein families using all-against-all pairwise comparisons of protein structures. When 
tested using a set of SCOP superfamilies, the algorithm was able to discover known and 
novel patterns. Currently, most available structural motifs are from enzymes whose 
functions are experimentally well-defined, e.g. those in the PROCAT database (Wallace, et 
al., 1996; Wallace, et al., 1997). Automated methods that can effectively discover structural 
motifs correlated with specific functions are needed. 
Methods for recognizing known structural motifs in protein structures have also been 
developed. Arty mi uk et al. (1994) developed a method (ASSAM) for the detection of user-
defined patterns of side-chains in a protein structure using a subgraph-isomorphism 
algorithm. Kleywegt (1999) developed a program (RIGOR) that scans a protein structure to 
search for structural motifs from a motif database and a program (SPASM) that detects user-
defined structural motifs in a structure database. Barker and Thornton (2003) used a 
constraint-based algorithm (JESS) to detect the occurrence of structural patterns in protein 
structures. Shulman-Peleg et al. (2004) proposed a method to recognize the surface regions 
of one protein that are similar to the binding sites of another protein. The method achieves 
high efficiency and speed by using low-resolution surface representation, hashing triangles 
of physicochemical properties, and applying hierarchical scoring schemes. 
Sequence-based classifiers 
Since the atomic structures of most proteins are still unknown, computational methods 
that can identify interface residues from sequence are in urgent need. Sequence-based 
classifiers classify residues into interface versus non-interface residues based on sequence 
patterns or physicochemical properties of residues. Based on their observation that proline 
residues have a high frequency of appearing at the sequences flanking interface residues, 
Kini and Evans (1996) developed a method to identify interface residues by detecting the 
presence of "proline brackets." Eisenberg et al. (1982) developed a method to distinguish 
transmembrane helices, surface-seeking helices and helices from globular proteins by 
plotting their hydrophobic moments versus the mean hydrophobicity of their residues. Gal let 
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et al. (2000) extended Eisenberg's method and developed a fast method to predict protein 
interaction sites from sequence. Ofran and Rost (2003b) used a neural network classifier to 
identify interface residues using as input a window of 9 amino acid residues centered on the 
target residue. In our work, we developed a sequence-based two-stage classifier to identify 
interface residues (Yan, et al., 2004a). The classifier consists of a support vector machine 
(SVM) classifier and a Bayesian classifier. In the first stage, the SVM classifier classifies 
surface residues into interface residues and non-interface residues based on their sequence 
neighbors. In the second stage, a Bayesian classifier is used to refine the output of the SVM 
classifier based on the observation that interface residues form clusters on sequences. 
Recently we used similar approaches to identify amino acids in protein-DNA and protein-
RNA binding sites based on local sequence information (Terribilini, et al., In press; Yan, et 
al., Submitted-a; Yan, et al, Submitted-b). Despite their broad applicability, the 
performance of current sequence-based classifiers is still relatively weak. In our studies, we 
have explored the use of information besides sequence information (e.g. solvent 
accessibility) and demonstrated that other information, when available, can improve the 
performance of sequence-based classifiers. A promising approach to exploiting multiple 
information is to build ensemble classifiers based on individual classifiers that predict 
interface residues using different properties (Sen, et al., 2004). 
In summary, we have presented a survey of the methods for identification of interface 
residues involved in protein-protein and protein-DNA interactions. Table 1 shows a 
summary of the methods. Among the methods we listed, experimental biophysical, 
biochemical and molecular biology methods can identify interface residues with high 
accuracy, but they are time-consuming. Structure-based methods require the structures of 
query proteins as input, but the structures are still not available for most proteins. Sequence-
based classifiers have broader applications than structure-based methods, but the 
performance of current sequence-based classifiers is relatively weak. 
In this study, we have developed sequence-based classifiers to identify interface 
residues. The results have shown the feasibility of identifying interface residues from 
sequence. We have also used various approaches to improve the performance of sequence-
based classifiers. In a two-stage method, we use a Bayesian method to model the distribution 
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of interface residues in protein sequences and used it to refine the output of the first-stage 
classifier which takes a window of sequence as input. The results show that adding the 
second stage can improve the performance significantly. We have also explored information 
besides sequence to improve the performance of sequence-based classifiers. The results 
show that the performance of sequence-based classifiers can be improved by using solvent 
accessibility and sequence entropy of the target residue as additional inputs. 
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Table 1. Methods for identifying interface residues. 
Method Input Advantage and disadvantage 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Protein 
docking 
Structure An enormous amount of computation is required to 
search for the conformation that minimizes a scoring 
function. Current methods cannot effectively deal 
with conformation changes during binding. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Evolution­
ary trace 
Structure Its application depends on the availability of a 
sufficiently large and diverse set of functionally 
related protein sequences. The success of the method 
relies on the accuracy of multiple sequence 
alignment. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Patch-
based 
analysis 
Structure Systematic analysis is still needed to search for the 
features that can effectively identify binding sites. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Structural 
motifs 
Structure Currently most available structure motifs are from 
enzymes. Automated methods that can effectively 
discover structural motifs correlated to functions are 
needed. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Homology 
modeling 
Structure It depends on the reliability of extrapolating 
interacting model from a complex to its component 
homologs. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Correlated 
mutations 
Sequence Effective methods are needed to distinguish the 
correlated mutations resulting from functional 
correlations from those occurring for other reasons. 
C
om
pu
ta
tio
na
l 
m
e
th
od
s 
Sequence-
based 
classifiers 
Sequence Sequence-based classifiers have broader applications 
than structure-based methods, but the performance of 
current sequence-based classifiers is relatively weak. 
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Table 1. (Continued) 
Method Input Advantage and disadvantage 
Experimental 
biophysical, 
biochemical and 
molecular 
biology 
methods 
Depend on 
the methods 
These methods usually have greater reliability than 
computational methods. However, they are laborious 
and time-consuming. Annotations of interaction sites 
solely depending on these methods cannot catch up 
with the pace at which protein sequences are 
determined. 
DISSERTATION ORGANIZATION 
In this study, we aim to develop machine-learning methods for identification of amino 
acid residues involved in protein-protein interactions and protein-DNA interactions. We 
focus on the methods using sequence information alone and build classifiers that can classify 
residues into interface and non-interface residues based on sequence information. To 
facilitate the studies, we have developed a database of protein-protein interfaces and 
systematically analyzed the characteristics of the interfaces. Following is the outline of this 
study. 
Chapter 1 : This chapter presents the problems we address, a survey of current studies, 
and the outline of the dissertation. 
Chapter 2: We have developed a two-stage method consisting of a Support Vector 
Machine (SVM) and a Bayesian classifier for predicting which surface residues of a protein 
participate in protein-protein interactions. The SVM classifier identifies interface residues 
based on their sequence neighbors and the Bayesian classifier exploits the fact that interface 
residues tend to form clusters in the primary amino acid sequence. The results have been 
published in the journal Bioinformatics (Yan, et al., 2004a). Changhui Yan carried out the 
computational experiments, and drafted the manuscript; Drena Dobbs and Vasant Honavar 
contributed to experimental design, discussions, and manuscript preparation. 
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Chapter 3: We present a machine-learning approach for identification of amino acid 
residues involved in protein-DNA interactions. We start with a Naive Bayes classifier 
trained to predict whether a given amino acid residue is a DNA-binding residue based on its 
identity and the identities of its sequence neighbors. Our results indicate the feasibility of 
identifying interface residues based on local sequence information. The performance of the 
classifier can be improved by using solvent accessibility and sequence entropy of the target 
residue as additional inputs. Changhui Yan carried out the computations, and drafted the 
manuscript; Michael Terribilini requested and composed the results from Sarai's group and 
contributed to discussions and manuscript reviews; Feihong Wu contributed to discussions; 
Robert Jemigan contributed to discussions and manuscript reviews; Drena Dobbs and 
Vas ant Honavar contributed to experimental design, discussions, and manuscript 
preparation. 
Chapter 4: We present the results of identifying DNA binding sites on the S subunit from 
M. jannaschi type I restriction-modification system using the classifiers developed in 
chapter 3. The predictions form four major patches on the S subunit. Changhui Yan carried 
out the experiments, and drafted the manuscript; Jae-Hyung Lee performed threading 
experiments using FUGUE2; Robert Jemigan contributed to discussions and paper reviews; 
Drena Dobbs and Vas ant Honavar contributed to experimental design, discussions, and 
manuscript preparation. 
Chapter 5: We have developed a database of protein-protein interfaces. The database 
consists of all the interfaces derived from the PDB. It provides friendly tools for users to 
extract interface information. Changhui Yan conceived the project, created the datas et, 
designed the structure of the database and the user interfaces, and drafted the manuscript; 
Feihong Wu contributed to the implementation of the database and the user interfaces; 
Robert Jemigan contributed to discussions and paper reviews; Drena Dobbs and Vasant 
Honavar contributed to computational design, discussions, and manuscript preparation. 
Chapter 6: We present an analysis of protein-protein interfaces using datasets obtained 
from the database developed in chapter 5. The datasets are much larger than datasets that 
have been used in previous studies. The results reveal the differences between interfaces and 
the rest of the proteins in residue composition, conservation, hydrophobic!ty, and secondary 
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structure. The study also reveals the differences between homo-interfaces and hetero-
interfaces. Changhui Yan conceived the project, performed the experiments and the analyses 
of results, and drafted the manuscript; Feihong Wu contributed to discussions; Robert 
Jemigan contributed to discussions and manuscript reviews; Drena Dobbs and Vas ant 
Honavar contributed to experimental design, discussions, and manuscript preparation. 
Chapter 7: This chapter includes the summary of this study, the contributions, and future 
work. 
REFERENCES 
Ahmad, S. and Sarai, A. (2005) PSSM-based prediction of DNA binding sites in proteins. 
BMC Bioinformatics, 6, 33. 
Aloy, P., Ceulemans, H., Stark, A. and Russell, R.B. (2003) The relationship between 
sequence and interaction divergence in proteins. J. Mol. Biol., 332, 989-998. 
Aloy, P. and Russell, R.B. (2002) Interrogating protein interaction networks through 
structural biology. Proc. Natl. Acad. Sci. U. S. A., 99, 5896-5901. 
Aloy, P. and Russell, R.B. (2003) InterPreTS: protein Interaction Prediction through 
Tertiary Structure. Bioinformatics, 19, 161-162. 
Armon, A., Graur, D. and Ben-Tal, N. (2001) ConSurf: an algorithmic tool for the 
identification of functional regions in proteins by surface mapping of phylogenetic 
information. J. Mol. Biol., 307, 447-463. 
Arty mi uk, P.J., Poirrette, A R , Grindley, H.M., Rice, D.W. and Willett, P. (1994) A graph-
theoretic approach to the identification of three-dimensional patterns of amino acid side-
chains in protein structures. J. Mol. Biol., 243, 327-344. 
Ashkenazi, A., Presta, L.G., Marsters, S.A., Camerato, T.R., Rosenthal, K.A., Fendly, B.M. 
and Capon, D.J. (1990) Mapping the CD4 binding site for human immunodeficiency 
virus by alanine-scanning mutagenesis. Proc. Natl. Acad. Sci. U.S.A., 87, 7150-7154. 
Back, J.W., de Jong, L., Muijsers, A O. and de Koster, C.G. (2003) Chemical cross-linking 
and mass spectrometry for protein structural modeling. J. Mol. Biol., 331, 303-313. 
18 
Barker, J.A. and Thornton, J.M. (2003) An algorithm for constraint-based structural 
template matching: application to 3D templates with statistical analysis. Bioinformatics, 
19, 1644-1649. 
Ben-Shem, A., Frolow, F. and Nelson, N. (2003) Crystal structure of plant photosystem I. 
Nature, 426, 630-635. 
Berman, H.M., Westbrook, J., Feng, Z, Gilliland, G, Bhat, T.N., Weissig, H., Shindyalov, 
I.N. and Bourne, P.E. (2000) The Protein Data Bank. Nucleic Acids Res., 28, 235-242. 
Binkowski, T.A., Adamian, L. and Liang, J. (2003) Inferring functional relationships of 
proteins from local sequence and spatial surface patterns. J. Mol. Biol., 332, 505-526. 
Bogana, A.A. and Thorna, K.S. (1998) Anatomy of hot spots in protein interfaces. J. Mol. 
Biol, 280, 1-9. 
Bogenhagen, D.F. (1993) Proteolytic footprinting of transcription factor TFIIIA reveals 
different tightly binding sites for 5S RNA and 5S DNA. 
Mol. Cell Biol., 13, 5149-5158. 
Carettoni, D, Gomez-Puertas, P., Yim, L., Mingorance, J., Massidda, O , Vicente, M., 
Valencia, A., Domenici, E., and Anderluzzi, D. (2003) Phage-display and correlated 
mutations identify an essential region of subdomain 1C involved in homodimerization of 
Escherichia coli FtsA. 
Proteins. 50, 192-206. 
Chen, G, Dubrawsky, I., Mendez, P., Georgiou, G. and Iverson, B.L. (1999) In vitro 
scanning saturation mutagenesis of all the specificity determining residues in an 
antibody binding site. Protein Eng., 12, 349-356. 
Chen, R, Li, L. and Weng, Z (2003) ZDOCK: an initial-stage protein-docking algorithm. 
Proteins, 52, 80-87. 
Chothia, C. and Janin, J. (1975) Principles of protein-protein recognition. Nature, 256, 705-
708. 
Clackson, T. and Wells, J. A. (1995) A hot spot of binding energy in a hormone-receptor 
interface. Science, 267, 383-386. 
Comeau, S.R. and Camacho, C.J. (2005) Predicting oligomeric assemblies: N-mers a primer. 
J. Struct. Biol., 150, 233-244. 
19 
Cunningham, B. and Wells, J. (1991) Rational design of receptor-specific variants of human 
growth hormone. Proc. Natl. Acad. Sci. U. S. A., 88, 3407-3411. 
Cunningham, B.C. and Wells, J.A. (1989) High-resolution epitope mapping of hGH-
receptor interactions by alanine-scanning mutagenesis. Science, 244, 1081-1085. 
Del Sol Mesa, A., Pazos, F. and Valencia, A. (2003) Automatic methods for predicting 
functionally important residues. J. Mol. Biol., 326, 1289-1302. 
Demirel, M C , Atilgan, A R , Jemigan, R.L., Erman, B. and Bahar I. (1998) Identification 
of kinetically hot residues in proteins. Protein Sci. 7, 2522-2532. 
Eisenberg, D., Weiss, R.M. and Terwilliger, T., C. (1982) The helical heydrophobic 
moment: a measure of the amphiphilicity of a helix. Nature, 299, 371-374. 
Fariselli, P., Pazos, F., Valencia, A. and Casadia, R. (2002) Prediction of protein-protein 
interaction sites in heterocomplexes with neural networks. Eur. J. Biochem, 269, 1356-
1361. 
Frillingos, S. Sahin-toth, M., Wu, J. and Kaback, H.R. (1998) Cys-scanning mutagenesis: a 
novel approach to structure-function relationships in polytopic membrane proteins. 
FASEBJ., 12, 1281-1299. 
Fernandez-Recio, J., Totrov, M. and Abagyan, R. (2004) Identification of protein-protein 
interaction sites from docking energy landscapes. J. Mol. Biol., 335, 843-865. 
Fernandez-Recio, J., Totrov, M., Skorodumov, C. and Abagyan, R. (2005) Optimal docking 
area: a new method for predicting protein-protein interaction sites. Proteins, 58, 134-
143. 
Fiaux, J., Bertelsen, E.B., Horwich, A.L. and Wuthrich, K. (2002) NMR analysis of a 900K 
GroEL-GroES complex. Nature, 418, 207-211. 
Frickel, E. M., Riek, R, Jelesarov, I, Helenius, A., Wuthrich, K. and Ellgaard, L. (2002) 
TROSY-NMR reveals interaction between ERp57 and the tip of the calreticulin P-
domain. PNAS, 99, 1954-1959. 
Gabb, HA, Jackson, R.M. and Sternberg, M.J.E. (1997) Modelling protein docking using 
shape complementarity, electrostatics and biochemical information. J. Mol. Biol., 272, 
106-120. 
20 
Gal let, X., Charloteaux, B., Thomas, A. and Brasseur, R. (2000) A fast method to predict 
protein interaction sites from sequences. J. Mol. Biol, 302, 917-926. 
Gervasio, F L, Laio, A. and Parrinello, M. (2005) Flexible docking in solution using 
metadynamics .J.Am. Chem. Soc., 127, 2600-2607. 
Gloor, G.B., Martin, L.C., Wahl, L M, Dunn, S.D. (2005) Mutual information in protein 
multiple sequence alignments reveals two classes of coevolving positions. Biochemistry, 
44, 7156-7165. 
Gôbel, U., Sander, €., Schneider, R. and Valencia, A. (1994) Correlated mutations and 
residue contacts in proteins. Proteins: Struct. Fund. Genet. 18, 309-317. 
Goh, C.-S., Milbum, D and Gerstein, M. (2004) Conformational changes associated with 
protein-protein interactions. Curr. Opin. Struct. Biol, 14, 104-109. 
Guan, J.-Q., Almo, S C., Reisler, E. and Chance, M R (2003) Structural reorganization of 
proteins revealed by radiolysis and mass spectrometry: G-actin solution structure is 
divalent cation dependent. Biochemistry, 42, 11992-12000. 
Halperin, I., Ma, B, \Wolfson, H. and Nussinov, R. (2001) Principles of docking: an 
overview of search algorithms and a guide to scoring functions, proteins, 47, 409-443. 
Hamuro, Y., Coal es, S.J., Southern, MR, Nemeth-Cawley, J.F., Stranz, D.D. and Griffin, 
P R. (2003) Rapid analysis of protein structure and dynamics by hydrogen/deuterium 
exchange mass spectrometry. J Biomol Tech, 14, 171-182. 
Hannenhalli, S.S. and Russell, R.B. (2000) Analysis and prediction of functional sub-types 
from protein sequence alignments. J. Mol. Biol, 303, 61-76. 
Harms, J., Schluenzen, F, Zarivach, R, Bashan, A., Gat, S., Agmon, I., Bartels, H, 
Franceschi, F. and Yonath, A. (2001) High resolution structure of the large ribosomal 
subunit from a mesophilic eubacterium. Cell, 107, 679-688. 
Hori, R, Pyo, S., Carey, M. (1995) Protease footprinting reveals a surface on transcription 
factor TFIIB that serves as an interface for activators and coactivators. Proc. Natl. Acad. 
Sci. USA, 92, 6047-6051. 
Inbar, Y., Benyamini, H, Nussinov, R. and Wolfson, H.J. (2005) Prediction of 
multimolecular assemblies by multiple docking. J. Mol. Biol, 349, 435-447. 
21 
Innis, C.A., An and, A.P. and Sowdhamini, R. (2004) Prediction of functional sites in 
proteins using conserved functional group analysis. J. Mol. Biol., 337, 1053-1068. 
Janin, J., Henrick, K., Moult, J., Eyck, L.T., Sternberg, Vajda, S., Vakser, I., Wodak, 
S.J. and Critical Assessment of PRedicted, I. (2003) CAPRI: a Critical Assessment of 
PRedicted Interactions. Proteins, 52, 2-9. 
Jespers, L, Lijnen, H.R., Van wets winkel, S., Hoef, B V, Brepoels, K., Collen, D., and 
Maeyer, M.D. (1999) Guiding a docking mode by phage display: selection of correlated 
mutations at the staphy 1 okinase-plasmin interface. J. Mol. Bio., 290, 471-479. 
Jones, S., Marin, A. and Thornton, J.M. (2000) Protein domain interfaces: characterization 
and comparison with oligomeric protein interfaces. Protein Eng., 13, 77-82. 
Jones, S. and Thornton, J.M. (1997a) Analysis of protein-protein interaction sites using 
surface patches. J. Mol. Biol., 272, 121-132. 
Jones, S. and Thornton, J.M. (1997b) Prediction of protein-protein interaction sites using 
patch analysis../. Mol. Biol., 272, 133-143. 
Kalchalski-Katzir, E, Shariv, I., Eisenstein, M., Fries em, A.A., Aflalo, C. and Vakser, I.A. 
(1992) Molecular surface recognition: determination of geometric fit between proteins 
and their ligands by correlation techniques. Proc. Natl. Acad. Sci. U. S. A., 89, 2195-
2199. 
Keskin, O , Mab, B. and Nussinov, R. (2005) Hot regions in protein-protein interactions: the 
organization and contribution of structurally conserved hot spot residues. J. Mol. Biol., 
345, 1281-1294. 
Kini, R M. and Evans, H.J. (1996) Prediction of potential protein-protein interaction sites 
from amino acid sequence identification of a fibrin polymerization site. FEB S letters, 
385,81-86. 
Kleywegt, G.J. (1999) Recognition of spatial motifs in protein structures. J. Mol. Biol., 285, 
1887-1897. 
Knegtel, R M A., Antoon, J., Rullmann, C , Boelens, R. and Kaptein, R. (1994a) MONTY: 
A Monte Carlo approach to protein-DNA recognition. J. Mol. Biol., 235, 318-324. 
22 
Knegtel, R.M.A., Boelens, R. and Kaptein, R (1994b) Monte Carlo docking of protein-
DNA complexes: Incorporation of DNA flexibility and experimental data. Protein Eng., 
7,761-767. 
Kortemme, T. and Baker, D. (2002) A simple physical model for binding energy hot spots in 
protein-protein complexes. PNAS, 99, 14116-14121. 
Landau, M., Mayrose, I., Rosenberg, Y., Glaser, F, Martz, E., Pupko, T. and Ben-Tal, N. 
(2005) ConSurf 2005: the projection of evolutionary conservation scores of residues on 
protein structures. Nucl. Acids Res., 33, W299-302. 
Landgraf, R, Fischer, D. and Eisenberg, D. (1999) Analysis of heregulin symmetry by 
weighted evolutionary tracing. Protein Eng., 12, 943-951. 
Landgraf, R., Xenariosa, 1. and Eisenberg, D. (2001) Three-dimensional cluster analysis 
identifies interfaces and functional residue clusters in proteins. J. Mol. Biol, 307, 1487-
1502. 
Lanman, J., Lam, T.T., Barnes, S., Sakalian, M., Emmett, MR, Marshall, A G and 
Prevelige, J., Peter E. (2003) Identification of novel interactions in HIV-1 caps id protein 
assembly by high-resolution mass Spectrometry. J. Mol. Biol., 325, 759-772. 
Lichtarge, O., Bourne, H.R. and Cohen, F.E. (1996a) Evolutionarily conserved Galpha beta 
gamma binding surfaces support a model of the G protein-receptor complex. Proc. Natl. 
Acad. Sci. USA., 93, 7507-7511. 
Lichtarge, O , Bourne, H.R. and Cohen, F.E. (1996b) An evolutionary trace method defines 
binding surfaces common to protein families. J. Mol. Biol., 257, 342-358. 
Lichtarge, O. and Sowa, M E. (2002) Evolutionary predictions of binding surfaces and 
interactions. Curr. Opin. Struct. Biol., 12, 21-27. 
Lichtarge, O , Yamamoto, K.R. and Cohen, F.E. (1997) Identification of functional surfaces 
of the zinc binding domains of intracellular receptors. J. Mol. Biol., 274, 325-337. 
Lo Conte, L., Chothia, C. and Janin, J. (1999) The atomic structure of protein-protein 
recognition sites. J. Mol. Biol., 285, 2177-2198. 
Lu, L., Arakaki, A.K., Lu, H. and Skolnick, J. (2003) Multimeric threading-based prediction 
of protein-protein interactions on a genomic scale: application to the Saccharomyces 
cerevisiae proteome. Genome Res., 13(6A), 1146-1154. 
23 
Lu, L., Lu, H. and Skolnick, J. (2002) MULTIPROSPECTOR: An algorithm for the 
prediction of protein-protein interactions by multimeric threading. Proteins, 49, 350-364. 
MacDonald, D. and Lu, P. (2002) Residual dipolar couplings in nucleic acid structure 
determination. Curr. Opin. Struct. Biol., 12, 337-343. 
Madabushi, S., Yao, H, Marsh, M., Kristensen, D M., Philippi, A., Sowa, M.E. and 
Lichtarge, O. (2002) Structural clusters of evolutionary trace residues are statistically 
significant and common in proteins. J. Mol. Biol., 316, 139-154. 
Mandell, J.G., Falick, A.M. and Komives, E.A. (1998) Identification of protein-protein 
interfaces by decreased amide proton solvent accessibility. Proc. Natl. Acad. Sci. U. S. 
A., 95, 14705-14710. 
Mandell, J.G., Roberts, V.A., E, P.M., Kotlovyi, V., J.C., M., E., N., I., T. and F., T.L. 
(2001) Protein docking using continuum electrostatics and geometric fit. Protein Eng., 
14, 105-113. 
Morgan, M.J. (2001) Initial sequencing and analysis of the human genome. Nature, 409, 
860-921. 
Morrison, K.L. and Weiss, G.A. (2001) Combinatorial alanine-scanning. Curr. Opin. Chem. 
Biol., 5, 302-307. 
Myers, RM, Lerman, L.S. and Maniatis, T. (1985) A general method for saturation 
mutagenesis of cloned DNA fragments. Science, 229, 242-247. 
Oda, Y., Saeki, K., Takahashi, Y , Maeda, T., Naitow, H, Tsukihara, T. and Fukuyama, K. 
(2000) Crystal structure of tobacco necrosis virus at 2.25 A resolution. J. Mol. Biol., 300, 
153-169. 
Ofran, Y and Rost, B. (2003a) Analysing six types of protein-protein interfaces. J. Mol. 
Biol., 325, 377-387. 
Ofran, Y. and Rost, B. (2003b) Predicted protein-protein interaction sites from local 
sequence information. FEBSLett., 544, 236-239. 
Orengo, C A, Michie, A D., Jones, S., Jones, D T, Swindells, M B. and Thornton, J.M. 
(1997) CATH—a hierarchic classification of protein domain structures. Structure 
(London, England), 5, 1093-1108. 
24 
Pazos, F., Olmea, O. and Valencia, A. (1997a) A graphical interface for correlated mutations 
and other structure prediction methods. CABIOS 13, 319-321. 
Pazos, F., Helmer-Citterich, M., Ausiello, G. and Valencia, A. (1997b) Correlated mutations 
contain information about protein-protein interaction. J. Mol. Biol., 271, 511-523. 
Pellecchia, M., Sebbel, P., Hermanns, U., Wuthrich, K. and Glockshuber, R. (1999) Pi lus 
chaperone FimC-adhesin FimH interactions mapped by TROSY-NMR. Nat. Struct. 
Biol., 6, 336-339. 
Pervushin, K., Riek, R., Wider, G. and Wuthrich, K. (1997) Attenuated T2 relaxation by 
mutual cancellation of dipole-dipole coupling and chemical shift anisotropy indicates an 
avenue to NMR structures of very large biological macromolecules in solution. Proc. 
Natl. Acad. Sci. U. S. A., 94, 12366-12371. 
Pollock, D.D., Taylor, W.R. and Goldman, N. (1999) Coevolving protein residues: 
maximum likelihood identification and relationship to structure. J. Mol. Biol. 287 (1) 
187-198. 
Pusev. M L.. Liu. Z.J.. Tempel. W . Praissman. J.. Lin. P.. Wang. B.C.. Gavira. J.A. and Ng. 
J.P. (2005) Life in the fast lane for protein crystallization and X-ray crystallography. 
Prog. Biophys. and Mol Bio., 88 (3) 359-386. 
Rashidzadeh, H., Khrapunov, S., Chance, M R. and Brenowitz, M (2003) Solution structure 
and interdomain interactions of the Saccharomyces cerevisiae "TATA binding protein" 
(TBP) probed by radiolytic protein footprinting. Biochemistry, 42, 3655-3665. 
Riek, R., Fiaux, J., Bertelsen, E.B., Horwich, A L and Wuthrich, K. (2002) Solution NMR 
techniques for large molecular and supramolecular structures. J. Am. Chem. Soc., 124, 
12144-12153. 
Rosenfeld, R, Vajda, S. and DeLisi, C. (1995) Flexible docking and design. Annu. Rev. 
Biophys. Biomol. Struct., 24, 677-700. 
Russell, R.B. (1998) Detection of protein three-dimensional side-chain patterns: new 
examples of convergent evolution. J. Mol. Biol., 279, 1211-1227. 
Schneidman-Duhovny, D, Nussinov, R., Wolfson, H.J. (2004) Predicting molecular 
interactions in silico: II. Protein-protein and protein-drug docking. Curr. Med. Chem., 
11:91-107. 
25 
Sen, T., Kloczkowski, A., Jernigan, R., Yan, C, Honavar, V., Ho, K., Wang, C , Ihm, Y., 
Cao, H., Gu, X. and Dobbs, D. (2004) Predicting binding sites of hydrolase-inhibitor 
complexes by combining several methods. BMC Bioinformatics, 5, 205. 
Shan ah an, HP., Garcia, M.A., Jones, S. and Thornton, J.M. (2004) Identifying DNA-
binding proteins using structural motifs and the electrostatic potential. Nucl. Acids Res., 
32, 4732-4741. 
Shulman-Peleg, A., Nussinov, R. and Wolfson, H.J. (2004) Recognition of functional sites 
in protein structures. J. Mol. Biol., 339, 607-633. 
Smyth, M.S., and Martin, J.H.J. (2000) X ray crystallography. Mol. Pathol. 53(1): 8-14. 
Socolich, M., Lockless, S.W., Russ, W.P., Lee, H., Gardner, K.H., and Ranganathan, R. 
(2005) Evolutionary information for specifying a protein fold. Nature, 437, 512-518. 
Sowa, ME, He, W, Slep, K.C., Kercher, MA, Lichtarge, O. and Wensel, T.G. (2001) 
Prediction and confirmation of a site critical for effector regulation of RGS domain 
activity. Nat. Struct. Biol., 8, 234-237. 
Sternberg, M.J., Gabb, H A and Jackson, R M. (1998) Predictive docking of protein-
protein and protein—DNA complexes. Curr. Opin. Struct. Biol., 8, 250-256. 
Strynadka, N.C.J., Eisenstein, M, Katchalski-Katzir, E., Shoichet, B.K., Kuntz, I D., 
Abagyan, R., Totrov, M., Janin, J., Cherfils, J., Zimmerman, F., Olson, A., Duncan, B., 
Rao, M., Jackson, R, Sternberg, M. and James, M.N.G. (1996) Molecular docking 
programs successfully predict the binding of a |3- lactamase inhibitory protein to TEM-1 
(3-lactamase. Nat. Struct. Biol., 3, 233-239. 
Suel, G M , Lockless, S.W., Wall, M.A., Ranganathan, R. (2003) Evolutionarily conserved 
networks of residues mediate allosteric communication in proteins. Nat. Struct. Biol. 10, 
59-69. 
Takahashi, H., Nakanishi, T., Kami, K, Arata, Y. and Shimada, I. (2000) A novel NMR 
method for determining the interfaces of large protein-protein complexes. Nat. Struct. 
Biol., 7, 220-223. 
Terribilini, M., Lee, J.-H , Yan, C, Jernigan, R L , Carpenter, S., Honavar, V. and Dobbs, D. 
(In press) Identifying interaction sites in "recalcitrant" proteins: Predicted protein and 
26 
RNA binding sites in Rev proteins of HIV-1 and EIAV agree with experimental data. In 
Proceedings of Pacific Symposium on Biocomputing (PSB) 2006. 
Tillier, E.R.M. and Lui, T.W.H. (2003) Using multiple interdependency to separate 
functional from phylogenetic correlations in protein alignments. Bioinformatics, 19, 750-
755. 
Torrance, J.W., Bartlett, G.J., Porter, C.T. and Thornton, J.M. (2005) Using a library of 
structural templates to recognise catalytic sites and explore their evolution in 
homologous families. J. Mol. Biol., 347, 565-581. 
Tovchigrechko, A., Wells, C A and Vakser, I. A. (2002) Docking of protein models. Protein 
Sci., 11, 1888-1896. 
Trester-Zedlitz, M , Kamada, K., Burley, S.K., Fenyo, D, Chait, B.T. and Muir, T.W. 
(2003) A modular cross-linking approach for exploring protein interactions. J. Am. 
Chem. Soc., 125, 2416-2425. 
Vajda, S. and Camacho, C.J. (2004) Protein-protein docking: is the glass half-full or half-
empty? Trends Biotechnol., 22, 110-116. 
Venter, J.C., Adams, M.D., Myers, E.W., Li, P.W., Mural, R J , Sutton, G.G., Smith, HO, 
Y a n d e l l ,  M . ,  E v a n s ,  C  A  ,  H o l t ,  R  A  ,  G o c a y n e ,  J  D  ,  A m a n a t i d e s ,  P . ,  B a l  l e w ,  R M ,  
Huson, D H , Wortman, J R, Zhang, Q., Kodira, CD, Zheng, X.H., Chen, L, Skupski, 
M., Subramanian, G , Thomas, P.D., Zhang, J., Gabor Miklos, G L , Nelson, C , Broder, 
S., Clark, AG, Nadeau, J., McKusick, V.A., Zinder, N., Levine, A.J., Roberts, R J, 
Simon, M., Slayman, C , Hunkapiller, M., Bolanos, R , Del cher, A , Dew, I, Fasulo, D , 
Flanigan, M, Florea, L., Hal pern, A., Hannenhalli, S., Kravitz, S., Levy, S., Mobarry, 
C , Reinert, K., Remington, K., Abu-Threideh, J , Beasley, E , Biddick, K., Bonazzi, V., 
Brandon, R., Cargill, M , Chandramouliswaran, I., Charlab, R , Chaturvedi, K., Deng, Z , 
Francesco, V D, Dunn, P., Eilbeck, K., Evangelista, C , Gabrielian, A.E., Gan, W, Ge, 
W , Gong, F., Gu, Z , Guan, P., Heiman, T.J., Higgins, M.E., Ji, R.-R., Ke, Z , Ketchum, 
K.A., Lai, Z , Lei, Y , Li, Z , Li, J., Liang, Y., Lin, X , Lu, F., Merkulov, G V , Milshina, 
N., Moore, H.M., Naik, A.K., Narayan, V.A., Neelam, B , Nusskem, D , Rusch, D B , 
Salzberg, S., Shao, W., Shue, B , Sun, J., Wang, Z.Y., Wang, A., Wang, X., Wang, J., 
27 
Wei, M.-H., Wides, R, Xiao, C, Yan, C , et al. (2001) The sequence of the human 
genome. Science, 291, 1304-1351. 
Wallace, A C., Borkakoti, N. and Thornton, J.M. (1997) TESS: A geometric hashing 
algorithm for deriving 3D coordinate templates for searching structural databases. 
Application to enzyme active sites. Protein Sci., 6, 2308-2323. 
Wallace, A C., Laskowski, R A. and Thornton, J.M. (1996) Derivation of 3D coordinate 
templates for searching structural databases: Application to Ser-His-Asp catalytic triads 
in the serine proteinases and lipases. Protein Sci., 5, 1001-1013. 
Wang, Z.Y.O. and Pllock, D.D. (2005) Context dependence and coevolution among amino 
acid residues in proteins. Methods in enzymology, 395, 779-795. 
Wangikar, P.P., Tendulkar, A.V., Ramya, S., Mali, D.N. and Sarawagi, S. (2003) Functional 
sites in protein families uncovered via an objective and automated graph theoretic 
approach. J. Mol. Biol., 326, 955-978. 
Wimberly, B T , Brodersen, DE, demons, W.M., Jr, Morgan-Warren, R J , Carter, A.P., 
Vonrhein, C , Hartsch, T. and Ramakrishnan, V. (2000) Structure of the 30S ribosomal 
subunit. Nature, 407, 327-339. 
Wishart D. (2005) NMR spectroscopy and protein structure determination: applications to 
drug discovery and development. Curr. Pharm. Biotechnol. 6:105-120. 
Wodak, S.J. and Mendez, R. (2004) Prediction of protein-protein interactions: the CAPRI 
experiment, its evaluation and implications. Curr. Opin. Struct. Biol., 14, 242-249. 
Wu, C , Huang, H., Arminski, L., Castro-Alvear, J., Chen, Y., Hu, Z, Ledley, R S , Lewis, 
K.C., Mewes, H.-W., Orcutt, B.C., Suzek, B E., Tsugita, A., Vinayaka, C R, Yeh, L.-S , 
Zhang, J. and Barker, W.C. (2002) The Protein Information Resource: an integrated 
public resource of functional annotation of proteins. Nucleic Acids Res., 30, 35-37. 
Xennarios, I., Salwinski, L., Duan, X.J., Higney, P., Kim, S. and Eisenberg, D. (2002) DIP: 
The Database of Interacting Proteins. A research tool for studying cellular networks of 
protein interactions. Nucleic Acids Res, 30, 303-305. 
Yan, C , Dobbs, D. and Honavar, V. (2004a) A two-stage classifier for identification of 
protein-protein interface residues. Bioinformatics, 20, i371-i378. 
28 
Yan, C., Honavar, V. and Dobbs, D. (2004b) Identification of interface residues in protease-
inhibitor and antigen-antibody complexes: a support vector machine approach. Neural 
Computing & Applications, 13, 123-129. 
Yan, C., Terribilini, M., Wu, F., Jernigan, R.L., Dobbs, D. and Honavar, V. (Submitted-a) 
Identifying amino acid residues involved in protein-DNA interactions from sequence. 
Yan, C., Terribilini, M., Wu, F, Jernigan, R.L., Honavar, V. and Dobbs, D. (Submitted-b) 
Computational prediction of protein-nucleic acid binding sites. 
Yu, G, Park, B, Chandramohan, P., Munavalli, R , Geist, A., and Samatova, N.F. (In press) 
In silico Discovery of Enzyme-Substrate Specificity-determining Residue Clusters. J. 
Mol. Biol. 
Zhou, H. and Shan, Y (2001) Prediction of protein interaction sites from sequence profile 
and residue neighbor list. Proteins, 44, 336-343. 
29 
CHAPTER 2. A TWO-STAGE CLASSIFIER FOR 
IDENTIFICATION OF PROTEIN-PROTEIN INTERFACE 
RESIDUES 
A paper published in Bioinformatics 
Changhui Yan, Drena Dobbs, and Vasant Honavar 
ABSTRACT 
The ability to identify protein-protein interaction sites and to detect specific amino acid 
residues that contribute to the specificity and affinity of protein interactions has important 
implications for problems ranging from rational drug design to analysis of metabolic and 
signal transduction networks. We have developed a two-stage method consisting of a 
Support Vector Machine (SVM) and a Bayesian classifier for predicting which surface 
residues of a protein participate in protein-protein interactions. This approach exploits the 
fact that interface residues tend to form clusters in the primary amino acid sequence. Our 
results show that the proposed two-stage classifier outperforms previously published 
sequence-based methods for predicting interface residues. We also present results obtained 
using the two-stage classifier on an independent test set of 7 CAPRI (Critical Assessment of 
PRedicted Interactions) targets. The success of the predictions is validated by examining the 
predictions in the context of the 3-dimensional structures of protein complexes. 
INTRODUCTION 
Protein-protein interactions play a pivotal role in protein function. Completion of many 
genomes is being followed rapidly by large-scale efforts to identify interacting protein pairs 
experimentally, in order to decipher the networks of interacting proteins. Experimental 
proteomics projects have already resulted in complete 'interactomes' (Ho et al., 2002; Giot 
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et al., 2003; Li et al., 2004). While such efforts yield a catalog of interacting proteins, 
experimental detection of residues in protein-protein interaction surfaces must come from 
determination of the structure of protein-protein complexes. However, determination of 
protein structures protein complex structures using X-ray and NMR methods lags far behind 
the number of known protein sequences. Hence, there is a need for development of reliable 
computational methods for identifying protein-protein interface residues (Teichmann et al., 
2001; Valencia and Pazos, 2002; 2003). Identification of protein-protein interaction sites and 
detection of specific amino acid residues that contribute to the specificity and strength of 
protein interactions is an important problem with broad applications ranging from rational 
drug design to the analysis of metabolic and signal transduction networks. 
Protein-protein interfaces have been a topic of study for several years (Chothia and 
Janin, 1975, Jones and Thornton, 1996; Lo Conte et al., 1999; Ofran and Rost, 2003a). 
Based on the different characteristics of known protein-protein interaction sites, several 
methods have been proposed for predicting these sites. These include methods based on the 
presence of "proline brackets" (Kini and Evans, 1996), patch analysis using a 6-parameter 
scoring function (Jones and Thornton, 1997), properties associated with interface topology 
(Valdar and Thornton, 2001), analysis of the hydrophobicity distribution around a target 
residue (Gallet et al., 2000), charge distribution on interfaces (Sheinerman et al., 2002), 
multiple sequence alignments (Pazos, et al., 1997; Valencia et al., 2003), structure-based 
multimeric threading (Lu et al., 2003), docking methods (Halperin et al., 2002), using 
potentials that describe protein-protein interactions (Keskin et al., 1998), analysis of 
characteristics of spatial neighbors of a target residue using neural networks (Zhou and 
Shan, 2001; Fariselli et al., 2002; Ofran and Rost, 2003b). Our recent work has focused on 
an analysis of sequence neighbors of a target residue using an SVM method (Yan et al., 
2003). 
In our previous report, we used an SVM to identify interface residues using sequence 
neighbors of a target residue (Yan et al., 2003). Here we report a two-stage classifier 
consisting of a support vector machine (SVM) and a Bayesian network classifier that 
identifies interface residues primarily on the basis of sequence information. The two-stage 
method achieved 72% accuracy with a correlation coefficient of 0.3 when tested on a set of 
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77 proteins using five-fold cross validations. Experiments on the same dataset demonstrated 
that the two-stage method outperforms the previously published sequenced-based method of 
Gal let et al. (2000). 
CAPRI (http://capri.ebi.ac.uk/) is a community wide experiment to assess the capacity of 
protein-docking methods to predict protein-protein interactions. In each round of CAPRI, 
structures of protein-protein complexes are predicted based on structures of the unbound 
components. CAPRI targets present interesting test cases for evaluation of computational 
methods for prediction of interface residues. A two-stage classifier which was trained using 
the 77 proteins in our dataset was tested performance on CAPRI targets. The results were 
evaluated in the context of 3-dimensional structures of protein complexes. 
METHODS AND MATERIALS 
Datasets 
We extracted individual proteins from a set of 70 protein-protein heterocomplexes used 
in the study of Chakrabarti & Janin (2002). After removal of redundant proteins and 
molecules with fewer than 10 residues, we obtained a data set of 77 individual proteins with 
sequence identity less than 30%. These proteins represent six different categories of protein-
protein interfaces, classified according to the scheme of Chakrabarti and Janin (2002). The 
six categories and the number of representatives in each category are: Antibody-antigen 
(13), Protease-inhibitor (11), Enzyme complexes (13), Large protease complexes (7), G-
proteins, cell cycle, signal transduction (16) and Miscellaneous (17). Because of the low 
level of sequence identity, the resulting data set is more challenging than the data sets used 
in previous studies by our group (Yan et al., 2003) as well as by other authors (Ofran and 
Rost, 2003b). The list of 77 proteins is available at 
http : //www.public.iastate.edu/~chhvan/ISMB2004/list.html. 
Definition of surface residue and interface residues 
The definition of interface residues used in this study is based on the reduction of solvent 
accessible surface area (ASA) upon complex formation. ASA was computed for each 
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residue in the unbound molecule (MASA) and in the complex (CASA) using the DSSP 
program (Kabsch and Sander, 1983). A residue is defined to be a surface residue if its 
MAS A is at least 25% of its nominal maximum area as defined by Rost and Sander (1994). 
A surface residue is defined to be an interface residue if its calculated ASA in the complex is 
less than that in the monomer by at least 1À2 (Jones and Thornton, 1996). Surface residues 
were extracted and divided into interface residues and non-interface residues, using 
structural information from PDB files. We obtained a total of 2340 positive examples 
corresponding to interface residues and 5091 negative examples corresponding to non-
interface residues. 
Analysis of interface residue neighborhoods 
Let Factual be the observed probability that a given neighbor of an interface residue is also 
an interface residue. Let Pbackgmund be the probability that this position has an interface 
residue by chance. The log likelihood of the residue for this position belonging to an 
interface is given by ^0^2^ac'"a'I^backsrou"<'^, Positive values for likelihood indicate that the 
residue under consideration has probability greater than that expected by chance of being an 
interface residue. Negative likelihood indicates the opposite. A likelihood of 0 indicates that 
the probability that the residue is likely to be an interface residue is the same as what we 
would expect based simply on the fraction of residues in the data set that are interface 
residues. 
The two-stage classifier 
In designing the two-stage classifier we exploit the observation that interface residues 
tend to form clusters on amino acid sequence (Ofran and Rost, 2003b). In the first stage, a 
SVM classifier is trained to identify interface residues based on the identities of neighboring 
residues of the target residue. The input to the SVM is an encoding of the identities of 9 
contiguous amino acid residues, corresponding to a window containing the target residue 
and 4 neighboring residues on either side of the target residue. Each of the 9 residues in the 
window is represented by a 20-bit vector (with one bit for each letter of the 20-letter amino 
acid alphabet). Thus, the SVM classifier accepts 9x20=180-bit vector as input and produces 
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a Boolean output (with 1 denoting an interface residue and 0 denoting a non interface 
residue). Our study used the SVM in the Weka package from the University of Waikato, 
New Zealand (http://www.cs.waikato.ac.nz /-ml/weka/) (Witten and Frank, 1999). The 
package implements John C. Piatt's (1998) sequential minimal optimization (SMO) 
algorithm for training a support vector classifier using scaled polynomial kernels. 
In the second stage, a Bayesian network classifier is trained to identify interface residues 
based on the class labels (1 for interface or 0 for non-interface) of its neighbors. The inputs 
for Bayesian classifier are the class labels of the 8 residues surrounding the target residue (4 
on each side). The Bayesian network classifier is trained to output the most likely class label 
for the target residue given the class labels of its neighboring residues. We used is the 
BayesNetB from the Weka package, which implements hill climbing algorithm to I earn the 
Bayesian network structure (Buntine, 1991). (We found that on this data set, the Naive 
Bayes classifier performs as well as a more complex classifier that models the dependencies 
among the neighboring residues). 
Let C be a Binary random variable that denotes the class label (1 for an interface residue, 
0 for a non-interface residue) for the target residue. Let Z be a vector-valued random 
variable that denotes the input to the 2-stage classifier (i.e., a Binary encoding of the target 
residue and its sequence neighbors). The two stage classifier classifies the target residue as 
an interface residue if: ^0 I z) 
The skematic of the 2-stage classifier is shown in Figurel. If 6 =1, this procedure 
corresponds to assigning the most probable class label (maximum a posteriori classification) 
for the target residue. Varying 6 corresponds to trading off specificity against sensitivity of 
interface residue prediction (see Figure 4 under Experimental Results). We choose 0 so as to 
maximize the correlation coefficient (see below) which measures the agreement between the 
actual and predicted class labels on the training data. The resulting classifier is then used to 
predict whether or not a target residue is likely to be an interface residue based on its 
identity and the identities of its 8 sequence neighbors. 
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Figure 1. The schematic of the 2-stage classifier. 
Five-fold cross-validations 
The classifier was evaluated using five-fold cross-validations. The examples from the 77 
proteins were randomly divided into five subsets. In each round of experiment, four subsets 
were used for training and the remaining subset was used as test set. Negative examples in 
the training set were randomly deleted so that the training set had equal numbers of positive 
and negative examples. There were five rounds of such experiments in a five-fold cross-
validation. 
Performance measures 
Let TP = the number of true positives (residues predicted to be interface residues that 
actually are interface residues); FP = the number of false positives (residues predicted to be 
interface residues that are in fact not interface residues); TN = the number of true negatives; 
FN = the number of false negatives; N = TP+TN+FP+FN (the total number of examples). 
Then we have: 
TP TP 
Sensitivity* =TP + FN ; 
TP + TN 
Accuracy = N ; and 
Specificity* = TP + FP ; 
Correlation Coefficient = TPxTN - FPxFN 
J(TP + FNXTP + FP)(TN + FPJTN + FN) 
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Sensitivity* (sensitivity for interface residue class) measures the fraction of interface 
residues that are identified as such. Specificity* (specificity for the interface residue class) 
measures the fraction of the predicted interface residues that are actually interface residues. 
Accuracy of a classifier measures the estimated probability of correct predictions. 
Correlation coefficient (CC) is a measure of how well the predicted class labels correlate 
with the actual class labels. It ranges from -1 to 1 where a correlation coefficient of 1 
corresponds to perfect predictions, and a correlation coefficient of 0 corresponds to random 
guessing. Note that the commonly used measure of accuracy is not a particularly useful 
measure for evaluating the effectiveness of a classifier when the distribution of samples over 
different classes is unbalanced (Baldi et al., 2000). Average values of specificity and 
sensitivity are given by: 
Average Specificity = ^ (Specificity ' + Specificity ' ) 
Average Sensitivity = ^ [Sensitivity1 + Sensitivity~ ) 
EXPERIMENTS AND RESULTS 
Interface residues tend to form clusters on amino acid sequences 
Ofran et. al. (2003b) investigated the sequence neighborhood of protein-protein interface 
residues in a set of 333 proteins and reported that 98% of protein-protein interface residues 
have at least one additional interface residue within 4 positions N or C terminal and 74% 
have at least 4. Among the 77 proteins we used here, 44 are also in Ofran dataset. For the 77 
proteins, we obtained similar results: 97% of interface residues have at least one additional 
interface residue, and 70% of the interface residues have at least 4 interface residues within 
4 positions on either side. For each interface residue, we analyzed the likelihood that its 
sequence neighbors are also interface residues. The results are shown in Figure 2. Close 
neighbors of an interface residue have a high likelihood of being interface residues. The 
closer a sequence neighbor is to an interface residue, the greater is its likelihood of being an 
interface residue. When the distance increases to 16 residues, the likelihood drops to 0. The 
observation that the interface residues tend to form clusters on the primary sequence 
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suggests the possibility of detecting protein-protein interface residues from local sequence 
information. 
Based on the results shown in Figure 2, a window size of 9 contiguous residues centered 
on the target residue was empirically determined to be optimal (data not shown) for 
constructing the two-stage classifier. 
-16 -12 -8 -4 0 4 8 12 16 
Position relative to an interface residue 
Figure 2. The likelihood that positions neighboring interface residues also contains 
interface residues. Position 0 is an interface residue. Negative positions are on N terminal 
side of this target residue, positive positions are C terminal. Positive likelihood means that 
the position has higher probability than random of also being an interface residue. 
Classification of surface residues from 77 proteins into interface residues and 
non-interface residues 
The two-stage classifier was evaluated using the dataset of 77 proteins in a five-fold 
cross validation experiment. Table 1 shows the classification performance as measured by 
correlation coefficient, accuracy, specificity* and sensitivity*. The correlation coefficient 
was maximized by choosing 6 =1. The resulting classifier achieved an overall accuracy of 
72% with a correlation coefficient of 0.30. The standard deviation of accuracy is 2% and 
that of correlation coefficient is 0.04. 58% of the residues predicted to be interface are 
actually interface residues, and 39% of interface residues are identified as such. We also 
investigated the fraction of interface residues in each protein that are correctly identified by 
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the classifier. Our results show that in 65 out of 77 (84%) proteins the classifier can 
recognize at least 20% of interface residues. 
To examine whether the two-stage method learns sequence characteristics that are 
predictive of target residue functions, we ran a control experiment in which the class labels 
were randomly shuffled to destroy the attributes-class relationship in the original dataset. 
The correlation coefficient obtained on the class label shuffled data set is -0.01 (as compared 
to 0.30 on the original data set) indicating that the two-stage classifier performs significantly 
better than a random predictor (correlation coefficient « 0) (Table 1). 
Table 1. Classification performance on a dataset of 77 proteins based on five-fold 
cross validation. 
Two-stage method Gallet's method 
Dataset Original dataset1 Randomized dataset1 Original dataset1 
Correlation 
coefficient 
0.30 -0.01 -0.02 
Accuracy 0.72 0.53 0.51 
Specificity + 0.58 0.31 0.30 
Sensitivity + 0.39 0.37 0.44 
Class labels were not shuffled (i.e., these are original class labels extracted from PDB 
structure files). 
2 Class labels were randomly shuffled for all the examples before training and testing the 
classifiers. 
Comparison with Gallet's method 
Previously Gallet et al. ( 2000) published a method to identify interface residues using an 
analysis of sequence hydrophobicity based on earlier work of Eisenberg et al. (1984). For 
direct comparison, we evaluated Gallet method using five-fold cross validation on the same 
dataset that was used to evaluate our two-stage classifier. We used an input window size of 5 
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for the Gallet method, which is the window size reported to perform best (Gallet et al., 
2000). The results shown in Table 1 indicate that the two-stage method achieves a much 
higher accuracy, correlation coefficient, and specificity* than Gallet method, thereby 
outperforming Gallet method in overall classification, although the Gallet method achieves 
slightly higher value sensitivity*. Notably, the correlation coefficient for the Gallet's method 
is -0.02 - very close that of a random predictor. 
Two-stage Classifier yields substantially more accurate interface residue 
predictions than the one-stage SVM classifier 
Previously we reported an SVM method to identify interface residues (Yan et al., 2003). 
The two-stage method reported here combines an SVM and a Bayesian classifier. Table 2 
shows the performance enhancement achieved by the two-stage method. Comparison of the 
performance shows that the Bayesian method (the second stage) helps improve the 
classification: correlation coefficient increases from 0.19 to 0.30, accuracy increases from 
0.66 to 0.72, and specificity* increases from 0.44 to 0.58; although sensitivity* decreases 
slightly from 0.43 to 0.39. Thus we conclude that exploiting the distribution of interface and 
non-interface residues in the neighborhood of an interface residue can significantly improve 
the performance of classifiers for identifying interface residues. 
Table 2. The performance of two-stage and one-stage classifier. 
SVM method Two-stage method 
Correlation 
coefficient 
0.19 0.30 
Accuracy 0.66 0.72 
Specificity * 0.44 0.58 
Sensitivity * 0.43 0.39 
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Figure 3. Representative prediction results on the 77 proteins. The target protein (for 
which the predictions are made) in each complex is shown in green, with residues of interest 
shown in spacefill and color coded as follows: red, interface residues identified as such by 
the classifier (true positives); yellow, interface residues missed by the classifier (false 
negatives), and blue, residues incorrectly classified as interface residues (false positives). 
For clarity, interface residues for the partner protein in each complex (gray wireframe) are 
not shown. A,, B, are the predictions of SVM method. A2, B2 are the corresponding 
predictions of two-stage method on the same proteins. A,, A%: Predictions on BARSTAR 
from PDB lbrs; Bi, B2: Predictions on SEB from PDB lseb; Structure diagrams were 
generated using RasMol (http://www.openrasmol.org/) . 
Evaluation of the predictions in the context of three-dimensional structures 
To further evaluate the performance of the classifier, we examined predictions in the 
context of the three-dimensional structures of heterocomplexes. Two representative 
prediction results are shown in Figure 3. For comparison, the prediction results for both the 
SVM method alone (the first stage) and two-stage method are shown. The 1st and 7th best 
(out of 77 proteins) predictions (in term of correlation coefficient) are shown in 3A, B 
respectively. Figure 3A,, Bt are the predictions of SVM method. Figure 3A2, B2 are the 
corresponding predictions of two-stage method on the same proteins. Figure 3A,_ A2 show 
the predictions on BARSTAR from PDB lbrs, which is the complex of BARNASE and 
BARSTAR. On BARSTAR the SVM method identified 8 interface residues with 1 false 
positive (Figure 3Ai), whereas two-stage method identified 16 interface residues with 0 false 
positives (Figure 3A2). Figure 3B, B2 show the predictions on SEB from an MHC protein-
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antigen complex (PDB Iseb), which is the structure of SEB bound by HLA-DR1. On SEB 
the SVM method identified 12 interface residues but with 20 false positives (Figure 3Bi), 
whereas two-stage method identified 13 interface residues with only 7 false positives 
(Figure 3B2). The results show that the two-stage classifier can successfully identify 
interface residues with fewer false positives than the SVM classifier above. The correctly 
identified interface residues (residues in red) form contiguous patches on surface. With this 
level of success, such predictions could be valuable for guiding experimental investigations 
into the roles of specific residues of a protein in its interaction with other proteins or for 
limiting search space for docking studies. 
Specificity-sensitivity tradeoff 
In some situations (e.g., identification of critical interface residues for site-specific 
mutagenesis) it is desirable to predict interface residues with very high specificity. This 
requirement can be met by modifying the parameters used by the two-stage classifier. In the 
results presented so far the two-stage classifier labels a target residue as an interface residue 
if p{\\z)!p(0\z)>\. As noted above, we can calibrate the cutoff to increase the specificity of 
interface residue predictions (specificity*) at the expense of reduced coverage (sensitivity*). 
Figure 4 shows the Specificity* v/s Sensitivity* plot of the predictions when different cutoffs 
are used. When we increased the cutoff to 8, the specificity of interface residue predictions 
(specificity*) increases to 0.85 and sensitivity* decreases to 0.05. That is, 85% of the 
residues predicted to be interface residues are actually interface residues and although only 
5% of the interfaces residues are identified as such. Alternatively, if it is important to 
identify more potential interface residues (even at expense of confidence), 60% interface 
residues can be identified with 50% specificity*. 
Evaluation of the two-stage classifier on CAPRI targets 
To further evaluate the two stage classifier, we used the our dataset of interface and non-
interface residues from the 77 proteins as a training set and used the resulting classifier to 
identify interface residues in CAPRI targets. At the time this study was performed, 7 CAPRI 
targets (target 01 through target 07) were available. A representative result is shown in 
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Figure 5: the prediction on Fab HC63 in target 03 which is the complex of Fab HC63 and 
hemagglutinin. On Fab HC63, the two-stage method identified 10 interface residues with 10 
false positives. 
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Figure 4. Specificity* v/s Sensitivity* plot of the two-stage method. 
Figure 5. Test results on Fab HC63 in CAPRI target 03. Fab HC63 is shown in 
green, with residues of interest shown in spacefill and color coded as follows: red, true 
positives; yellow, false negatives, and blue, false positives. For clarity, interface residues for 
hemagglutinin (gray wireframe) are not shown. Structure diagrams were generated using 
RasMol (http://www.openrasmol.org/) . 
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DISCUSSION 
Development of accurate and robust computational methods for identification of protein-
protein interface residues from amino acid would contribute to elucidation of protein 
sequence-structure function relationships, with the attendant benefits in a number of 
applications including drug design. Several approaches for predicting of interface residues 
from amino acid sequence, protein structure, or both have been explored with varying 
degrees of success. Methods that predict interface residues from amino acid sequence alone, 
or using amino acid sequence along with the structure of the target protein (but not the 
structure of the complex it forms with another protein) are of interest because relatively few 
experimentally determined structures of protein-protein complexes are currently available. 
In this paper, we have described a machine learning approach to constructing a two-stage 
classifier for classifying protein surface residues into interface and non-interface residues. 
The first stage consists of an SVM classifier. A Bayesian classifier is used at the second 
stage. The Bayesian classifier exploits the observation that interface residues tend to form 
contiguous or nearly contiguous clusters along the protein sequence. When trained and 
tested using five-fold cross validation on a non-redundant set of 77 proteins (with sequence 
identity below 30%) selected from hetero complexes, the method achieved 72% accuracy 
with a correlation coefficient of 0.3, 66% average specificity and 65% average sensitivity. 
The specificity of interface residue predictions (Specificity*) was 58% and sensitivity 
(Sensitivity4) was 39 %. Our results also show that the two-stage classifier that combines the 
SVM method with the Bayesian network classifier achieves better performance (correlation 
coefficient = 0.3, accuracy = 0.72) than a single stage SVM classifier (correlation coefficient 
= 0.19, accuracy = 0.66). 
It is worth noting that the two-stage classifier trained using our method on a subset of 77 
proteins also performed reasonably well in terms of identifying interface residues of CAPRI 
targets despite the fact that no information from the CAPRI targets was used in training the 
classifier. Taken together our experiments show that the two-stage approach which exploits 
the observation that interface residues tend to form contiguous or nearly contiguous clusters 
on protein sequences significantly outperforms the SVM classifier. 
43 
To the best of our knowledge, the methods proposed by Gallet (2000) and Ofran (2003b) 
represent the only fully sequence-based approaches to prediction of interface residues that 
have been evaluated on datasets consisting of more than a handful of proteins. These two 
methods predict interface residues by directly classifying all residues (including surface as 
well as core residues) into interface residues and non-interface residues whereas the methods 
reported in this paper classify surface residues into interface residues and non-interface 
residues. This is especially useful in cases where the structure of the target protein is known 
although the structure of the complex(es) formed by it with one or more other protein(s) is 
unknown. For direct comparison, we implemented the Gallet method and used it to classify 
the same dataset of surface residues used here into interface residues and non-interface 
residues. The results of our experiments show that the two-stage method presented here 
outperforms Gallet method on this dataset. Further comparisons of the method of Gallet and 
of Ofran, with and without a second stage Bayesian classifier, with the methods described in 
this paper, on a broader range of data sets is clearly of interest. 
Two points should be emphasized in evaluating the significance of these and other 
interface prediction results. First, it is important to note that the numbers of true positive, 
false positive, true negative and false negative predictions taken together provide all the 
relevant information for evaluating a classifier. Specificity, Sensitivity, Accuracy, and 
Correlation Coefficient offer different ways to summarize these four numbers into a single 
measure of performance. As noted by Baldi et al. (2000), each of these measures, taken 
alone, yields only partial information about classifier performance. This problem is 
exacerbated when the data set has unequal numbers of positive examples and that of 
negative examples. For example, if 80% of the residues are non-interaction residues, then a 
predictor that always predicts a residue to be a non-interaction residue will have an accuracy 
of 0.80 (80%). However, such a predictor is useless for correct identification of interface 
residues. In such a scenario, correlation coefficient is a much better indicator of the 
performance of a method. In this context, it is worth noting that Gallet's method shows a 
negative correlation coefficient that is close to zero (random prediction) on the data set used 
in this study. 
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Second, it should be pointed out that because any given protein can interact with 
multiple partners, some residues identified as false positives in performance assessment of 
our method, as well as the methods proposed by Gallet et al (2000). and Ofran and Rost 
(2003b), could in fact be residues that actually participate in contacts with protein(s) other 
than their known partners in the PDB file (or CAPRI targets). 
Mucchielli-Giorgi et al. (1999) and Naderi-Manesh et al. (2001) have reported an 
accuracy of 85% in identifying surface residues base on amino acid sequence information 
using techniques for predicting solvent accessibility of residues. This raises the possibility of 
coupling our method with surface residue predictions to identify interface residues based on 
sequence information alone: first classify all residues into surface residues and core 
residues; then classify surface residues into interface residues and non-interface residues. 
Evolutionary information in sequences has been used in sequence-based methods to 
identify interface residues (Pazos et al., 1997; Valencia and Pazos, 2003). It would be 
interesting to explore whether methods that exploit evolutionary information along with 
sequence identity (or biophysical properties of amino acid residues) would yield more 
accurate identification of interface residues from amino acid sequences. Alternative 
approaches to exploiting knowledge of the structure (or the predicted structural properties) 
of the target protein may also result in more accurate prediction of interface residues. 
ACKNOWLEDGEMENTS 
This research was supported in part by grants from the National Science Foundation 
(0219699), the National Institutes of Health (GM066387), and the Iowa State University 
Plant Sciences Institute. 
REFERENCES 
Baldi, P., Brunak, S., Chauvin, Y. and Andersen, CAP (2000) Assessing the accuracy of 
prediction algorithms for classification: an overview. Bioinformatics, 16, 412-424. 
45 
Buntine, W. (1991) Theory refinement on Bayesian networks. Proceedings of Seventh 
Conference on Uncertainty in Artificial Intelligence, Los Angeles, CA, pp. 52-60. 
Chakrabarti, P. and Janin, J. (2002) Dissecting protein-protein recognition sites. J. Mol. 
Biol., 272, 132-143. 
Chothia, C. and Janin, J. (1975) Principles of protein-protein recognition. Nature, 256, 705-
708. 
Eisenberg, D , Schwarz, E., Komaromy, M. and Wall, R. (1984) Analysis of membrane and 
surface protein sequences with the hydrophobic moment plot. J. Mol. Biol., 179, 125-
142. 
Fariselli, P., Pazos, F., Valencia, A. and Casadia, R. (2002) Prediction of protein-protein 
interaction sites in heterocomplexes with neural networks. Eur. J. Biochem, 269, 1356-
1361. 
Gallet, X., Charloteaux, B, Thomas, A and Brasseur, R. (2000) A fast method to predict 
protein interaction sites from sequences. J. Mol. Biol., 302, 917-926. 
Giot, L., Bader, J.S., Brouwer, C , Chaudhuri, A., Kuang, B , Li, Y, Hao, Y L, Ooi, C.E., 
Godwin, B, Vitols, E., Vijayadamodar, G, Pochart, P., Machineni, H., Welsh, M., 
Kong, Y., Zerhusen, B, Malcolm, R, Varrone, Z, Collis, A., Minto, M , Burgess, S., 
McDaniel, L , Stimpson, E, Spriggs, F., Williams, J , Neurath, K., loi me, N., Agee, M , 
Voss, E., Furtak, K., Renzulli, R, Aanensen, N., Carrolla, S., Bickelhaupt, E., 
Lazovatsky, Y, DaSilva, A., Zhong, J, Stanyon, C A, Jr., R.L.F., White, K.P., 
Braverman, M., Jarvie, T., Gold, S., Leach, M., Knight, J., Shimkets, R.A., McKenna, 
M P , Chant, J. and Rothberg, J.M. (2003) A Protein Interaction Map of Drosophila 
melanogaster. Science, 302, 1727-1736. 
Halperin, I, Ma, B., Wolfson, H., Nussinov, R. (2002) Principles of docking: an overview of 
search algorithms and a guide to scoring functions. Proteins, 7, 409-443. 
Ho, Y , Gruhler, A., Heilbut, A., Bader, G D , Moore, L , Adams, S., Millar, A., Taylor, P., 
Bennett, K., Boutilier, K., Yang, L, Wolting, C., Donaldson, L., Schandorff, S., 
Shewnarane, J., Vo, M., Taggart, J., Goudreault, M., Muskat, B , Alfarano, C , Dewar, 
D , Lin, Z , Michalickova, K, Willems, A R , Sassi, H , Nielsen, P A , Rasmussen, K.J., 
Andersen, J R., Johansen, L.E., Hansen, L H , Jespersen, H , Podtelejnikov, A., Nielsen, 
46 
E., Crawford, J., Poulsen, V, Serensen, B.D., Matthiesen, J., Hendrickson, R.C., 
Gleeson, F., Pawson, T., Moran, M.F., Durocher, D., Mann, M., Hogue, C.W.V., Figeys, 
D, and Tyers, M. (2002) Systematic identification of protein complexes in 
Saccharomyces cerevisiae by mass spectrometry . Nature, 15,180-3 
Jones, S. and Thornton, J.M. (1996) Principles of protein-protein interactions. Proc. Nat. 
Acad. Sci. USA, 93, 13-20. 
Jones, S. and Thornton, J.M. (1997) Prediction of protein-protein interaction sites using 
patch analysis. J. Mol. Biol., 272, 133-143. 
Kabsch, W. and Sander, C. (1983) Dictionary of protein secondary structure: pattern 
recognition of hydrogen-bonded and geometrical features. Biopolymers, 22, 2577-2637. 
Keskin O, Bahar I, Badretdinov AY, Ptitsyn OB, Jemigan RL. (1998) Empirical solvent-
mediated potentials hold for both intra-molecular and inter-molecular inter-residue 
interactions. Protein Sci.l :2578-86. 
Kini, R M and Evans, H.J. (1996) Prediction of potential protein-protein interaction sites 
from amino acid sequence identification of a fibrin polymerization site. FEBS letters, 
385,81-86. 
Li, S., Armstrong, C M., Berlin, N., Ge, H , Milstein, S., Boxem, M., Vidalain, P., Han, J J., 
Chesneau, A., Hao, T., Goldberg, D S , Li, N., Martinez, M , Ruai, J., Lamesch, P., Xu, 
L. Tewari, M., Wong, S.L., Zhang, L V , Berriz, G F, Jacotot, L , Vaglio, P., Reboul, J., 
Hirozane-Kishikawa, T., Li, Q., Gabel, H.W., Elewa, A., Baumgartner, B., Rose, D J , 
Yu, H., Bosak, S., Sequerra, R, Fraser, A., Mango, S.E., Saxton, W.M., Strome, S., 
Heuvel, S.V.D., Piano, F, Vandenhaute, J., Sardet, C , Gerstein, M., Doucette-Stamm, 
L., Gunsalus, K.C., Harper, J.W., Cusick, M.E., Roth, F P, Hill, DE, and Vidal, M. 
(2004) A Map of the Interactome Network of the Metazoan C. elegans. Science 303, 
540-543. 
Lo Conte, L, Chothia, C. and Janin, J. (1999) The atomic structure of protein-protein 
recognition sites. J. Mol. Biol., 285, 2177-2198. 
Lu, L., Arakaki, A.K., Lu, H. and Skolnick, J. (2003) Multimeric threading-based prediction 
of protein-protein interactions on a genomic scale: application to the Saccharomyces 
cerevisiae proteome. Genome Research, 13, 1146-1154. 
47 
Mucchielli-Giorgi, M.H., About, S. and Puffery, P. (1999) PredAcc: prediction of solvent 
accessibility. Bioinformatics, 15, 176-177. 
Naderi-Manesh , H, Sadeghi, ML, Arab, S. and Movahedi, A. A.M. (2001) Prediction of 
protein surface accessibility with information theory. Proteins, 42, 452-459. 
Ofran, Y. and Rost, B. (2003a) Analysing six types of protein-protein interfaces. J. Mol. 
Biol., 325, 377-387. 
Ofran, Y and Rost, B. (2003b) Predicted protein-protein interaction sites from local 
sequence information. FEBSLetters, 544, 236-239. 
Pazos, F., Helmer-Citterich, M., Ausiello, G. and Valencia, A. (1997) Correlated mutations 
contain information about protein-protein interaction. J. Mol. Biol., 271, 511-523. 
Piatt, J. (1998) Fast training of support vector machines using sequential minimal 
optimization. MIT Press, Cambridge, MA. 
Rost, B. and Sander, C. (1994) Conservation and prediction of solvent accessibility in 
protein families. Proteins, 20, 216-226. 
Sheinerman FB, Honig B. (2002) On the role of electrostatic interactions in the design of 
protein-protein interfaces. J. Mol Biol. 318(1): 161-77. 
Teichmann, S.A., Murzin, A G and Chothia, C. (2001) Determination of protein function, 
evolution and interactions by structural genomics. Curr. Opin. Struct. Biol., 11, 354-363. 
Valdar W.S., Thornton J.M. (2001) Conservation helps to identify biologically relevant 
crystal contacts. J Mol Biol. 313, 399-416. 
Valencia, A. and Pazos, F. (2002) Computational methods for prediction of protein 
interactions. Curr. Opin. Struct. Biol., 12, 368-373. 
Valencia, A. and Pazos, F. (2003) Prediction of protein-protein interactions from 
evolutionary information. In Bourne, P.E. and Weissig, H. (eds ), Structural 
Bioinformatics. Wiley Liss, Inc., pp. 411-426. 
Witten, I.H. and Frank, E. (1999) Data Mining: Practical Machine Learning Tools and 
Techniques with Java Implements. Morgan Kaufmann, San Mateo, CA. 
Yan, C, Dobbs, D. and Honavar, V. (2003) Identification of residues involved in protein-
protein interaction from amino acid sequence - A support vector machine approach. In 
48 
Abraham, A., Franke, K. and Kôppen, M. (eds), Intelligent Systems Design and 
Applications. Springer-Verlage, Berlin, German, pp. 53-62. 
Zhou, H. and Shan, Y. (2001) Prediction of protein interaction sites from sequence profile 
and residue neighbor list. Proteins, 44, 336-343. 
49 
CHAPTER 3. IDENTIFYING AMINO ACID RESIDUES 
INVOLVED IN PROTEIN-DNA INTERACTIONS FROM 
SEQUENCE 
A paper submitted to BMC Bioinformatics 
Changhui Yan, Michael Terribilini, Feihong Wu, Robert L. Jernigan, Drena Dobbs, and 
Vas ant Honavar 
ABSTRACT 
Understanding the molecular details of protein-DNA interactions is critical for 
deciphering the mechanisms of gene regulation. We present a machine learning approach for 
identification of amino acid residues involved in protein-DNA interactions. We start with a 
Naïve Bayes classifier trained to predict whether a given amino acid residue is a DNA-
binding residue based on its identity and the identities of its sequence neighbors. Our results 
indicate the feasibility of identifying interface residues based on local sequence information. 
The performance of the classifier can be improved by using solvent accessibility and 
sequence entropy of the target residue as additional inputs. Using a non-redundant dataset of 
56 proteins, the classifier achieves 77% overall accuracy with a correlation coefficient of 
0.30, 39% specificity and 52% sensitivity in identifying interface residues as estimated by 
leave-one-out cross-validation. Examination of the predictions in the context of 3-
dimensional structures of proteins demonstrates the effectiveness of this method in 
identifying DNA-binding sites from sequence information. In 59% of the proteins, the 
classifier recognizes the interaction sites by correctly identifying at least half of the interface 
residues, and in 95% of the proteins, at least 20% of the interface residues are correctly 
identified. Analysis of the trained classifiers suggests that the proposed methods may offer 
useful insights into sequence correlates of protein-DNA interactions. 
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INTRODUCTION 
Protein-DNA interactions play a pivotal role in gene regulation. The ability to identify 
amino acids that contribute to the specificity and affinity of the interactions can significantly 
improve our understanding of macromolecular functions and has broad applications in drug 
discovery (Blancafort, et al., 2004; Ghosh and Papavassiliou, 2005). Discovery of the 
principles of protein-DNA interactions has been a topic of wide interest for many years 
(Pabo and Sauer, 1992). Understanding these principles requires experimental analysis of 
the structures of protein-DNA complexes in order to understand the molecular details of 
specific residue-residue contacts that mediate protein-DNA recognition (Laity, et al., 2001; 
Muller, 2001; Lawson, et al., 2004). In addition to biophysical methods for structure 
determination, biochemical and molecular genetic approaches have been widely used to 
identify DNA-binding sites on proteins and to investigate the interaction modes between 
proteins and DNA. For example, alanine-scanning mutagenesis has been used to identify the 
amino acids important for target recognition by the m5C methyltransferase (Radlinska, et al., 
2005) and to distinguish specific amino acids important for DNA binding and transcription 
activation by SoxS (Griffith and Wolf, 2002). Methods for precisely identifying protein-
DNA contacts by coupling photochemical crosslinking with mass spectrometry have also 
been developed recently (e.g., Geyer, et al., 2004). 
With proteomics and genomics projects producing protein sequence data at increasing 
rates, computational tools that can identify DNA-binding sites on a large scale and with high 
accuracy are urgently needed. Hence, there has been significant recent interest in developing 
computational methods for identification of amino acid residues that participate in protein-
DNA interactions based on combinations of sequence, structure, evolutionary information, 
and chemical or physical properties. For example, Jones et al. (2003) analyzed residue 
patches on the surface of DNA-binding proteins and used electrostatic potentials of residues 
to predict DNA-binding sites. They recently applied this method to the identification of 
three specific classes of DNA-binding proteins, based on the presence of solvent accessible 
DNA-binding structural motifs (Shanahan, et al., 2004). In related work, Tsuchiya et al. 
(2004) used a structure-based method to identify protein-DNA binding sites based on 
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electrostatic potentials and surface shape, and Keil et al. (2004) trained a Neural Network 
classifier to identify patches likely to be DNA-binding sites based on physical and chemical 
properties of the patches. Neural Network classifiers have also been used to identify protein-
DNA interface residues based on a combination of sequence neighbor and structure 
information (Ahmad, et al., 2004). More recently, Ahmad and Sarai have proposed a 
sequence-based method for predicting DNA-binding residues that incorporates sequence 
alignment profiles into the input (Ahmad and Sarai, 2005). 
In this paper, we present a machine learning approach to identify amino acid residues 
that are involved in protein-DNA interactions. First, a Naïve Bayes classifier is trained to 
predict whether or not a residue is an interface residue. The input to the classifier consists of 
the identities of the target residue and 4 sequence neighbors on each side of the target 
residue. The classifier is trained and tested using a non-redundant set of 56 proteins 
extracted from protein-DNA complexes that were used in the study of Jones et al. (2003). 
The classifier achieves 77% overall accuracy with a correlation coefficient of 0.25, and 37% 
specificity with 43% sensitivity in identifying interface residues as evaluated by leave-one-
out cross-validation. The performance improves when either relative solvent accessibility or 
sequence entropy of the target residue is included as an additional input to the classifier. 
When both relative solvent accessibility and sequence entropy are included, the Naïve Bayes 
classifier achieves 77% overall accuracy with a correlation coefficient of 0.30, 39% 
specificity and 52% sensitivity. Examination of the predictions in the context of 3-
dimensional structures of proteins demonstrates that the predictions correctly indicate the 
locations of DNA-binding sites. When the Naive Bayes classifier is trained using only 
sequence identities as input, the prediction results overlap with 34 of the 37 PROSITE 
(Hulo, et al., 2004) DNA-binding motifs that appear in the dataset. This raises the possibility 
of automated identification of potential DNA-binding motifs using a Naïve Bayes classifier 
trained to predict DNA-binding residues. 
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METHODS AND MATERIALS 
Dataset A 
We used a dataset of 56 double-stranded DNA (dsDNA) binding proteins used in a 
previous study by Jones et al. (2003). This dataset (which we will refer to as dataset A) is 
derived from 427 protein-DNA complexes with resolution better than 3.0 Â that were 
extracted from the Nucleic Acid Database (NDB) (Berman, et al., 1992). Proteins in the 
complexes were clustered into homologous families and a non-redundant representative set 
of 56 proteins was obtained (Jones, et al., 2003). 
Dataset B 
The second dataset used in our study consists of 62 DNA binding proteins (PDNA-62). 
This dataset (which we will refer to as dataset B) was used in a previous study by Ahmad 
and Sarai (2005). There is an overlap of 15 proteins between dataset A and B. We evaluated 
the Naïve Bayes classifier on both datasets and the Naïve Bayes classifier achieved 
comparable performance in the two datasets. 
Definition of interface residues 
Interface residues are defined as described in Jones et al. (2003). Accessible surface area 
(ASA) was computed for each residue in the unbound protein (in absence of DNA) and in 
the protein-DNA complex using NACCESS (Hubbard, 1993). A residue is defined to be an 
interface residue if its ASA in the protein-DNA complex is less than its ASA in the unbound 
protein by at least 1Â2. The 56 proteins from dataset A have 12,665 residues in total and 
1,752 of them are interface residues. The 62 proteins in dataset B have 12,803 residues in 
total and 1,508 of them are interface residues. The interface residues in dataset B were 
provided by Ahmad and Sarai (2005). In their study, the residues within a distance of 3.5 À 
from DNA are defined as interface residues (Ahmad, el al., 2004). 
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Naïve Bayes classifier 
We used the Naive Bayes implementation in the Weka package from the University of 
Waikato, New Zealand fhtlp://www.cs.waikato.ac.nz /~ml/weka/) (Witten and Frank, 1999). 
For each input target residue, the classifier produces a Boolean output (with 1 denoting an 
interface residue and 0 denoting a non-interface residue). The Naïve Bayes classifier 
assumes independence of the attributes given the class. The Naïve Bayes classifier performs 
as well as more sophisticated methods on many classification tasks (Buntine, 1991). For an 
input % = x^x2,...,xn, a Naïve Bayes classifier assigns it a class label c by optimizing the 
posterior: c = arg max P ( c  |  X  =  x,x2... x n  ) = arg max /5(c)F[ P  ( x t  | c) - In the case of 
c  c  y = i  
two class classification (ce {0, 1}), this is equivalent to determining c by comparing the 
ratio likelihood with a parameter 6 as in equation (1). 
=  
"  ;  f  ( i )  
P  ( c  =  0  |  X  =  x , x 2 . . .  x „ )  p  ( c  =  0 ) f |  P  ( x , .  |  c  =  0 )  
1= I 
c is predicted to be 1 if the ratio likelihood is greater than 6, and 0 otherwise. In a standard 
Naïve Bayes classifier, 6 takes the value of 1. The predictions of Nai ve Bayes classifier are 
biased in favor of the majority class when the dataset consists of unequal numbers of 
examples for the two classes. Hence, we trained 6? to optimize classification performance on 
training data. We used leave-one-out cross-validation to train and test the classifier. In each 
round of experiment, all proteins except one were used as the training set and the remaining 
protein was used to test the classifier. In the training stage, the conditional probability table 
P (x, | c) and prior probability P (c) were estimated using the training set. To determine 
0, the classifier was applied to the training set and different values of 0 ranging from 0.01 to 
1 were tested, in increments of 0.01. The value of 9 for which the classifier yields the 
highest correlation coefficient was used to make predictions on the test set. 
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Naïve Bayes classifier using only local sequence identity as input 
The input to the Naive Bayes classifier contains the identities of 2n+\ residues in the 
form of A- = (xM,xl^1,...,xf_1,x(,xl+1,...,xH^1,xl+Jwherexfis the identity of target residue, 
x,_„,x , x , _ i  a n d  x z + 1 , . . . , ^ + n _ , , x ( + n a r e  t h e  i d e n t i t i e s  o f  n residues on each side of the 
target residue. Different values of n from 1 to 10 were tried and the best performance was 
obtained when n=4 (corresponding to a window size of 9). A training example is an ordered 
pair (X, c), where ce {0, 1}. 1 indicates that the target residue (the residue in the center of 
the input window) is an interface residue and 0 indicates that target residue is not an 
interface residue. For a test example A", the classifier outputs 1 (i.e., X is predicted to be an 
interface residue) or 0 (i.e., % is predicted to be a non-interface residue) as the class label of 
X. 
Naïve Bayes classifier using local sequence identity plus additional features 
To improve the classifier's performance, features in addition to sequence identity were 
explored. These features include relative solvent accessibility (rASA), sequence entropy, 
secondary structure, electrostatic potential and hydrophobicity. When a feature of the target 
residue is added into the input of identities as additional information, a training example is 
encoded as X = {xt_n,xt_n^,...,xt^,xt,xM,...,xt^,xHn,ft,c) , with ft replaced by 
corresponding feature of the target residue, and x, and c are defined as above. A test example 
is a vector of X = (x,_„,,...,x,_,,x,,x,+l,...,x,+n_,,xl+n,ft). When a selected feature of 
the input window (e.g., the target residue and its sequence neighbors) is used as input, a 
training example is in the form of X = (/_,,/,_wland a test 
example is a vector of% = /,/»„• > where/ is the corresponding 
feature of residue /. rASA of each residue (in the absence of DNA) was computed using 
NACCESS (Hubbard, 1993). Entropy of each sequence position was extracted from the 
HSSP database (http://www.cmbi.kun.nl/gv/hssp/). The entropy is normalized to the range 
of 0-100, with lower entropy values corresponding to more conserved sequence positions. 
Secondary structure for each residue was extracted from the PDB database 
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(ftp://ftp.rcsb.org/pub/pdb/derived data/ss.txt). Electrostatic potential for each atom was 
calculated using Delphi (Rocchia, et al., 2001; Rocchia, et al., 2002), using parameters 
based on the study of Jones et al. (2003). The electrostatic potential for each residue was 
calculated in a similar way as the study of Jones et al. (2003): the electrostatic potential of 
an atom is set to 0 if its solvent accessibility is less than 1Â2 and the electrostatic potential of 
a residue is the average over all its atoms. Hydrophobic!ty of each residue is obtained from 
the consensus normalized hydrophobicity scale derived by Eisenberg et al. (1984). 
Performance measures 
To evaluate the performance of the classifier, accuracy, correlation coefficient (CC), 
specificity and sensitivity were used as performance measures. These measures are defined 
as described in Baldi et al. (2000). Accuracy = TP + TN • 
N 
CC= TPxTN-FPxFN ; Sensitivity = TP ; Specificity = , where 
-J (TP + FNX'fP + FPXTN + FI'XI'N + FN) TP + FN TP + FP 
TP = the number of true positives (residues predicted to be interface residues that actually 
are interface residues); FP = the number offalse positives (residues predicted to be interface 
residues that are in fact not interface residues); TN = the number of true negatives (residues 
predicted to be non-interface residues that actually are non-interface residues); FN = the 
number of false negatives (residues predicted to be non-interface residues that are in fact 
interface residues); N= TP+TN+FP+FN (the total number of examples). 
Sensitivity is the fraction of positive examples (interface residues) that are predicted as 
such by the classifier. Specificity is the fraction of positive predictions (residues predicted to 
be interface residues) that are actually interface residues. Accuracy is the fraction of overall 
predictions that are correct. Correlation coefficient measures the correlation between 
predictions and actual class labels. In the evaluation of classifiers, we consider all the 
measures mentioned above, with an emphasis on correlation coefficient, which is believed to 
be a better measure than the others when the numbers of positive and negative examples are 
unequal (Baldi, et al., 2000). 
The Receiver Operating Characteristic curve (ROC curve) is a plot of the "hit rate" 
(TP/TP+FN) versus the "false alarm rate" (FP/TN+FP) (Baldi, et al., 2000). It shows the 
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tradeoff between hit rate and false alarm rate when different threshold values are used for 
the classifier. 
Identifying PROSITE motifs in protein sequences 
The PROSITE motif database was downloaded from PROSITE 
(Tittp://us.expasv.org/prosite/). Protein sequences were scanned using the ps-scan program 
(http://us.expasv.org/prosite/) to identify motifs. Frequently matching (unspecific) patterns 
and profiles were omitted by setting the "-s" and "-r" options of ps-scan. 
EXPERIMENTS AND RESULTS 
Identification of interface residues based on local sequence information 
A Naïve Bayes classifier was trained to identify amino acid interface residues in protein-
DNA complexes based on local protein sequence information. It was evaluated using dataset 
A, which contains the 56 proteins used in the study of Jones et al. (2003). Leave-one-out 
cross-validation experiments were used to evaluate the performance of each classifier. 
Several input encodings based on local sequence information were tried, with input 
consisting of: (a) the identities of 9 amino acid residues, corresponding to a window 
containing the target residue and 4 neighboring residues on each side of the target residue; 
(b) the identities of 9 amino acid residues and the relative accessible surface area (rASA) of 
the target residue; (c) the identities of 9 amino acid residues and the sequence entropy of the 
target residue; and (d) the identities of 9 amino acid residues, the rASA and entropy of the 
target residue. 
Table 1 shows that the classifier using amino acid identities as input achieved an overall 
accuracy of 77% with a correlation coefficient of 0.25, 37% of the residues predicted to be 
interface are actually interface residues, and 43% of interface residues are correctly 
identified. Adding either rASA or entropy of the target residue into the input improved the 
performance (Table 1). When both were added, the Naive Bayes classifier achieved an 
overall accuracy of 77% with a correlation coefficient of 0.30, 39% specificity, and 52% 
sensitivity. In 59% (33 of 56) of the proteins, the classifier recognizes the interaction site by 
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identifying at least half of the interface residues, and in 95% (53 of 56) of the proteins, at 
least 20% of the interface residues are correctly identified. 
Other features of the target residue, including secondary structure, electrostatic potential 
and hydrophobicity, were also explored. Adding these features of the target residue into the 
input of identities did not improve the performance (data not shown). When a feature (other 
than identity) of the target residue and its sequence neighbors was used instead as input, the 
classifiers achieved performance lower than that of the classifier using identities as input 
(data not shown). 
Table 1. Prediction of interface versus non-interface residues using a Naive Bayes 
classifier. 
Sequence-based Sequence/structure-based 
Identities 
(ID)" 
ID + entropy b ID + rASA 0 ID + rASA + 
entropy d 
Accuracy (%) 77 75 76 77 
Correlation 
coefficient 
0.25 0.29 0.28 0.30 
Specificity (%) 37 37 36 39 
Sensitivity (%) 43 53 51 52 
a Input contains only the identities of 9 amino acid residues (the target residue and its 4 
sequence neighbors on each side). b Sequence entropy of the target residue position is added 
into the input of identities. c rASA of target residue is added into the input of identities. d 
Both rASA and entropy of target residue are added into the input of identities. 
Evaluation of the predictions in the context of 3-dimensional structures of 
proteins 
To further evaluate the performance of the classifier, we examined predictions in the 
context of the 3-dimensional structures of the protein-DNA complexes. A Naïve Bayes 
classifier was trained using as input the identities of 9 residues plus rASA and entropy of the 
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target residue (ID + rASA + entropy). The 2nd and 19th best predictions (in terms of 
correlation coefficient) out of 56 proteins are shown in Figures 1 and 2, respectively. 
Figure 1 shows the predicted and actual interface residues on the Pit-1 transcription 
factor from PDB structure lau7, which is a complex of Pit-1 and DNA (Jacobson, el al., 
1997). On Pit-1, the classifier identified 30 interface residues, correctly indicating the 
location of the binding site. Pit-1 is a member of POU domain family of transcription 
factors. It consists of a POU-specific domain and a homeodomain that contact DNA with 
helix-turn-helix (HTH) motifs (Herr, et al, 1988; Jacobson, et al., 1997). 10 residues from 
Pit-1 form direct contacts with base pairs. Residues Ser-43, Gln-44, Thr-45 and Arg49 from 
the POU-specific domain and Arg-5, Arg-46, Asn-51 and Gln-54 from the homeodomain 
contact with the base pairs by hydrogen bonds (Jacobson, et al, 1997). All these residues 
except Asn-51 and Gln-54 were correctly identified as interface residues by the Naïve Bayes 
classifier. Residues Val-47 and Cys-50 make van der Waals contacts with the base pairs. 
They were missed by the classifier. Figure 2 shows the predicted and actual interface 
residues on the X-Cro repressor protein from PDB structure 6cro, which is a complex of X-
Cro and the operator sequence (Albright and Matthews, 1998). On Cro, the classifier 
correctly identified 10 interface residues. Note that the predictions form a contiguous patch 
on protein surface and again, correctly indicate the location of the binding site. 
ROC curve 
In some situations (e.g., identification of critical interface residues for site-specific 
mutagenesis), it is desirable to predict interface residues with high precision at the cost of 
reduced coverage. In other situations, discovering more potential interface residues might be 
more useful. These different requirements can be met by modifying the threshold 0 used by 
the Naïve Bayes classifier in this study. The Naïve Bayes classifier predicts a residue to be 
an interface residue if p (c = 1 I x = x\xi- x« ) > q . Different values of 6ranging from 
P  ( c  =  0  \  X  =  x , x 2 . . .  x n  )  
0.01 to 1 with increments of 0.01 were tried. Figure 3 shows the Receiver Operating 
Characteristic curve (ROC curve) for the identification of interface residues. 
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Figure 1. Comparison of predicted versus actual binding sites on Pit-1 from PDB 
complex lau7, the 2nd best out of the 56 proteins in terms of correlation coefficient. A: 
Predicted interface residues are shown in red. B: Actual interface residues are shown in red. 
Figures are generated using PyMOL (DeLano, 2002). 
P r e d i c t e d  
Figure 2. Comparison of predicted versus actual binding sites on X-Cro protein 
from PDB 6cro, the 19th best out of the 56 proteins in terms of correlation coefficient. 
A: Predicted interface residues are shown in red. B: Actual interface residues are shown in 
red. Figures are generated using PyMOL (DeLano, 2002). 
0.6 2 
0.2 
0 0.2 0.4 0.6 0.8 1 
False alarm rate 
Figure 3. Receiver Operating Characteristic curve (ROC curve) for interface 
residue identification. 
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>lau7A 
Sequence :GMRALEQFANEFKVRRIKLGYTQTNVGEALAAVHGSEFSQTTICRFENLQLSFKNACKLK 
Interface : * * *** ****** ** * *** ** ** 
Prediction: * * * **** * **** * * ** * 
Motifs ************* ************** 
POU 1 P0U_2 
Figure 4. Comparison of actual and predicted DNA-binding site residues for Pit-1 
(lau7A) with PROSITE POU domain motifs. PROSITE motifs POU 1 and POUJ2 
(bottom row) cover many of the actual interface residues (first row below sequence). Note 
that the predictions of Naïve Bayes classifier overlap with the PROSITE motifs, but more 
closely correspond to the actual interface residues. 
Naïve Bayes classifier using only local sequence identities as input can discover 
DNA binding motifs 
The results summarized above show that a Naïve Bayes classifier trained on a set of 
DNA binding proteins can successfully identify protein-DNA interface residues from amino 
acid sequence. This raises the question as to how the sequence features picked out by Naïve 
Bayes classifier relate to known DNA binding motifs. To explore this question, we use the 
ps scan program to search for PROSITE motifs in the 56 proteins of dataset A. PROSITE 
motifs were found in 28 of the 56 proteins (a total of 44 hits). Of these 44 hits, 37 overlap 
with actual protein-DNA binding sites in dataset A. When the Naïve Bayes classifier was 
trained and tested using the identities of the target residues and 4 of its sequence neighbors 
on each side as input, the predictions produced substantially overlap with 34 of the 37 
PROSITE DNA-binding motifs (Figure 4). It is worth noting that 28 of the 56 proteins, 
contain no PROSITE motif whose annotation suggests a role in protein-DNA interactions. 
PROSITE motifs cover more than 50% of interface residues in only 16% (9 out of 56) of the 
proteins and cover at least 20% of interface residues in only 30% (17 out of 56) of the 
proteins. By comparison, a Naive Bayes classifier using only local sequence information as 
input identifies at least 50% of the interface residues in 43% (24 out of 56) of the proteins 
and at least 20% of the interface residues in 93% (52 out of 56) of the proteins. These results 
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raise the possibility of automated identification of potential DNA-binding motifs using a 
Naive Bayes classifier trained to predict protein-DNA binding residues. 
Comparison with previously published methods 
To facilitate comparison of our approach with previously published methods, our studies 
focused on two datasets of protein-DNA complexes used in related studies by other groups. 
Our dataset B corresponds to the set of 62 DNA-binding proteins (PDNA-62) provided by 
the Sarai group, which they have used to develop neural networks (Ahmad, et al., 2004) or 
classifiers based on position specific scoring matrices (PSSMs) (Ahmad and Sarai, 2005) for 
predicting DNA-binding sites. To our knowledge, their study in PSSM-based classifiers is 
the only previously published study in which the performance of a DNA-binding site 
prediction method has been reported on "per residue" basis and only sequence-based 
information is used as input. We trained and tested a Naive Bayes classifier based on this 
dataset using as input the identities of 9 amino acid residues. No further refinement (e.g., 
based on structure-derived features) was applied to the Naive Bayes classifier predictions. 
The performance of the Naïve Bayes classifier was compared with that PSSM-based 
classifier developed by Ahmad and Sarai (Table 2). In the Ahmad and Sarai study, datasets 
with different levels of redundancy were used to derive PSSMs and the method obtained 
best performance with the PSSMs derived from PIR (Ahmad and Sarai, 2005). Table 2 
shows the comparison of Naïve Bayes classifier performance with Ahmad and Sarai 
method's best performance. The results show that the Naïve Bayes classifier achieves 
slightly better performance in all measures except sensitivity. It is worth noting that the 
PSSM method requires multiple alignments of homologous sequences for each protein, 
whereas only local sequence information is required by the Naive Bayes classier. Hence, the 
Naive Bayes classifier can be efficiently updated as new data become available. 
It would be interesting to compare the performance of the methods presented here with 
that of Jones et al. (2003), in which electrostatic potentials (derived from structural 
information) were used in addition to the protein sequence to identify protein-DNA binding 
sites. Our dataset A is the same protein-DNA complex dataset used in their study, but Jones 
et al. evaluated their method in terms of surface patches and no individual residue 
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performance data were reported. Thus, at present, with the results reported here cannot be 
directly compared those of Jones et al. (2003). 
Table 2. Comparison of prediction performance using Naïve Bayes classifier versus 
PSSM-based classifier (Ahmad & Sarai). 
Method Naïve Bayes classifiera Ahmad and Sarai method b 
Correlation 
coefficient 
0.26 0.23 
Accuracy (%) 80 66 
Specificity (%) 29 21 
Sensitivity (%) 48 68 
a Naïve Bayes classifier using identities of 9 amino acids (the target residues and 4 of its 
sequence neighbors on both sides) as input. 
b Ahmad method using PSSMs derived from PIR (Ahmad and Sarai, 2005). 
DISCUSSION 
In this study we present a computational method for identifying interface residues 
involved in protein-DNA interactions. Naive Bayes classifiers were trained to predict 
whether a residue is an interface residue, based on local amino acid sequence information 
alone or on a combination of sequence and structure-derived information. Features including 
sequence entropy, relative solvent accessibility (rASA), secondary structure, electrostatic 
potential and hydrophobicity were explored to improve the performance. Performance was 
improved when either rASA or entropy of target residue was added to the input. When both 
were included, the classifier achieved 77% overall accuracy with a correlation coefficient of 
0.30, 39% specificity and 52% sensitivity. Thus, this study demonstrates that it is feasible to 
identify protein-DNA interface residues based solely on local sequence information, but that 
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incorporating additional features derived from structural information can enhance 
performance. 
Ahmad and Sarai (2005) used a PSSM-based neural network classifier to identify 
interface residues in protein-DNA interactions. Their method requires as input both the 
sequence of the query protein information and the information derived from multiple 
sequence alignment. Our results show that when tested on the same dataset, the Naive Bayes 
classifier using only sequence information achieves performance comparable to that 
reported by Ahmad and Sarai. The interface residue predictions of the Nai ve Bayes classifier 
overlap with those of PSSM-based classifier (data not shown), but each classifier detects 
some interface residues that are not detected by the other. This indicates an ensemble 
classifier comprising Naive Bayes and PSSM-based classifiers may detect more interface 
residues than either individual method. 
As might be expected, interface residue prediction by Naïve Bayes classifiers was 
enhanced when the sequence entropy and relative solvent accessibility of the target residue 
were included as additional input, indicating that these features are correlated with residue 
functionality. Incorporating additional structure-derived information such as electrostatic 
potential, hydrophobicity or secondary structure of the target residue as additional input, 
however, did not improve the performance in this study. This should not be taken to mean 
that these features are not useful predictors of a residue's functionality. On the contrary, 
electrostatic potential has been shown to be useful in identification of protein-DNA interface 
residues (Jones, et al., 2003; Shanahan, et al, 2004). The fact that this information does not 
improve performance in our study may relate to the input encoding or the classification 
methods we used. In this study, we simply added features to the amino acid identity input as 
additional attributes and assume that these attributes are independent, given the class. This 
assumption almost certainly does not hold. Systematic analysis is needed to identify features 
that are useful for identification of interface residues and develop methods of representing 
them in input. Jones and Thornton (1997) analyzed six features of surface patches in protein-
protein interaction sites and developed an approach to identify protein-protein interfaces 
based on the scores combining the six features. Sen et al. (2005) developed an ensemble 
method to identify protease-inhibitor binding sites based on sequence, structure and 
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evolution information. Similar approaches should be tested in the prediction of protein-DNA 
interaction sites. 
Protein sequence motifs (defined here as sequence segments associated with specific 
protein functions or structural families) are often used to identify potential DNA binding 
domains. Discovery of such motifs requires alignment of protein sequences that are known 
to have the same or similar functions. This requires expertise to identify a suitable set of 
sequences and to manually adjust the multiple sequence alignments. In this study, no DNA-
binding PROSITE motifs were found in 28 of 56 proteins. In the remaining proteins, 37 
PROSITE motifs were found to overlap with actual protein-DNA binding sites. The 
predictions of the Naive Bayes classifier trained to identify interface residues using residue 
identities as input significantly overlapped with 34 of these 37 motifs. This suggests the 
possibility of identifying novel sequence motifs that correspond to protein-DNA interfaces 
by using a classifier trained to identify protein-DNA interfaces. 
In previous work, we have used similar approaches to identify interface residues 
involved in protein-protein interactions (Van, et al., 2004a; Yan, et al., 2004b) and protein-
RNA interactions (Terribilini, et al, Submitted). Here we show that it is also feasible to 
identify interface residues involved in protein-DNA interaction using only local sequence 
information, although classification performance is enhanced slightly when relative solvent 
accessibility and sequence entropy of target residue are included in input. With the level of 
success achieved in this study (77% accuracy), such predictions should be useful for guiding 
experimental investigations into the roles of specific residues of a protein in its interaction 
with DNA, e.g., by localizing candidate residues for alanine-scanning mutagenesis (Griffith 
and Wolf, 2002; Radlinska, et al., 2005). Moreover, analysis of the binding site "rules" 
generated by classifiers may provide valuable insight into the protein-DNA recognition code 
responsible for the specificity and affinity of protein-DNA interactions in living cells. 
65 
ACKNOWLEDGEMENTS 
This Research was supported in part by a grant from the National Institutes of Health 
(GM 066387) to VH, DD, and RLJ. We wish to thank Ahmad and Sarai for kindly providing 
their dataset (dataset B in this study). We thank O. Yakhnenko and D. Caragea for providing 
comments on the manuscript. 
REFERENCES 
Ahmad, S., Gromiha, M M. and Sarai, A. (2004) Analysis and prediction of DNA-binding 
proteins and their binding residues based on composition, sequence and structural 
information. Bioinformatics, 20, 477-486. 
Ahmad, S. and Sarai, A. (2005) PSSM-based prediction of DNA binding sites in proteins. 
BMC Bioinformatics, 6, 33. 
Albright, R.A. and Matthews, B.W. (1998) Crystal structure of X-Cro bound to a consensus 
operator at 3.0 A resolution. J. Mol. Biol., 280, 137-151. 
Baldi, P., Brunak, S., Chauvin, Y. and Andersen, C.A.F. (2000) Assessing the accuracy of 
prediction algorithms for classification: an overview. Bioinformatics, 16, 412-424. 
Berman, H M , Olson, W.K., Beveridge, D L, Westbrook, J., Gelbin, A, Demeny, T., 
Hsieh, S. H., Srinivasan, A R and Schneider., B. (1992) The Nucleic Acid Database: a 
comprehensive relational database of three-dimensional structures of nucleic acids. 
Biophys../., 63, 751-759. 
Blancafort, P., Segal, D.J. and Barbas, C F., Ill (2004) Designing transcription factor 
architectures for drug discovery. Mol. Pharmacol., 66, 1361-1371. 
Buntine, W. (1991) Theory refinement on Bayesian networks. Proceedings of Seventh 
Conference on Uncertainty in Artificial Intelligence. Los Angeles, CA, 52-60. 
DeLano, W.L. (2002) The PyMOL molecular graphics system. DeLano Scientific, San 
Carlos, CA, USA. 
66 
Eisenberg, D, Weiss, R M. and Terwilliger, T., C. (1984) The hydrophobicity moment 
detects periodicity in protein hydrophobicity. Proc. Natl. Acad. Sci. USA, 81. 
Geyer, H., Geyer, R. and Pingoud, V. (2004) A novel strategy for the identification of 
protein-DNA contacts by photocrosslinking and mass spectrometry. Nucleic Acids Res, 
32, el 32. 
Ghosh, D. and Papavassiliou, A G. (2005) Transcription factor therapeutics: long-shot or 
lodestone. Current Medical Chemistry, 12, 691-701. 
Griffith, K.L. and Wolf, J., Richard E. (2002) A comprehensive alanine scanning 
mutagenesis of the Escherichia coli transcriptional activator SoxS: identifying amino 
acids important for DNA binding and transcription activation. J. Mol. Biol., 322, 237-
257. 
Herr, W., Sturm, R.A., Clerc, R G , Corcoran, L M, Baltimore, D , Sharp, P A , Ingraham, 
H.A., Rosenfeld, M.G., Finney, M. and Ruvkun, G (1988) The POU domain: a large 
conserved region in the mammalian pit-1, oct-1, oct-2, and Caenorhabditis elegans unc-
86 gene products. Genes Dev., 2, 1513-1516. 
Hubbard, S.J. (1993) NACCESS. Department of Biochemistry and Molecular Biology, 
University College, London. 
Hulo, N., Sigrist, C.J.A., Le Saux, V., Langendijk-Genevaux, PS, Bordoli, L., Gattiker, A., 
De Castro, E., Bucher, P. and Bairoch, A. (2004) Recent improvements to the PROSITE 
database. Nucl. Acids Res., 32, D134-137. 
Jacobson, E M., Li, P., Leon-del-Rio, A., Rosenfeld, M G and Aggarwal, A.K. (1997) 
Structure of Pit-1 POU domain bound to DNA as a dimer: unexpected arrangement and 
flexibility. Genes Dev., 11, 198-212. 
Jones, S., Shanahan, H P , Berman, H M and Thornton, J.M. (2003) Using electrostatic 
potentials to predict DNA-binding sites on DNA-binding proteins. Nucl. Acids Res., 31, 
7189-7198. 
Jones, S. and Thornton, J.M. (1997) Prediction of protein-protein interaction sites using 
patch analysis. J. Mol. Biol., 272, 133-143. 
67 
Keil, M., Exner, T. and Brickmann, J. (2004) Pattern recognition strategies for molecular 
surfaces: III. Binding site prediction with a neural network. J. Comput. Chem., 25, 779-
789. 
Laity, J.H., Lee, B.M. and Wright, P.E. (2001) Zinc finger proteins: new insights into 
structural and functional diversity. Curr. Opin. Struct. Biol., 11, 39-46. 
Lawson, C.L., Swigon, D, Murakami, K.S., Darst, S.A., Berman, H M and Ebright, R.H. 
(2004) Catabolite activator protein: DNA binding and transcription activation. Curr. 
Opin. Struct. Biol., 14, 10-20. 
Muller, C.W. (2001) Transcription factors: global and detailed views. Curr. Opin. Struct. 
Biol., 11, 26-32. 
Pabo, C O and Sauer, R.T. (1992) Transcription factors: structural families and principles of 
DNA recognition. Annu. Rev. Biochem., 61, 1053-1095. 
Radlinska, M., Kondrzycka-Dada, A., Piekarowicz, A. and Bujnicki, J. (2005) Identification 
of amino acids important for target recognition by the DNA:m5C methyl transferase 
M.NgoPII by alanine-scanning mutagenesis of residues at the protein-DNA interface. 
Proteins, 58, 263-270. 
Rocchia, W., Alexov, E. and Honig, B. (2001) Extending the applicability of the nonlinear 
Poisson-Boltzmann equation: Multiple dielectric constants and multivalent ions. J. Phys. 
Chem., 105, 6507-6514. 
Rocchia, W, Sridharan, S., Nicholls, A., Alexov, E, Chiabrera, A. and Honig, B. (2002) 
Rapid Grid-based Construction of the Molecular Surface for both Molecules and 
Geometric Objects: Applications to the Finite Difference Poisson-Boltzmann Method. ./. 
Comput. Chem., 23, 128-137. 
Sen, T., Kloczkowski, A., Jernigan, R., Yan, C , Honavar, V., Ho, K., Wang, C , Ihm, Y., 
Cao, H., Gu, X. and Dobbs, D. (2005) Predicting binding sites of hydrolase-inhibitor 
complexes by combining several methods. BMC Bioinformatics, 5, 205. 
Shanahan, H P., Garcia, MA, Jones, S. and Thornton, J.M. (2004) Identifying DNA-
binding proteins using structural motifs and the electrostatic potential. Nucl. Acids Res., 
32, 4732-4741. 
68 
Terribilini, M., Lee, J.-H., Yan, C , Jemigan, R.L., Honavar, V. and Dobbs, D. (Submitted) 
Prediction of RNA-binding sites in proteins based on amino acid sequence. 
Tsuchiya, Y., Kinoshita, K. and Nakamura, H. (2004) Structure-based prediction of DNA-
binding sites on proteins using the empirical preference of electrostatic potential and the 
shape of molecular surfaces. Proteins, 55, 885-894. 
Witten, I.H. and Frank, E. (1999) Data mining: practical machine learning tools and 
techniques with Java implements. Morgan Kaufmann, San Mateo, CA. 
Yan, C , Dobbs, D. and Honavar, V. (2004a) A two-stage classifier for identification of 
protein-protein interface residues. Bioinformatics, 20, i371-i378. 
Yan, C., Honavar, V. and Dobbs, D. (2004b) Identification of interface residues in protease-
inhibitor and antigen-antibody complexes: a support vector machine approach. Neural 
Computing & Applications, 13, 123-129. 
69 
CHAPTER 4. IDENTIFICATION OF DNA BINDING 
RESIDUES IN THE S SUBUNIT OF THE M. jannaschii TYPE I 
RESTRICTION-MODIFICATION SYSTEM 
A paper to be submitted to Proteins 
Changhui Yan, Jae-Hyung Lee, Robert L. Jemigan, Vas ant Honavar, and Drena Dobbs 
ABSTRACT 
Restriction-modification (R-M) systems play important roles in the recognition and 
elimination of foreign DNA. In type I R-M systems, the S subunit determines the specificity 
of DNA recognition, but the interaction mode between S subunit and DNA is still unknown. 
Here we use a Naïve Bayes classifier to identify the DNA binding residues in the S subunit 
of the M. jannaschii type I R-M system. The predictions form four major patches on the 
protein surface. Three of them overlap with the protein-DNA interaction sites predicted in a 
previous study by Kim et al. (2005). The results can be used to guide the design of 
mutagenesis studies to identify the critical residues that contribute to the specificity and 
affinity of DNA binding in type I R-M systems. 
INTRODUCTION 
Restriction-modification (R-M) systems are enzyme systems found in bacteria that 
recognize and degrade foreign DNA (Bertani and Weigle, 1953). The typical R-M system 
consists of a modification enzyme (M subunit) that methylates specific bases on the target 
DNA sequence, and a restriction enzyme (R subunit), which is an endonuclease that cleaves 
DNA at specific sites (Smith, et al., 1972). The M subunit sets "imprint" on the DNA that 
belonging to bacteria itself by methylating specific bases, and the R subunit degrades 
foreign DNA that lacks the "imprint"(Murray, 2000). R-M systems are classified into three 
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types (type I, II and III) based on composition, cofactor requirements, target sequences and 
the positions of DNA cleavage sites (Wilson and Murray, 1991; Dreier, et al., 1996; Murray, 
2000; Szczelkun, 2000). However some systems that do not fit into the 3 conventional types 
have been reported (Janulaitis, et al., 1992; Cesnaviciene, et al., 2001; Jurenaite-
Urbanaviciene, et al., 2001; Lepikhov, et al., 2001). Type I R-M system is distinguished 
from types II and III in that it cuts DNA at a random position far away from the recognition 
site, while type II cuts at specific site and type III cuts at a position close to the recognition 
site. Type I R-M system is a hetero-oligmeric complex consisting of a specificity subunit (S 
subunit) that recognizes specific DNA sequence, a modification subunit (M subunit) that 
methylates the DNA sequence recognized by S subunit and a restriction subunit (R subunit) 
that cuts DNA. The stoichiometry of type I R-M system has been suggested to be R2M2S1 
(Sain and Murray, 1980). R and M subunits are relatively conserved within the family of 
type I R-M system, but the S subunit has two variable target recognition domains (TRDs) 
that recognize two specific DNA sequences of 3-5 bp separated by 6-8 bp (Yuan, 1981; 
Gough and Murray, 1983; Endlich and Linn, 1985; Kannan, et al., 1989; Szczelkun, et al., 
1996). The two TRDs are separated by a relatively conserved region (CR). Another 
conserved region (DCR) is located at the C terminal of the S subunit. CR and DCR are 
believed to be sites that involved in protein-protein interactions between S subunit and other 
subunits (Kneale, 1994). 
Argos (1985) used sequence alignment to study the S subunit sequences of type I R-M 
systems and suggested that S subunit consists of repeating DNA binding domains. Sturrock 
and Dryden (1997) used a combination of sequence alignment and secondary structure 
prediction to analyze 51 TRDs from S subunits and showed that TRDs of type I R-M 
systems have a common tertiary structure. O'Neil et al. (1998) applied random mutagenesis 
method to localize the protein-DNA interface on the S subunit of EcoKl, the first R-M 
system identified in E. coli K-12, and discovered 5 residues that are likely at protein-DNA 
interface: Gly-91, Lys-92, His-95, Ser-103 and Phe-107. Recently a crystal structure of the S 
subunit (NP 247095. gi| 15669898) from M. jannaschii, the first crystal structure of S 
subunit of type I R-M system, has been solved by Kim et al. (2005). The structure is 
available at the Protein Data Bank (PDB) with the id of 1YF2. The structure shows that the 
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S subunit contains two globular TRDs separated by a long a-helical conserved region (CR). 
Using Dali program (Holm and Sander, 1993), Kim et al. found that although no structural 
homology is found for the overall structure of the S subunit, the two TRDs (TRD1, residue 
1-168 and TRD2, residue 209-378) are similar to the DNA binding domain of Thgl-MTase. 
By aligning TRD1 and TRD2 with Tagl-MTase/DNA complex, Kim et al. suggested that 
TRD1 and TRD2 each have four loops involved in DNA binding. So far no crystal structure 
of the S subunit/DNA complex has been obtained. 
In our previous study, we trained a Naive Bayes classifier to identify protein-DNA 
interface residues using as input the amino acid identity of the target residue, the identities 
of 4 sequence neighbors of target residues on each sides, the relative accessibility of the 
target residue, and the entropy of the target residue derived from HSSP profile 
(http://www.cmbi.kun.nl/gv/hssp/) (Yan, et al., Submitted). The Naïve Bayes classifier is 
trained using a dataset of 56 double-stranded DNA (dsDNA) binding proteins that were 
previously used in the study of Jones et al. (2003). In this study, we apply the classifier to 
identify DNA-binding residues in the S subunit of the type I R-M system from M jannaschii 
(which we will refer to as S submit in this study). 
MATERIALS AND METHODS 
Training dataset 
We used a dataset of 56 double-stranded DNA (dsDNA) binding proteins that were 
previously used in the study of Jones et al. (2003). In their study, 427 protein-DNA 
complexes that have resolution better than 3.0 Â were extracted from Nucleic Acid 
Database (NDB). Proteins in the complexes were clustered into homologous families and a 
non-redundant representative set of 56 proteins was obtained (Jones, et al., 2003). We used 
the align program from the fasta2 package (ftp://ftp.ebi.ac.uk/pub/software/unix/fasta/) 
(Pearson and Lipman, 1988; Pearson, 1990) to exam the similarity between these proteins 
and the S subunit. The results show that none of the 56 proteins share sequence identify 
higher than 20% with the S subunit. 
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Naïve Bayes classifier 
We used the Naive Bayes in the Weka package from the University of Waikato, New 
Zealand (http://www. cs.waikato.ac.nz /~ml/weka/) (Witten and Frank, 1999). For each input 
target residue, the classifier produces a Boolean output (with 1 denoting an interface residue 
and 0 denoting a non-interface residue). The Naive Bayes classifier assumes independence 
of the attributes given the class. The Naïve Bayes classifier performs as well as more 
sophisticated methods on many classification tasks (Bun tine, 1991). For an 
input % = xlx2,...,xn, a Naïve Bayes classifier assigns it a class label c by optimizing the 
n 
posterior: c = arg max P  ( c  \  X  =  x,x2. . .  x n  ) = arg max P  P (x, \  c )  • In the case of 
c c /-I 
two class classification (ce {0, 1}), this is equivalent to determining c by comparing the 
ratio likelihood with a parameter 6 as in equation (1). 
p ( c ^ \ x  - , x . )  ^ " > n / c . i r  =  ' >  „  ( 1 )  
P ( c  _ o I  X  =  x , x 2 . . .  x n )  f  ( c  =  0 ) Q  P ( X , .  |  c  =  0 )  
i =  I  
c is predicted to be 1 if the ratio likelihood is greater than 6, and 0 otherwise. In a standard 
Naïve Bayes classifier, 6 takes the value of 1. The predictions of Nai ve Bayes classifier are 
biased in favor of the majority class when the dataset consists of unequal numbers of 
examples for the two classes. Hence, we trained #to optimize classification performance on 
training data. In the training stage, the conditional probability table P(xj | c) and prior 
probability P (c) were estimated using the training set of 56 proteins. To determine 0, the 
classifier was applied to the training set and different values of 6 ranging from 0.01 to 1 
were tested, in increments of 0.01. The value of 6 for which the classifier yields the highest 
correlation coefficient was used to make predictions on the S subunit. 
Input to Naïve Bayes classifier 
The input to the Naive Bayes classifier contains the identities of 2«+l residues, the 
relative solvent accessible area (rASA) of the target residue, and the sequence entropy of the 
target residues in the form of X = (%,_„,x,_n+1,...,x(_,,x,,x,+1,...,,x,+n,r,,e,), wherex,is the 
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identity of the target residue, x,_„, x,_n+l and xHl,...,xt+n_l,x^naie the identities of n 
residues on each side of the target residue, r, is the rASA of the target residue computed 
using N ACCESS (Hubbard, 1993) and et is the sequence entropy at the position of the target 
residue extracted from HSSP database (http : //www, cmbi kun.nl/gv/hssp/). The entropy is 
normalized to the range of 0-100, with lower entropy values corresponding to more 
conserved sequence positions. Different values of n from 1 to 10 were tried and the best 
performance was obtained when n=4 (corresponding to a window size of 9). A training 
example is an order pair (X, c), where ce {0, 1}. 1 indicates that the target residue (the 
residue in the center of the input window) is an interface residue and 0 indicates that the 
target residue is not an interface residue. For a test example X, the classifier outputs 1 (i.e., X 
is predicted to be an interface residue) or 0 (i.e., Xis predicted to be a non-interface residue) 
as the class label of X. 
RESULTS 
The predictions form patches on protein surface and overlap with the 
predictions of previous study 
The S subunit consists of 425 amino acid residues. Naive Bayes classifier predicts 67 
residues to be interface residues. Figure 1A shows the predictions on the protein surface. In 
the figure we can see that the predicted interface residues form some contiguous patches on 
the surface. The 4 largest patches are: patch 1 consisting of 14 residues, patch 2 consisting 
of 8 residues, patch 3 and patch 4 consisting of 7 residues each. Each of the rest patches 
consists of no more than 4 residues. In their study, Kim et al. (2005) found that although no 
structural homology is found for the overall structure of the S subunit, the two target 
recognition domains (TRD1, residue 1-168 and TRD2, residue 209-378) are similar to the 
DNA binding domain of Tagl-MTase. By aligning the structures of TRD1 and TRD2 with 
the structure of Ta^I-MTase/DNA complex, Kim et al. proposed an interaction model in 
which 4 loops from TRD1 and 4 loops TRD2 contact with DNA. Among the 4 largest 
patches resulting from the predictions of the Naive Bayes classifier, patch 1, 3, and 4 
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overlap with the DNA-binding sites in the model proposed by Kim et al. (2005). Figure IB 
shows the predictions of the Naïve Baye classifier on the protein surface with TRD1 and 
TRD2 superimposed with Ttogl-MTase/DNA complex. The figure shows that patch 1, 3, and 
4 contact with the DNA from the superimposed Tagl-MTase/DNA complex. 
Patch 1 
There are two target recognition domains (TRDs) in the S subunit. The largest patch 
(patch 1) formed by the predicted interface residues locates on the surface of the second 
target recognition domain (TRD2) and includes Thr-243, Thr-244, Ser-246, Thr-247, Lys-
248, Lys-249, Arg-305, Ala-306, Asn-321, Gln-322, Gly-357, Ser-358, Thr-359, and Lys-
361. In a previous study, Kim et al. (2005) aligned the structures of the TRDs with the 
structure of the DNA binding domain from 7ti</I-MTase and proposed an interaction model 
for the S subunit and DNA. We used DaliLite program (Holm and Park, 2000) to align 
Tagl-MTase/DNA complex (PDB lg38) with TRD2. The resulting alignment has an rmsd 
of 3.3 A. Figure 2A shows that patch 1 forms a contiguous surface patch contacting with the 
superimposed DNA from the superimposed 7a</I-MTase complex. Examination of the 
secondary structure shows that patch 1 covers four loops that are close to the superimposed 
DNA (Figure 2B). In Kim's model (2005), four loops from TRD2 are predicted to contact 
with DNA: loop 1 (Thr-262-Asp-265), loop 2 (Arg-305-Pro-307), loop 3 (Asn-321-Gly-
323), and loop 4 (Phe-360-Glu-362) (Figure 2C). Comparison of Figure 2B and Figure 2C 
shows that patch 1 overlaps with loop 2, 3 and 4. Patch 1 covers an extra loop (loop 5: Thr-
243-Lys-249, shown in magenta in Figure 2C) that is not predicted to contact with DNA by 
Kim etal. (2005). 
In this study, loop 5 (Thr-243-Lys-249) is predicted to contact with the DNA. This 
result is inconsistent with that of the study by Kim et al. (2005). We analyzed the structural 
alignment between TRD2 and Taq\-MYase/DNA complex and found that loop 5 is located 
near the DNA, with the closest distance being 3.6 A (Figure 3A). Further investigation 
shows that loops 1-4 from TRD2 do not align perfectly with their counterparts from Taql-
MTase (Figure 3B). In Figure 3B, loop 1-4 from TRD2 are shown in red and their 
counterparts (named loop I, loop II, loop III and loop IV respectively) from Tagl-MTase in 
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the structural alignment are shown in yellow. The figure shows that loop 2 and 4 protrude 
out and are closer to the bound DNA than loop II and IV, and loop 1 and 3 are at lower 
positions than loop I and III. This suggests that in the structural alignment the DNA binding 
cleft of TRD2 tilts toward the left compared to the DNA-binding cleft of Tagl-MTase. If we 
adjust the structural alignment to make better alignment between loop 1-4 and loop I-IV by 
tilting Tagl-MTase/DNA toward the left, the DNA will be moved closer to loop 5 (in the 
direction shown by arrow in Figure 3B). Note that loop 5 consists of Thr-243, Thr-244, Pro-
245, Ser-246, Thr-247, Lys-248, Lys-249. All these residues except Pro-245 have polar side 
chains. The hydroxyl group (-OH) from Thr and Ser, and the amino group (-NH?) from Lys 
are able to form hydrogen bonds with the DNA. Therefore, we hypothesize that loop 5 is 
directly involved in the interaction between TRD2 and DNA. 
MFYKEENFKKTEIGEIPEDWEIVELKDVCKKIKAGGBPTSVEEYYKNGTIPFVKIEDITNSNKYLTNTKIKITEEGLI^MAWIVPK 
NSVLFAMYlSIGETAINKIEVATNlAILGIIPKDNILESEFLYYILAKNKNYYSKLGMHHieLNAQIVKSFKIPLPPLEEQKQIAKIL 
TKIDEGIEIIEKSINKLERIKKGLMHKLLTKGIGHSRFKKSEIGEIPEDWEVFEIKDIFEWrGÏlPS"nESSEYWENGEINWITPLDLSR 
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PH Patch 2 •• 
Figure 1. The predictions of interface residues. A: The predictions are shown on the 
protein surface with the four largest patches marked with circles. The S subunit is shown in 
green with the predicted interface residues shown in red. B: The predictions are shown on 
the protein surface with TRD1 and TRD2 superimposed with Tagl-MTase/DNA complex. 
DNA from the 7a<?I-MTase/DNA complex is shown in blue. 7a<?I-MTase is not shown in 
the figure. Figures are generated using PyMOL (DeLano, 2002). The sequence of the protein 
is shown below the figures with predicted interface residues shown in red and residues 
corresponding to patches 1-4 highlighted with different colors. 
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Figure 2. Patch 1 from the predictions. A: Patch 1 forms a contiguous patch (red) 
contacting with the DNA (blue) from the superimposed Tagl-MTase/DNA complex. (Taql-
MTase is not shown). B: Patch 1 covers four loops that are close to the superimposed DNA 
(blue). The residues in patch 1 are colored in red and labeled with their sequence numbers. 
C: The four loops predicted to contact with DNA by Kim et al. (2005) are shown in yellow. 
Magenta is the loop (loop 5) that is covered by patch 1 but is not predicted to contact with 
DNA by Kim et al. (2005). Figures are generated using PyMOL (DeLano, 2002). 
D M A  
•n 
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Figure 3. Loop 5 from the predictions. A: In the structural alignment of TRD2 and 
Tagl-MTase/DNA complex, loop 5 (red) is close to DNA (blue). Green: TRD2; red: loop 5; 
blue: DNA from the Ttigl-MTase/DNA complex. Tagl-MTase is not shown. B: DNA 
binding cleft on TRD2 is not perfectly aligned with that of Tagl-MTase in the structural 
alignment. Loop 1-5 from TRD2 are shown in red. Loop I-IV from Tagl-MTase are shown 
in yellow. Blue is the DNA from 7a<?I-MTase/DNA complex. Figures are generated using 
PyMOL (DeLano, 2002). 
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Patch 3 and 4 
Patch 3 consists of Gly-97, Gln-147, Thr-148, Thr-149, Gin-150, Lys-151 and Asn-152. 
Patch 4 consists ofThr-37, Lys-39, Asn-79, Asn-80, Ser-81, Asn-82 and Gin-113. They are 
on the surface of the first target recognition domain (TRDl). We aligned the structure of 
TRDl with the Tagl-MTase/DNA complex using DaliLite (Holm and Park, 2000), resulting 
in a superimposition with rmsd of 3.4 Â. Figure 4A shows that patch 3 and 4 form two 
contiguous surface patches contacting with the DNA from the superimposed Taql-
MTase/DNA complex. Figure 4B shows that patch 3 and 4 cover five loops that are close to 
the superimposed DNA. In the study of Kim et al. (2005), four loops from TRDl are 
predicted to contact with DNA: loop 6 (Lys-55-Asp-58), loop 7 (Tyr-96-Ser-98), loop 8 
(Asn-112-Ala-114) and loop 9 (Gln-150-Asn-152) (Figure 4C). Compared with the 
predictions by Kim et al. (2005), patch 3 overlaps with loop 7, 9, and patch 4 overlaps with 
loop 8. In addition, patch 4 includes two loops that are not in the predictions by Kim et al. 
(2005): loop 10 (Thr-37-Glu-43) and loop 11 (Asn-79-Asn82). 
TRDl and TRD2 share a sequence identity of 37% in the sequence and they have 
similar structure. We used DaliLite to make structure alignment between TRDl and TRD2. 
The resulting alignment has an rmsd of 2.0 Â. In the structural alignment, the predictions on 
TRDl correlate well with that on TRD2, except that loop 11 from TRDl is predicted to 
interact with DNA and its counter part (Glu-288-Asn-291) from TRD2 is not (Figure 5A). 
We aligned TRDl with 7agi-MTase/DNA complex using DaliLite (Holm and Park, 2000). 
resulting in a superimposition with rmsd of 3.4 Â. We then aligned TRD2 to TRDl, 
resulting in an alignment of TRDl, TRD2, and Tizgl-MTase/DNA complex (Figure 5B). 
Figure 5B shows that loop 11 protrudes toward the DNA and is closer to the DNA than its 
counterpart from TRD2. The closest distance between loop 11 and DNA is 1.6 À, and that 
between its counterpart and DNA is 4.0 Â. So it is possible that loop 11 from TRDl 
contacts with DNA and its counterpart from TRD2 does not. 
O'Neil el al. (1998) used random mutagenesis approach to identify the protein-DNA 
binding sites on the S subunit of Ecoli type I R-M system (£coKI). In their study, 5 
residues, Gly-92, Lys-92, His-95, Ser-103 and Phe-107, were predicted to be at the protein-
DNA interface. We used the threading program FUGUE2 (Shi, et al., 2001) to align the 
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sequence of Eco Kl S subunit to the structure of the S subunit from M. jannaschii. In the 
alignment Gly-91, Lys-92, His-95, Ser-103 and Phe-107 from £coKI S subunit are aligned 
to Gly-100, Glu-101, Ile-104, Thr-111 and Ile-115 from TRDl respectively. On TRDl, Gly-
100 and Glu-101 are close to loop 7, and Thr-111 and Ile-115 directly connect to loop 8. Ile-
104 is on a helix between loop 7 and loop 8. 
Patch 2 
Patch 2 includes Lys-209, Gly-212, His-213, Ser-214, Arg-215, Phe-216, Lys-217, and 
Lys-218. Zinkevich et al. (1992) showed that the mutation of Ala-204 to Thr in EcoYA S 
subunit affected the subunit assembly and resulted in a restriction-deficient and modification 
temperature-sensitive phenotype. They suggested that this mutation altered a domain in the 
S subunit that is essential for the binding with the R subunit. When the sequence of EcoYA S 
subunit is aligned to the structure of the S subunit from M. jannaschii using FUGUE2 (Shi, 
et al., 2001), Ala-204 from EcoYA S unit is aligned with Gly-210 from the M. jannaschii S 
subunit. Gly-210 is directly contacted to patch 2 on the surface of the S subunit (Figure 6A). 
This indicates that patch 2 may overlap with the interaction sites between the S subunit and 
the R subunit. Kim et al (2005). proposed a subunit assembly model for the M. jannaschii 
type I R-M system. In that model, S subunit and R subunit interact in the sites 
corresponding to patch 2 identified by the Naive Bayes classifier (Figure 6B). Here a Naïve 
Bayes classier trained to identify protein-DNA interface residues discover potential sites 
corresponding to protein-protein interactions. This suggests that the protein-DNA 
interactions and protein-protein interactions share some common mechanisms. 
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Figure 4. Patch 3 and 4 from the predictions. A: In the structural alignment of TRDl 
and Taq\-MTase/DNA complex, patch 3 and 4 (red) form two contiguous patches 
contacting to the superimposed DNA (blue). B: Patch 3 and 4 cover 5 loops that are close to 
the DNA (blue) from the superimposed Tagl-MTase/DNA complex. Predicted interface 
residues are shown in red and labeled with their sequence numbers. C: The four loops (loop 
6-9) that are predicted to interact with DNA by Kim et al. (2005) are shown in yellow. 
Magenta are the loop (loop 10-11) that are covered by patch 3 and 4 but are not predicted to 
contact with DNA by Kim et al. (2005). Figures are generated using PyMOL program 
(DeLano, 2002). 
Figure 5. Loop 11 from the predictions. A: The predictions on TRDl correlate well 
with those on TRD2, except that the loop 11 (Asn-79-Asn82) from TRDl is predicted to 
interact with DNA and its corresponding part from TRD2 is not. TRDl and TRD2 are 
aligned using DaliLite (Holm and Park, 2000). TRDl is colored in gray with the predicted 
interface residues on it colored with yellow. TRD2 is colored in green with predicted 
interface residues in red. B: Loop 11 (red) from TRDl protrudes toward the DNA and is 
closer to the DNA than its counter part (yellow) from TRD2. Green, TRDl ; gray, TRD2; 
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blue, DNA from the Taq\-WYase/DNA complex. Figures are generated using PyMOL 
(DeLano, 2002). 
Figure 6. Patch 2 from the predictions. A: Patch 2 (red) is shown on the surface of the 
S subunit from M. jannaschii. Gly-210 that is aligned to Ala-204 from EcoYA in the 
threading is shown in blue. B. Patch 2 overlaps with the sites that S units interacts with R 
units in the subunit assembly model by Kim et al. (2005). R subunits in the model are 
represented by circles. Figures are generated using PyMOL (DeLano, 2002). 
DISCUSSION 
In this study we applied a Naïve Bayes classifier to identify DNA binding sites in the S 
subunit of M. jannaschii type I R-M system. The classifier takes as input the identities of 
nine residues, corresponding to the target residue and 4 neighbor residues on each side of 
the target residue, and relative solvent accessibility and sequence entropy of the target 
residue. The predictions form contiguous patches on the surface of the S subunit. The 1st 
(consisting of 14 residues), 3rd (consisting of 7 residues) and 4th (consisting of 7 residues) 
largest patches overlap with the DNA binding sites from the interaction model proposed by 
Kim et al. (2005). The predictions also reveal new DNA binding residues that are not 
included in the model by Kim et al. (2005). The results can be used to guide the design of 
mutagenesis studies to identify the critical residues that contribute to the specificity and 
affinity of DNA binding in type I R-M systems. 
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Protein-DNA interactions play pivotal role in gene regulations. Discovery of the 
principles of protein-DNA interactions has been a topic of wide interest for many years 
(Pabo and Sauer, 1992). Identifying the DNA binding sites using experimental studies lags 
far behind the pace at which protein and DNA sequences are produced by proteomic and 
genomic projects. Computational methods that can identify DNA-binding sites in a large 
scale and with high accuracy are urgently needed. In our previous study (Yan, et al., 
Submitted), we explored different information and developed a Naïve Bayes classifier to 
identify amino acid residues involved in protein-DNA interactions. The classifier achieved a 
performance of 77% overall accuracy with a correlation coefficient of 0.30 based on leave-
one-out cross-validation using a set of 56 proteins. In this study, we apply the Naïve Bayes 
classifier to identify DNA binding sites in the S subunit from M jannaschii using sequence 
information, accessibility and sequence entropy as input. A few other computational 
methods have been developed to identify DNA binding amino acid residues based on 
various information, including sequence, structure, evolutionary information, or 
physiochemical properties (Jones, et al., 2003; Keil, et al., 2004; Shanahan, et al., 2004; 
Tsuchiya, et al., 2004; Ahmad and Sarai, 2005). It will be interesting to compare the 
predictions of different methods and to develop ensemble methods that can take advantage 
of the complementarities among different methods. 
In this study, the Naïve Bayes classifier is trained using a non-redundant set of 56 
proteins bound to double-stranded DNA that are in previous study. These proteins share 
sequence identity less than 20% with the S subunit and none of them belongs to type I R-M 
systems. A Naive Bayes classifier trained using a set of proteins that are not homologous to 
the S subunit can predicted potential DNA-binding sites. This indicates that different 
categories of protein-DNA interactions share some common mechanisms. 
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CHAPTER 5. A DATABASE OF PROTEIN-PROTEIN 
INTERFACES 
A paper to be submitted to Nucleic Acids Research 
Changhui Yan, Feihong Wu, Robert L. Jernigan, Drena Dobbs, and Vas ant Honavar 
ABSTRACT 
Protein-protein interactions play vital roles in biological functions. Elucidating the 
details of protein-protein interactions is essential for understanding the metabolism network 
and signal transduction pathways. In various studies, identifying interface residues and 
retrieving the structural, biophysical and chemical properties of the interfaces on a large 
scale are often needed. Tools that can accomplish these tasks are needed. 
Here, we present a database of protein-protein interfaces. It consists of all the protein-
protein interfaces derived from the Protein Data Bank (PDB). It provides convenient tools 
for users to identify interface residues and retrieve information about the interfaces. Using 
this database, users can quickly retrieve interface information with a user-specified 
definition of interface residues and user-customized constraints on structure resolution, 
species, and protein function. Batch retrieval is available for users to download interface 
information for a list of interfaces. Currently, we are developing a Gene Ontology (GO)* • 
based query system, which will allow users to define a function group using GO terms and 
retrieve information about the interfaces belonging to the group. 
INTRODUCTION 
The mechanism of protein-protein interactions has been a topic of study for a long time. 
Various aspects of protein-protein interfaces - including residue composition, residue 
contact preferences, and interface size - have been analyzed in previous studies using 
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different datasets of protein-protein complexes (Chothia and Janin, 1975; Jones and 
Thornton, 1997a; LoConte et al., 1999; Nooren and Thornton, 2003; Ofran and Rost, 2003a; 
Caffrey et al., 2004; Halperin et al., 2004; Zhang and Palzkill, 2004; Keskin et al., 2005; 
Reichmann et al., 2005). Due to the difficulties in obtaining large representative sets of 
protein-protein interfaces and the difficulties in extracting interface information on a large 
scale, most previous studies were based on small datasets. Large representative datasets are 
required for the fair evaluation of the results. Furthermore, different definitions of interface 
residues were used in different studies. This makes it difficult to have a direct comparison of 
the results. In their study, Jones and Thornton (1997a) considered a residue an interface 
residue if its solvent accessibility is reduced by more than 1Â2 during the formation of the 
complexes. In the study by Ofran and Rost (2003a), a residue is considered an interface 
residue if it is within a certain distance from the interacting protein. Fariselli et al. (2002) 
defined interface residues based on the distance between a-carbon atoms. A database that 
allows users to obtain large representative sets of interfaces and to extract interface features 
with flexibilities in defining interface residues is highly demanded. Such a database will also 
benefit the development of computational methods for identification of interface residues. 
Because identifying interface residues using experimental methods can not catch up with the 
pace at which protein sequences are being determined, computational methods have been 
used to identify interface residues (Jones and Thornton, 1997b; Del et al., 2003; Ofran and 
Rost, 2003b; Bradford and Westhead, 2004; Carugo and Franzot, 2004; Liang et al., 2004; 
Neuvirth et al., 2004; Nissink and Taylor, 2004; Panchenko et al., 2004; Sen et al., 2004; 
Van et al., 2004a; Yan et ai, 2004b; Femandez-Recio et al., 2005; Joughin et al., 2005). 
Usually, a computational method uses a set of protein-protein interfaces to search for the 
features that can be used to distinguish interface residues from non-interface residues. A 
representative dataset is needed for the success of the method. This need calls for a database 
that can provide representative sets of interfaces. 
Although several protein-protein interface databases have been developed, none of them 
have satisfied the needs outlined above. Here, we present a database that consists of all the 
protein-protein interfaces derived from the PDB database. The database allows users to 
obtain large representative sets of interfaces and to retrieve interface features with a user-
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specified definition of interface residues and user-specified constraints on structure 
resolution, interaction type, and protein function. 
METHODS AND MATERIALS 
Collection of protein-protein interfaces from the Protein Data Bank (PDB) 
One crucial problem in collecting protein-protein interfaces is to distinguish the real 
interfaces that correspond to protein-protein contacts from those resulting from crystal 
compact. Usually, an interface is considered a crystal contact if the buried area is less than a 
certain cutoff (Henrick and Thornton, 1998). Here, we adopt the results from the Protein 
Quaternary Structure (PQS) (Henrick and Thornton, 1998) - a protein quaternary structure 
database - to reduce the chance of recruiting crystal contacts. During the development of the 
PQS, if a PDB structure contained multiple copies of quaternary structures, it was split into 
multiple PQS files with each file containing one independent quaternary structure. In this 
study, if a PDB structure had corresponding PQS entries, it was split into independent 
quaternary structures as described in PQS. Otherwise, we assumed that the PDB structure 
contained only one quaternary structure. Then, within each quaternary structure, a pair of 
protein chains is considered interacting if the buried area on one chain is at least 200À2. The 
solvent accessibility of residues were computed using the NACCESS program (Hubbard, 
1993; Gutteridge et al., 2003). This process is illustrated in Figure 1. Using this method, we 
obtained a set of 25,953 interfaces including 27,392 protein chains. 
Non-redundant sets of sequences 
The PDB protein chains were clustered based on sequence similarity and the clustering 
information is available at (ftp://ftp.rcsb.org/pub/pdb/derived data/NR/). The cd-hit program 
(Li et al., 2001) was used to generate the clusters at identity levels >40%, and the blastclust 
program (Altschula et al., 1990) was used to cluster sequences at the identity level of 30%. 
Here, we use the clustering results from the PDB to remove redundant sequences. Table 1 
shows the numbers of protein chains in the non-redundant sets at different identity levels. 
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Non-redundant sets of interfaces 
Because two protein chains can interact at different locations by adopting different 
orientations, there may be multiple interfaces between two given chains. In this study, the 
similarity between two interfaces is defined based on both sequence similarity and residue 
composition of the interfaces. The similarity between interface AB (the interface between 
chain A and chain B) and interface CD (the interface between chain C and chain D) is higher 
than a if any of the following two conditions is satisfied: 
(1) (Sequence identity (A, C) >a) && (Sequence identity (B, D)>a) && (Composition 
similarity (AB, CD) > 60%) 
(2) (Sequence identity (A, D) >a) && (Sequence identity (B, C)>a) && (Composition 
similarity (AB, CD) > 60%) 
The composition similarity between two interfaces AB and CD is given by 
Hah<nAB-ncD) Yahs(riAB-riCD) 
. _J s] ! 
22 YlAB 22 ylcD 
with , y\CD denoting the numbers of 
residues / in AB and CD respectively. Table 2 shows the numbers of non-redundant 
interfaces with different cutoffs. 
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Yes 
No 
Are there corresponding 
PQS entries? ^ 
25,953 interfaces including 27,392 chains 
Set of quaternary structures 
The PDB structure is assumed to contain 
only one quaternary structure 
Split the PDB structure into 
independent quaternary 
structures as described in PQS 
PDB structures that contain at least two protein chains with at 
least 20 residues in each chain 
For every quaternary structure { 
For every pair of chains { 
Calculate the buried area on each chain using N ACCES S 
If the buried area on one chains >= 200 A2 { 
The interface between the pair is considered a real 
protein-protein contact 
else { 
Ignore the interaction between the two chains 
Figure 1. The process of collecting protein-protein interfaces. 
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Table 1. Protein chain numbers in the non-redundant sets of proteins. 
Sequence identity cutoff (%) Chain number 
40 2,968 
50 3,198 
70 3,620 
90 4,196 
100 7,005 
Table 2. Interface numbers in the non-redundant sets of interfaces. 
Sequence identity cutoff (%) Number of interfaces 
40 5,985 
50 6,008 
70 6,223 
90 6,630 
100 9,211 
DATABASE FEATURES AND ACCESSIBILITY 
User-specified definition of interface residues 
The database allows users to define interface residues using any of the three types of 
definition: (a) Definition based on the distance between a-carbon atoms, that is, a residue is 
an interface residue if its a-carbon is within a certain distance from any a-carbon of the 
interacting chain; (b) Definition based on the closest distance between heavy atoms, that is, 
a residue is an interface residue if any of its heavy atoms is within a certain distance from 
any heavy atom of the interacting chain; and (c) Definition based on the reduction of 
solvent accessibility, that is, a residue is an interface residue if its solvent accessible surface 
is reduced more than a certain value during the formation of the complex. 
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Retrieval of interface features 
Users can search and retrieve the features of a specific interface by providing the IDs of 
the two interacting protein chains, or the features of all the interfaces in a PDB structure by 
providing the structure ID, or the features of all the interfaces that a certain protein involved 
by providing the protein name. 
Batch retrieval of information for a set of interfaces 
Users can submit a list of interfaces or a list of protein chains and retrieve interface 
information in a batch. The returned results will be sent to the email provided by users. 
Gene Ontology (GO)* based query 
One goal of the Gene Ontology Annotation (GOA) (http://www.ebi.ac.uk/GOA/) project 
is to map gene products to the Gene Ontology (GO) resources. As a part of the GOA, the 
PDB-GOA project has assigned GO terms to the protein chains in the PDB. Using the 
results from the PDB-GOA, we are developing a GO-based query system that allows users 
to use GO terms to define the set of proteins that they are interested in and to retrieve 
interface information for the set in a batch. 
Non-redundant sets of interfaces and non-redundant sets of protein chains 
The database allows users to obtain non-redundant sets of interfaces (or proteins) either 
from a redundant set provided by the users or from the whole database. Constraints on 
sequence similarity, structure resolution, experimental methods, species, and function can be 
set by users. 
Accessibility 
The database is available for the public at http://einstein.cs.iastate.edu. 
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CHAPTER 6. AN ANALYSIS OF PROTEIN-PROTEIN 
INTERFACES 
A paper to be submitted to Journal of Molecular Biology 
Changhui Yan, Feihong Wu, Robert L. Jemigan, Drena Dobbs, and Vas ant Honavar 
ABSTRACT 
Analyzing the characteristics of protein-protein interfaces to identify the features that 
can distinguish interface residues from non-interface residues is very important for 
understanding the mechanisms of protein-protein interactions. Here, we analyze the 
characteristics of protein-protein interfaces using the largest dataset available in the Protein 
DataBank (PDB). We start by a comparison of interfaces with protein core and non-interface 
surface. The results show that interfaces differ from protein core and non-interface surface 
in residue composition, entropy, and secondary structure. Since interfaces, protein core, and 
non-interface surface have different solvent accessibilities, it is important to investigate 
whether the observed differences are due to the difference in solvent accessibility. We 
excluded the effect of solvent accessibility by comparing interfaces with the samples of 
residues that were randomly chosen from the overall residues and had the same solvent 
accessibility as the interfaces. This strategy reveals some interface characteristics that are 
not observable by comparing interfaces with protein core and non-interface surface. When 
we repeated the analysis using three datasets with different constraints on redundancy and 
structure quality, similar results were obtained. This indicates the significance of the results. 
We also investigated the differences between hetero-interfaces and homo-interfaces. 
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INTRODUCTION 
Various aspects of protein-protein interfaces, including size, planarity, hydrophobicity, 
electrostatics, conservation, residue composition, and contact preferences, have been studied 
based on different sets of protein-protein complexes (Janin and Chothia, 1988; Janin and 
Chothia, 1990; Young, et al., 1994; Jones and Thornton, 1996; Lo Conte, et al, 1999; 
Bahadur, et al., 2003; Nooren and Thornton, 2003; Ofran and Rost, 2003; Prasad Bahadur, 
et al., 2004; Ponstingl, et al., 2005). Some contradictory results have been reported in 
different studies, in part, due to the difference in the datasets used. 
We extracted all the protein-protein interfaces from the Protein Data Bank (PDB) 
(Berman, et al., 2000) and removed redundant interfaces so that there were no identical 
interfaces in the dataset. The resulting dataset, which consists of 7,151 pairs of interacting 
chains with at least 20 amino acids in each chain, is much larger than any other dataset that 
was used in previous studies. 
Each protein in the dataset was divided into three disjoint sections: interface, protein 
core, and non-interface surface. Comparisons show that the three sections are significantly 
different in residue composition, entropy, and secondary structure. Since interfaces, protein 
core, and non-interface surface have different solvent accessibilities, it is unknown whether 
these differences are due to the difference in functionality or the difference in solvent 
accessibility. To exclude the effect of solvent accessibility, we compared interfaces with the 
samples that were randomly chosen from the overall residues and had the same solvent 
accessibility as the interfaces. The results reveal some interface characteristics that cannot be 
detected by comparing interfaces with protein core or non-interface surface. Other properties 
of interfaces including size and contact preferences were also investigated. We repeated the 
analysis using three datasets with different constraints on sequence similarity and structure 
resolution, and similar results were obtained. We divided interfaces into hetero-interfaces 
and homo-interfaces based on the sequence similarity of the interacting chains. Comparisons 
show significant differences between the two types of interface in residue composition, 
entropy, secondary structure, size, and contact preferences. 
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METHODS AND MATERIALS 
DatasetlOO, Dataset30, and Dataset30_3 
All the protein complexes in the PDB that consist of at least two protein chains with at 
least 20 amino acids in each chain were obtained. If a PDB complex contains multiple 
copies of quaternary structures according to the Protein Quaternary Structure (PQS) 
(Henrick and Thornton, 1998), it was split into multiple files with each file containing one 
independent quaternary structure. The buried area on each chain was computed using the 
NACCESS program (Hubbard, 1993; Gutteridge, et al., 2003). A pair of protein chains is 
considered interacting if the buried area on one chain is at least 200À2. A dataset of 
interacting pairs was thus obtained from the set of quaternary structures. Then, sequence 
similarity information was obtained from the sequence clusters from PDB 
(ftp://ftp, rcsb. org/pub/pdb/derived data/NRA First, redundant data were removed so that 
there were no identical pairs in the dataset. The resulting dataset, which we will refer to as 
DatasetlOO, consists of 7,151 pairs of interacting chains. DatasetlOO was further processed, 
so that the identity between any two pairs was less than 30%. The resulting dataset, which 
we will refer to as Dataset30, consists of 2,981 pairs of interacting chains. Then, all the 
structures having resolution >3 A were removed from Dataset30. The resulting dataset, 
which we will refer to as Dataset30_3, consists of 2,654 pairs of interacting chains. 
Protein core, interface, and non-interface surface 
We defined residue contacts as described in Ofran and Rost (2003). Two residues were 
considered contacting if the closest distance between their heavy atoms is less than 6 À. The 
residues that had at least one contact with residues from the interacting chain were 
considered interface residues. Non-interface residues were divided into two groups: protein 
core that consists of residues with relative solvent accessibility (rASA) <25% and non-
interface surface that consists of residues with rASA > 25%. The rASA of residues was 
calculated using the NACCESS program (Hubbard, 1993; Gutteridge, et al, 2003). 
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Hetero-interfaces and homo-interfaces 
An interface is a homo-interface if the two interacting chains have a sequence identity 
greater than 95%. Otherwise, it is a hetero-interface. We used DatasetlOO to compare the 
properties of hetero-interfaces and homo-interfaces. DatasetlOO contains 4,126 homo-
interfaces and 3,025 hetero-interfaces. 
Interface propensity (raw interface propensity, RIP) and contact preferences 
Let Fj be the number of residue i in the dataset, f be the number of residue z in the 
interfaces, w< ~ , and w< = ^ X . The interface propensity of residue i is given 
by log2(wy /Wj) . Propensities for protein core and non-interface surface are computed 
similarly with w, replaced by the fraction of residue i in protein core and non-interface 
surface respectively. Let C,y be the number of interface-crossing contacts formed by residue / 
and j. The contact preference between residue i and j is given by '°&((Ç/ !zSij) Xw>)). 
Normalized interface propensity (NIP) 
Residues were randomly extracted from the overall residues so that the resulting samples 
had the same solvent accessibility as interfaces. Let s, be the number of residue i in the 
samples, and s< = . The normalized interface propensity of residue i is given 
by log2(wi/5l), where w, is defined as above. 
RESULTS AND DISCUSSION 
Characteristics of interfaces 
Proteins were divided into three disjoint sections: protein core, interfaces, and non-
interface surface. Interface properties including residue composition, secondary structure, 
entropy, contact preferences, and size were analyzed using DatasetlOO. 
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Residue composition 
Figure 1A compares the residue compositions of protein core, interfaces, and non-
interface surface. Residues are placed in the order of increasing hydrophobicity based on the 
Kyte and Doolittle hydropathy index (1982). The comparisons show that protein core has 
the most hydrophobic residues (e.g. Met, Cys, Phe, lie, Leu, and Val) and non-interface 
surface has the least. This indicates that hydrophobic residues are preferred in protein core 
and unfavorable on non-interface surface. The opposite trend is observed for hydrophilic 
residues (e.g. Arg, Lys, Glu, and Asp). For most residues (except Gly, His, and Tyr), the 
distribution among the three sections is either protein core>interfaces>non-interface surface 
or protein core<interfaces<non-interface surface. For each residue, we calculated its 
propensities for the three sections separately. Figure IB shows that all the residues have 
opposite propensities for protein core and non-interface surface, and, in most cases, the 
propensity for interfaces are is between those for protein core and non-interface surface. 
Entropy 
Entropy values were extracted from the HSSP database 
(http://www.cmbi.kun.nl/gv/hssp/). The entropy shows the conservation at each residue 
position. It was normalized to the range of 0-100 with low entropy values corresponding to 
conserved positions. Figure 2 compares the entropy distributions of protein core, interfaces, 
and non-interface surface. The comparisons show that protein core has the most residues in 
the low entropy region (entropy <40), and non-interface surface has the least. In the high 
entropy region, the opposite trend is observed. The results indicate that the trend of 
conservation is protein core > interfaces^ non-interface surface. In a study based on a small 
set of transient protein-protein complexes, Nooren et al. (2003) showed that interface 
residues are more conserved than surface residues. Consistent results are obtained here using 
a large dataset. 
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Figure 1. Residue composition. A. Residue compositions of protein core, interfaces, 
and non-interface surface. B. Propensities for the protein core, interfaces, and non-interface 
surface. Residues are placed in the order of increasing hydrophobicity based on the Kyte and 
Doolittle hydropathy index (1982). 
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Figure 2. The entropies of protein core, interfaces, and non-interface surface. 
Secondary structure 
We considered eight classes of secondary structure as defined by the DSSP program 
(Kabsch and Sander, 1983). Figure 3 compares the secondary structure composition of 
protein core, interfaces, and non-interface surface. The comparisons show that non-interface 
surface has the most residues in S (Bend) and T (Turn), and the protein core has the least. 
The opposite trend is observed for E (Extended strand). No obvious location preferences 
were observed for the other types of secondary structure. 
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Figure 3. The secondary structure compositions of protein core, interfaces and non-
interface. 
Contact preferences 
Figure 4 shows the preferences for residue contacts. In the figure, positive preferences 
are shown in red, negative ones are in blue, and neutral ones are in green. Residues are 
placed in the order of increasing hydrophobicity. Figure 4 shows that the contacts between 
hydrophobic residues have high preferences. These highly preferred contacts make a red 
region in the lower-right corner of figure 4. The fact that Cys-Cys contact has one of the 
highest preferences indicates that disulfide bonds have an important role in protein-protein 
interactions. The contacts between residues with opposite charges (Arg-Asp, Arg-Glu, Lys-
Asp, and Lys-Glu) also have high preferences. These contacts form several red entries near 
the upper-left comer of figure 4. These results are consistent with the previous claim that 
disulfide bonds, salt-bridges, and hydrophobic interactions are the main forces in protein-
protein interactions (McCoy, et al., 1997; Sheinerman, et al, 2000; Glaser, et al., 2001; 
Ofran and Rost, 2003). The face-to-face arrangement of two aromatic rings was found to be 
favorable for interactions in a previous study (Glaser, et al., 2001). Here, high preferences 
are observed for the contacts between different aromatic residues. The interaction between a 
proline ring and an aromatic ring can resemble the interaction between two aromatic rings 
(Glaser, et al., 2001). In this study, positive preferences are also observed for the contacts 
between Pro and aromatic residues (Tyr, Trp, and Phe). 
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Figure 4. Residue contact preferences. Residues are placed in the order of increasing 
hydrophobicity based on the Kyte and Doolittle hydropathy index (1982). 
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Figure 5. Interface size. 
Interface size 
Interface size was calculated separately for each side of interfaces. Figure 5 shows that 
interface sizes span a broad range and the distribution has a peak value at 600-800 À2. The 
average size of interfaces is 1227 À2. 14% of the interfaces in the dataset have a size in the 
range of 600-800 À2. In a study based on a set of 75 hetero-complexes, Lo Conte et al. 
(1999) found that most interfaces have a total buried area (that is, the sum of the buried area 
from both sides of the interfaces) in the range of 1600 (±400) Â2, which is roughly 
Interface size (*100 Â2) 
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equivalent to 800 (±200) À2 from each side of the interfaces. Here, about 25% of the (one-
side) interfaces have a size in the range of 800 (±200) À2 
Are the differences due to the difference in solvent accessibility or the difference 
in functionality? 
By the definitions, protein core residues have a relative solvent accessibility (rASA) less 
than 25%, non-interface surface residues have a rASA equal to or greater than 25%, and 
interface residues have a rASA ranging from 0% to 100%. The results from above have 
shown the differences among protein core, interfaces and non-interface surface. However, 
since these three sections have different accessibilities, it is unknown whether these 
differences are due to the difference in accessibility or the difference in functionality. To 
exclude the effect of accessibility, we randomly extracted samples of residues from the 
overall residues so that the resulting samples had the same rASA distribution as interfaces 
and then compared interfaces with the samples. Five samples were extracted from the 
overall residues. The sample size is about 60% of the size of the overall resiudes. Figure 6 
shows the rASA of the samples and interfaces. 
• Interface 
• Sample 
Relative accessibility (%) 
Figure 6. Relative solvent accessibilities of the samples and interfaces. Mean values 
for the samples are displayed with standard deviations shown as bars. 
Residue composition and interface propensity 
Figure 7 compares the residue compositions of the samples and interfaces. The 
comparisons show that interfaces have more aromatic residues (Tyr,Try, and Phe) and 
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hydrophobic residues (Cys, Met, lie, Leu, and Val) than the samples. Residues with medium 
hydrophobicity (Ser, Thr, Gly, and Ala) are underrepresented in interfaces. All the charged 
residues, except Arg, are underrepresented in interfaces. Interfaces have more His than the 
samples. 
We calculated the interface propensities of residues based on the residue composition of 
the samples, that is, propensity (i) = log2(wj/Sj), where S, is the fraction of residue i in the 
samples and w, is the fraction of residue i in interfaces. We named this propensity 
normalized interface propensity (NIP), since the samples can be considered as a version of 
the overall residues that are normalized according to the accessibility distribution of 
interfaces. The results are shown in figure 8 with residues placed in the order of increasing 
hydrophobicity. Figure 8 shows that NIP reveals the trend that hydrophobic residues have 
high preferences for interfaces and hydrophilic residues are not preferred in interfaces. On 
the right-hand side (the hydrophobic end) of figure 8, residues have highly positive 
propensities for interfaces and Cys have the highest preference overall. On the left-hand side 
(the hydrophilic end), residues (except Arg and His) have negative propensities. This 
indicates that the interfaces are more hydrophobic than the rest of the proteins. This is 
consistent with the results presented by Young et al. (1994). Figure 8 also shows that 
aromatic residues have high propensities for interfaces. 
C 7 
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Figure 7. Residue compositions of the samples and interfaces. The mean values for 
the samples are displayed with standard deviations shown as bars. The residues are placed in 
the order of increasing hydrophobicity. 
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Figure 8. Normalized interface propensities (NIP) of residues. 
We compared NIP with the interface propensities (raw interface propensities, RIP) that 
were calculated based on the overall composition, that is, raw interface propensity (i) 
= log2 (Wj/Wj), where W, is the fraction of residue i overall, and w, is the fraction of residue 
/ in interfaces. While NIP reveals the trend that hydrophobic residues have high preferences 
for interfaces and hydrophilic residues are unfavorable in interfaces, this trend cannot be 
revealed by RIP (Figure 9). Figure 9 shows that many residues have opposite signs in RIP 
and NIP. Ile, Val, Leu, and Met have high positive NIP but negative RIP. Asn, Asp, Gin, 
and Glu have negative or neutral NIP, while the corresponding values in RIP are positive or 
neutral. Cys and aromatic residues (Try, Trp, and Phe) have highly positive NIP but only 
weakly positive RIP. The difference between RIP and NIP is that in NIP interfaces are 
compared with samples that have the same accessibility distribution as the interfaces, while 
in RIP interfaces are compared with the overall residues whose accessibility is different 
from that of interfaces. The differences in the values of RIP and NIP indicate that 
accessibility affects the distribution of residues. Therefore, it is crucial to exclude the effect 
of accessibility when searching for the features that can distinguish interfaces from the rest 
of the proteins. 
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Figure 9. Comparison of the normalized interface propensities (NIP) and the raw 
interface propensities (RIP). 
Contradictory results in interface propensities have been reported in different studies. 
For example, some studies showed that Ile, Val, and Leu have highly positive propensities 
for interfaces (Jones and Thornton, 1996; Lo Conte, et al., 1999; Bahadur, et al., 2003), 
while the study of Ofran and Rost (2003) showed that these residues have negative or 
weakly positive propensities for the inter-protein interfaces. Our results show that the three 
residues have highly positive propensities when evaluated using NIP and negative 
propensities when evaluated using SIP. In Ofran and Rost's study, interface propensities 
were calculated using SWISS-PROT as background, so the results are similar to that based 
on RIP in this study, which is calculated using overall residues as background. In the studies 
by Jones and Thornton (1997), Lo Conte et al. (1999), and Bahadur et al. (2004), interface 
propensities were calculated based on the accessible surface area of residues, and the results 
are similar to that based on NIP in this study. 
Entropy 
The entropies of the samples and interfaces are compared in Figure 10. The results show 
that interfaces have more residues with low entropies (conserved) than the samples. This 
indicates that interfaces are more conserved than the rest of the samples. The result from a 
previous section (shown in figure 2) has shown that protein core is more conserved than 
interfaces, which in turn are more conserved than non-interface surface. Here, figure 10 
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shows that after excluding the effect of accessibility, interfaces are more conserved than the 
rest of the proteins. 
25 
• Interface 
O Sample 20 
15 
10 
5 
0 
S ê g 
Entropy 
Figure 10. Entropies of the samples and interfaces. The mean values for the samples 
are displayed with standard deviations shown as bars. 
Secondary structure 
The secondary structure contents of the samples and interfaces are shown in figure 11. 
Compared with the samples, interfaces have slightly more residues in E (Extended strand) 
and H (TC helix) and fewer residues in S (Bend) and T (Turn). Despite this, there are no 
significant differences between interfaces and the samples in terms of secondary structure. 
Although the results from a previous section (shown in figure 3) show some differences in 
secondary structure content among protein core, interfaces, and non-interface surface, here, 
figure 11 shows that interfaces do not differ from the rest of the proteins in secondary 
structure content after excluding the effect of accessibility. This suggests that the differences 
in secondary structure content among protein core, interfaces, and non-interface surface are 
due to the different accessibilities of the three parts instead of the different functionalities. 
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Figure 11. Secondary structure contents of the samples and interfaces. 
In summary, to exclude of the effect of solvent accessibility, we compared interfaces 
with the randomly extracted examples that have the same accessibility distribution as the 
interfaces. The results show that hydrophobic residues and aromatic residues have high 
propensities for interfaces; hydrophilic residues (except Arg and His) have negative 
propensities for interfaces; and interfaces are more conserved than the rest of the proteins. 
Are the results consistent across different datasets? 
So far, the results reported are based on DatasetlOO, in which there are no identical 
interfaces. However, some interacting pairs in DatasetlOO are still highly similar in 
sequence. To reduce the effect of biased data, DatasetlOO was further processed by 
removing redundant data so that the identity between any two pairs was less than 30%. The 
resulting dataset (Dataset30) consists of 2,981 pairs of interacting chains. Then, all the 
structures having resolution >3 À were removed from Dataset30. The resulting dataset 
(Dataset30_3) consists of 2,654 pairs of interacting chains. We analyzed interface properties 
using these three datasets. Figure 12 shows that the results obtained using the three datasets 
are consistent. Here, similar results are obtained using three datasets with different 
constraints on sequence redundancy and structural quality. This indicates the statistical 
significance of the results. 
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Figure 12. The results obtained from three different datasets are consistent. A-C. 
Residue composition. D-F. Entropy distribution. H-J. Secondary structure content. K-M. 
Interface sizes. N-P. Contact preferences. 
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Homo-interfaces vs. hetero-interfaces 
Some studies have shown that different types of interface have different characters 
(Jones and Thornton, 1996; Bahadur, et al., 2003). We divided DatasetlOO into hetero-
interfaces and homo-interfaces based on the sequence identity between the interacting pairs 
and compared the characteristics of the two types of interface (Figure 13). Figure 13A shows 
the interface propensities of residues. The results show that in both homo-interfaces and 
hetero-interfaces hydrophobic residues (Ile, Val, Leu, Phe, Cys, and Met) have high 
interface propensities and hydrophilic residues (Lys, Asn, Asp, Gin, and Glu) have negative 
propensities. This suggests that both types of interface are more hydrophobic than the rest of 
the proteins. Figure 13A also shows that Cys and aromatic residues (Phe, Trp, and Tyr) have 
higher propensities for hetero-interfaces than for homo-interfaces. The comparisons also 
show that hydrophobic residues (Ile, Val, Leu, and Met) have higher propensities for homo-
interfaces than for hetero-interfaces, and charged residues (except Arg) show the opposite 
trend. This indicates that homo-interfaces are more hydrophobic than hetero-interfaces. This 
result is consistent with the results of previous studies (Jones and Thornton, 1996; Bahadur, 
et al., 2003). Figure 13B shows that hetero-interfaces have more residues with low entropy 
(conserved) than homo-interfaces, suggesting that hetero-interfaces are more conserved than 
homo-interfaces. Comparisons in secondary structure content (Figure 13C) show that hetero-
interfaces have more coils (_) and extended strands (E) and fewer a-helixes (H) than homo-
interfaces. Figure 13 D shows the size distributions of hetero-interfaces and homo-
interfaces. Both types of interface have a peak value at 600-800 Â2. However, there are 
more large-size homo-interfaces than large-size hetero-interfaces. 63% of the homo-
interfaces have a size larger than 800 Â2, while only 53% of the hetero-interfaces have a size 
larger than 800 À2. The average size of the homo-interfaces is 1,311 À2, and the average size 
of the hetero-interfaces is 1,112 A2. This result is consistent with the claim of a previous 
study that homo-interfaces are larger than hetero-interfaces (Bahadur, et al., 2003). Figure 
13E-F show that the contacts between residues with opposite charges (Arg-Asp, Arg-Glu, 
Lys-Asp, and Lys-Glu) and the contacts between hydrophobic residues (the red regions at 
the lower-right comers of Figure 13E-F) have high preferences in both types of interface. 
Compared with the homo-interfaces, hetero-interfaces show higher preferences for the 
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contacts involving Cys or aromatic residues (Phe, Tyr, and Trp). The columns and rows 
having these residues in Figure 13E are redder than the corresponding entries in Figure 13F. 
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Figure 13. Comparisons between homo-interfaces and hetero-interfaces. A. 
Normalized interface propensities. B. Entropy. C. Secondary structure. D. Interface size. E-
F. Contact preferences. 
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CONCLUSIONS 
Different from any previous study, this study uses the largest set of interfaces that are 
available. DatasetlOO consists of 7,151 interfaces; Dataset30 consists of 2,981 interfaces; 
and Dataset30_3 consists of 2,654 interfaces. Each of these datasets is much larger than any 
other dataset that was used in previous studies. The three datasets have different constraints 
in sequence redundancy and structure resolution. The fact that similar results were obtained 
based on the three datasets indicates the significance of the results. 
We divided proteins into three disjoint sections and analyzed their properties. The results 
show that: (1) protein core, interfaces, and non-interface surface are significantly different in 
residue composition, entropy, and secondary structure; (2) interface sizes span a broad range 
and about 25% of interfaces have a buried area from each side of the interfaces in the range 
of 600-1000 Â2; and (3) the Cys-Cys contact, the contacts between residues with opposite 
charges, the contacts between different aromatic residues, and the contacts between 
hydrophobic residues are preferred in the interfaces. 
In particular, we compared interfaces with the samples that had the same solvent 
accessibility as the interfaces. This strategy excludes the effect of solvent accessibility on 
the distributions of residues, secondary structure, and entropy. The results show that: (1) 
hydrophobic residues and aromatic residues are preferred in interfaces and hydrophilic 
residues (except Arg) are unfavorable; (2) interfaces are more conserved than the rest of the 
proteins; and (3) interfaces do not differ from the rest of the proteins in secondary structure 
content. 
We also analyzed the differences between homo-interfaces and hetero-interfaces. The 
results show that: (1) homo-interfaces are more hydrophobic and larger than hetero-
interfaces; (2) hetero-interfaces are more conserved than homo-interfaces; and (3) hetero-
interfaces have higher preferences for the contacts involving Cys, Phe, Trp, and Tyr. 
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CHAPTER 7. CONCLUSIONS 
SUMMARY AND DISCUSSION 
Identification of interface residues involved in protein-protein and protein-DNA 
interactions is critical for understanding the functions of biological systems, and has broad 
applications. Computational methods that can accurately identify interface residues from 
sequence are urgently needed. In this study, we have developed a two-stage classifier to 
identify interface residues involved in protein-protein interactions. The classifier achieves 
72% accuracy with a correlation coefficient of 0.3 when tested on a set of 77 proteins using 
five-fold cross-validations, which is the best performance ever reported for sequence-based 
methods for the identification of protein-protein interface residues. We have developed a 
Naïve Bayes classifier to identify residues involved in protein-DNA interactions. The results 
based on leave-one-out experiments show that a Naïve Bayes classifier using only residue 
identities as input can correctly indicate the locations of interaction sites and the 
performance of the classifier can be improved by using additional information. We have 
applied the Naïve Bayes classifier to identify the DNA binding sites on the S subunit of M. 
jannaschii type I R-M system. The prediction consists of 4 major patches on the protein 
surface. Among them, three overlap with the prediction made by Kim et al. (2005) based on 
structure alignments. Due to the difficulties in collecting large representative datasets and 
the difficulties in extracting interface information on a large scale, all the previous studies in 
developing computational methods to identify interface residues used only small datasets. 
However, large and representative datasets are critical for the training and fair evaluations of 
machine-learning classifiers. We have developed a database of protein-protein interfaces. 
The database consists of all the protein-protein interfaces derived from the PDB database. It 
allows users to quickly extract interface information with a user-defined function group and 
a user-provided definition of interface residues. We have analyzed the characteristics of 
interfaces using datasets obtained from the database. The datasets are much larger than any 
other dataset that has been used in previous studies. The results reveal the differences 
between interfaces and the rest of the proteins in residue composition, conservation, 
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hydrophobicity, and secondary structure. The results also reveal the differences between 
homo-interfaces and hetero-interfaces. 
CONTRIBUTIONS 
We have developed a two-stage classifier to identify interface residues involved 
in protein-protein interactions 
The first stage of the classifier takes the identities of a window of 9 amino acids that 
center at the target residue as input, and the second-stage classifier exploits the observation 
that interface residues form clusters on sequence to refine the predictions of the first-stage 
classifier. The results show that the second-stage classifier improves the performance 
significantly. This study provides valuable examples of customizing sophisticated machine 
learning algorithms for the task of identifying interface residues. The data representations in 
this study and the second-stage classifier that exploits the distribution of interface residues in 
sequence provide original examples for encoding domain knowledge to solve biology 
problems using machine-learning approaches. In this study, we, for the first time, point out 
the pitfalls of using accuracy as the sole performance measure in interface residue 
predictions and evaluate the performance of classifiers using a collection of performance 
measures including accuracy, correlation coefficient, sensitivity and specificity. 
We have developed Naïve Bayes classifiers for identification of DNA-binding 
residues 
The classifiers use local amino acid sequence information alone or a combination of 
sequence and structure-derived information as input. The results show that the classifier 
using only sequence information as input can correctly identify the locations of DNA 
binding sites and achieves 77% overall accuracy with 0.25 correlation coefficient, 37% 
specificity, and 43% sensitivity. The classifier using both sequence and structure-derived 
information as input achieves 77% overall accuracy with 0.30 correlation coefficient, 39% 
specificity, and 52% sensitivity. This study demonstrates that it is feasible to identify 
protein-DNA interface residues based solely on local sequence information, and using 
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additional information derived from structure can enhance the performance. We searched for 
DNA binding sites in the S subunit of M. jannaschii type I R-M system using the classifier 
that takes sequence, relative solvent accessibility (rASA), and entropy as input. The 
prediction significantly overlaps with the DNA binding sites predicted in a previous study 
by Kim et al. (2005) and, in addition, reveals three potential DNA binding loops that have 
not been identified before. 
We have developed a database that contains all the protein-protein interfaces in 
the PDB database 
The database contains all the pairwise interfaces from the PDB database that have at 
least 20 amino acid residues in each chain and at least 200 À2 buried area at one side. For 
each interface, the database provides the information about interface residues, sequence 
entropy, solvent accessibility, structure resolution, species, and Gene Ontology annotations. 
Particularly, we provide the tools that allow users to extract non-redundant sets of interfaces 
belonging to specific functions, which can be specified by users using Gene Ontology terms. 
Using the database, users will be able to extract interface information quickly, on a large 
scale, using a user-specified definition of interface residues. This database can be very 
helpful for various studies, e.g. the development of computational methods for identification 
of interface residues and the analysis of the characteristics of interfaces. 
We have systematically analyzed the characteristics of protein-protein interfaces 
using large datasets 
This study provides a comprehensive analysis of protein-protein interface characteristics 
in residue composition, secondary structure, hydrophobicity, contact preferences, 
conservation and size. Particularly, for the first time, we excluded the effect of solvent 
accessibility and searched for the characteristics that can distinguish the interfaces from the 
rest of the proteins. The results show that hydrophobic residues and aromatic residues have 
high propensities for the interfaces; hydrophilic residues, except Arg and His, have negative 
propensities for the interfaces; interfaces are more conservative than the rest of the proteins; 
and there are no obvious differences in the secondary structure content between the 
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interfaces and the rest of the proteins. This study also reveals the differences between homo-
interfaces and hetero-interfaces. The results show that homo-interfaces are more 
hydrophobic, less conservative, and larger than hetero-interfaces. 
FUTURE WORK 
The problem of identifying interface residues from sequence is extremely challenging. 
The performance of the sequence-based classifiers from this study and other studies is still 
weak. Following are some potential directions for future studies. 
To systematically analyze the properties of interfaces to find the features that 
can effectively distinguish the interface residues from the non-interface residues 
We have used the information about a window of nine amino acid residues as the input 
to the classifiers. One limitation of this approach is that it cannot provide sufficient global 
information. Using global information should be able to improve the performance of the 
classifiers. For example, in the two-stage classifier, a Bayesian classifier is used to explore 
the distribution of interface residues and refine the output of the first-stage classifier. 
However, a position specific distribution model based on the entire sequence will be more 
effective in modeling the distribution of interface residues in sequence. The performance of 
the classifier can be further improved by using such a model that can capture the distribution 
of interface residues in the entire sequence. 
To improve the classification performance by customizing the machine learning 
algorithms and the data representations 
This goal focuses on the development of data mining algorithms that are better suited for 
the specific problem of identifying interface residues. Data representations that can 
effectively encode domain knowledge for the algorithms will also be explored. In the study 
of identifying DNA-binding residues, attributes (e.g. residue identity, sequence entropy and 
rASA) were simply included in the input under the assumption that these attributes were 
independent given the class. This assumption may not hold. Systematic analysis is needed to 
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search for data representations that can effectively encode domain knowledge for specific 
learning algorithms. 
To develop ensemble methods based on individual classifiers that identify 
interface residues using different information 
Various aspects of interfaces including size, planarity, hydrophobicity, electrostatics, 
conservation, residue composition, and contact preferences have been studied based on 
different sets of protein-protein complexes (Janin and Chothia, 1988; Janin and Chothia, 
1990; Young, et al., 1994; Jones and Thornton, 1996; Lo Conte, et al., 1999; Bahadur, et al., 
2003; Nooren and Thornton, 2003; Ofran and Rost, 2003a; Prasad Bahadur, et al., 2004; 
Ponstingl, et al., 2005). Although differences in some of these features have been found 
between interfaces and the rest of the proteins, none of them alone can sufficiently 
distinguish interface residues from non-interface residues. One promising approach to 
identify interface residues using information from multiple features is to build individual 
classifiers that identify interface residues using a single feature and then build an ensemble 
classifier based on the individual classifiers. Sen et al. (2005) developed an ensemble 
method to identify protease-inhibitor binding sites by taking simple votes among the 
classifiers that exploited sequence, structural, or evolutionaiy information. Similar 
approaches that use more features and more sophisticated ensemble methods should be 
tested. 
To assess the effectiveness of the classifiers in the context of specific biological 
problems 
The successes (and failures) in making predictions that can be validated using 
experimental techniques will be used to guide the refinement of the algorithms. 
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