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Abstract. Recently, the author and Zia (2010) reported on exact results for
a far-from-equilibrium system in which two coupled semi-infinite Ising chains at
temperatures Th and Tc, with Th > Tc, establish a flux of energy across their junction.
This paper provides a complete derivation of those results, more explicit expressions for
the energy flux, and a more detailed characterization of the system at arbitrary Tc and
Th. We consider the two-point correlation functions and the energy flux F (x) between
each spin, located at integer position x, and its associated heat bath. In the Th →∞
limit, the flux F (x) decays exponentially into the cold bath (spins with x = 1, 2, . . .)
for all Tc > 0 and transitions into a power law decay as Tc → 0. We find an asymptotic
expansion for large x in terms of modified Bessel functions that captures both of these
behaviors. We perform Monte Carlo simulations that give excellent agreement with
both the exact and asymptotic results for F (x). The simulations are also used to study
the system at arbitrary Th and Tc.
PACS numbers: 05.50.+q, 75.10.Pq, 05.70.Ln
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1. Introduction
The study of non-equilibrium systems has countless applications in many areas,
including physics, biology, chemistry, and economics. As discussed in a recent review
of non-equilibrium statistical mechanics [1], the formulation of a universal description
of non-equilibrium systems, analogous to the Gibbs framework for equilibium systems,
has been widely acknowledged as an important goal. Simple models, like the kinetic
Ising model, provide us with important tools to build intuition and to provide test
cases for more general treatments. Studies of such simple systems, reviewed in [1, 2, 3],
have greatly contributed to our understanding of non-equilibrium phenomena. One-
dimensional models are particularly interesting as they are often amenable to analytic
methods. Moreover, low-dimensional models can be easily simulated on a computer,
providing us with another tool for exploring non-equilibrium systems. Finally, kinetic
Ising models are particularly useful as they can be mapped to models of other dynamics
(e.g., of particles and surfaces) and can therefore characterize a broad class of non-
equilibrium phenomena with possible experimental realizations [3].
We will be interested in Ising models driven out of equilibrium via couplings to heat
baths with different temperatures. These heat baths set up temperature gradients which
induce macroscopic energy fluxes in the system. Given the simplicity of the Ising model,
it is sometimes possible to choose couplings such that analytic results for the energy
fluxes [4], steady-state correlation functions, corrections to the Boltzmann distribution
[5, 6], and even the full time-dependent behavior [7] of the system are available. In most
previous studies of this kind, the systems have a translational symmetry (see [2] for a
review). For example, a well-studied Ising chain model has alternating spins coupled
to two heat baths with different temperatures. Infinite range models with multiple
temperatures have also been considered where all of the spins interact [8]. Finally, there
have been studies (see [9, 10, 11]) of quantum spin chains where an energy flux is induced
directly by an applied field.
An arguably more realistic way to drive an Ising spin chain out of equilibrium is by
linking together the ends of two sub-chains, each held at a different temperature. This
breaks the translational invariance of the system and leads to nontrivial spatial profiles
for quantities such as the energy flux. Such a localized jump in temperature is found in
many systems, such as at the interface between the air and a space heater. In the context
of kinetic Ising models, a possible experimental realization was suggested by Schmu¨ser
and Schmittmann [6]: Nuclei in a crystalline solid can be prepared at a particular spin
temperature. Two adjacent domains of nuclei at different spin temperatures might be a
way to realize the kind of system considered here. Also, some exact analytic results are
already available for such systems in one dimension (see [12, 13] and discussion in [14])
where one spin injects energy into an Ising chain via random flipping. In two dimensions,
models using Kawasaki dynamics (where neighboring spin states are exchanged) reveal
more interesting features of such driven systems, such as convection cells [15]. In this
paper, we find exact results for a one-dimensional model where a localized temperature
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gradient establishes energy fluxes through the system with interesting spatial properties.
In a recent paper [14], the author and Zia presented exact results for an infinite
kinetic Ising chain with its left half coupled to a hot heat bath and the its right half
coupled to a colder bath. A sharp temperature gradient is established at the junction
between the two halves, driving the system far from equilibrium. In this paper, we will
give a complete account of the brief analysis presented in [14]. We calculate the exact
expressions for the steady-state two-spin correlation functions and use them to compute
the flux of energy F (x) between a spin at integer location x and its associated heat
bath. Intuitively, F (x) describes how energy flows from the hot to cold bath due to the
temperature gradient. We discuss both the case where the two baths are at arbitrary
temperatures and the limit in which the hot bath approaches an infinite temperature.
In the latter limit, we find excellent approximations to the asymptotic behavior of F (x)
for spins in the cold bath that are far from the junction.
In section 2 we establish our notation and the microscopic details of the model.
In section 3 we express the energy fluxes F (x) in terms of the two-point correlation
functions, which we calculate for arbitrary temperatures for the hot and cold baths. As
these expressions are rather unwieldy, in section 4 we calculate F (x) exactly for the case
where the hot bath temperatures goes to infinity. For large x, we find that F (x) decays
exponentially with x for cold bath temperatures Tc > 0. As Tc → 0, F (x) decays as a
power law, with F (x) ∼ x−3. We find excellent approximations for F (x) capturing both
of these large x behaviors in section 5. All of the exact and approximate results for the
infinitely hot heat bath limit are affirmed by Monte Carlo simulations in section 6. We
also use the simulations to explore the behavior of F (x) for arbitrary hot and cold bath
temperatures. We present possible outlooks for future studies and make concluding
remarks in section 7.
2. The Model
We consider a kinetic Ising chain in one dimension with 2N spins. For consistency,
our notation will be very similar to the notation used in the previous paper [14].
The variables σx = ±1 will denote the two possible values of the spin at site x =
0,±1,±2, . . . ,±N . Although there are many ways to interpret the two values, here we
will use the language of magnetic spins so that the values ±1 will denote a spin pointing
up or down, respectively. We begin our analysis by defining a Hamiltonian H({σx})
for each configuration of Ising spins. For the case of a chain with nearest-neighbor
interactions with a ferromagnetic constant coupling constant J > 0, the Hamiltonian is
H({σx}) = −
∑
〈x,y〉
J σx σy = −
N−1∑
x=−N
Jσxσx+1, (1)
where we sum over all nearest neighbor pairs 〈x, y〉 in the chain. For a chain at
equilibrium with a single heat bath at temperature T , we can compute a canonical
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distribution function over spin configurations: Peq({σx}) = Z−1e−βH({σx}), where
β ≡ (kBT )−1, and Z is the normalization factor or partition function.
We will be interested in driving our system out of equilibrium by coupling the
spins to heat baths of different temperatures. Unlike the equilibrium case, we have to
specify the particular coupling between the heat baths and the spins. The standard
way to do this is to have the spins transition from one configuration {σx} to another
{σ′x} with probability rates W ({σx} → {σ′x}). In the equilibrium case, where all the
spins are coupled to one temperature, these rates are chosen to satisfy the detailed
balance condition W ({σx} → {σ′x})Peq({σx}, t) = W ({σ′x} → {σx})Peq({σ′x}, t). In
the spirit of the corresponding equilibrium studies, we choose the simple Glauber spin-
flip dynamics, originally formulated for the equilibrium case [16]. In these dynamics,
the two configurations {σx} and {σ′x} differ by a single spin flip. The rates W for
flipping the spins will depend on the temperature of the bath to which the chain is
coupled. We will generalize these Glauber rates to include a location-dependent heat
bath temperature T (x) (with its inverse β(x)). Then, we consider the probability rates
wx(σx) ≡ wx(σx → −σx) of flipping a spin at location x (with −N < x < N) given by
wx(σx) =
1
2∆t
[
1− γ(x)
2
σx(σx−1 + σx+1)
]
, (2)
where γ(x) ≡ tanh[2β(x)J ] and β(x) = [kBT (x)]−1, where T (x) is the temperature of
the heat bath coupled to spin x. The time step ∆t sets the time scale at which the spin
flipping occurs. For simplicity, we will choose this scale so that ∆t = 1. Since J > 0
(so γ > 0), if the spin at x is anti-aligned with its neighbors, then the flipping rate is
proportional to 1 + γ(x) > 1 and to 1− γ(x) < 1 if it is aligned. Thus, as expected for
a ferromagnet, the spins tend to align as γ increases (i.e., temperature decreases).
We now have to specify what to do at the chain boundaries at x = ±N . One
choice is to set σN = σ−N and employ periodic boundary conditions with the same
flipping rate as in equation (2). Another choice is to allow for open boundary conditions
in which the boundary spin flipping rates are chosen to satisfy the detailed balance
condition in the equilibrium case, yielding w±N(σ±N ) = [1− ω(±N)σ±Nσ±N∓1]/(2∆t),
where ω(x) ≡ tanh[β(x)J ] [17]. In the following, we will mostly ignore these boundary
conditions as we are interested in the behavior of the system asN →∞ where we assume
the effects of the boundaries will be negligible. In a completely rigourous treatment,
this assumption needs to be checked. In this paper we will check this by comparing our
analytic results with simulations, which will use the open boundary conditions described
above. Finally, we will set J = 1 so that all of our energies will be given in units of J .
When β(x) is not a constant, the spins can no longer achieve thermal equilibrium
as the heat baths at each spin x will compete with each other to create a temperature
gradient, establishing thermal energy fluxes in the system which persist in the steady-
state. In this case, the detailed balance condition is broken and our steady state
distribution (which we assume the system goes into as t → ∞) is governed by the
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time-independent probability distribution
P∗({σx}) = P ({σx}, t→∞), (3)
which is different from the equilibrium distribution Peq({σx}). The standard technique
to deal with this kind of system is to analyze the master equation for the probability
distribution P ({σx}, t) of observing a configuration {σx} of spins at time t. For the
non-equilibrium Glauber dynamics we consider, it is given by
∂tP ({σx}, t) = 1
Ntot
N∑
q=−N
[wq(−σq)P ({σx}q, t)− wq(σq)P ({σx}, t)] , (4)
where the total number of spins is Ntot = 2N + 1 and {σx}q is identical to {σx}, with
the exception of a single flip of the q-th spin. The two terms in the summation in
equation (4) represent the change in P ({σx}, t) due to transitions into and out of the
configuration {σx} via spin flipping at spin q at rate wq(σq). In this paper, we will be
interested in the steady-state solution P∗({σx}) ≡ P ({σx}, t→ ∞) of equation (4), for
which the left-hand side is equal to zero.
To fully specify our model, we now consider a localized “junction” at spin x = 0
between two Ising chains at different temperatures, as illustrated in figure 1. The left
chain’s heat bath will be set to a temperature T (x) = Th for x = −N,−N + 1, . . . , 0,
while the right bath will be set to T (x) = Tc for x = 1, 2, . . . , N , such that Th > Tc. We
define corresponding γ(x) parameters which will satisfy
γ(x) =
{
γh for −N ≤ x ≤ 0
γc for 0 < x ≤ N
(5)
and γc > γh. Intuitively, we expect the temperature gradient to induce a flow of heat
Figure 1. A schematic of two adjacent kinetic Ising spin chains coupled to heat baths
at different temperatures Th and Tc, with Th > Tc. The red arrows show the flow of
heat F (x) between the heat baths and the chains. Heat flows across the junction from
the hot bath and into the cold one. As |x| increases, the heat flow will decrease as the
spins approach equilibrium with their respective heat baths away from the junction.
This is illustrated by the decreasing size of the red arrows. We expect that the heat
flux decays faster in the hot bath, as discussed in the main text (see section 6).
from the hot bath into the cold bath. The most dramatic non-equilibrium behavior
will occur at the junction between the chains at location x = 0. Far away from this
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junction, i.e. for x → ±∞ in the thermodynamic limit (N → ∞), we expect that
the chains are at equilibrium with their respective baths and the heat flow decays to
zero. An illustration of the model and the expected qualitative behavior are given in
figure 1. Our objective now is to compute how this energy flux F (x) decays away from
the junction as a function of the spin location x in the stationary state characterized by
P∗({σx}).
3. Two Heat Baths at Arbitrary Temperatures
In order to find the net energy flux F (x) at each spin, we recognize that all contributions
to F (x) will come from spin flips at spin x. Then, given our Hamiltonian in (1), we see
that the energy change ∆E(x) gained by the heat bath (or lost by the chain) due to a
single spin flip at location x is given in units of J as
∆E(x) = H({σz})−H({σz}x) = −2σx(σx−1 + σx+1), (6)
where σx is the value of the spin at x before the flip. We also know the flip rate ωx(σx)
at spin x. Therefore, the net heat flux F (x) must be given by [4]
F (x) = 〈ωx(σx)∆E(x)〉
= γ(x)(1 + 〈σx−1σx+1〉)− 〈σxσx+1〉 − 〈σxσx−1〉 . (7)
As we are interested in the average solution in the stationary state, the bracket averages
〈. . .〉 are with respect to the stationary distribution P∗({σx}). We can think about F (x)
as a flow of heat from the spin chain into the heat bath. We have F (x) < 0 for heat
flowing into the chain and F (x) > 0 for flow out of the chain.
We see that to compute F (x), we have to consider the two point correlation
functions
〈σxσy〉 =
∑
{σz}
σxσy P∗({σz}), (8)
for which we define a convenient notation 〈x, y〉 ≡ 〈σxσy〉. Using a calculation
completely analogous to the one done by Glauber for the equilibrium case [16], it is
possible to derive a difference equation for 〈x, y〉 from our master equation in (4). First,
we set the left-hand side of equation (4) to zero to get an equation for P∗({σz}). Then
we multiply this equation by σxσy and sum over all configurations {σz}. This gives us an
equation for the two-point correlation functions 〈x, y〉, which, after some manipulations,
we can write as
− 2
∑
{σz}
σxσy [wx(σx) + wy(σy)]P∗({σz}) = 0
γ(x) (〈x+ 1, y〉+ 〈x− 1, y〉) + γ(y) (〈x, y + 1〉+ 〈x, y − 1〉)− 4 〈x, y〉 = 0[
γ(x)δ2x + γ(y)δ
2
y + 2 (γ(x) + γ(y)− 2)
] 〈x, y〉 = 0, (9)
where δ2x is a second order difference operator which acts on any function f(x) as
δ2xf(x) = f(x + 1) + f(x − 1) − 2f(x). Notice that equation (9) has the form of
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an anisotropic discrete Helmholtz equation, which can be solved using Green’s function
techniques. To do this, we require appropriate boundary conditions. Given the definition
of the two-point correlation function in (8), we must have the two boundary conditions
(BCs) {
〈x, x〉 = 1
〈x, y〉 = 〈y, x〉 . (10)
Another boundary condition comes from the behavior of the system for large separations
|x− y|. Namely, we expect that as |x− y| → ∞, the spins become uncorrelated so that
〈x, y〉 → 〈σx〉 〈σy〉 = 0, since there is no spontaneous magnetization in one dimension
and 〈σx〉 = 0 for any choice of 0 < γ(x) ≤ 1 and x, as discussed in [14]. Since we are
dealing with a finite system for now, we will have to implement this boundary condition
by enforcing it exactly at the boundary spins at x = ±N . So, we will also have the BCs
〈x,±N〉 = 0 (11)
for all x 6= ±N .
The second condition in (10) implies that we can now just consider x ≥ y for the
purposes of calculating the correlation functions. Then, given our definition of γ(x) in
(5), we can identify three regions in the (x, y) plane on which we must solve equation
(9) with the appropriate BCs. These regions are illustrated in figure 2. Substituting
the appropriate values for γ(x) from (5) into equation (9), we find the equations

[
γhδ
2
x + γhδ
2
y + 4 (γh − 1)
] 〈x, y〉 = 0 in Rh: y < 0, x < 0[
γcδ
2
x + γhδ
2
y + 2 (γc + γh − 2)
] 〈x, y〉 = 0 in Rhc: y < 0, x > 0[
γcδ
2
x + γcδ
2
y + 4 (γc − 1)
] 〈x, y〉 = 0 in Rc: y > 0, x > 0
, (12)
the solutions to which must be matched along the red lines x = 0 and y = 0 shown in
figure 2.
To find the solutions to equation (9) in the various regions, we look at the Green’s
function G(x, y ; ξ, η) in each region Rh,hc,c that satisfies
Dx,yG(x, y ; ξ, η) ≡
[
γ(x)δ2x + γ(y)δ
2
y + 2 (γ(x) + γ(y)− 2)
]
G(x, y ; ξ, η)
= δx,ξ δy,η (13)
where γ(x) is given in (5), δx,y are Kronecker delta functions, and Dx,y is a convenient
notation for the discrete operator in the square brackets. Our Green’s function is chosen
to satisfy G(x, y ; ξ, η) = 0 along the red, green, and blue lines in figure 13. Performing
a Fourier transform, we find a solution for G(x, y ; ξ, η) for values of (x, y) and (ξ, η) in
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Figure 2. The regions Rh, Rhc, and Rc represent correlations between spins coupled
to the hot, hot and cold, and cold bath, respectively. We want to solve the equations
in (12) for these correlations. The dashed green lines (y = −N and x = N) correspond
to the BCs given in (11). We must enforce the first condition in (10) on the dotted
blue line (y = x). Finally, we have to ensure our solutions match along the boundaries
between the regions indicated by the solid red lines (x = 0 and y = 0).
the three regions of interest:
G(x, y; ξ, η) =


0∑
m=−N
m∑
n=−N
Um,n(x, y)Um,n(ξ, η)
4− 2γh[cos(pim/N) + cos(pin/N)] in Rh
N∑
m=0
0∑
n=−N
Vm,n(x, y)Vm,n(ξ, η)
4− 2γc cos(pim/N)− 2γh cos(pin/N) in Rhc
N∑
m=1
m∑
n=1
Um,n(x, y)Um,n(ξ, η)
4− 2γc[cos(pim/N) + cos(pin/N)] in Rc
, (14)
where we take the linear combinations of Fourier eigenfunctions which vanish on the
region boundaries and are normalized over the regions:

Um,n(x, y) =
2
N
[
sin
(pimx
N
)
sin
(piny
N
)
− sin
(pimy
N
)
sin
(pinx
N
)]
Vm,n(x, y) =
2
N
sin
(pimx
N
)
sin
(piny
N
) . (15)
Using this Green’s function, we are now able to solve for the two-point correlation
functions.
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We find the correlation function 〈x, y〉 by exploiting a discrete Green’s theorem.
Namely, if we multiply equation (13) by 〈ξ, η〉 and sum over all values of ξ and η in the
region we are interested in, we find that
〈x, y〉 =
∑
(ξ,η)∈Rh,hc,c
[〈ξ, η〉Dξ,ηG(x, y ; ξ, η)−G(x, y ; ξ, η)Dξ,η 〈ξ, η〉] , (16)
where we recognize that Dξ,η 〈ξ, η〉 = 0. One can show that the summations over all
(ξ, η) ∈ Rh,hc,c in (16) reduce to summations just over the boundaries ∂Rh,hc,c of each
region. In particular, for the three regions we are interested in, we have the solutions
(using the more compact notation Gx,y(ξ, η) ≡ G(x, y ; ξ, η))
〈x, y〉 =


γh
0∑
η=−N
[Gx,y(−1, η) 〈0, η〉+Gx,y(η + 1, η) +Gx,y(η, η − 1)] in Rh
γc
0∑
η=−N
Gx,y(1, η) 〈0, η〉+ γh
N∑
ξ=1
Gx,y(ξ,−1) 〈ξ, 0〉 in Rhc
γc
N∑
ξ=1
[Gx,y(ξ, 1) 〈ξ, 0〉+Gx,y(ξ, ξ − 1) +Gx,y(ξ + 1, ξ)] in Rc
, (17)
where we have simplified some boundary terms by applying the boundary conditions
(Eqs. 10, 11). Finally, we must find the functions 〈ξ, 0〉 and 〈0, η〉 that match the
solutions in the three different regions and are consistent with Eq 9. We now have a
complete description of the general solution, but finding an analytical form for 〈x, y〉 is
cumbersome. To make progress, we will now look at the energy flux through the chain
in the case that the hot bath is infinitely hot. This limit will allow us to get a much
more detailed understanding of the behavior of this model.
4. Hot Heat Bath at Infinite Temperature
Let us now set γ ≡ γc, T ≡ Tc, etc. We then set γh = 0 to keep the hot bath at infinite
temperature. We immediately see from (12) that all of the correlations in region Rh
vanish. In region Rhc all the correlations vanish, except for the ones at the boundary:
〈x, 0〉 for x > 0. This is intuitive because, for Th →∞, all of the spins in the hot bath
flip randomly. Thus, any spin in that bath is equally likely to point up or down and
cannot be correlated with a non-neighboring spin in the cold bath. Explicitly, we see
from (12) that for γh = 0, the correlation function 〈x, y〉 satisfies[
γδ2x + 2 (γ − 2)
] 〈x, y〉 = γ (〈x− 1, y〉+ 〈x+ 1, y〉)− 4〈x, y〉 = 0 (18)
for all y < 0. This is a homogeneous, linear second order difference equation which we
can easily solve using standard techniques. Namely, we try to find the solution of the
form 〈x, y〉 = Arx. Substituting this ansatz into equation (18) and solving for r, we find
that there are two possible values of r so that the general solution for 〈x, y〉 is given by
〈x, y〉 = A1ω˜x + A2ω˜−x, (19)
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where A1,2 are constants set by the BCs and
ω˜ ≡ 2
γ
−
√
4
γ2
− 1. (20)
Then, since all of the correlations in Rh vanish, we know that 〈0, y〉 = 0 for all
y = −N + 1, . . . ,−1. This means that we must have A1 = −A2 ≡ B/2 so that our
general result in Rhc becomes 〈x, y〉 = B sinh(x ln ω˜). We now let N → ∞ and require
that that 〈x, y〉 → 0 as x → ∞ for any y. The only way this can happen is if B = 0.
This means that the 〈x, y〉 vanishes in region Rhc, as well. The energy fluxes for x < 0
must also vanish since we will have, via (7),
F (x) = − [〈x, x+ 1〉+ 〈x, x− 1〉] = 0 for all x < 0. (21)
We now compute the correlations in region Rc and the boundary function 〈x, 0〉 for
x ≥ 1. The latter function satisfies equation (18) with y = 0. Therefore, we have the
same general solution given in (19). This time, our boundary conditions are 〈0, 0〉 = 1
and 〈x, 0〉 → 0 as x→∞. Since 0 < ω˜ < 1, these boundary conditions set A2 = 0 and
A1 = 1 in (19), yielding the solution
〈x, 0〉 = ω˜x for x ≥ 0. (22)
Consequently, at the x = 0 spin, we have an energy flux equal to
F (x = 0) = −ω˜. (23)
We have now shown that all of the flux from the hot bath into the spin chain is
located at the boundary spin at x = 0. The negative sign in the expression for F (x = 0)
means that, as expected, the heat flows into the chain from the infinitely hot bath.
With equation (17) in region Rc, we now have a complete solution to our correlation
functions 〈x, y〉 and, consequently, F (x) for all x > 0. However, the resulting expression
for F (x) is cumbersome. To find a simpler solution, we now recognize that the Helmholtz
equation in Rc (see (12)) has the same form as for an equilibrium Ising chain (a chain
of spins all coupled to a single heat bath with a parameter γ). The only difference
between the equilibrium solution 〈x, y〉eq and the non-equilibrium one 〈x, y〉 must be in
the BCs. The 〈x, x〉 = 1 BC is the same in both cases, so the difference must come
from the 〈x, 0〉 correlation we computed in (22). In the equilibrium case, we can find
this function by solving equation (9), setting γ(x) = γ(y) = γ. We find the standard
exponentially decaying result [18]
〈x, y〉eq = ω|y−x| =
[
1
γ
−
√
1
γ2
− 1
]|y−x|
= e−|y−x|/ξeq, (24)
where we have the equilibrium correlation length ξeq ≡ −(lnω)−1 and we have used
the relation ω = γ−1 −
√
γ−2 − 1 for ω = tanh β and γ = tanh(2β). Notice that the
equilibrium and non-equilibrium solutions for 〈ξ, 0〉 are related by a replacement of γ
with γ/2, the average of the parameters of the hot and cold chain: 0 and γ.
Given the close relationship between the non-equilibrium and equilibrium cases, it
is convenient to study the deviation ∆(x, y) ≡ 〈x, y〉 − 〈x, y〉eq. Both 〈x, y〉 and 〈x, y〉eq
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satisfy (12) in Rc with γ ≡ γc and the linearity of the Helmholtz equation allows us to
use (17) to solve for ∆(x, y). The only difference is in the boundary condition along the
y = 0 line. There we must have
∆(x, 0) = ω˜x − ωx. (25)
Thus, the solution to ∆(x, y) in Rc is
∆(x, y) = γ
N∑
ξ=0
G(x, y ; ξ, 1)
[
ω˜ξ − ωξ] for 0 < y < x. (26)
Substituting the expression for G(x, y ; ξ, 1) in equation (14) into (26), we find that
∆(x, y) =
γ
N
N∑
m=1
m−1∑
n=0
Um,n(x, y)
2− γ[cos(pim/N) + cos(pin/N)]
×
[
N∑
ξ=0
(
ω˜ξ − ωξ) [sin(pimξ
N
)
sin
(pin
N
)
− sin
(pim
N
)
sin
(
pinξ
N
)]]
=
γ
N
N∑
m=1
m−1∑
n=0
Um,n(x, y) sin(pim/N) sin(pin/N)
2− γ[cos(pim/N) + cos(pin/N)]
[
ω˜
1− 2ω˜ cos(pim
N
) + ω˜2
− ω˜
1− 2ω˜ cos (pin
N
)
+ ω˜2
+
ω
1− 2ω cos (pin
N
)
+ ω2
− ω
1− 2ω cos (pim
N
)
+ ω2
]
, (27)
where the sum over ξ was performed by expanding the sin(pimξ/N), sin(pinξ/N) terms
in exponentials and summing the resultant geometric series. We have also made the
approximation that ω˜N ≈ ωN ≈ 0 for large N . This approximation will be exact in the
N → ∞ limit for any 0 < γ < 1. We now move to the calculation of the flux F (x) for
x > 0.
Since F (x) = 0 at equilibrium, we can replace 〈. . .〉 with 〈. . .〉eq in (7) to get
a combination of equilibrium correlation functions that must equal zero. Then, we
subtract this combination from the right-hand side of (7) to find
F (x) = γ∆(x+ 1, x− 1)−∆(x+ 1, x)−∆(x, x− 1). (28)
Since (28) includes the functions ∆(x, x−1) and ∆(x+1, x) and we impose the boundary
condition in (25), we will have to treat the x = 1 case separately. For now, suppose
x > 1. Then, substituting (27) and (15) into equation (28), and using the identities
ω˜ = 2γ−1 −
√
4γ−2 − 1 and ω = γ−1 −
√
γ−2 − 1 , we get
F (x) =
2γ2
N2
N∑
m=1
m∑
n=1
[
sin
(
pinx
N
)
cos
(
pimx
N
)
sin
(
pim
N
) (
1− γ cos (pin
N
))
2− γ [cos (pim
N
)
+ cos
(
pin
N
)] − n↔ m
]
×
[
3− γ cos (pin
N
)− γ cos (pim
N
)[
2− γ cos (pin
N
)] [
1− γ cos (pim
N
)] − n↔ m
]
sin
(pim
N
)
sin
(pin
N
)
, (29)
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where the n ↔ m term is just the first term in each bracket with n and m exchanged.
Moving to the N →∞ limit, we define the continuous variables
k =
pim
N
and p =
pin
N
. (30)
The summations in (29) become integrals as we can identify them as regular Riemann
sums with step size pi/N . Also, notice that the summand in (29) is symmetric under
the exchange of m and n, vanishes for m = n, and is even in both m and n. So, moving
to the N → ∞ limit, making use of the symmetry arguments, and simplifying some of
the terms gives us
F (x) = Re
{
γ2
4ipi2
∫ pi
−pi
∫ pi
−pi
dk dp ei(p+k)x
[
sin p (1− γ cos k)− sin k (1− γ cos p)
2− γ(cos k + cos p)
]
×
[
1
2− γ cos k −
1
2− γ cos p +
1
1− γ cos p −
1
1− γ cos k
]
sin k sin p
}
, (31)
where we have written our expression as the real part of a complex function that will
aid us in what follows.
To make progress calculating the integral in (31), it is convenient to change variables
to s = k+p and q = k−p. Since our region of integration is k ∈ (−pi, pi) and p ∈ (−pi, pi),
we can let q range from (−2pi, 2pi) and have s ∈ (|q| − 2pi, 2pi − |q|). Changing to these
variables and applying some trigonometric identities yields
F (x) = Re
{∫ 2pi
0
∫ 2pi−q
q−2pi
Hx(s, q) ds dq
}
, (32)
where
Hx(s, q) =
iγ3eisx
pi2
[[
cos2
(
q
2
)− cos2 ( s
2
)] [
γ cos
(
q
2
)− cos ( s
2
)]
1− γ cos ( s
2
)
cos
(
q
2
)
]
×
2∑
a=1
(−1)a sin ( s
2
)
sin2
(
q
2
)
2a2 − 4γa cos ( s
2
)
cos
(
q
2
)
+ γ2(cos s+ cos q)
. (33)
We have also recognized that the real part of the integrand in (32) is even in q so that
we can change our domain of integration to q ∈ (0, 2pi) and s ∈ (2pi−q, q−2pi). We first
compute the integral over s in (32) via a rectangular contour integration in the complex
s plane. The contour C is shown in figure 3. Cauchy’s residue theorem tells us that our
integral of interest (the one over C0 in figure 3) is given by∫ 2pi−q
q−2pi
dsHx(s, q) = 2pii
5∑
j=1
Res
[
s(j)∗
]− ∫
C1
Hx(s, q) ds
−
∫
C2
Hx(s, q) ds−
∫
C3
Hx(s, q) ds, (34)
where the first term represents the contribution from the poles inside C located at s(j)∗ ,
with residues Res[s
(j)
∗ ] . We shall see in the following that there will be five poles.
Before we move on to these poles, consider the integrals over the various parts of the
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contour C. First, the contribution from C2 vanishes since the factor eisx = eitx−τx will
go exponentially to zero as τ →∞. The integral over C1 is a bit trickier to analyze and
is given by ∫
C1
dsHx(s, q) = i
∫ ∞
0
dtHx(2pi − q + it, q) ≡
∫ ∞
0
dt hC1(t, q). (35)
Using (33), we can show that the real part of hC1(q, t) satisfies, for integers x > 0,
Re [hC1(t, pi + q
′)] = −Re [hC1(t, pi − q′)] , (36)
for all q′ ∈ (−pi, pi) and t > 0. Thus, the contribution from C1 to F (x) must vanish
since we will have
Re
{∫ 2pi
0
∫
C1
H(s, q) ds dq
}
=
∫ ∞
0
∫ pi
−pi
Re [hC1(t, pi + q
′)] dq′ dt = 0. (37)
The contribution from C3 vanishes by an analogous argument. All that remains is to
evaluate the contributions from the poles.
Figure 3. Here we denote the contour C = C0 + C1 + C2 + C3 in the complex plane
that we require to perform the integration over s in (32). We will let τ → ∞ so that
the contour becomes a semi-infinite strip. The red crosses denote the locations of the
poles that are picked up by the contour. The locations of the poles s
(i)
∗ (i = 1, . . . , 5)
picked up by C.
Notice that the functions in the numerators and denominators in the expression
for H(s, q) in (33) are all analytic over the entire complex s plane. Thus, the poles will
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come from the zeros of the denominators, i.e., the solutions to the equations

1− γ cos
(s
2
)
cos
(q
2
)
= 0
2a2 − 4γa cos
(s
2
)
cos
(q
2
)
+ γ2(cos s + cos q) = 0 a = 1, 2
. (38)
There are many possible such solutions, but only five will be picked up by the contour
C, as shown in figure 3. These five poles are located at s(i)∗ (i = 1, . . . , 5), given by

s(1)∗ = i 2 ln
[
γ−1 sec
(q
2
)
+
√
γ−2 sec2
(q
2
)
− 1
]
s(2,3)∗ = ±q − i 2 lnω
s(4,5)∗ = ±q − i 2 ln ω˜
, (39)
These poles are only picked up by the contour C when 0 < q < pi: the real parts of s(i)∗
for i = 2, 3, 4, 5 will not be between q − 2pi and 2pi − q when q ≥ pi, and s(1)∗ is pushed
off to +i∞ as q → pi. So, we now can change our limits of integration for the integral
over q:
F (x) = −2pi
5∑
j=1
∫ pi
0
Im
[
Res
(
s(j)∗
)]
dq. (40)
We now compute the residues at each pole. We deal with the i = 2, 3 poles first. The
residues are, after much simplification,
Res
[
s(2,3)∗
]
=
ie±iq(x+1)ω2x (ω2 − 1) (ω2 − e∓2iq)
4pi2 (ω + ω3)
, (41)
with the upper (lower) sign corresponding to the residue at s
(2)
∗ (s
(3)
∗ ). Picking up the
imaginary part and performing the integrations yields the same result for both poles (as
we expect since Re[G(s, q)] is odd in the s variable):∫ pi
0
Im
{
Res
[
s(2,3)∗
]}
dq =
ω2x−1 (ω2 − 1) [1 + x+ ω2(1− x)] sin[pix]
4pi2 (x2 − 1) (1 + ω2)
=
ω(1− ω2)
4pi(1 + ω2)
δx1 =
γ(1− ω2)
8pi
δx1, (42)
where we see that when x is an integer, this contribution vanishes for all integer x > 1
and has a finite contribution at x = 1. Since we are dealing with the x > 1 case, we can
ignore this contribution. It will, however, turn out to be useful later.
We find a similar situation for the i = 4, 5 poles, with slightly more complicated
integrals over q. Here, the residues are
Res
[
s(4,5)∗
]
=
ie±iq(x+1) (e∓iq − 1) ω˜2x (ω˜2 − e∓2iq) [e∓iq(1− 3ω˜2) + ω˜2 (ω˜2 − 3)]
4pi2 (e∓2iq + ω˜2) ω˜ (1 + ω˜2)
, (43)
where the upper (lower) sign refers to the residue at s
(4)
∗ (s
(5)
∗ ). To perform the integral
of this contribution of q, we first expand (43) out in terms proportional to eiqc for some
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constant c. For the integral of Res[s
(4)
∗ ], we find that all of the terms involve integrals
of the form
Iω˜(ζ) ≡
∫ pi
0
dq
eiqζ
e−2iq + ω˜2
= iω˜−2
∫
S+
dz
zζ+1
z2 + ω˜−2
, (44)
where ζ ≥ −2 is a constant and we have made the variable substitution z ≡ eiq so that
our new path of integration is S+, the unit semi-circle in the top half of the complex
z plane, traversed clockwise. There are no poles between S+ and the real axis because
the poles are located at z∗ = ±iω˜−2 and we know that ω˜−2 > 1 for all 0 < γ ≤ 1. Thus,
deforming the contour over S+ onto the real axis yields
Iω˜(ζ) = i
∫ 1
−1
dz
zζ+1
1 + ω˜2z2
=
i
2
(1 + (−1)ζ+1)
∫ 1
0
du
uζ/2
1 + ω˜2u
= i[1 + (−1)ζ+1]F˜ω˜(ζ), (45)
where we have made the substitution u ≡ z2, defined
F˜ω˜(ζ) ≡ 1
ζ + 2
F
(
1,
ζ
2
+ 1,
ζ
2
+ 2;−ω˜2
)
, (46)
and recognized in (45) a standard integral representation for the hypergeometric function
F (α, β, γ; z) (see e.g., equation 3.197 3 in [19]).
Using (45) to integrate Res[s
(4)
∗ ], we find that∫ pi
0
dqRes
[
s(4)∗
]
=
ω˜2x(eipix + 1)
4pi2ω˜(1 + ω˜2)
[(
1− 3ω˜2) F˜ω˜(x− 3) + 2ω˜2 (ω˜2 + 1) F˜ω˜(x− 1)
+ω˜4
(
ω˜2 − 3) F˜ω˜(x+ 1)]
+
ω˜2x(eipix − 1) (1− ω˜4)
4pi2ω˜(1 + ω˜2)
[
F˜ω˜(x− 2)− ω˜2F˜ω˜(x)
]
. (47)
The integral we encounter for the Res[s
(5)
∗ ] term is very similar. However, we do not
have to calculate anything for the residue at s
(5)
∗ because we can recognize from (43)
that the imaginary parts of the residues at s
(4)
∗ and s
(5)
∗ are the same. Thus, we just have
to examine (47) to find the contribution from both residues. We find that for integer
x > 1, these integrals give us purely real contributions. The only imaginary contribution
will come from the limit x→ 1, where the first term on the right-hand side of equation
(47) picks up a factor of −ipi since (eipix + 1)/(x− 1)→ −ipi when x→ 1. Therefore,∫ pi
0
Im
{
Res
[
s(4,5)∗
]}
dq =
ω˜ (3ω˜2 − 1)
4pi(1 + ω˜2)
δx1 =
γ (3ω˜2 − 1)
16pi
δx1. (48)
We now conclude that the only contribution to F (x) for x > 1 must come from
the s
(1)
∗ residue. The residue turns out to be pure imaginary and substituting it into
equation (40) gives us
F (x) =
4
piγ
∫ 1
0
[
(γη)−1 −√(γη)−2 − 1]2x (1− γ2η4)
[1 + γ2η2 (η2 − 1)]
√
1− η2 dη for x > 1, (49)
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where we changed variables to η ≡ cos(q/2). Let us finally deal with the x = 1 value of
the flux. We substitute (25) into equation (28) to find that
F (x = 1) = γ(ω˜2 − ω2)− ω˜ + ω −∆(2, 1). (50)
Notice that the x→ 1 limit of the expression for F (x) in (29) coincides with the equation
for −∆(2, 1) in (27). So, we are now able to use the contributions we found in equations
(42) and (48) to calculate ∆(2, 1). We find
F (x = 1) = γ(ω˜2 − ω2)− ω˜ + ω + 4
piγ
∫ 1
0
[
(γη)−1 −
√
(γη)−2 − 1
]2
(1− γ2η4)
[1 + γ2η2 (η2 − 1)]
√
1− η2 dη
+
γ (1− 3ω˜2)
4
− γ(1− ω
2)
2
=
4
piγ
∫ 1
0
[
(γη)−1 −√(γη)−2 − 1]2 (1− γ2η4)
[1 + γ2η2 (η2 − 1)]
√
1− η2 dη. (51)
We now see that the behavior of F (x) for all x ≥ 1 is governed by the residue at s(1)∗ .
This was previously argued for just x > 1 in [14], but we have now carefully calculated
F (x) for all x ≥ 0. In summary, we have the exact expression
F (x) =
4(1− δx0)
piγ
∫ 1
0
[
(γη)−1 −√(γη)−2 − 1]2x (1− γ2η4)
[1 + γ2η2 (η2 − 1)]
√
1− η2 dη − ω˜δx0 (52)
for all integers x ≥ 0.
The flux of energy must be conserved globally so that the flux into the system
from the hot bath (−ω˜) must be compensated by the total flux out of the cold bath∑
x>0 F (x). Since the expression in the brackets [. . .]
2x in (52) is in the interval (0, 1) for
any γ, η ∈ (0, 1), we can perform the summation over all x to find the amusing integral
identity
1
ω˜
∞∑
x=1
F (x) =
2
piγω˜
∫ 1
0
(1− γ2η4)
(√
1− γ2η2 − 1
)2
√
1− η2 [1 + γ2η2 (η2 − 1)]
(
γ2η2 +
√
1− γ2η2 − 1
) = 1 (53)
for all γ ∈ (0, 1). This identity can be evaluated numerically as a kind of check of our
exact solution.
5. Energy Flux Asymptotics
Looking at the large x behavior of F (x) allows us to characterize the most important
physical features of the model. We shall see that the asymptotics tell us about a cross-
over in F (x) from an exponential to a power law decay as T → 0. To find these large x
asymptotics of F (x), we have to examine the integral in (52)
IF (x) ≡
∫ pi/2
0
exp
{
−2x ln
[
[γ cos θ]−1 +
√
[γ cos θ]−2 − 1
]}
[1− γ2 cos4 θ]
1− (γ/2)2 sin2(2θ) dθ, (54)
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where we have restored the original integration over q and changed variables θ = q/2.
We know the main contribution to IF will come from the minimum of the function
f(θ) ≡ ln
[
1
γ cos θ
+
√
1
γ2 cos2 θ
− 1
]
. (55)
This minimum occurs at θ = 0. In order to be able to apply Watson’s lemma [20] to
our integral, we change variables to
s ≡ 2f(θ) + 2 lnω, (56)
which will satisfy s ∈ (0,∞) whenever θ ∈ (0, pi/2). Inverting equation (56) and
performing this change of variable, equation (54) becomes
IF (x) = e
2x lnω
∫ ∞
0
dsW (s)e−sx (57)
where
W (s) ≡ η
2
s(1− γ2η4s)
2 [1 + γ2η2s (η
2
s − 1)]
√
1− η2s
[√
1− γ2 cosh
(s
2
)
+ sinh
(s
2
)]
(58)
and
ηs ≡
[
cosh
(s
2
)
+
√
1− γ2 sinh
(s
2
)]−1
. (59)
The expression for W (s) is extremely unwieldy, but we now see that the integral in (57)
is in an appropriate form for the application of Watson’s lemma. Thus, we only need
to worry about the expansion of W (s) around s = 0. At s = 0, we see from (58) that
W (s) develops a square root singularity s−1/2 due to the
√
1− η2s term, which vanishes
like
√
1− η2s = (1 − γ2)1/4
√
s (1 + O(s)) as s → 0. If we extract this singularity, the
rest of W (s) is analytic in s, which we can expand as a Taylor series around s = 0 with
coefficients an. This yields,
W (s) =
1√
s
∞∑
n=0
ans
n =
(1− γ2)5/4
2
√
s
[
1− (8γ
4 − 29γ2 + 2) s
8
√
1− γ2 +O(s
2)
]
. (60)
This expansion and subsequent ones were performed with some assistance from the
computer algebra system Mathematica 8.0. The expansion in (60) becomes invalid in
the γ → 1 limit, as the higher order terms an in (60) become larger than the lower order
ones, becoming divergent for n ≥ 3. We will deal with this problem later. For now, we
may conclude by Watson’s lemma [20] that for 1− γ sufficiently small, IF (x) admits an
asymptotic expansion given by
IF (x) ∼ e2x lnω
∞∑
n=0
anΓ(n+ 1/2)
xn+1/2
. (61)
So, to second order, the flux is
F (x) ∼ 2 (1− γ
2)
5/4
ω2x
γ
√
pix
[
1 +
29γ2 − 8γ4 − 2
16x
√
1− γ2 +O
[(
x
√
1− γ2
)−2]]
. (62)
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The ω2x = e2x lnω term in (62) tells us that the energy flux F (x) decays exponentially
as e−x/ξ, with a decay length equal to
ξ = − 1
2 lnω
= − 1
2 ln
(
γ−1 −
√
γ−2 − 1
) = ξeq
2
, (63)
which we recognize as half the equilibrium correlation length ξeq (see (24)). Notice that
the quantity x
√
1− γ2 has to be large for our expansion in (62) to remain valid. Since
this is impossible for γ → 1 (Tc → 0), this approach is invalid in this limit, and we must
use another method.
To see what happens as the cold bath temperature drops to zero, we first take
the γ → 1 limit in the expression for W (s) in (58). We then find a different analytic
structure in the s variable with no square root singularities:
W (s)|γ→1 =
2(3 + cosh s) sinh
(
s
2
)
tanh
(
s
2
)
7 + cosh(2s)
=
∞∑
n=0
bns
2n (64)
=
s2
4
− s
4
24
− 179s
6
23040
+O(s8). (65)
Watson’s lemma then tells us that
F (x) ∼ 4
pi
∞∑
n=0
bn(2n)!
x1+2n
=
2
pix3
− 4
pix5
+O(x−7). (66)
We see that F (x) transitions into a power-law decay in the γ → 0 limit. This behavior
is reminiscent of an equilibrium system at a critical point where we find long range
correlations. The particular leading order behavior, F (x) ∼ x−3, in this non-equilibrium
system is interesting and does not seem to have a simple explanation.
To capture both the power law decay of F (x) in the γ → 1 limit and the exponential
decay for γ < 1, we can no longer apply the analysis utilizing Watson’s lemma described
above. Instead, we want to set up an expansion that captures both the x
√
1− γ2 ≫ 1
regime, where F (x) exhibits an exponential decay, and the x
√
1− γ2 ≪ 1 regime, where
F (x) has a power law decay. To do this, we go back to equation (54) and rewrite it in
the modified form
IF (x) =
ω2xe2x
√
1−γ2
2
∫ pi
0
f
[
cos
(q
2
)]
e2xg[cos(q/2)] exp
[
−x
√
4(1− γ2) + q2
]
dq, (67)
where
f(y) ≡ 1− γ
2y4
1 + γ2y2 (y2 − 1) , (68)
and
g(y) ≡
√
(1− γ2) + [acos(y)]2 − ln
[
(γy)−1 +
√
(γy)−2 − 1
]
−
√
1− γ2 − lnω. (69)
As in the Laplace method, we now argue that the main contribution to the integral in
(67) will come from the region q ≈ 0. So, we now perform the expansion by analogy
with the Laplace method by expanding the term f(y)e2xg(y) for y = cos(q/2) in a power
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series in q and extending our range of integration to ζ ∈ (0,∞). From the expressions
in (68) and (69), we see that only the even powers of q will contribute to the expansion.
To facilitate this expansion, we first define the constant ζ2 ≡ 4(1 − γ2) and calculate
the integral∫ ∞
0
q2n e−x
√
ζ2+q2 dq = ζ2n+1
∫ ∞
1
z
(
z2 − 1)n−1/2 e−xζz dz
= − ζ
2n
√
pi
∂
∂x
[
2n (xζ)−n Γ
(
n +
1
2
)
Kn(xζ)
]
=
(2n− 1)!!
(
2
√
1− γ2
)n+1
xn
Kn+1
(
2x
√
1− γ2
)
, (70)
where n ≥ 0 is an integer, n!! = n(n − 2) . . . for any positive integer n (with
0!! = (−1)!! ≡ 1), and we have recognized an integral representation of the modified
Bessel function (see e.g., equation 3.387 6 in [19]). Using (70), we may now set up our
asymptotic expansion of the integral in (67) of the form described in [14]:
IF (x) ∼ ω2xeζx
∞∑
n=0
Bn (ζx)
−nKn+1 (ζx) , (71)
where
Bn =
(2n− 1)!! [4(1− γ2)]n+1/2
2(2n)!
∂2n
∂q2n
[
f
[
cos
(q
2
)]
e2xg[cos(q/2)]
]∣∣∣∣
q=0
. (72)
These coefficients can be computed exactly for any n. We find that if we keep the first
two orders in 1/x, we have
F (x) =
4ω2x(1− γ2)e2x
√
1−γ2
piγ
[
(1− γ2)1/2K1
(
2x
√
1− γ2
)
+
γ2(3− γ2)
2x
K2
(
2x
√
1− γ2
)
− 5(1− γ
2)
16x
K3
(
2x
√
1− γ2
)
+O (x−2)] .(73)
One can easily check that the expansion in (73) captures both terms in equation (62)
for ζx≫ 1 and reduces, for ζx≪ 1, to 2x−3/pi. We conclude that this Bessel function
expansion faithfully captures the behavior of F (x) in both of the regimes of interest. In
the next section, we will compare these asymptotic results with both simulations and
the exact expression for F (x) in (52).
6. Simulations
We will now verify our solutions for F (x) via a Monte Carlo routine. In this routine,
we initialize our Ising chain of 2N + 1 spins at locations −N ≤ x ≤ N in a random
configuration and then evolve it according to the master equation rates. This is done
by choosing any spin σq with equal probability and flipping that spin with probability
∆t wq(σq). We then advance the time t by t→ t+∆t and repeat the process. We choose
open boundary conditions at the ends. In the Th → ∞ limit, the spins coupled to the
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hot bath flip with probability 1/2, regardless of the states of their neighbors. Therefore,
we can perform our simulation in this limit on just the N spins coupled to the cold bath
and the single infinitely hot spin at x = 0.
Figure 4. A log-log plot of time time dependence of both the mean ∆E(x, t) and the
variance ∆E(x, t)2 −∆E(x, t)2 for γ = 0.8 and x = 5. The blue lines show a fit of the
data to a linear function and indicate that both the mean and variance grow linearly
at large t. The y-intercepts of the lines on the log-log plot can be used to estimate the
slope a of the fit and, thus, Φ5 and V5, as in (74).
To record the flux F (x) at each spin, we have to keep track of the spin flips at
each spin as each can contribute a change in energy of ±4, depending on whether the
spin is aligned or anti-aligned with its neighbors. We compute the average change in
energy ∆E(x, t) over about 3 × 106 independent simulation runs after t = 2n Monte
Carlo updates at each spin (for n = 0, 1, 2, . . . , 20). We tested values of γ between 0.5
and 1. For the smaller values of γ, the sharp exponential decay of F (x) required more
simulation runs (up to 1.2 × 107) to get good statistics at large values of x. We can
think about these Monte Carlo updates at each spin as inducing a random walk in the
variable ∆E(x, t), with “step size” 4.
In an equilibrium case, we expect that the average ∆E(x, t) is zero, as we have no
net flux F (x). However, in our case, the presence of the infinite temperature spin at
x = 0 induces a bias in the ∆E(x, t) dynamics. The non-zero value of F (x) induces a
uniform drift and, thus, ∆E(x, t) is non-zero and grows linearly in time after the system
achieves a steady-state at long times t, as shown in the log-log plot in figure 4. Notice
that the data points for ∆E(x = 5, t) versus t fall perfectly on a line with unity slope
on a log-log plot for large t, implying linear growth. We also see in the figure that the
variance, ∆E2(x, t)−∆E(x, t)2, also increases linearly in t, just as we would expect for
a random walk. In summary, we use these simulation results to estimate the two slopes
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Vx and Φx, where{
∆E(x, t) ≈ Φxt
∆E(x, t)2 −∆E(x, t)2 ≈ Vxt
. (74)
As illustrated by (7), the rate of increase of ∆E(x, t) in the steady-state of the system is
equal to the energy flux F (x). Thus, our flux F (x) is estimated by F (x) ≈ Φx. We can
also approximate an error in this estimate by utilizing properties of the random walk.
The standard error of the mean ∆E(x, t) is given by
SE
(
∆E(x, t)
)
=
√
∆E(x, t)2 −∆E(x, t)2
Nruns
, (75)
where Nruns is the number of runs over which we average. Then, given the definition
of Φx in (74), we see from (75) that an estimate of the error ±∆F (x) in F (x) ≈ Φx is
given by
∆F (x) ≈
√
Vx
Nruns t
, (76)
where t will be the number of time steps used to determine our slopes Φx and Vx.
An easy initial check of our simulation is to plot the flux at the zeroth spin F (x = 0)
versus the cold bath parameter γ. We already argued in (23) that we have the exact
solution F (x = 0) = −ω˜ =
√
4γ−2 − 1− 2γ−1 in units of J . We see in figure 5 that the
simulation results agree perfectly with this exact result for a wide range of γ. Notice
that as the cold bath temperature T → 0, we have γ → 1 and the flux increases in
magnitude. This makes sense as we increase the temperature gradient between the
chains as we decrease T , forcing more energy through the junction between the chains.
Figure 5. A plot of the flux F (x = 0) at spin location x = 0. The measured error
bars are smaller than the point size (errors of order 10−7) and are not included in the
graph.
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Figure 6. We compare the exact result in (52) with simulations for small values of the
spin position x in (a). The coloured lines in (a) are included to guide the eye. In (b),
we look at larger values of x and show the result of the simulations (black squares),
the exact solution (red disks), and also the Bessel function approximation (coloured
lines) we derived in (73). The simulation results yielding flux values indistinguishable
from zero are not included.
We can also test our exact result in (52) by numerically evaluating the integral
in Mathematica. The results are shown in figure 6(a). The simulations again agree
perfectly with the exact result for the fluxes F (x) for all tested values of x and γ.
Notice that for small values of γ and large values of x, the magnitude of F (x) is quite
small and indistinguishable from zero in the simulations. Thus, for these points we just
show the numerically integrated exact result. Figure 6(b) also includes approximation
(73). Notice that the approximation agrees remarkably well with the simulation and
exact result for small values of x and captures the cross-over between the exponential
and power-law decay of F (x) as γ → 1.
Finally, simulations can be used as a tool to better understand the behavior of
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Figure 7. The plot markers are simulation results for ln |F (x)| for three separate
chain simulations with different pairs of values for γh,c. The different marker styles are
associated with different sets of coloured line segments, with colours representing the
γh,c pairs shown in the plot legend. The solid line segments are best fits of the data in
each bath for each simulated chain to the function ln |F (x)| = −|x|/ξh,c − ln |x|/2 + b,
where b is our fitting parameter and ξh,c is given by (63) with γ = γh,c. For spins
with x ≤ 0, we increment x by 1 in the fitting function order to avoid the logarithmic
singularity at x = 0. The dashed magenta line simply connects the γc = 1 points as
we do not have a conjectured fit function for this data.
the model for arbitrary values of the bath temperatures Th and Tc and to point us
toward possible analytic solutions. For example, we can check to see if the asymptotics
we found in (62) for Tc > 0 and Th → ∞ describe the flux decay when the hot bath
is at a finite temperature. In figure 7, we fit simulation results for ln |F (x)| to the
function −|x|/ξ(Th,c)− (ln |x|)/2+A, where ξ(Th,c) is half of the equilibrium correlation
length for a chain at temperature Th,c and A represents the fitting parameter and the
overall amplitude of |F (x)|. Thus, we find that the simulations are consistent with
|F (x)| decaying as |F (x)| ≈ Ae−|x|/ξ(Th,c)/√|x| in both baths. This result confirms the
intuitive picture of the flux in figure 1. We see that the flux in the hot bath must decay
faster than in the cold one since we will have ξ(Th) < ξ(Tc). An analytic check of this
conjecture would be a natural extension of the results presented here. In the Tc → 0
(γc → 1) limit, the flux decays more slowly into the cold bath, as shown by the points
connected by the dashed line in figure 7. However, we seem to lose the x−3 power law
behavior for Th <∞ and find a different kind of long range decay. We have no conjecture
for the behavior of this decay, so no fit to the simulation data was attempted. We also
do not understand how the overall amplitude A depends on Th and Tc. All we know is
that it should decay to zero as Th → Tc and the whole chain approaches equilibrium.
This is evident in figure 7 where the chains with values of γh close to γc have smaller
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values of |F (x)| at the junction around x = 0.
7. Conclusions and Outlook
We have now examined in detail the exact results available for the energy flux through
two Ising chains at different temperatures. This flux is an interesting quantity as it is
a purely non-equilibrium quantity which vanishes at equilibrium. It is also physically
relevant, as it describes the rate at which energy is transferred between the Ising chains
due to a temperature gradient. We found that when one of the chains is at infinite
temperature (Th → ∞), an energy flux with magnitude ω˜ = 2/γ +
√
4/γ2 − 1 with
γ = tanh(2βJ) is injected into the cold chain from the hot chain. This energy then
gets transported along the cold chain and eventually dissipates. We have given an
exact expression for this flux F (x) and also an excellent approximation. The main
features of this flux is an exponential decay for Tc > 0 and large x with a decay length
ξ = −{ln [tanh(βJ)]}−1/2 equal to half of the correlation length of an infinite chain at
equilibrium at temperature Tc. As Tc → 0, we get the maximum amount of energy
injected into the cold chain and the flux F (x) decays much more slowly, as the power
law x−3 at Tc = 0.
Another way of understanding the Tc → 0 limit is by focusing on the dynamics of
the boundaries between clusters of up and down spins. We can treat these boundaries
as particles by identifying any two spins that are anti-aligned. For example, we can
have spin configurations ↑↑ ◦ ↓↓ or ↓↓ ◦ ↑↑, where we use the ◦ symbol to denote the
boundary particle. Notice that it costs no energy to flip either the second or third spin.
Thus, when either of these spins is selected in a Monte Carlo simulation, it will flip with
a probability of 1/2 , moving the boundary either to the left or to the right. Thus, these
domain boundaries will perform unbiased random walks along the chain coupled to the
cold bath with Tc = 0 until they are removed at the two ends of the chain or until two
domain boundaries annihilate via the transitions ↑ ◦ ↓ ◦ ↑→↑↑↑ and ↓ ◦ ↑ ◦ ↓→↓↓↓.
This pair-annihilation will release an energy of 4J into the cold bath. Notice that the
infinite temperature x = 0 spin will generate these particles at one end of the chain as
it is allowed to flip even when its aligned with its neighbor at x = 1. Since this is the
only mechanism by which we change the energy of the cold spin chain, when γ = 1,
F (x) measures the frequency of these annihilation events along the chain due to the
injection of these boundary “particles” at x = 0. These kinds of particle models (and
their Ising model duals) have been the subject of much study [12, 13, 21, 22] and many
exact results for the steady state distributions and correlation functions are available via
fermionic methods, Bethe ansatz techniques, etc. This dual language might be useful
in understanding what happens in the cold bath when Tc = 0 and Th <∞, as we were
only able to fully understand what happens in the limit Th → ∞. When Tc > 0, F (x)
also includes contributions from pair creation of the boundary particles.
A natural generalization of the model considered in this paper to two dimensions
is to look at spins on a square lattice. The lattice can be partitioned into two halves,
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with spins in the two halves coupled to two different heat baths with temperatures Th
and Tc. In two dimensions, there is a phase transition at finite temperature and the
ordered phase (aligned spins) becomes stable at low temperatures. This means that at
low temperature, more energy is required to both form and move domain boundaries.
The boundaries at low temperature do not move as freely inside the system as they
do in one dimension because spins at the boundaries will be typically surrounded by
more aligned than anti-aligned spins. Thus, we expect the fluctuations at the interface
between the two halves of the lattice not to propagate very far at low temperatures.
The total energy flux between hot and cold baths coupled to spins on a two-dimensional
lattice was studied previously [23, 24] to test the validity of fluctuation relations out
of equilibrium. It would be interesting to expand upon this research by looking at the
spatial dependence of the flux. For example, one could study the generalization of F (x):
the average rate of energy change due to spin flipping at a distance x away from the
interface.
Preliminary simulation results on a square lattice (with periodic BCs along the
direction parallel to the interface between the two lattice halves and open BCs on the
other two sides) suggest that, unlike in one dimension, the flux F (x) is vanishingly small
when Th = ∞ and Tc = 0. The flux decays approximately exponentially for Th = ∞
and arbitrary finite Tc > 0. We find that, assuming an exponential decay of F (x),
the associated decay length is small for all Tc (on the order of the lattice spacing) and
increases as Tc approaches the critical temperature T∗ ≈ 2.3J [18] for both Tc < T∗ and
Tc > T∗. Also unlike the one-dimensional case, the decay length of F (x) does not appear
to be simply related to the equilibrium correlation length. Of course, these results need
to be checked with more careful simulations, especially when Tc is close to T∗, where
there might be novel critical behavior and associated power laws.
Our simulations were limited to small system sizes (squares of about 20 spins on a
side) and we expect that there are finite-size effects. A comprehensive account of these
effects is beyond the scope of this paper, and the two-dimensional generalization of the
model remains an interesting open problem for future study. Such a study would require
a detailed look at all the possible combinations of Th and Tc relative to T∗, as each half
of the lattice is expected to behave qualitatively differently depending on whether its
temperature and that of its partner is above or below the critical temperature. As
mentioned in the previous paper [14], we also expect a nontrivial magnetization profile
at temperatures below the critical temperature. Finally, the preliminary simulation
results suggest that an interesting case is Th =∞ and Tc = T∗, where we seem to have
the largest energy flux.
There are some more obvious open problems, like the analytic behavior of F (x) in
one dimension for the case where both Tc and Th are finite. We have formal expressions
for this case, but we do not understand precisely how F (x) decays away from the junction
for this more general case. We conjecture in section 6 that for non-zero temperatures
F (x) decays exponentially into both baths. This should be checked rigorously. As
mentioned in section 6, we also do not know the precise way in which F (x) → 0
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as the entire chain moves closer to equilibrium as Tc → Th. Finally, as discussed in
[14], there are countless ways to extend the calculations we presented here. We could
include different dynamics (such as Kawasaki spin-exchange), explore different boundary
conditions, etc.
It is interesting that the far-from-equilibrium system studied here displays behavior
reminiscent of a second order phase transition when Th → ∞ and Tc → 0: We have a
diverging decay length and a transition to a power law. However, unlike an equilibrium
phase transition, we do not have a general framework for understanding this crossover.
This means that exact results such as the ones presented in this work are especially
useful in guiding more general studies of non-equilibrium phenomena.
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