Let K ⊂ E, K ′ ⊂ E ′ be convex cones residing in finite-dimensional real vector spaces. An element y in the tensor product E ⊗ E ′ is K ⊗ K ′ -separable if it can be represented as finite sum
Introduction
Let K, K ′ be regular convex cones (closed convex cones, containing no lines, with non-empty interior), residing in finite-dimensional real vector spaces E, E ′ . Then an element w ∈ E ⊗ E ′ of the tensor product space is called K ⊗ K ′ -separable (or just separable, if it is clear which cones K, K ′ are meant), if it can be represented as a convex combination of product elements v ⊗ v ′ , where v ∈ K, v ′ ∈ K ′ . It is not hard to show that the set of separable elements is itself a regular convex cone. This cone is called the K ⊗ K ′ -separable cone. The notion of separability is intimately linked with the notion of positive maps [3] , [9] . Cones of positive maps appear frequently in applications [10] , [6] and are dual to separable cones [5] . Separability itself plays an increasingly important role in quantum information theory [8] .
A particularly important case in optimization and Mathematical Programming is when the cones K, K ′ are standard self-scaled cones such as Lorentz cones or cones of positive semidefinite (PSD) matrices [1] . Let S(n), H(n), Q(n) be the spaces of n × n real symmetric, complex hermitian and quaternionic hermitian matrices, respectively. Let further S + (n), H + (n), Q + (n) be the cones of PSD matrices in these spaces. If the elements of a pair of matrix spaces commute, then the tensor product of these spaces can be represented by the Kronecker product space and is itself a subset of such a matrix space. If such a product matrix is separable with respect to two PSD matrix cones, then it is necessarily PSD itself. In the case of H + (m) ⊗ H + (n)-separability, where n, m ∈ N + , there exists another simple necessary condition for separability, the so-called PPT condition [8] . A matrix in H(mn) = H(m) ⊗ H(n) fulfills the PPT condition if it is positive semidefinite and has a positive semidefinite partial transpose.
In the spaces S(m) ⊗ S(n) and H(m) ⊗ S(n) the PPT condition reduces just to positivity, i.e. inclusion in the cone S + (mn) or H + (mn), respectively. This is because the positivity property of real symmetric or complex hermitian matrices is preserved under transposition. However, the cone Q + (n) is invariant under transposition only for n ≤ 2. Therefore for matrices in Q(m) ⊗ S(n) the PPT condition is stronger than just positivity. Moreover, it follows that the PPT condition is necessary for Q + (m) ⊗ S + (n)-separability only for m ≤ 2, while positivity is necessary for arbitrary (n, m).
The importance of the PPT condition and the positivity condition is based on the fact that these conditions are semidefinite representable (i.e. in the form of linear matrix inequalities) and hence easily verifiable algorithmically, in contrast to separability. It is then important to know in which cases these conditions are actually equivalent to separability, rather than only necessary. In these cases one then obtains semidefinite descriptions of the corresponding separable cones.
The theorem of Woronowicz-Peres states that in the case m = 2, n = 3 the PPT condition is not only necessary, but also sufficient for H + (m) ⊗ H + (n)-separability [15] , [8] . However, there exist matrices in H(2) ⊗ H(4) which fulfill the PPT condition, but are not separable [15] . Similarly, Terpstra [10] has shown that positivity is sufficient for S + (m) ⊗ S + (n)-separability for min(n, m) ≥ 2, but not for n = m = 3. In [10] this was formulated in the equivalent form of sums of squares representability of biquadratic forms.
One can then conclude that the positivity condition is equivalent to S + (m) ⊗ S + (n)-separability if and only if min(n, m) ≤ 2 and that the PPT condition is equivalent to H + (m) ⊗ H + (n)-separability if and only if min(n, m) = 1 or m + n ≤ 5.
In this contribution we provide a similar classification for the spaces H(m)⊗ S(n) and Q(m)⊗ S(n). We show that positivity is equivalent to H + (m) ⊗ S + (n)-separability if and only if m = 1 or n ≤ 2 or m + n ≤ 5, and that the PPT condition is equivalent to Q + (2) ⊗ S + (n)-separability if and only if n ≤ 3. Further, we show that for m ≥ 3 positivity is equivalent to Q + (m) ⊗ S + (n)-separability if and only if n ≤ 2. In addition, we enumerate all pairs (n, m) for which the positivity property in Q(m) ⊗ S(n) is preserved by the operation of matrix transposition, namely, the cases m = 1, n arbitrary, and the cases m = 2, n ≤ 2. This involves mainly the following new and nontrivial results.
First, we show that a matrix in Q(2) ⊗ S(3) is Q + (2) ⊗ S + (3)-separable if and only if it fulfills the PPT condition. Second, we provide an example of a matrix in H(2) ⊗ S(4) which fulfills the PPT condition, but is not H + (2) ⊗ S + (4)-separable, thus sharpening the counterexample provided in [15] for the H + (2) ⊗ H + (4) case. Third, we show that if a matrix in Q(n) ⊗ S(2) is positive semidefinite, then it is Q + (n) ⊗ S + (2)-separable. In addition, we provide examples of matrices in Q(3) and Q(2) ⊗ S(3) which are PSD but whose transpose is not PSD.
The remainder of the paper is structured as follows. In the next section we provide exact definitions of separability and of the PPT condition and consider some of their basic properties. In Section 3 we consider low-dimensional cases and relations between the cones we deal with. In the next two sections we prove the sufficiency of the PPT condition for separability in in the space Q(2) ⊗ S(3). In section 5 we also provide an example of a PSD matrix in Q(2) ⊗ S(3) whose transpose is not PSD. In Section 6 we provide a counterexample against sufficiency of the PPT condition for H + (2) ⊗ S + (4)-separability. In Section 7 we prove the equivalence of positivity and separability in the space Q(n) ⊗ S(2). Finally we summarize our results in the last section. In the appendix we list facts about quaternions and quaternionic matrices which we use for the proof of the main results of the paper. There we provide also an example of a matrix in Q + (3) whose transpose is not PSD.
Definitions and preliminaries
In this section we introduce the cones we deal with and provide definitions of separability and the partial transpose. For basic information related to quaternions and quaternionic matrices we refer the reader to the appendix. Throughout the paper, i, j, k denote the imaginary units of the quaternions and the overbar· the complex or quaternion conjugate.
Let further e 0 , . . . , e m−1 be the canonical basis vectors of R m . By id E denote the identity operator on the space E, by I n the n × n identity matrix, by 0 n×m a zero matrix of size n × m, and by 0 n a zero matrix of size n × n. Let further diag(A, B) denote a block-diagonal matrix with blocks A and B. For a matrix A with real, complex or quaternionic entries, A * will denote the transpose, complex conjugate transpose or quaternionic conjugate transpose of A, respectively, and rk A the rank of A. Further we denote by GL n (R) the set of invertible matrices of size n × n with entries in the ring R.
We now introduce several convex cones we deal with. Let L n be the n-dimensional standard Lorentz cone, or second order cone,
Let S(n) be the space of real symmetric n × n matrices and S + (n) the cone of positive semidefinite (PSD) matrices in S(n); H(n) the space of complex hermitian n × n matrices and H + (n) the cone of PSD matrices in H(n); Q(n) the space of quaternionic hermitian n × n matrices and Q + (n) the cone of PSD matrices in Q(n); Q k (n) the space of quaternionic hermitian n × n matrices with zero k-component and Q k + (n) the intersection of the PSD cone Q + (n) with the space Q k (n). All these cones are regular, i.e. closed, containing no line, and with nonempty interior.
Let E, E ′ be real vector spaces and K ⊂ E, K ′ ⊂ E ′ regular convex cones in these spaces.
We are interested in the case when the spaces E, E ′ are spaces of hermitian matrices, and the cones K, K ′ are the corresponding cones of PSD matrices in these spaces. If the elements in the factor spaces commute, then we can represent tensor products of matrices by Kronecker products, which will again be hermitian matrices. If the elements do not commute, then the Kronecker products will in general not be hermitian. Since we are interested in describing the separable cone by a matrix inequality, we do not consider this latter case in this contribution.
In particular, for m, n ∈ N + we consider the space S(m) ⊗ S(n) as a subspace of S(mn), the spaces H(m) ⊗ S(n) and H(m) ⊗ H(n) as subspaces of H(mn) and the space Q(m) ⊗ S(n) as subspace of Q(mn). As can easily be seen, exchanging the factors in the tensor product is equivalent to applying a certain permutation of rows and columns to the corresponding Kronecker product. Hence exchanging the factors in the tensor product leads to a canonically isomorphic space, and we can restrict our consideration to the cases listed above.
The automorphisms of a cone K form a group, which will be called Aut(K). For regular convex
be elements of their automorphism groups. Since g, g ′ are linear automorphisms of the underlying spaces E, E ′ , we can consider their tensor product g ⊗ g ′ , which will be a linear automorphism of the space E ⊗ E ′ . The following assertion is trivial but nevertheless very useful. 
Definition 2.4.
A face F of a convex cone is a subset of K with the following property. If x, y ∈ K and x+y 2 ∈ F , then x, y ∈ F . For x ∈ K, the face of x in K is the minimal face of K containing x. It is not hard to see that a face F is the face of a point x if and only if x is contained in the relative interior of F . If x ∈ K and y ∈ K ′ , then the face of (x, y) in
where F x is the face of x in K and F y is the face of y in K ′ .
Definition 2.5. An extreme ray of a regular convex cone K is a 1-dimensional face. Any non-zero point on an extreme ray is a generator of that extreme ray. A convex cone is the convex hull of its extreme rays.
and let x be the generator of an extreme ray of K ′ . Then the face of x in K has at most dimension N − n + 1.
Any face of S + (n), H + (n), or Q + (n) is isomorphic to the cone S + (l), H + (l), or Q + (l), respectively, for some l ∈ {0, . . . , n}, has dimension
, respectively, and consists of matrices of rank not exceeding l. The proof of this assertion is similar for all three cases, for the quaternionic case we refer the reader to Proposition A.6 in the appendix.
Denote the spaces S(2), H(2), Q k (2), Q(2) by E 3 , E 4 , E 5 , E 6 , and the cones S + (2), H + (2), Q k + (2), Q + (2) by K 3 , K 4 , K 5 , K 6 , respectively. The index denotes the real dimension of the corresponding space or cone. Let T m : E m → E m , m = 3, 4, 5, 6, be the matrix transposition, or equivalently the complex or quaternion conjugation in E m . Note that T m is in Aut(K m ).
We have the inclusions E m ⊂ E n and K m ⊂ K n for m ≤ n. For n ∈ N + we have E 3 ⊗S(n) ⊂ S(2n),
The space E m ⊗ S(n), m = 3, . . . , 6, consists of matrices composed of 4 symmetric n × n blocks.
Definition 2.7. Let m, n ∈ N + and let A be a mn × mn matrix, with real, complex or quaternionic entries. Partition A in m × m blocks A αβ (α, β = 1, . . . , m) of size n × n. Then the partial transpose of A, denoted by A Γ , will be defined as the result of exchanging the off-diagonal blocks A αβ and A βα for all α = β.
Note that if A is hermitian, i.e. A = A * , then so is A Γ .
Definition 2.8. Let A be a hermitian mn × mn matrix, with real, complex or quaternionic entries. Then A is said to fulfill the PPT condition or to be a PPT matrix if both A and A Γ are positive semidefinite.
The set of PPT matrices in the spaces S(m) ⊗ S(n), H(m) ⊗ S(n), Q(m) ⊗ S(n), H(m) ⊗ H(n) for fixed m, n ∈ N + is a regular convex cone.
It is well-known that for matrices in H(mn) being PPT is a necessary condition for H + (m)⊗H + (n)-separability [8] . We can generalize this result in the following way.
Proposition 2.9. Let V m be one of the matrix spaces S(m), H(m), Q(m) and V n one of the spaces S(n), H(n), Q(n), such that the elements of V m and V n commute. Let K + (m), K + (n) be the corresponding positive matrix cones. Then any
Assume further that K + (m) is invariant with respect to transposition. Then any
Proof. It is sufficient to prove the assertions for the extreme rays of the K + (m) ⊗ K + (n)-separable cone. Let the matrix A generate such an extreme ray. Then A can be written as Kronecker product A m ⊗ A n , where A m = xx * ∈ K + (m), A n = yy * ∈ K + (n) generate extreme rays of the corresponding PSD cones, and x, y are appropriate column vectors of size m, n, respectively. Hence A = (x⊗y)(x⊗y) * is PSD, which proves the first part of the proposition.
Let us prove the second part. We have
also generates an extreme ray of K + (m) and can hence be expressed as
* is also PSD and A is a PPT matrix.
In particular, the PPT property is necessary for S + (m) ⊗ S + (n)-, H + (m) ⊗ S + (n)-, and H + (m) ⊗ H + (n)-separability for any m, n ∈ N + , and for Q + (m) ⊗ S + (n)-separability for m ≤ 2 and n ≥ 1 arbitrary (cf. Corollary A.8 in the appendix).
Note also that if V n = S(n), then the operation of partial transposition is equivalent to full transposition. If in addition, transposition preserves positivity of matrices in V m ⊗ V n , then a matrix has the PPT property if and only if it is PSD. In particular, this holds for the spaces S(m) ⊗ S(n) and H(m) ⊗ S(n).
Let now 3 ≤ m ≤ 6 and n ≥ 1. Denote by Σ m,n the cone of K m ⊗ S + (n)-separable matrices and by Γ m,n the cone of PPT matrices in the space E m ⊗ S(n). Observe that K m = Σ m,1 = Γ m,1 for all m. Proposition 2.9 yields the following result. Let G m,n be the group {g ⊗ g
3 it is a subgroup of Aut(Σ m,n ). Note that the operator T m ⊗ id S(n) of partial transposition is in G m,n and amounts to complex or quaternion conjugation.
Let us define isomorphisms I m : R m → E m , 3 ≤ m ≤ 6.
It is not hard to check the following result (cf. Corollary A.8 in the appendix).
As a consequence, the group Aut(K m ) is isomorphic to the automorphism group of the Lorentz cone L m .
By virtue of (1) the map I m ⊗id S(n) is an isomorphism between the spaces R m ⊗S(n) and E m ⊗S(n).
Hence we can represent any element of E m ⊗S(n) in a unique way as an image (I m ⊗id S(n) )(
Definition 2.12. For any element B = (I m ⊗ id S(n) )( m−1 l=0 e l ⊗ B l ) ∈ E m ⊗ S(n), the matrices B 0 , . . . , B m−1 ∈ S(n) will be called the components of B. Proposition 2.13. The cone Γ m,n is invariant with respect to the action of G m,n , i.e. G m,n ⊂ Aut(Γ m,n ).
Before proceeding to the proof of this proposition, we define γ m , m = 3, . . . , 6 to be the set of all appropriate matrices S such that the mapping A → SAS * is an automorphism of the space E m . More precisely, define γ 3 = GL 2 (R), γ 4 = GL 2 (C), γ 6 = GL 2 (H) and let γ 5 be the set of all matrices S ∈ GL 2 (H) such that SAS * ∈ E 5 whenever A ∈ E 5 . The set γ 5 is a matrix group, its Lie algebra given by all quaternionic 2 × 2 matrices which: i) have a trace with zero i-and j-components, ii) the k-components of the off-diagonal elements are zero, and iii) the k-components of the diagonal elements are equal.
Observe that mappings of the form A → SAS * preserve the PSD matrix cone K m . Let then H Therefore G m,n is generated by the following elements. First, elements of the form H γ m (S) ⊗ id S(n) , where S ∈ γ m ; second, the element T m ⊗ id S(n) ; and third, elements of the form id Em ⊗H R n (S), where S ∈ GL n (R). Let us now consider the action of these generators on the cone Γ m,n . Let K + ⊂ E m ⊗S(n) be the cone of PSD matrices in E m ⊗ S(n).
• T m is an element of G m , and there exists a matrix
* and hence preserves the cone K + . Moreover, we have (
The automorphism (T m ⊗ id Sn ) is the operator of partial transposition on E m ⊗ id S(n) and hence preserves Γ m,n by definition.
Let now S ∈ GL n (R). Then id Em ⊗H
T and hence preserves K + . Moreover, id Em ⊗H R n (S) commutes with the operator T m ⊗ id S(n) of partial transposition and hence preserves also K Γ + . Therefore it preserves Γ m,n . Thus all generators of G m,n preserve the cone Γ m,n , and so do all other elements. Proposition 2.13 allows us, when looking for elements in Γ m,n \ Σ m,n , to restrict the consideration to elements that are in some canonical form with respect to the action of the symmetry group G m,n , since the inclusions in Σ m,n or Γ m,n hold or do not hold for all elements of an orbit simultaneously.
Relations between different cones and trivial cases
The next three sections aim at proving that the cones Σ 6,3 and Γ 6,3 are equal.
Proof. Assume the conditions of the proposition. It is sufficient to prove the assertion for n
, let L n ′ ,n (S) be the matrix which has its upper left n ′ × n ′ submatrix equal to S and whose all other elements are zero. It is not hard to see that if a matrix A ∈ E m ⊗ S(n) is in the image of id Em ⊗L n ′ ,n , then A ∈ Σ m,n if and only if A ∈ (id Em ⊗L n ′ ,n )[Σ m,n ′ ] and A ∈ Γ m,n if and only if
. Injectivity of L n ′ ,n now yields the desired result.
Let now n ′ = n, m ′ = m − 1 and let C ∈ Γ m ′ ,n . Then we have also C ∈ Γ m,n and by assumption C ∈ Σ m,n . Therefore we can represent C as a sum
As one should expect, the equality Γ m,n = Σ m,n is thus easier to prove for smaller n, m. By a similar reasoning we can prove the following results.
Lemma 3.2. Let n, m ≥ 3. Then the positivity of a matrix in H(m) ⊗ S(n) is not sufficient for
Proof. Let n, m ≥ 3. Then the cone of positive semidefinite matrices in the space S(m) ⊗ S(n) does not coincide with the cone of S + (m) ⊗ S + (n)-separable matrices. This is a consequence of the fact that not every nonnegative definite biquadratic form F (x, y), where x ∈ R m , y ∈ R n are two vectors of variables, is representable as a sum of squares of bilinear forms [10] . Let then C ∈ S(m) ⊗ S(n) be a PSD matrix which is not S + (m) ⊗ S + (n)-separable. Then C is also PSD if considered as an element of H(m) ⊗ S(n) and fulfills the PPT condition if considered as an element of Q(m) ⊗ S(n). Now suppose that C is H + (m) ⊗ S + (n)-separable. Then there exists an integer N ∈ N and matrices
In the same way one shows that Q + (m) ⊗ S + (n)-separability of C leads to a contradiction.
It now happens that an element of Σ m,n can be reduced to elements of cones in lower dimensions. We formalize this in the following definitions.
If there exists a matrix S ∈ GL n (R) and positive integers n 1 , n 2 with n 1 +n 2 = n such that the matrices SB l S T are block-diagonal with blocks B 1 l , B 2 l of sizes n 1 × n 1 , n 2 × n 2 for all l = 0, . . . , m − 1, then we call the element B decomposable. We call the elements
l ) block components of B. An element of E m ⊗ S(n) may have several decompositions and its block components are not uniquely defined. 
Note that this sum is the upper left n × n block of the matrix B ′ . But A ⊗ id S(n) ∈ G m,n , hence B ′ ∈ Γ m,n by Proposition 2.13 and in particular B ′ is PSD. It follows that the first n rows and columns of B ′ are zero. In particular, we get B ′ m−1 = 0, and 
We can hence reduce decomposable elements to elements in spaces with smaller n, and reducible elements to elements in spaces with smaller m. By using Proposition 2.13 and applying the lines of reasoning in the proof of Proposition 3.1 we arrive at the following proposition. Let us now consider the cases m = 3 and n = 2.
Theorem 3.8. Γ 3,n = Σ 3,n for any n ≥ 1.
Proof. The cone Γ 3,n is the cone of real symmetric PSD block-Hankel matrices of size 2n×2n. However, such matrices are known to be separable. This follows from the spectral factorization theorem for quadratic matrix-valued polynomials in one variable [16] .
By a similar reasoning applied to complex hermitian block-Hankel matrices we obtain the following result.
Theorem 3.9. Let n ≥ 1. A matrix in S(2) ⊗ H(n) is PSD if and only if it is
Proof. The space S(2) is 3-dimensional. Hence any quadruple of real symmetric 2 × 2 matrices is linearly dependent, and for m ≥ 4 the space E m ⊗ S(2) consists of reducible elements only. Since Γ 3,2 = Σ 3,2 by the previous theorem, we have Γ m,2 = Σ m,2 for arbitrary m = 3, . . . , 6 by repeated application of Corollary 3.7.
Lemma 3.11. Let B ∈ Γ 4,3 be partitioned in symmetric 3 × 3 blocks as follows Proof. Let the assumptions of the lemma hold. Then we have B 0. Hence if a real vector v ∈ R 3 is in the kernel of one of the matrices B 11 , B 22 , then it is also in the kernels of B 12 , B 12 .
Suppose that neither B 11 nor B 22 are of full rank. If the kernels of B 11 , B 22 have a nontrivial intersection, then B is decomposable, because this intersection will be in the kernel of all four components of B.
If the intersection of the kernels is trivial, then the kernel of B 12 contains two linearly independent real vectors. Then the real and imaginary parts of B 12 must be linearly dependent, because they are symmetric, sharing a 2-dimensional kernel and of rank not exceeding 1. Hence B is reducible.
By Corollary 3.7 and Theorems 3.8 and 3.10 any reducible or decomposable element of Γ 4,3 is in Σ 4,3 .
Let us now suppose that at least one of the matrices B 11 , B 22 has full rank and is hence positive definite (PD). We can assume without loss of generality that this is B 11 , otherwise we pass to a matrix in the same orbit by first applying the automorphism H γ 3 (σ 2 )⊗id S(3) ∈ G 4,3 , where σ 2 is the non-trivial 2 × 2 permutation matrix. Then the matrix Proof. We shall show that any extreme ray of Γ 4,3 is in Σ 4,3 .
Let B generate an extreme ray of Γ 4,3 . Note that Γ 4,n is isomorphic to the intersection of the 4n 2 -dimensional cone H + (2n) with the 2n(n + 1)-dimensional subspace of matrices consisting of four symmetric n × n blocks. Then the face of B in H + (6) has at most dimension 36 − 24 + 1 = 13 by Lemma 2.6. Hence the PSD matrix B ∈ H + (6) has at most rank 3.
By Lemma 3.11 we can assume without restriction of generality that B is partitioned as in (2) In this section we have investigated the relationship between the cones Σ m,n , Γ m,n for different dimensions m, n. We have defined two properties of elements in E m ⊗ S(n), namely those of being decomposable and reducible. Our next goal is to show that Γ m,n ⊂ Σ m,n for n = 3, m = 5, 6 (the converse inclusion being trivial). We have shown in this section that this inclusion is valid for elements possessing the above-cited properties, provided the relation Γ m,n = Σ m,n holds for the respective cones of smaller dimension. We have proven this relation for n ≤ 2; m ≤ 3; and m = 4, n = 3. This allows us to concentrate on non-decomposable and non-reducible elements in the proofs of the main results in the next two sections, which essentially amounts to imposing certain non-degeneracy conditions.
The structure of the proof of this equality resembles that of the proof of Theorem 3.12. We show that every element of Γ 5,3 generating an extreme ray is in Σ 5,3 .
First we derive some properties of real 3 × 3 matrices. Let A(n) be the space of real skew-symmetric matrices of size n × n. The space A(3) is isomorphic to R 3 . We define an isomorphism V :
If v, w ∈ R 3 are column vectors, then this isomorphism maps the skew-symmetric matrix vw T − wv T to the cross-product v × w. Define now a group homomorphism
. One also easily checks that the induced Lie algebra homomorphism has a trivial kernel. Therefore the image of H Q is the connected component of the identity matrix I 3 and consists of the real 3 × 3 matrices with positive determinant. Direct calculus shows that H Q (C) = (det C)C −T . For 3 column vectors u, v, w ∈ R 3 , let (u, v, w) be the 3 × 3 matrix composed of these column vectors. The following result can be checked by direct computation.
Lemma 4.1. For any three vectors
Proof. By repeated application of the previous lemma we get
We now investigate 2-dimensional traceless linear subspaces L in S(3). To each such subspace, we will assign a sign σ(L) ∈ {−1, 0, +1} in the following way. Let Proof. Let us first remark that L ⊥ has dimension 4 and contains the identity matrix I 3 , hence the claimed choice of its basis is possible.
Let now {S 1 , S 2 , S 3 , I 3 } and {S
for any two n × n matrices and any real scalars α, β. Since σ(L) depends only on the pairwise commutators of the basis elements S l , S ′ l , we can assume without loss of generality that these matrices are traceless. Note that then both S l and S ′ l span the same 3-dimensional space, namely the orthogonal complement of L in the subspace of traceless symmetric matrices. We hence find a regular 3 × 3 matrix C such that S
Here the indexation of C denotes its elements.
Then we have by the bilinearity of the matrix commutator that v 
Proof. Let U be the orthogonal matrix realizing the equivalence. Let {S 1 , S 2 , S 3 , I 3 } be a basis of L ⊥ and define
Let us now consider symmetric tensors S αβγ of order 3 in R 3 . Since there are 10 independent components, these tensors form a 10-dimensional real vector space. Definition 4.6. We shall say that a symmetric tensor S αβγ of order 3 satisfies the δ-condition if 3 κ=1 (S αβκ S γηκ − S γβκ S αηκ ) = δ γβ δ αη − δ αβ δ γη for all α, β, γ, η = 1, 2, 3, where δ is the Kronecker symbol (δ αβ = 1 if α = β and δ αβ = 0 otherwise). Definition 4.7. Let S αβγ be a symmetric tensor. Let the matrix components of S αβγ be three matrices S 1 , S 2 , S 3 ∈ S(3) defined elementwise by S l αβ = S αβl , α, β, l = 1, 2, 3. Remark 4.8. The δ-condition is equivalent to the condition
, where S l are the matrix components of the tensor. Here the function A → (det A)A −1 is understood to be extended by continuity to singular matrices A ∈ S(3). The proof is by direct calculation using the relation
Lemma 4.10. Let S αβγ be a symmetric tensor satisfying the δ-condition with matrix components S l , l = 1, 2, 3. Then the matrices {S 1 , S 2 , S 3 , I 3 } are linearly independent.
Proof. We proof the lemma from the contrary.
κ=1 (S 11κ S 22κ − S 21κ S 12κ ) = δ 21 δ 12 − δ 11 δ 22 . But the left-hand side of this equation simplifies to 0, whereas the right-hand side simplifies to −1, which leads to a contradiction.
We now come to a result linking the sign of a traceless 2-dimensional subspace L ⊂ S(3) to symmetric tensors satisfying the δ-condition. 
Let L be the orthogonal complement of the linear span of the set {S 1 , S 2 , S 3 , I 3 }. Then by definition σ(L) = sgn det(−e 1 , −e 2 , −e 3 ) = −1, which proves the second part of the theorem.
Let us prove the first part. Let L ⊂ S(3) be a 2-dimensional traceless subspace with sign σ(L) = −1. Any point in S(3) can be viewed as a homogeneous quadratic form on R 3 , or equivalently, as a quadratic map from RP 2 to R. We are interested in the number of points in RP 2 which are mapped to zero by all elements of a L. Denote N L = {x ∈ R 3 | x T Sx = 0 ∀ S ∈ L}. The determinant as a scalar function on L is odd and hence possesses zeros on L \ {0}. Since the matrices in L are traceless, we can find a matrix in L with eigenvalues −1, 0, +1. By conjugation with an appropriate orthogonal matrix U we can transform it to the matrix 
2. a = −b = 0. In this case a basis of L ′ ⊥ is given by {S 1 , S 2 , S 3 , I 3 } with
Hence these two cases do not satisfy the conditions of the theorem and we can assume a + b = 0. The set N L ′ is given by those vectors x = (x 1 , x 2 , x 3 ) T ∈ R 3 that satisfy x T N 1 x = x T N 2 x = 0. In particular, x must satisfy x 1 x 2 = 0. If we define
then we get
Note that these two sets have a trivial intersection due to the condition a + b = 0. Let A basis of L ′ ⊥ is then given by {S 1 , S 2 , S 3 , I 3 } with
we get ab > 0. Since we can multiply N 2 by −1, we can assume without restriction of generality that a, b > 0. We have
Hence both N 21 and N 22 have negative determinant. But the number of linearly independent vectors in the two subsets on the right-hand side of (3) depends precisely on the sign of these determinants. Namely, if N = 0 is a real symmetric 2 × 2 matrix with negative determinant, then the equation y T N y = 0 has two linearly independent solutions y ∈ R Each 3 of these vectors span the whole space R 3 and
The rank 1 matrices x l (x l ) T ∈ S(3) are linearly independent and hence form a basis of the space L ′ ⊥ . Let us define symmetric matrices X l , l = 1, . . . , 4 by X l = x l (x l ) T − I 3 , and positive numbers c l = 1 1+|x l | 2 . Consider the symmetric 4×4 matrix X T X. It has rank 3 and is hence singular. Its diagonal elements are given by |x l | 2 , while its off-diagonal elements equal −1 by (4). Setting the determinant to zero and transforming the obtained relation, we get 4 l=1 c l = 1. Then using (4) one checks that
, which does not contain the matrix I 3 , and there exists a unique linear mapping X :
T for all α, β = 1, 2, 3, 4.
By bilinearity these relations extend to X (v)w = X (w)v and X (v)X (w) − X (w)X (v) = wv T − vw T for all v, w ∈ R 3 . Let now S l = X (e l ), l = 1, 2, 3. Then by the first relation the matrices S l are the matrix components of some symmetric tensor S 
Proof. The equation Re(vqp) = 0 (or Re(q ′ vp) = 0) amounts to 3 linear relations on the 4 real components of q (or q ′ ). Hence there exists a non-zero solution, which can be normalized.
In particular, we can multiply any vector in H 3 by a unit quaternion from the left or from the right such that a given component (e.g. the real part) vanishes.
Let us return to the cones Γ 5,n and Σ 5,n . Our goal is to show that these cones are equal for n = 3. Proof. Any element B ∈ Γ 5,n satisfies B 0. The space Q(6) has dimension 66, whereas its subspace E 5 ⊗ S(n) has dimension 30. Hence the face in Q + (6) of the extreme ray B has at most dimension 37 by Lemma 2.6. Since the space Q(5) has dimension 45, a rank 5 element cannot be extremal (cf. Proposition A.6 in the appendix). Proof. Assume the conditions of the lemma. Let B be partitioned in 4 symmetric n × n blocks as in (2) . By Lemma 4.13 and Proposition 2.13 we can assume without loss of generality that B 11 = I 3 and B is not reducible.
Denote the 3 × 3 matrix B 12 by W . Then B 22 − W W * is a PSD matrix, which by Corollary 4.14 has rank at most 1 (cf. Lemma A.7 in the appendix). Hence there exists a quaternionic vector Z ∈ H 3 such that ZZ * + W W * = B 22 . Here Z can also be the zero vector. The vector Z is determined up to multiplication with a scalar of unit norm from the right. By Lemma 4.12, we can find a unit quaternion q such that Zq has a zero k-component. Let us hence assume without loss of generality that Z has a zero k-component.
Let us factorize B. We have
Note that W is symmetric and with zero k-component. We have as well that W W * + ZZ * = B 22 is symmetric and real. This implies
where the indices denote the corresponding components of the matrix W and the vector Z. Let us denote the row vector Z T by Y . Then we have Z * = Y . Since B is not reducible, the four matrices W r , W i , W j , I 3 are linearly independent. Denote the orthogonal complement of their linear span by L. We shall consider several cases.
1. The components of Z are linearly independent. Condition (5) and Corollary 4.2 imply that L has negative sign. By Theorem 4.11, there exists a symmetric third order tensor S αβγ fulfilling the δ-condition whose matrix components span a 3-dimensional subspace L 3 ⊂ L ⊥ . This subspace is transversal to I 3 , therefore there exist real numbers x r , x i , x j such that the matrices W r − x r I 3 ,
Let us now consider the symmetric completion of the 3 × 4 quaternionic matrix (W Z) to the square matrix
where x = x r + ix i + jx j is a quaternion with zero k-component. The matrix N has zero k-component and mutually commuting real, i-and j-component. Namely, the commutation condition amounts to the equations
for every pair of indices α, β from {r, i, j}. The first set of equations is precisely (5), the last set of equations is satisfied for any x because Y α = Z T α for all indices α. These second set follows from the symmetricity of the tensor S αβγ .
Since the matrices N r , N i , N j mutually commute and are symmetric, they share a common orthonormal set of real eigenvectors v 1 , v 2 , v 3 , v 4 ∈ R 4 . This set is also a set of eigenvectors to the quaternionic matrix N , with eigenvalues q 1 , q 2 , q 3 , q 4 that have zero k-component. Hence we have (W Z)v l = q l (I 3 0)v l = q lṽl for all l ∈ {1, 2, 3, 4}. Hereṽ l ∈ R 3 consists of the first three components of v l . If we decompose the identity matrix I 4 as
This matrix is thus K 5 ⊗ S + (n)-separable, and B ∈ Σ 5,3 .
2. The components of Z are linearly dependent. Let z ∈ R 3 be a nonzero vector in the orthogonal complement to the subspace spanned by the components of Z. Then by (5) 
For any matrices U ∈ S W and V ∈ L ⊥ we have U (V z) = V (U z) = 0. It follows that for any matrix U ∈ S W and any vector y ∈ S z we have U y = 0. If now dim S z = 3, then S W can consist only of the zero matrix, which contradicts (6). Likewise, if dim S z = 2, then all matrices in S W are proportional to the rank 1 matrix vv T , where v is the orthogonal complement to S z . Hence dim S W ≤ 1, which also contradicts (6) . Therefore dim S z = 1, and z is a common eigenvector of all matrices in L ⊥ . It follows that z is an eigenvector of W, W * , and also ZZ * , because Z * z = 0. Thus z is a common eigenvector of the 5 matrices B 11 = I 3 , W r , W i , W j , B 22 and these matrices are linearly dependent. But then the components of B are also linearly dependent, which contradicts the non-reducibility of B.
This completes the proof of Lemma 4.15.
We obtain the following theorem. 5 Γ 6,3 = Σ 6,3
In this section we prove the analogue of Theorem 4.16 for dimension m = 6, following essentially the same line of reasoning. First we provide some auxiliary results. Proof. Let the assumptions of the lemma hold. The quaternions H can be considered as a 4-dimensional real vector space, equipped with the Euclidean scalar product a, b = Re ab. Let W : H → R 4 be the corresponding isomorphism. We have for any pair of indices α, β = 1, 2, 3 that Re v α v β = Re w α w β . We then get W(v α ), W(v β ) = W(w α ), W(w β ) . Therefore there exists an orthogonal 4 × 4-matrix U such that W(w α ) = U W(v α ) for all α = 1, 2, 3. Since v, w have only 3 components, this matrix can be chosen to have determinant 1. But the group generated by multiplication of H by unit quaternions from the left and from the right is known to be isomorphic to the special orthogonal group SO(4). This can be easily checked by comparing the Lie algebras of these groups. Hence there exist unit norm quaternions h, h ′ such that w = h ′ vh −1 .
We provide the following lemma on the characteristic polynomial of a 3 × 3 hermitian quaternionic matrix.
Lemma 5.2. Let
The proof is by direct calculation (cf. Proposition A.3 in the appendix).
The partial transposition in the space E 6 ⊗ S(n) amounts to quaternionic conjugation. Hence the cone Γ 6,m is composed of those B ∈ E 6 ⊗ S(3) that satisfy the linear matrix inequalities 
Here B is partitioned in 4 symmetric 3 × 3 blocks as in (2). We now proceed as in the previous section and look for elements B ∈ Γ 6,3 which are not in Σ 6,3 . Let B be partitioned as in (7). By Lemma 5.3 and Proposition 2.13 we can assume without loss of generality that B is not reducible and that B 11 = I 3 .
We can factorize the PSD matrices B, B as
where W = B 12 , and Y, Z are quaternionic matrices of appropriate size (cf. Lemma A.7 in the appendix). Note that W and W W + ZZ * = W W + Y * Y = B 22 are symmetric matrices. As in the previous section, denote the components of W, Z, Y by adding a corresponding index. The imaginary part of W W + ZZ * is zero, which yields
In a similar way, setting the imaginary part of W W + Y * Y to zero, we obtain
Let us apply the dimensional argument Lemma 2.6. Referring to the notations of this lemma, we choose K to be the 132-dimensional direct product Q + (6) × Q + (6). Its faces are isomorphic to direct products Q + (l 1 ) × Q + (l 2 ) with l 1 ≤ 6, l 2 ≤ 6 (cf. Proposition A.6 in the appendix). The subspace L consists of all pairs (B, B) ∈ Q(6) × Q(6) with B consisting of four symmetric 3 × 3 blocks. This space is 36-dimensional. The intersection K ′ = K ∩ L is isomorphic to the cone of blockwise symmetric PPT matrices in Q + (6), i.e. to Γ 6,3 . By Lemma 2.6, an extremal ray of Γ 6,3 lies in a face of K that has at most dimension 97. Now note that the space Q(5) × Q(6) has dimension 45 + 66 = 111. Hence if B or B are of full rank, then the corresponding conjugate can be at most of rank 4. We get the following corollary.
Corollary 5.4. Let B, factorized as in (8) , define an extreme ray of Γ 6,3 . Then either rk ZZ
We treat these cases separately. Let the assumptions of Corollary 5.4 hold and suppose that B is not reducible.
The matrix ZZ
* has at most rank 1, i.e. Z is a quaternionic vector, which can be zero.
1.1. The four components of Z lie in a 2-dimensional linear subspace of R 3 .
v
The
Moreover, ξ commutes with quaternion scalars and we have v *
Thus, as in the previous case, we have represented B as convex combination of an extremal element of Σ 6,3 and a nonzero element of Γ 6, 3 . By the extremality of B in Γ 6,3 we obtain B ∈ Σ 6,3 .
We have proven that any extremal ray of Γ 6,3 is in Σ 6, 3 . We obtain the following theorem.
Thus a matrix in Q(2)⊗S (3) is Q + (2)⊗S + (3)-separable if and only if it satisfies the PPT condition. However, positivity alone is not sufficient for separability, as the following example shows. The matrix
is PSD, but its transpose and hence its partial transpose is not. In this section we present an element of Γ 4,4 that is not in Σ 4,4 .
Recall that Γ 4,n is the cone of blockwise symmetric complex hermitian 2n × 2n PSD matrices, while Σ 4,n is the cone of H + (2) ⊗ S + (n)-separable matrices.
Consider the matrix B = V V * ∈ H + (8) with
It is not hard to check that 
Hence the 8 × 6 coefficient matrix on the left-hand side must be rank deficient. The determinant of the matrix formed of the last six rows is proportional to λ r (2 − λ r ), hence λ r = 0 or λ r = 2. In the first case adding and in the second case subtracting rows 2 and 3 leads to v i 2 = 0. This yields the reduced systems 
which are easily seen to have no nontrivial solution for any λ i . Hence B is not separable and we obtain the following theorem. Remark: Woronowicz already presented in [15] a PPT matrix in H + (8) which is not H + (2)⊗H + (4)-separable. However, this matrix was not blockwise symmetric and hence not a counterexample against the equality Γ 4,4 = Σ 4,4 .
Theorem 6.1 and Lemma 3.1 yield the relation Γ 6,n = Σ 6,n for any n ≥ 4 and thus the following result.
Corollary 6.3. The PPT condition in the space Q(2) ⊗ S(n) is not sufficient for Q + (2) ⊗ S + (n)-separability for n ≥ 4.
Positivity implies
In this section we investigate the spaces S(2) ⊗ Q(n) for n ≥ 1. The dimensionality argument Lemma 2.6 will be essentially sufficient to prove that the positivity of a matrix is equivalent to S + (2) ⊗ Q + (n)-separability.
Let P n be the intersection of the space S(2) ⊗ Q(n) with the cone Q + (2n) and let Σ n be the S + (2) ⊗ Q + (n)-separable cone. By Proposition 2.9 we have Σ n ⊂ P n for any n ≥ 1 and trivially P 1 = Σ 1 . Any matrix B ∈ S(2) ⊗ Q(n) can be partitioned as
where B 11 , B 12 , B 22 ∈ Q(n).
Lemma 7.1. Let B generate an extreme ray of P n . Then the rank of B is at most n.
Proof. We apply Lemma 2.6. With the notations of this lemma, define K to be the cone Q + (2n) and L the space S(2) ⊗ Q(n). Since B generates an extreme ray of P n , the dimension of its face in Q + (2n) can be at most (8n 2 − 2n) − (6n 2 − 3n) + 1 = 2n 2 + n + 2. Now suppose that B has rank at least n + 1. Then the dimension of its face in Q + (2n) equals at least the dimension of Q(n + 1), which is 2(n + 1)
2 − (n + 1) = 2n 2 + 3n + 1 > 2n 2 + n + 2. This contradiction completes the proof.
Let us now define a group homomorphism H H n : GL n (H) → Aut(Q + (n)). It shall assign to any regular quaternionic n × n matrix S the automorphism A → SAS * . Note that for any S ∈ GL n (H), the map id S(2) ⊗H H n (S) is both in Aut(P n ) and in Aut(Σ n ). Lemma 7.2. Let A, B ∈ Q + (n). Then there exists a matrix S ∈ GL n (H) such that both SAS * and SBS * are diagonal.
Proof. Assume the conditions of the lemma. Let l ≤ n be the rank of A + B. Since A + B 0, there exists a regular matrix S 1 such that S 1 (A + B)S * 1 is equal to diag(I l , 0 n−l ). Now note that S 1 AS * 1
* is diagonal (see Proposition A.2 in the appendix). Then one easily sees that the matrix S = diag(U, I n−l )S 1 satisfies the assertion of the lemma. Corollary 7.3. Let B ∈ P n . Then there exists S ∈ GL n (H) such that both the upper left and the lower right n × n block of the matrix B ′ = (id S(2) ⊗H H n (S))(B) are diagonal. Lemma 7.4. Let B generate an extreme ray of P n and be partitioned as in (12) . Then there exists S ∈ GL n (H) such that the map H H n (S) diagonalizes all three blocks B 11 , B 12 , B 22 . Proof. We prove the lemma by induction. For n = 1 the assertion of the lemma holds trivially. Let us now assume that it holds for n − 1.
Assume the conditions of the lemma. By the preceding corollary we can assume without restriction of generality that B 11 and B 22 are already diagonal.
Suppose that the rank of B 22 is strictly smaller than n. Then at least one diagonal element of B 22 , say the last one, is zero. Since B 0, the last row and the last column of B are zero. But then also the last row and the last column of B 12 are zero. Hence all three matrices B 11 , B 12 , B 22 are block-diagonal, with an upper left block of size (n − 1) × (n − 1) and a lower right block of size 1 × 1. By assumption of the induction there exists S ′ ∈ GL n−1 (H) such that the map H This yields the following result.
Theorem 7.6. P n = Σ n for any n ≥ 1.
Conclusions
Let us summarize our results. As mentioned in the introduction, the cone of S + (m) ⊗ S + (n)-separable matrices in S(m)⊗S(n) coincides with the cone of PSD matrices in this space if and only if min(n, m) ≤ 2. This is a consequence of the results in [10] . The cone of H + (m) ⊗ H + (n)-separable matrices in H(mn) = H(m)⊗ H(n) coincides with the cone of PPT matrices in H(mn) if and only if min(n, m) = 1 or m + n ≤ 5. This is a consequence of the results in [15] . We illustrate this in the following tables. Here "PSD" indicates that the cone of separable elements in the space corresponding to the pair (m, n) equals the cone of positive semidefinite matrices, and "PPT" indicates that the cone of separable elements equals the cone of PPT matrices. An "N" indicates that the separable cone is described by neither the PSD cone nor the PPT cone. Theorems 3.9, 3.12, Corollary 6.2 and Lemma 3.2 lead to the following result. We can summarize these results in the following tables.
In all four tables, for min(n, m) = 1 the cone of separable matrices is trivially equal to the cone of PSD matrices.
The preceding two theorems yield also the following nontrivial result.
Corollary 8.4. A matrix in Q(2) ⊗ S(2) is PSD if and only if its transpose is PSD.
Apart from the trivial cases Q(2) = Q(2) ⊗ S(1) and S(n) = Q(1) ⊗ S(n) the space Q(2) ⊗ S(2) is thus the only tensor product space Q(m) ⊗ S(n), m, n ∈ N + , where the positivity property is invariant with respect to transposition (cf. Corollaries A.8 and A.9 in the appendix).
Let
. We will call such matrices regular. A regular matrix A can be viewed as an R-linear automorphism of H n , which maps a vector v to the vector Av. If there exists v = 0 such that Av = 0 then we call A singular. Obviously I q (A −1 ) = (I q (A)) −1 , and the inverse A −1 of a regular matrix is unique. The inverse of a product is given by (AB) −1 = B −1 A −1 , the inverse of the conjugate transpose by (A * ) −1 = (A −1 ) * , which is checked easily by applying the isomorphism I q . If for a square quaternionic matrix A and a quaternionic vector v there exists a quaternion λ such that Av = vλ, then we call v right eigenvector of A and λ the corresponding right eigenvalue. An n × n quaternionic matrix has n right eigenvalues, which are determined up to similarity transformations (i.e. transformations λ → qλq −1 for q ∈ H, q = 0). The right eigenvalues are preserved under similarity transformations of the matrix (i.e. A → SAS −1 for regular S). If A is triangular, then the diagonal elements are representatives of the (left and right) eigenvalues [7] .
If for a square matrix U we have U U * = I, then we call U hyperunitary. A matrix U is hyperunitary if and only if the matrix I q (U ) is orthogonal, hence the hyperunitary matrices of size n × n form a compact group, the compact symplectic group Sp(n). Hyperunitary matrices can be viewed as normpreserving R-linear automorphisms of H n (though not every such automorphism can be represented by a hyperunitary matrix).
Any quaternionic matrix A can be decomposed as A = U DV , where U, V are hyperunitary matrices and D is a diagonal matrix, which has the same size as A, with real nonnegative entries. The diagonal elements are called singular values of A [7] , [13] . For a quaternionic matrix A, we call the number of its positive singular values the rank of A. Obviously an n × n matrix is regular if and only if it has rank n. The rank is invariant under multiplications by regular matrices from the left and from the right [17] . It can be shown that the rank of a quaternionic matrix is equal to the maximal number of right linearly (over H) independent columns and left linearly independent rows of the matrix [14] .
We call a square quaternionic matrix A hermitian if A = A * . The hermitian matrices of size n × n form a (2n 2 − n)-dimensional vector space Q(n) over the reals. The real part A r of a hermitian quaternionic matrix is symmetric, while the three imaginary parts A i , A j , A k are skew-symmetric. There is a scalar product on Q(n) given by This follows from a well-known result on factorization of quaternionic matrices [2] , namely that for any square quaternionic matrix A there exists a hyperunitary matrix U such that A = U T U * , where T is upper triangular. Namely, if A is hermitian, then T must also be hermitian and hence diagonal and real.
The right eigenvalues of a hermitian matrix are real and uniquely determined. The singular values of a hermitian matrix are given by the absolute values of its eigenvalues, hence its rank equals the number of non-zero eigenvalues. Since the eigenvalues λ l of A are well-defined, its characteristic polynomial p(λ) = n l=1 (λ − λ l ) is well-defined and has real coefficients. Proposition A.3. Let A ∈ Q(n). Then the characteristic polynomial of I q (A) is the fourth power of the characteristic polynomial of A.
Proof. Consider the matrix I q (A) as an element of Q(4n). Its eigenvalues are real and do not change under conjugation with the hyperunitary matrix
This conjugation leads to a block-diagonal matrix with blocks A, A r + iA i − jA j − kA k , A r − iA i + jA j − kA k , A r − iA i − jA j + kA k . Hence the characteristic polynomial of I q (A) equals the product of the characteristic polynomials of these 4 blocks. But the last three blocks are the images of A under the automorphisms Q ij , Q jk , Q ik . Since the real line is invariant under these automorphisms, the eigenvalues of these blocks coincide with the eigenvalues of A. Therefore their characteristic polynomials also coincide with that of A. This completes the proof.
It follows that the characteristic polynomial of a hermitian matrix A can be computed by taking the unique fourth root of the characteristic polynomial of I q (A) whose leading coefficient equals 1.
Clearly A is PSD if and only if all of its eigenvalues are nonnegative and PD if and only if all of its eigenvalues are positive. Let us denote the cone of PSD matrices in Q(n) by Q + (n).
For any A ∈ Q + (n) of rank l there exists V ∈ H n×l of rank l such that A = V V * . Namely, let 
is also PD and its inverse is given by A −1/2 = U D −1/2 U * . If for some vector v ∈ H n and a matrix A ∈ Q + (n) we have v * Av = 0, then Av = 0. This is because
is partitioned in four blocks such that A 11 ∈ Q(n 1 ) and A 22 ∈ Q(n 2 ) are square matrices, and v ∈ H n1 is such that A 11 v = 0, then we have also A 21 v = 0. This can be seen as follows. If we defineṽ = v 0 n2×1
, thenṽ * Aṽ = v * A 11 v = 0.
Hence Aṽ = A 11 v A 21 v = 0.
Let σ ⊂ {1, . . . , n} be a subset of indices, let A = V V * be a PSD n × n matrix. Then the submatrix A of A that consists of those elements whose row and column numbers are in σ is also PSD, because it can be represented as productṼṼ * , whereṼ consists of those elements of V whose row numbers are in σ. Moreover, if A ≻ 0, thenÃ ≻ 0. On the other hand, a block-diagonal hermitian matrix is PSD if and only if each block is PSD, and it is PD if and only if each block is PD.
It is well-known that the cone Q + (n) is convex and self-dual [11] . Any automorphism of the quaternion algebra induces an automorphism of the cone Q + (n), because it leaves the real line invariant.
The cone H + (n) of complex hermitian PSD matrices is an intersection of Q + (n) with a linear subspace. Namely, if A is hermitian with zero j-and k-components, then A ∈ Q + (n) if and only if I q (A) ∈ S + (4n) and hence if and only if A ∈ H + (n).
Any PSD quaternionic matrix can be written as sum of matrices of the form vv * , where v are vectors. These vectors can be obtained e.g. as columns of the factor V of A = V V * . Thus Q + (n) is the convex conic hull of the set of rank 1 matrices {vv * | v ∈ H n }, and any such rank 1 matrix generates an extreme ray of Q + (n). The matrix vv * , where v ∈ H n is a nonzero vector, has only one positive eigenvalue, namely |v| 2 = v * v. Hence I − vv * 0 for all v in the unit ball.
Lemma A.4. Let S ∈ H n×l be of rank l, where l ≤ n, and let A ∈ H l×l . Then SAS * = 0 is equivalent to A = 0. If A ∈ Q(l), then SAS * 0 is equivalent to A 0. V be the singular value decomposition of S, where D is a positive definite diagonal r × r matrix. Define T = (0 (n−r)×r I n−r )U * . Then T is of rank n − r and T S = 0. Suppose S ′ satisfies the assumptions of the lemma. Then the last n − r rows of U * S ′ are zero. Denote the matrix given by the first r rows by P . Define
Then we have SW = U D 0 r×(l−r) 0 (n−r)×r 0 (n−r)×(l−r)
Let us investigate the facial structure of Q + (n).
Proposition A.6. Let S ∈ H n×l be of rank l, l ≤ n. Then the set {SBS * | B 0} is a face of Q + (n). This face is isomorphic to Q + (l). Any face of Q + (n) can be expressed in such a way.
Proof. Let A ∈ Q + (n) be arbitrary. Denote the rank of A by l. Then there exists S ∈ H n×l of rank l such that A = SS * . By Lemma A.4 the map B → SBS * is an isomorphism between the space Q(l) and the linear subspace L = {SBS * | B ∈ Q(l)} ⊂ Q(n), and maps Q + (l) to the intersection L + = L ∩ Q + (n). Moreover, A is in the interior of L + . Let us show that L + is a face of Q + (n).
Let M 1 , M 2 ∈ Q + (n) such that M1+M2 2 = SBS * for some B ∈ Q + (l). We have to show that M 1 , M 2 ∈ L + . Define C = M 2 −M 1 ∈ Q(n), then SBS * +αC ∈ Q + (n) for all α ∈ [−1/2, +1/2]. By the previous lemma there exists T ∈ H (n−l)×n of rank n−l such that T S = 0. We have T (SBS * +αC)T * = αT CT * 0 for all α ∈ [−1/2, +1/2]. Hence T CT * = 0 and T (SBS * + αC)T * = 0 for all α ∈ R. But SBS * + αC 0 for α ∈ [−1/2, +1/2], therefore we also have (SBS * + αC)T * = αCT * = 0 and T C = 0. By the previous lemma there exists a matrix W such that C = SW . Since C is hermitian, we also have C = W * S * . It follows that W = (S * S) ′ such that C = SB ′ S * ∈ L. Therefore M 1 , M 2 ∈ L and hence M 1 , M 2 ∈ L + . Let now S ∈ H n×l be given and of rank l. Then we define A = SS * and proceed as above.
Similar results on the facial structure of S + (n) and H + (n) can be obtained by the same line of reasoning.
Lemma A.7. Let n = n 1 + n 2 . Let A = and partition it into matrices P 1 ∈ H (n1+l)×(n1+l) , P 2 ∈ H (n2−l)×(n1+l) . Note that P and P 1 are lower triangular matrices, with positive elements on the diagonal. Hence P * 1 is hence invertible. But then P * 1 P 1 and P * P = P * 1 P 1 + P * 2 P 2 are PD. Hence the rank of P equals the number n 1 + l of its columns, which in turn is equal to rk A 11 + rk(A 22 − A 21 A −1 11 A 12 ). This completes the proof. 
