Abstract -A constructive family of expander codes is presented whose minimum distance exceeds the product (Zyablov) bound for all code rates between 0 and 1.
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Weight spectrum and the minimum distance of a random ensemble of bipartite-graph codes are computed. It is shown that if the vertex codes have minimum distance ≥ 3, the overall code is asymptotically good, and sometimes meets the Gilbert-Varshamov bound.
1. Introduction: Code constructions. We consider two code constructions:
(a) the basic construction of bipartite-graph codes of Tanner and Sipser-Spielman. The code C(G; A, B) is defined by a balanced ∆-regular bipartite graph G = (V, E) with vertex set V = V1 ∪ V2, |V1| = |V2| = n, and binary linear codes A[∆, R0∆], B[∆, R1∆] that define local constraints associated with the vertices of V0 and V1 respectively. The coordinates of the codeword of C correspond to edges of G. For a vector x ∈ {0, 1} n∆ , let x(v) be its projection on the set of coordinates indexed by the edges incident to v. By definition, x ∈ C if x(v) ∈ A for every v ∈ V0 and x(w) ∈ B for every w ∈ V1.
(b) the modified construction of [2] . Let G = (V, E) be a bipartite graph with left vertices V0 and right vertices V1 ∪ V2: it is not regular anymore but becomes regular of degree ∆1 when reduced to the edges induced by V0 ∪ V1. Apart from A, B we use an auxiliary code Aaux[∆1, Raux∆1]. The new local constraints are: for every w ∈ V1 the vector x(w) ∈ B, for every v ∈ V0, the subvector x(v) forms a codeword in A such that its information vector forms a codeword in Aaux.
2. Improved estimates of the distance. Generally, the distance of a concatenation of two codes is estimated by the product of their distances. This is the so-called product bound, which for A a Reed-Solomon code and B a binary code takes the form δ(R) = max R≤x≤1 δGV(x)(1 − R/x) (this expression is called the Zyablov bound).
Our result in this section is construction of two code families that improve the Zyablov bound for all code rates R different from 0 and 1. Following [1] , in these constructions we assume that each edge of the graph corresponds to t bits of the codeword and view the local codes both as binary and q-ary codes (q = 2 t ). By controlling the average binary weight of nonzero edges of local codewords, it is possible to derive lower bounds on the designed distance of both the basic and modified code constructions from Sect. 1. The designed distance of the modified construction improves the Zyablov bound for all rates. The distance of the basic bipartite-graph construction improves it for rates R ≥ 0.28 and becomes the best for high rates (the exact expressions are provided in the full version of the paper). The bounds are plotted in Fig. 1 . In particular, for R ≤ 0.202 the ensemble contains codes that meet the GV bound.
