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CHAPTER 1
Introduction
In ancient times, oracles were considered to be portals through which the divine, spoke
directly to people and had answers to all questions [1]. The term “oracle” originates
from the Latin verb “to speak” and refers to the persons or agents revealing the absolute
truth [2]. These days, a great many people view search engines as oracles of the modern
day. Search engines can access an abundance of data and, thus dependably know more
data than even the most astute human-being can possibly know.
In recent decades, society has changed rapidly. Computers, or broadly speaking,
devices that can “compute”, have assumed an undeniable importance for the general
public. While the definition of computation is still disputed by many, computation
can be broadly defined as “The procedure of calculating; determining something by
mathematical or logical methods” [3]. In essence, it is a paradigm of transitioning work
from humans to machines. Machines are great at repetitive work with precision by
utilizing mathematical models [4]. The computation model of modern digital computers
is heavily influenced by the abstraction of Alan Turing’s Turing Machine model, where he
first explored machine intelligence [5]. The running time of the computation on a digital
computer can be estimated based on the number of logical operations in an algorithm
that is being executed. On the other hand, digital computers are not good at problems
that are paradoxal, creative, or undecidable by first-order logic that humans encounter
in everyday life and excel in solving.
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Thanks to the recent advancements in information technologies, which connect people
and provide access to the world of information at free or minimal cost, the rate of progress
in science and technology has accelerated rapidly. Buckminster Fuller proposed the
concept of the “Knowledge Doubling Curve”. He notes that it took nearly a century
to double human knowledge until 1900 [6]. The knowledge doubling rate was increased
to doubling in every 25 years by the end of World War II. Nowadays, it is estimated that
human knowledge is doubling every 13 months [7, 8]. According to an IBM paper, the
rate of knowledge doubling could potentially surge to every 12 hours in the future [9].
The World Wide Web removed barriers from access to information. For instance, a
student from a rural community can sign up to an online class at a top university and
virtually have access to the same information in the class and on the Web as any student
from that university. Nevertheless, we now have an excess of information rather than
the lack of available information as it was before the “Information Revolution” [10]. In
fact, we have access to more information than we can conceptualize and utilize efficiently
[11, 12]. A simple Web search typically brings millions of results. The challenge now is
to find correct information as efficiently and quickly as possible.
Currently, the most common method to access and utilize data on the Web is through
the use of search engines. Due to the rapid growth and complexity of data, there are
many challenges in searching and gathering the meaningful information efficiently from
the mass amounts of data, which are commonly stored in a variety of data formats and
platforms.
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1.1 Motivation
1.1.1 State of Search Engines
Although the Web owes much of its success to the search engines, classical text search
techniques, which the search engines depend on, are not sufficient to find relevant infor-
mation. The majority of the search engine technologies are based on keyword matching
methodologies. The problem is that these search technologies are not aware of the context
of data and its semantics. The underlying reason is the data on the Web was conven-
tionally published as dumps of raw data in various file formats or wrapped in HTML
markup. These data representations do not retain a substantial part of the semantics
of the underlying data schema. Basically, the keyword-search mechanism is based on an
Information Retrieval (IR) technique [13], where the keywords, which are in Web sites
which are treated as bag-of-words, and the Web sites are returned when keywords in
a user query hits any of the words in the indexed Web pages. The search results are
returned to the users after being ranked by a ranking function assigning importance to
the relevant Web pages [14].
Despite the fact that the IR based search technique has been used for many types of
search cases, it consists of many limitations due to its string search mechanism. For in-
stance, “Wegener’s Granulomatosis” and “Churg-Strauss Syndrome” are essentially the
same diseases, but the string matching on the names alone would not yield accurate
results. The search mechanism needs to be intelligent enough to know that these two
entities are linked and in fact the same things. Furthermore, the search queries in some
cases cannot be described specifically enough to form effective keyword searches. The
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broadly defined keyword queries, frequently do not match with the content of the poten-
tial answers of the questions. Hence, they often return wrong and unrelated results. More
often than not, this type of search and information gathering process requires performing
an iterative partial search on a trial and error basis and going through an information
digest practice on each partial search result until relevant information is found. This task
might become very lengthy and require further query keyword refinements or multiple
clicks back and forth on the results.
1.1.2 Diversity of Data Models on the Web vs RDF
Traditionally, the type and/or format of the data models in use have been deter-
mined by the application level requirements or the technological barriers of the day. This
paradigm has led to the need of having data interoperability even in small organizational
scale, not to mention a diverse distributed environment such as the Web. Meanwhile,
there has been significant progress in the research community to address these issues by
setting standards on publishing data on the Web in structured, semantically rich, and
interoperable data models of the Semantic Web, as well as improving the techniques that
seek to increase the search engine accuracy by understanding the search intent and the
semantics of data as they appear in the searchable data space.
The Semantic Web takes a big step forward by introducing the notion of Resource
Description Framework (RDF)1 as the standard data model, which provides a powerful
framework to overcome some of these challenges.
1http://www.w3.org/RDF/
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In essence, RDF is a simple domain-independent data model and consists of unam-
biguous statements about abstract concepts. The advantage of having data represented
in a globally standard data model in the Web, allows the users, applications and in-
telligent agents to share and make use of the data automatically without intervention.
However, neither the schema level nor structural interoperability addresses the challenges
in semantic reasoning and linkage in the data layer. In fact, RDF helps to focus on the
meaning and the usage of the data instead of its representations.
The principal problem is how can we identify the same or semantically related concepts
within the massive Web data itself. Can we perform this data process in an automated
manner? How can we utilize the semantics in data to enhance search capabilities to
provide semantically more complete information necessary for users?
1.1.3 Keyword Search on RDF Data
As the Semantic Web standards mature, its technologies and tools are evolving and
getting more acceptance from the data publishers as well as the data consumers. Despite
the fact that the data publishers from various domains are increasingly publishing vast
amount of data in the semantic data model, we are still far from the goal of enabling
the computers to know the meaning of the data on the Web without having to learn
from the users to consequently provide intelligent outcomes. One of the main reasons
for this delay is that automated semantic reasoners are not mature enough. However,
the machine learning techniques have been well investigated and around for a long time.
Knowledge discovery for Semantic Search is one of the many areas from machine learning
that can be used beneficially in the Semantic Web model.
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Structural query languages require prior knowledge of the underlying schema for ex-
ploration of RDF data. Users would need to learn how the underlying data are structured
within the knowledgebase and form a specific query to get precise answers. Even techni-
cal users run into issues with structural query syntax. On the other hand, the keyword
queries are easier to form and commonly used in the daily life.
It is also important to note that the users might not know exact keywords for the
intended query. Particularly in specialized domains, it is often the case that the users
may not know the technical terms that would fit the best for keyword searches. Also,
they may not be aware of the remaining entities that might be relevant that were not
part of the keyword query. For instance, consider a user trying to find the name of a
disease or related diseases based on known symptoms or pieces of information related
to a disease with a keyword query such as “disease causing yellow discoloration of skin
and eyes”. It is possible that users might not be aware that a group of diseases might
have these conditions. Additionally, it can be beneficial to identify potential treatment
options for the disease or disease group.
Typically, ontological knowledge would be required to infer these semantic relations.
However, the ontological knowledge may not always be available or reliable. One of the
major problems with semi-structured RDF data on the Web is that while an ontology
might be established that describes the structure and semantics of the underlying data,
semantic data are often published as raw RDF data, especially in the case of RDF data
embedded in Web pages. This means that there is no ontology that is associated with
the data or, when available, is often incomplete so that it is not possible to rely on the
ontology alone.
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The main motivation for this work is the fact that there is a need for performing se-
mantic searches and knowledge discovery on RDF data. In performing semantic searches,
we make use of RDF data properties and the semantics of the data itself. The RDF data
collection can be treated as a graph and the connections within the graph provide use-
ful information about the data itself. We target utilizing information in the context of
the locality of the data graph. Consequently, we provide a semantic search system that
locates a relevant entity in a search without requiring that the entity be in the keyword
query by using a summary graph to traverse the nodes in close proximity to the keyword
hits.
1.2 Contributions
The main contributions of this dissertation include the following. The first technical
contribution is a novel machine learning algorithm that automatically infers the type
semantics from the general RDF graph data by utilizing common properties.
Secondly, we build a summary graph structure automatically from underlying RDF
data based on pairwise similarity matrices of entities that can enhance the performance
of graph explorations in semantic searches. The summary graph structure helps improve
the efficiency of semantic searches in large RDF data, and reduces the computational
complexity, and obtains semantic type relations.
Third, we enhance the type inference by taking into account the similarity of neighbors
in the RDF graph. We auto-generate the importance weight of each property and each
string word for each of the referenced IRIs, and we apply the weights in the pairwise
similarity calculation. We add a string similarity measure when two graph vertices are
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literal type. We generate the summary graph along with the classes and class relations
with a stability measure for each class relation. And we provide the stability measure to
be utilized in semantic search algorithms to generate more accurate results.
Fourth, we provide a semantic search framework that utilizes the summary graph to
support keyword-based semantic searches on RDF data utilizing near neighbor explo-
rations. The system can locate a relevant resource in a search without requiring that the
entity be in the keyword query. To enhance the search results with the relevant resources,
the framework infers the entity type semantics from the summary graph. The ranking
method exploits the semantic relatedness of the candidate entities based on the degree
of similarities. The result entities along with a score of relevance, which measures the
calculated semantic relatedness of the result entities, are presented as the answers. The
relevance score can help provide valuable insights for the users to evaluate the relatedness
of the answers.
1.3 Dissertation Overview
The dissertation is organized as follows. Chapter 2 presents an overview of existing
work in semantic search by concentrating on those aspects that have received less con-
sideration in the literature. We also talk about relevant work in fields that are related
to semantic search including the Semantic Web and Information Retrieval. In Chapter
3, the problem of building summary graphs in RDF data is formally defined. Then,
we present the algorithm for developing summary graphs of RDF data automatically
in Chapter 4. Chapter 5 presents the stability measure that can be utilized in semantic
search algorithms to generate more accurate results and focuses on the key enhancements
8
in summary graph generation approach for potential improvements. Chapter 6 presents
the semantic search system utilizing the summary graph structure for graph explorations
and faster query processing. Finally, Chapter 7 concludes the dissertation with remarks
and presents some directions for future work.
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CHAPTER 2
Background and Related Work
This chapter provides a summary of prior work relevant to the core problem of
keyword-based semantic searches on RDF data. The first section describes Linked Open
Data and core Semantic Web components including ontologies and RDF data model. The
next section reviews existing work on keyword-based semantic searches with emphasis on
RDF data. In what follows, several approaches focus on semantic search in RDF graph
data are reviewed in detail.
2.1 From World Wide Web to Semantic Web
As the World Wide Web (WWW) transitioned from static Web (Web 1.0) to the
dynamic, user driven Web (Web 2.0), we have witnessed the impact of the transformation
in the way people communicate and conduct business. However, Web 2.0 is far from
the true potential of the Web as a global database, which could enable machines to
understand the content in the Web and perform intelligent tasks. Hence, the World Wide
Web Consortium (W3C)1, the international standards body, has led the collaborative
movement to transform Web 2.0 into the Semantic Web, which is the Web of Data that
allows computers to exploit the meaning within the content by encouraging the transition
from the unstructured or semi-structured documents to the Web of semantic data.
Over the years, the Web has become not only the universal platform of interconnected
documents but also the linked information space for data. However, data published on the
1http://www.w3.org/
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Web has been traditionally in the following forms: CSV (Comma Separated Values) files,
which store tabular data values that are separated by commas in plain text; HTML tables,
which embed tabular data wrapped in HTML markup; or XML (Extensible Markup
Language) documents, which store data wrapped in custom tags. This tendency led to
the underutilization of such data due to the loss of semantics and relational structure
in the published data. Also, HTML lacks the expressivity of connecting entities in a
document to related entities on the Web by labeled links.
In the current state of Web with unstructured and semi-structured documents, the
data are managed by applications and isolated for the use of each application. As there is
no universal way of referring to data elements, the underlying data need to be replicated
for each application utilizing different data repositories. For instance, users need to
enter the same user profile information repeatedly for each shopping Web site that they
use. Moreover, most of the content is designed for human consumption only, and not
suitable for machine understanding since it is presented in a form that does not retain
the underlying database structure and semantics. Hence, the interoperability of the data
is very limited. In contrast, the Semantic Web comprises a common framework that
enables the interoperability and reusability of data across the applications, systems, and
organizations.
The combination of identifiers that can refer to resources or concepts on distributed
machines, a universal way to retrieve data over a network, and the unambiguous interpre-
tation of content are driving forces of the Semantic Web. The technologies that make up
the overall framework address a variety of problems associated with traditional databases
that Web 2.0 is built upon: integration, translation, querying, and interpretation.
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The Semantic Web, also considered as Web 3.0, began to emerge as its standards and
technologies developed rapidly in the recent years. While the publication of article [15]
describing the Semantic Web by Tim Berners-Lee in 2001 can be considered as the
beginning of the Semantic Web, the vision to transform the existing Web into a Semantic
Web goes back to original proposal [16] of the World Wide Web and following articles [17].
Although the interpretations of the semantic vision have varied such as [15] and [18],
the original idea to construct a global Web of data in a form that can be read by machines
has been widely shared by the original literature. As Berners-Lee pointed out [19], “The
first step is putting data on the Web in a form that machines can naturally understand,
or converting it to that form. This creates what I call a Semantic Web a Web of data that
can be processed directly or indirectly by machines”. Publishing Linked Data facilitates
the transformation that leads to reach the goal of having a Web of data.
Its technologies are heavily influenced by Artificial Intelligence, the languages that
developed in efforts to represent documents in a universal way, and the network protocols
that the World Wide Web is built upon. As a common language, RDF is vital to the
Semantic Web technologies. RDF allows representing concepts in such a way that the
meaning is unambiguous to a machine or software process.
2.1.1 Linked Open Data
Data are often published in the format that is the most convenient option to the data
publishers at the time. Therefore, the data resources can have various representations
and formats. It is evident that there is a need for publishing data in a more standard way.
Data needed for making decisions are stored in several disconnected data repositories, and
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often one needs to gather the information by searching silos and apply transformations
before making it usable.
Tim Berners-Lee, the inventor of the World Wide Web, recently led the Linked Open
Data [20] initiative to outline a set of rules and best practices for publishing data on the
Web. The aim of Linked Data is to publish the data in a way that it can be interlinked
in one global space and become more useful. This is done by creating labeled links
between data from different data sources on the Web. These sources may contain a
variety of databases from different organizations or datasets created by various systems
from organizations that are not easily connected.
Linked Data is based on data that utilizes RDF data model to explicitly define the
data by making statements that link resources from various datasets rather than simply
connecting documents as is the case of HTML documents on the Web. By publishing
the data available in RDF, the data on the Web also becomes machine-readable.
The four rules of Linked Data outlined by Tim Berners-Lee that are also known as
Linked Data principles [20] can be summarized as:
• Use URIs to denote resources.
• Use HTTP URIs so that the resources can be referenced and looked up.
• Provide useful information about the resource when the URI is looked up, using
the standards such as RDF, SPARQL.
• Include links to other related resources using URLs, so that additional things can
be discovered.
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2.1.2 Ontologies, OWL and Logic
The word “ontology” originates from philosophy, referring to a definitive classification
of entities in the subject of existence [21, 22]. In the context of philosophy, ontology is
concerned with the study of the classification of all kinds and structures of objects,
properties, events, processes, and relations in the universe [23].
In computer science, ontologies refer to artifacts that provide an explicit specification
of a conceptualization [21, 24]. By providing the abstraction of concepts and knowledge
formally, ontologies enable the sharing and re-usage of knowledge amongst humans and
software systems. In a sense, ontologies can be considered as system-independent agree-
ments between entities that specify the domain knowledge via common vocabulary and
expressive languages.
Ontology is a core component of the W3C standards stack [25] for the Semantic Web
as illustrated in figure 1 (copied from [26]). In Semantic Web, ontologies specify state-
ments using standard conceptual vocabularies to exchange knowledge across multiple,
heterogeneous systems [27]. Independent of the data model, ontologies assert constraints
logically consistent with the definitions in an expressive language close to first-order logic
for communicating with the agents at the semantic level.
The World Wide Web Consortium (W3C) recommends OWL (Web Ontology Lan-
guage) for encoding ontologies and knowledge representation as one of W3C Semantic
Web standards [28]. OWL provides vocabulary, machine interpretability and formal
semantics for machines to perform reasoning tasks on Web content. It consists of sub-
languages: OWL Lite, OWL DL, and OWL Full.
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Figure 1: Semantic Web Stack
OWL Lite supports the classification hierarchy and simple constraints. It is the easiest
to build but least expressive of the OWL family.
OWL DL (Description Logic) provides maximum expressiveness, computational com-
pleteness, and decidability; meaning all computations are guaranteed to finish in finite
time. However, it is a difficult task to construct ontologies satisfying decidability.
OWL Full offers the syntactic freedom of RDF and maximum expressiveness but does
not offer decidability. It relaxes some constraints of OWL DL and does not guarantee
the computational completeness.
2.1.3 RDF Data Model
RDF data model describes resources and abstract concepts with great certainty. The
RDF statements are in form of Subject-Predicate-Object expressions, which are called
triples. In this representation, the item being described is a resource and is denoted by
the subject, and the predicate describes a property or relationship between the subject
and the object. For instance, figure 2 depicts a sample set of RDF statements in the RDF
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subject predicate object 
Kent_State_University  dbpedia2:city  Kent,_Ohio  
Kent_State_University  dbpedia2:campus  College_town  
Kent_State_University  dbpedia2:country  United_States  
Kent_State_University  dbpedia2:type  Public_university  
Kent_State_University  dbpedia:ontology/state  Ohio  
Lester_Lefton  dbpedia2:university  Kent_State_University  
Kent_State_University  dbpedia2:president  Lester_Lefton  
Lester_Lefton  dbpedia2:placeOfBirth  Massachusetts  
Kent,_Ohio  dbpedia2:namedFor  Marvin_Kent  
Kent,_Ohio  dbpedia:ontology/country  United_States  
Figure 2: RDF Data as Triples
triple representation. The objects can denote other resources or literal values. Resources
have a Uniform Resource Identifier (URI), which is very similar to Web addresses. A
Uniform Resource Locator (URL), Telephone number, ISBN number, or some kind of
unique identifier can form a URI.
Typically, XML is used as the syntactic representation for RDF. However, there are
other forms of syntactic representations than the XML-based syntax [29]. Additionally,
a collection of RDF triples can be viewed as a labeled directed graph. Figure 3 shows a
sample graph representation of an RDF data collection. Graph representation is a good
candidate for knowledge illustration and human understanding. For querying graph
patterns along with their conjunctions and disjunctions against RDF graphs, SPARQL
Protocol and RDF Query Language (SPARQL) is the most commonly used structured
query language2.
2http://www.w3.org/TR/rdf-sparql-query
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Figure 3: RDF Data as a Graph
The connections within the graph, in fact, provide useful information about the data.
The nodes in the RDF graph can be a class or an instance of a class. RDF data and its
properties give insights for semantic searches. A semantic search is a set of techniques
that seek to improve search accuracy by understanding searcher intent and the contextual
meaning of terms as they appear in the searchable data space, whether on the Web
or within a closed system, to generate more relevant results. The idea is to enable
computers to know the meaning of the data and present only relevant results to the users
by leveraging the keyword queries and providing the meaningful results without the need
for users to learn a structured query language or to know about the underlying data
schema.
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2.1.4 Web of Documents: Classical Information Retrieval Models
The Boolean Model
The Boolean model is one of the first classical information retrieval models; it is
based on Boolean logic and set theory. In this model, a document is considered as a
set of words [30, 31]. It requires the query terms to be expressed as Boolean expressions
combined with the operators AND, OR, and NOT. Exact matching documents satisfying
Boolean expressions are returned as the results of specified queries. The results, as to
whether the document is relevant or not, are based on binary decision [32].
In the Boolean model, the relevance of a document di to the query q is determined
by the exact match similarity formulated as
sim(di, q) =

1, if ∃ c(q)|c(q) = c(di)
0, otherwise
(1)
where c(x) is a term conjunctive component and x may be q or di [14].
A major issue with this model is that there is no document ranking or partial matching
mechanism. Thus, the model commonly finds too many or few relevant documents.
Furthermore, transforming complex queries into Boolean expressions is challenging and
inconvenient for most users.
Classic Vector Space Model
The vector space model provides a mathematical model for representing text docu-
ments as numerical vectors. Subsequently, it enables the use of matrix analysis methods
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in discovery matching documents. The vector space model allows the assigning non-
binary weights to terms in queries and in documents for describing the importance of
terms. Finally, the relevant documents are ranked and returned based on the degree of
similarity [13,33].
The likelihood of a document di matching a query q is determined by the cosine
similarity of two vectors defined as
sim(di, q) = cos(θ) =
di • q
|di| × |q| (2)
where θ is the angle between two vectors of document di and query q, and cos(θ) repre-
sents the degree of their similarity [14].
Consequently, it can be formulated as
sim(di, q) =
N∑
k=1
wk,i × wk,q√
N∑
k=1
w2k,i ×
√
N∑
k=1
w2k,q
(3)
The weights wk,i and wk,q in the vector space model correspond to respective term
frequency-inverse document frequency (tf-idf) [34, 35] values.
wk,q = (1 + log fk,q)× log N
nk
(4)
wk,i = (1 + log fk,i)× log N
nk
(5)
where fk,i denotes the frequency of the term k in document i; N is the total number
of documents, and nk is the number of documents containing the term k.
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By enabling term weight assignment and partial ranking, the vector model improves
the quality of keyword search results in documents. A drawback is the assumption that
the index terms are mutually independent.
Probabilistic Model
The probabilistic model determines the relevance of a document to a query using
probabilistic estimation. The model relies on the assumption that the probability of
relevance of a query to a document is only dependent on their representations and that
there is an ideal set of documents for the specified query [36]. It attempts to estimate
the probability that a document is relevant to the user query and that it should belong
to the ideal set based on current description of the ideal set. As a result of a repeated
process, the documents in the ideal set expected to be the relevant documents only and
the remaining documents should be non-relevant with respect to the query [14].
The relevance of a document di to the query q is calculated by the probability of di
belonging to the ideal set R denoted as follows:
sim(di, q) =
P (R|~di)
P (R¯|~di)
(6)
where R¯ represents the set of non-relevant documents to query q; P (R|~di) is the proba-
bility of di belonging to the set R; and P (R¯|~di) denotes the probability that di belonging
to the set R¯.
The probabilistic model has a natural advantage in ranking that the documents in
the ideal set are ordered according to the probability of relevance. However, it has
considerable drawbacks including the need for initial estimation of probability values,
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the lack of an index term weight assignment mechanism, not considering the impact of
term frequency in documents and the assumption of mutually independence for the index
terms.
Alternative Information Retrieval Models
Information Retrieval (IR) techniques have been investigated thoroughly by many
researchers. There has been further research to address the limitations of the classical
IR models. Numerous alternatives and variations of classical models have been proposed
such as Extended Boolean Model [37], Fuzzy Set Model [38], and Set-Based Model [39]
for Boolean Model; The Generalized Vector Model [40], Latent Semantic Indexing [41],
Neural Network for IR, Nonnegative Matrix Factorizations [42] for Vector Space Model;
and Binary Independence Model [43], Okapi(BM25) ranking function [44], Bayesian Belief
Network Models [45], Divergence from Randomness [46] and other Language Models for
Probabilistic IR Model.
In this section, only a small portion of the approaches in IR field is covered. For
further information regarding these techniques and an in-depth overview of related work,
we recommend reviewing the surveys including [14,32,47,48].
2.2 Beyond Web of Documents: Existing Keyword-based Semantic Searches
Keyword searching provides a simple and easy to use mechanism that hides complexity
of underlying data structures for searching information. Inherently, various research
communities have been studying it extensively for different data types.
Some surveys have tried to categorize the approaches and have provided an exhaustive
list of keyword search techniques [49,50]. In this dissertation, we discuss existing work in
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keyword searching methods for relational data, XML data, and graph data with particular
focus on RDF data.
2.2.1 Structured Data: Keyword Searches on Relational Databases
Although relational databases have been around for many years and widely adopt-
ed by organizations, data in relational databases is typically only searched using SQL,
a structured query language. There has been much research done in keyword search-
ing on relational databases including the widely known frameworks of DBXplorer [51],
DISCOVER [52], and others [53–55] for enabling users and applications to access data
without having to know the underlying schema.
As opposed to keyword searching on schema-less graph data, keyword searching on
structured data in relational databases is easier as the schema of the data stored in
the system is available. Hence, these approaches heavily rely on the database schema
and query processing techniques in relational database management systems (RDBMS).
They utilize multiple join expressions and generate a SQL statement for each candidate
join tree. Also, these searches assume the availability of indexes on various columns
containing keywords.
2.2.2 Semi-Structured XML Data: Keyword Searches on XML Documents
Keyword searching on XML data has also been investigated to a great extent. A
structured query language such as XQuery can be used for querying XML documents
precisely. However, in contrast to keyword searching, the use of a structured query
language is discouraging for users as they need to learn a complex query language and
must know the underlying schema of the XML data.
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Many XML based keyword search approaches have been proposed [56–61] such as
the widely known backward expanding search [55] generating Steiner trees [62,63], bidi-
rectional search [64], dynamic programming [65] for finding Steiner trees in graphs, and
the use of efficient indexing structures BLINKS [66] proposed an improvement on the
approach [64] of generating trees with distinct roots as the Steiner tree problem is an
NP-complete problem [67].
Nonetheless, the majority of these approaches are solely based on the use of tree
structures. Unlike schema-less graphs, XML data resembles a tree structure, which guar-
antees only a single incoming path to each node. Hence, keyword searching on XML is
also a simpler issue than on schema-less graphs as a tree structure makes many indexing
and optimization techniques possible.
2.2.3 Schema-less Graph Data: Keyword Searches on Graphs
Graphs provide a simple yet powerful way of representing abstractions of complex
information. Countless applications in all domains generate graph data without a spe-
cific structured schema. As a result, there has been a lot of research done on the subject
of query answering and particularly, keyword searching on schema-less graph data from
different perspectives in literature. Compared to keyword searching on structured rela-
tional data and semi-structured XML data, schema-less graph data faces more complex
challenges.
Many approaches considered keyword searching in graphs as the graph pattern-
matching problem [55, 64, 66, 68–70]. Thus, these approaches find subgraphs or trees
matching query keywords as answers. The authors in [68] introduced the bounded graph
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simulation for finding maximum matches. A maximum match returns one match in the
graph covering all the nodes matching a node in the user keyword query.
Different from most of these approaches, ObjectRank [71] returns a node that has
high authority on the keywords in the query as the answer, rather than matching trees
or subgraphs containing query keywords. High authority means strong directed edge
connectivity from the nodes containing the keywords in the query. Nevertheless, a major
issue with these subgraph matching approaches is that the complexity of the subgraph
isomorphism problem is known to be NP-Complete [72].
2.2.4 RDF Graph Data: Keyword Searches on RDF Graphs
RDF data have a graph structure and can be viewed as a directed graph with labeled
nodes and edges. Moving forward to the Semantic Web era, there has been a rapid
increase in the amount of RDF data available on the Web, especially with the Linked
Open Data initiative. This initiative also provides a vast global platform for semantic
search opportunities.
Dbpedia [73], FreeBase [74] and many other large data sources provide a formal query
end point for precise searching on the RDF data. There have been many approaches, e.g.
[75] adopting semantic searches based on user provided queries in a formal query language
such as SPARQL. A downside of formal query language-based systems is that the syntax
can be extremely discouraging and difficult for non-technical users. Additionally, the
requirement to know the data schema before writing structured queries makes them very
unlikely to be adopted by the general population.
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On the other hand, there has been a debate on the methods to integrate keyword-
based queries into semantic searches on RDF graphs since the keyword queries are easier
to form and widely used in daily life. Some approaches suggested generating structured
SPAQL queries based on pattern templates placing the keywords into positions in the
query patterns, e.g., [76–82], and others proposed a cost-based exploration of the match-
ing keywords on the RDF graph [83,84].
Translating Search Keywords into Structured Queries
Among the studies transforming search keywords into structured queries, we see
a large number of related work [78, 81, 82]. Some studies are solely focusing on the
translation of the natural language questions into structured queries, most commonly
SPARQL queries. While others go one step further by returning results for transformed
queries [76, 77,79,80,85,86].
A majority of these approaches in the first group assume that some patterns or tem-
plates exist in the query keywords. In these approaches, the SPARQL queries are typically
generated by a parser extracting queries from Natural Language questions [78] or a mech-
anism deriving the queries based on an ontology or knowledge base [82], or a supervised
machine learning mechanism from Natural Language questions [81].
Translating Search Keywords into Structured Queries and Returning Answers
Studies in the latter group offer approaches encompassing the Question Answering
(QA) process from beginning to end. This enables the evaluation of the answers for the
questions. Many of these approaches also rely on templates or patterns in the Natural
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Language questions for transformation of queries [77–79]. Some studies offer a template-
based approach relying on Natural Language processing (NLP) tools [79,86]. In another
related work [80], a hybrid approach depending on patterns and support vector machines
(SVM) creates a machine learning method for extraction of the named entities and rela-
tions in the keywords for generation of the SPARQL queries.
Keyword-driven SPARQL
In study [77], Shekarpour et al. tried to address keyword searching on RDF graphs.
They particularly focused on the generation of SPARQL queries based on the keywords
supplied in the query. In order to generate the SPARQL queries, they produced common
graph pattern templates that utilize the RDF data graph properties. Since an RDF data
collection consists of a set of subject-property-object triples and an SPO triple corre-
sponds to a pair of entities connected by a named relationship or to an entity connected
to the value of a named attribute, the RDF data can be viewed as a graph of typed nodes
and typed edges where nodes correspond to entities and edges to relationships. Note that
the object of a triple can in turn be the subject of other triples. The approach is first
to retrieve relevant Resource Identifiers (RI) related to each user-supplied keyword from
the underlying knowledge base and secondly to inject them into a series of graph pattern
templates for constructing formal queries. Categorization is based on the information
which is retrieved from the knowledge base. They assumed that for finding special char-
acteristics of an instance a user intends to retrieve specific information of an entity such as
“Capital of Canada”. Data type properties emanate from instances/classes to literals or
simple types, and also some kinds of object properties reveal characteristics of an entity
and information around them. Similarly, in the case of finding similar instances, the user
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asks for a list of instances, which have a specific characteristic in common. Examples for
this type of queries include: “Germany Island” and “Countries with English as official
language”.
They search for the triples meeting these template patterns. The problem with their
approach is that they expect the users to have the keyword query in certain forms and
they limit the queries to be only two words. They predefine the pattern templates for
the keywords to match one of 17 cases. In a sense, the patterns for user queries are hard
coded, which is not an acceptable solution for a large-scale platform. In our approach,
we neither predefine the query patterns nor have a limit on the keyword query size.
Cost-Based Exploration of RDF Graphs
Top-k Explorations
Tran, et al., as a state of art approach [84], offered an algorithm for keyword searching
on graph structure data, particularly based on the RDF data model. Their approach
focused on generating the top-k best queries matching the keyword search query rather
than generating the results of the keyword search.
The main idea is to perform the exploration of matching subgraphs of a keyword-
based search query with lowest cost and present the structured queries to users so that
they will have the opportunity to select the query or further drill down. Preprocessing is
needed to create a keyword index for a keyword-to-element mapping and a graph index
for the graph exploration on a summary of the data graph that only captures the classes
and relations between the classes. During the query computation the user keywords are
mapped to keyword elements in the summary graph. The graph is then explored to find
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a connecting element that connects to all keywords, and then the paths between the
connecting element and the keyword elements are combined to construct the conjunctive
query, which is understandable by the query engine.
Figure - Generating the summary graph from the graph structured data [2] 
 
Summary Graph 
 
Example RDF Graph 
Figure 4: Generating the Summary Graph from the Graph Structured Data
Their query engine supports conjunctive queries only. For example, when user queries
keywords “2006 Cimiano AFIB” with the intention of finding “The publications published
in 2006 by the author Philipp Cimiano who works at an institution called AIFB”. Then,
they generate the following conjunctive queries conforming the example query:
(x, y, z).type(x, Publication) ∧ year(x, 2006) ∧ author(x, y)
∧ name(y, P.Cimiano) ∧ worksAt(y, z) ∧ name(z, AIFB)
Consequently, the SPARQL query is formed based on these conjunctive queries. Figures
4 and 5 (copied from [84]) demonstrate how the algorithm handles the keyword search
on the example graph data.
The ranking mechanism is based on a cost function, where the total cost of the query
is the total cost of different paths covering the keywords in the query. The total cost of
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Figure 5: Generating the Structured Candidate Queries
a path is the sum of the costs of the individual graph nodes in the path, and intuitively,
the shortest path ranks highest. In calculating the cost of an individual graph node, the
nodes with more connections are assigned to have less cost, which translates to a higher
score.
In their approach, they assume that a summary graph exists where query computation
takes place so that the processing is fast and requires less space. However, this is not
always the case in reality.
Interpreting Keyword Queries
Fu and Anyanwu [83] also focus on keyword-based searching on RDF databases similar
to the top-k search approach [84]. However, they suggest a couple of additional ideas
that improve both the performance and quality of the semantic search, particularly for
the keyword queries of an ambiguous nature. The authors introduce some techniques to
make use of a user’s query context and search history. Additionally they propose early
termination strategies to reduce the time it takes to generate the output. They claim
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that their approach that considers the query history is more effective in raking the most
likely intended meaning over other ranking techniques that are based on properties of
the database which do not capture user characteristics and context.
Based on their intuition that users tend to issue conceptually related queries in a close
time sequence, their idea is to consider the use of query history to ascertain querying
context and guide the interpretation process, which is similar to the technique that the
Information Retrieval community has adopted by using the user query logs. For example,
for the keyword query “Mississippi River Bank”, it is more reasonable to interpret it as
the financial institution “Mississippi River Bank” if a user had previously queried about
“Mortgage Loan”. In spite of that, if the previous query was “Fishing Techniques”, it
may be better to interpret the current query as the “bank of the Mississippi River”. This
intuition is useful for some cases; however, it might be biased in situations where the
user’s current query intention is misunderstood due to previous use of common keywords
in unrelated queries.
SESSA
Recently, Lukovnikov et al. [85] also explored the problem of entity searching based on
keyword queries from a Question Answering (QA) perspective. The authors offered an
approach based on the color-and-activation-spreading algorithm. Their method spreads
colors derived from the keyword query through a graph and returns the entity satisfying
the color restrictions using a color exhaustion termination strategy. Nonetheless, their
framework is ontology and language dependent since the system requires the lexica for
each ontology-language pair to be supported.
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2.3 Conclusion
In this chapter, we have only covered a portion of research on keyword-based semantic
searching. The field has attracted a lot of attention from researchers in various research
communities. Currently, there are a growing number of active research studies in the
area. In this dissertation, we focus on keyword-based semantic searching on RDF graph
data. Further details about the keyword search techniques and a more complete overview
of the related work can be found in surveys including [49,50].
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CHAPTER 3
Defining Summary Graph Problem
3.1 Introduction
The structured data available in the Semantic Web have been rapidly increasing in
recent years. With the continuing development of Semantic Web technologies, there has
been significant progress including explicit semantics with data on the Web. The Linked
Open Data Initiative [87] led to the development and publication of very large general
purpose datasets such as DBpedia [73] and FreeBase [74] and the use of RDF in other
specific data sources. Concurrently, the number of Web pages published in RDFa [88]
and microformats [89] has increased1.
Thus, searching and processing large amounts of data have become more challeng-
ing. Semantic searches exploit the semantics within the RDF triples producing more
precise information results. Explicitly, the entity types provide invaluable information
for semantic searches as they allow the semantic search algorithms to infer information
regarding the way the entities are being connected in the RDF graph. Unfortunately,
many structured data sources available in the Web today often do not contain the type
triples. Building a summary structure consisting of the entity types, the entities in each
type and type relations can be beneficial for faster query answering as the entire input
data do not need to be completely searched.
The problem of identifying the same or associated entities lies at the heart of the
1This chapter is partially based on our publications [90,91].
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graph summarization problem. It is also at the core of many classical data mining
problems such as semantic searches, clustering, record linkage, ontology mapping, etc.
Fundamentally, the aim is to develop an intelligent enough computational model to know
whether entities being compared are, in fact, associated or the same things. The string
matching and other simplistic techniques do not typically yield accurate results.
In this chapter, we formally define the problem of discovering very similar entities
in RDF data that could be classified as the same type so that multiple entities can be
represented by one class entity type. We call this problem a graph summarization problem
since RDF data can be expressed as a graph. We focus on laying the foundations for
the graph summarization problem in RDF graphs. Secondly, we review the properties
of RDF graphs and the similarity measures for finding the pairwise similarities of the
entities in RDF graphs. Furthermore, we establish some symbolic notation to be used
in this chapter and in the remainder of this dissertation. We also note that the terms
vertex and node are used interchangeably.
3.2 Graph Summarization Problem
An RDF graph comprises a collection of RDF statements that intrinsically represents
a labeled, directed multi-graph with which the resources are expressed unambiguously.
RDF statements describe resources in the form of triples, consisting of subject-predicate-
object expressions that describe a resource, the type of a resource (type triple), or a
relationship between two resources2. The subject in an RDF triple is either an Inter-
nationalized Resource Identifier (IRI) or a blank node, the predicate is an IRI, and the
2http://www.w3.org/TR/rdf11-concepts/#section-IRIs
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object is either an IRI, or a literal or a blank node. The subjects and objects of triples
in the RDF graph are the RDF nodes.
Each RDF node that corresponds to a unique RDF entity is represented with a unique
IRI, and the values such as strings, numbers, and dates are represented by literal nodes.
A literal node consists of two or three elements: a lexical form, a datatype IRI, or a
language tag. The language tag in a literal node is included if and only if the datatype
IRI of the literal node corresponds to rdf:langString [92], which represents a language-
tagged string in RDF. A predicate in an RDF triple is also called a property of the
RDF subject node. A predicate can be one of two types: a DatatypeProperty where the
subject of the triple is an IRI and the object of the triple is a literal, or an ObjectProperty
where both the subject and object of the triple are IRIs. Each object of a subject node
is called a neighbor of that subject node.
RDF data are naturally organized as a graph, and, in fact, can be represented as a
directed labeled graph G = (V, L,E), where the vertices V denote resources and resource
values, the directed edges E represent properties between resources, or between resources
and values, and the labels L are property names or labels.
The problem of constructing the summary graph of G = (V, L,E) can be formulated
as finding the associated summary graph G′ = (V ′, L′, E ′), where V ′ contains the equiva-
lence classes of V corresponding to the entity types, and E ′ is the set of edges with labels
l defined between two equivalence classes. L′ is the set of labels of edges in the graph G′.
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3.2.1 Definition 1 Input Graph Data
Let a directed labeled graph G = (V, L,E) be the RDF input data such that V is the
finite set of vertices; L denotes the finite set of edge labels; and E is the set of edges of
the form e = l(u, v), with u, v ∈ V, l ∈ L and e ∈ E. Note that an edge l(u, v) represents
the RDF triple (u, l, v).
3.2.2 Definition 2 Graph Summarization
Formally, the summary graph G′ = (V ′, L′, E ′) of a data graph G is the directed graph
such that each element of V ′ is a subset of V containing all elements of the same type.
For v ∈ V , we let [v] denote the subset of V containing all elements in V with the same
type as v. E ′ is the set of edges, and L′ is the set of edge labels of G′. Thus, L′ ⊆ L.
The edges or elements in E ′ are formed from the edges in G and the vertices of G′, i.e.,
the elements in V ′. Let u, v ∈ V ; then [u], [v] ∈ V ′. There is an edge l([u], [v]) ∈ E ′ if
and only if there exist s ∈ [u] ⊆ V and t ∈ [v] ⊆ V such that l(s, t) ∈ E.
3.3 Similarity Measures for Calculating of Entity Similarities
We view graph summarization as the discovery of the set of classes such that each
class in this set is the collection of the same or very similar entities. We obtain the
class structure and relations of the summary graph from the data itself based on the
similarity of entities in the original graph G. As the similarity measurements between
pairs of entities are calculated, the determining of the elements, i.e., classes, in V ′ can
be treated as a clustering problem with the aim being the combining of the same or
similar entities into the same class type. We consider the properties of the entities as the
dimensions of the entities when measuring the entity similarity in summary graph class
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discovery.
The intuition that is new to our summarization graph work is that the nodes that
have similar edges tend themselves to be similar nodes; thus, they should be in the same
class. To achieve our clustering goal, we need to compute the similarities of the entities
in the original graph. Below we describe the similarity measures used in the computation
of entity similarities in the RDF graph.
3.3.1 Jaccard Similarity Measure
The Jaccard similarity coefficient also known as the Jaccard index is a statistical
measure that is used for comparing the similarity and the diversity of sample sets, and
it is defined as the size of the intersection divided by the size of the union of the sample
sets [93]. According to the Jaccard index if A and B are subject nodes in a dataset, then
their similarity, J(A,B), is formulated as:
J(A,B) =
|A ∩B|
|A ∪B| (7)
The Jaccard similarity measure of two sets can be demonstrated in a simple example
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containing three sets, such that:
A = {cat, dog, tiger, lion}
B = {sheep, wolf, elephant}
C = {cat, wolf, tiger, lion, elephant}
The Jaccard similiarity between two sets is computed as follows:
J(A,B) = 0/7 = 0
J(A,C) = 3/6 = 0.5
J(B,C) = 2/6 = 0.3
Thus, the Jaccard similarity between the sets A and C is the highest, whereas the similar
between A and B is the lowest amongst the sets.
The Jaccard similarity measure can also be applied to graph data to find the sim-
ilarities of the entities by considering the graph nodes as set names or labels and the
predicates between the nodes as set elements. The subjects of the triples determine the
sets. We think of the subjects as being the names or labels for the sets. More exactly,
the subject of each triple determines a node which is itself a set, and the elements of
each set are the predicates of the triples whose subject is the name or label of the set.
The objects of the triples, which may themselves be names or labels of sets, determine
the neighbors of the subject sets.
3.3.2 RoleSim Similarity Measure
It is clear that the Jaccard similarity index only considers the properties of the entities
when determining the similarity of the entities; it does not take into account the similarity
of neighboring entities. By a neighbor of an entity, we mean another entity which is
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“connected” by a property. In our work, entity u is connected to entity v, i.e., u is a
neighbor of v, if there is a label l ∈ L such that l(u, v) ∈ E. Thus, an entity and its
neighbor are connected and related by a property.
Intuitively, when we are trying to decide how similar two entities are, it is, of course,
important to compare the properties of the two entities. However, the properties by
themselves tell only part of the story. More can be told by comparing the neighboring
entities which are related by similar properties. Thus, by utilizing the neighborhood
similarity, we may produce better results than by using only the Jaccard similarity index.
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Figure 6: Matching Entity Equivalence in Graphs
For this reason, we define the RoleSim similarity measure to determine the similarity
of the interacting references based on the way they interact with their neighbor nodes. In
other words, two nodes or entities tend to have the same role when they interact with an
equivalent sets of neighbors. RoleSim is a similarity metric for graph nodes based on the
maximal matching of neighborhood pairs and a simple iterative computational method.
To elaborate, the maximal matching of neighborhood pairs in a simple example; let
us consider a sample graph containing two entities u and v as illustrated in figure 6.
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The entity v is connected to the neighbors x2 and x3 via a property with label l2.
The entity u also has the same property with label l2 and is connected to its neighbor
y2. When calculating the pairwise similarity, RoleSim favors the neighbors with similar
roles, meaning the nodes with the highest similarity values, that are making the same
connection. In this example, suppose the neighbor node x2 is more similar to the node
y2 compared to the similarity of x3 to y2. Then, RoleSim would take into account the
similarity of x2 and y2 instead of x3 and y2 for the property named l2 when computing
the similarity of u and v.
Given a graph G = (V,E), RoleSim measures the similarity of each node pair in V
based on their neighborhood similarities [94]:
RoleSim(u, v)= (1− β) (8)
×maxM∈Mm(u,v)
∑
(x,y)∈M
RoleSim(x, y)
Nu +Nv − |M |
+β
RoleSim(u, v) denotes the similarity of the nodes u, v ∈ V . The definition of RoleSim
is recursive; i.e., RoleSim(x, y) is calculated the same way as RoleSim(u, v). N(u) and
N(v) denote their respective sets of neighborhoods and Nu and Nv denote their respective
degrees, i.e., Nu = |N(u)| and Nv = |N(v)|.
M is defined as a set of ordered pairs (x, y) where x ∈ N(u) and y ∈ N(v) such that
there does not exist (x′, y′) ∈ M , s.t. x = x′ or y = y′, and moreover, M is maximal in
that no more ordered pairs may be added to M and keep the constraint above. Mm(u, v)
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is the set of all such M ’s. Mm(u, v) is a set of sets.
M is a maximal subset of N(u) ×N(v) such that no element of N(u) appears more
than once as a first coordinate and no element of N(v) appears more than once as a
second coordinate of an ordered pair in M . Thus, |M | = min(Nu, Nv). The maximal
matching ensures that the total value of selected cells has the maximum possible value.
The maximal matching value, M(u, v), is calculated as
M(u, v) = maxM∈Mm(u,v)
∑
(x,y)∈M
RoleSim(x, y)
Max(Nu, Nv)
(9)
The parameter β is a decay factor [95], 0 < β < 1. The parameter β is for decreasing
the influence of neighbors with further distance which dampens the recursive effect.
3.4 Related Similarity Measures
In the context of similarity measures, there have been many studies investigating
similarity measures in various subjects, including but not limited to social networks,
recommendation systems, semantic searches, ontology mappings, and record linkages.
Among many others, Tanimoto similarity [96] and Cosine similarity [13] along with the
Jaccard index [93] are notable measures for comparing the similarity of pair objects.
Some studies explored neighborhood-based similarity measures such as Co-Citation
[97], SimRank [98], PageSim [99], MatchSim [100], SimRank++ [101], PathSim [102] and
Similarity Flooding [103]. Particularly, SimRank is well-known for calculating similarity
in a structural context. However, SimRank does not work well on objects with multiple
connections. By taking the mean of the edges, SimRank sometimes reduces the power of
strong relations when it should increase the similarity score, intuitively.
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Similarity Flooding [103] is also a widely used similarity measure in graph matching
algorithms. The authors provide a generic graph matching approach with the intuition
that the nodes of two distinct graphs in comparison are similar, if their neighbor nodes
are also similar. They use an iterative approach to propagate initial similarities of any
two nodes to their respective neighbor nodes until similarity convergence. Similar to our
approach, they exploit the graph neighborhood similarity and iteratively compute the
neighborhood propagation algorithm to obtain converged similarity values. Nonetheless,
they focus on heterogeneous data and give emphasis to matching heterogeneous graphs.
Contrary to the Similarity Flooding approach, we concentrate more on homogenous graph
data for discovery of node types within a graph.
3.5 Conclusion
In this chapter, we provided the formal definitions of the problem of graph summa-
rization of RDF graphs that lay the foundation for the following chapters. We presented
the similarity measures that are utilized for the computation of the pairwise entity simi-
larities for the discovery of type classes in RDF summary graphs. Moreover, we described
some symbolic notations to be used in the next chapters of this dissertation.
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CHAPTER 4
Generating Summary Graphs from RDF Data
4.1 Introduction
In the Semantic Web, the size of RDF graphs can be very large, and processing an
entire graph for each query can be costly in terms of time and resources. Constructing
a summary graph of an RDF dataset can help improve the query performance and re-
duce processing time. A summary graph consists of the type classes, members of the
type classes, and the relations between the type classes. Each type class represents a
collection of RDF resources having the same type. The summary graph can be used as
an intermediate index structure in semantic searches to avoid unnecessary traversals of
entire RDF graphs1.
A summary graph can be obtained from the dataset ontology, if the dataset is already
tied to an ontology. Another way to obtain the summary graph is to locate the type triples
in the dataset and to organize the type classes and relations accordingly, if the data set
is published using a standard vocabulary [104]. Alternatively, the summary graph can
be built automatically by inferring the class types based on the similarity of the RDF
nodes as is the case of our approach.
In this chapter, we describe the methods of building summary graphs that can enhance
the performance of graph explorations in semantic searches. We discover very similar
entities that can be classified as the same so that multiple entities can be represented by
1This chapter is partially based on our publication [90].
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one class entity particularly in RDF data representation. The end result of the process
is developing the summary graph forming a compact representation of the original data
graph; the vertices of the summary graph stand for groups of data graph elements. We
present a naive approach and our optimized approach along with the algorithms in detail.
4.2 Naive Approach: Bisecting K-Means
The problem of discovering very similar items and representing multiple items by
a single entity has been traditionally studied as a clustering problem. The k-means
algorithm [105] is a commonly used algorithm for efficiently clustering elements with the
same number of dimensions. In that context, the k-means algorithm can be applied to
RDF graphs for discovering class types representing the same or very similar entities.
In general form, the k-means algorithm requires that the data points need to contain
the same number of dimensions for the cluster distance calculation. To apply k-means in
RDF graphs, we treat the nodes of the graph which constitute the data points and their
properties as the dimensions of data points. As each data point needs to have the same
number of dimensions, the dimension of data points utilized in the algorithm is equal
to the distinct number of labels in the RDF graph. Consequently, if a node v ∈ V has
a property li ∈ L then the corresponding data point x is set to 1 for the dimension i.
Otherwise, it is set to 0. Since the possible values are either 0 or 1, we use the Manhattan
distance [106, 107] instead of the Euclidean distance [108, 109] in the k-means centroid
calculation.
A drawback of the k-means algorithm is the requirement to know the number classes
(k) in advance. Since it is not feasible to predict k in a large real world dataset, we utilize
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the bisecting k-means clustering method, in which the dataset is recursively divided into
k = 2 number of clusters until the maximum distance of each cluster to the corresponding
centroid is less than a threshold . The final set of clusters constitutes the classes in the
summary graph G′ of G(V, L,E) such that
k: The number of cluster classes
X: A set of data vectors such that:
For each v ∈ V , we define a data vector xv. Each data vector has |L| coordinates.
The ith coordinate of xv is 1, if there is an edge with label li. Otherwise, it is assigned
to 0 as formulated below:
∀i. 1 ≤ i ≤ |L| ∧ v, u ∈ V, li ∈ L, xv ∈ X.
xv(i) =

1, if ∃ li(v, u)
0, otherwise
(10)
C: The final set of clusters representing the type classes in the summary graph
N : Initialized #k random centroids in X
: The maximal acceptable distance between a node and its centroid
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Algorithm 1 KMeansSimilarity(G(V, L,E), X,N)
C ← ∅
k ← 2
ClusterTheSet(X,N, k)
function ClusterTheSet(X,N,k)
(N ′, C ′)← KMEANS(X,N, k)
for j = 1→ k do
maxdistance←Max{|x(i)−N ′(j)|, for (x(i) ∈ C ′(j))}
if maxdistance >  then
N ′′ ←k newly generated centroids in C ′(j)
ClusterTheSet(C ′(j), N ′′, k)
else
C ← C ∪ p
end if
end for
end function
return C
N ′ and N ′′ are the intermediate list of centroids, and C ′ denotes the intermediate
cluster points.
While the k-means approach works well for some datasets, it is obvious that it is not
an optimal solution. It does not take the neighborhood similarity and the relations of
the nodes into account. Also, its similarity mechanism does not distinguish between the
nodes with properties having multiple interactions and single interactions. It neglects
the fact that the presence of the same attribute may not always guarantee the similarity
in different contexts since the interacting nodes may be irrelevant.
4.3 Optimized Approach: Use of Graph Locality
In this approach, we tackle the problems noted in the k-means approach. We construct
a summary graph based on pairwise similarity matrices of entities. We provide a novel
machine learning algorithm that automatically infers the type semantics from the general
RDF graph data by utilizing common properties. Consequently, we enhance the type
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inference by taking into account the similarity of neighbors in the RDF graph.
The intuition is that the nodes that have similar predicates connected to similar
neighbors tend themselves to be similar nodes; thus, they should be in the same class.
The properties of the entities are treated as the dimensions of the entities when measuring
the pairwise similarity. The direct similarities of the entities are taken into account
along with the similarity of the neighbors with which they interact. For the rest of
the dissertation, we refer to this optimized approach as the summary graph generation
approach.
4.3.1 Computation of Entity Similarity
In computation of similarity, we consider the subject nodes in the original graph to
be set names or labels and their properties to be the elements belonging to these sets.
We calculate the Jaccard similarity between two nodes u and v by noting that |u ∩ v| is
the number of properties that the subject nodes u and v have in common while |u ∪ v|
is the number of properties in the union of the subject nodes u and v.
While the Jaccard index gives a good initial estimation of the similarity between two
nodes, it can be improved since it does not take the importance of neighborhood similar-
ities into consideration. To improve our similarity calculations, the Jaccard similarity of
the two nodes is augmented with the similarity of their neighbors. However, we do not
compare all neighbors to all neighbors. We compare neighbors selectively. Let us assume
that we are trying to determine the similarity of two nodes u and v. Further, we assume
that s is a neighbor of u, and t is a neighbor of v. We determine the similarity of s and
t only if there is a common property, which connects u to s and also connects v to t.
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Then we apply the RoleSim measure in conjunction with the Jaccard index to calculate
the similarity of two graph nodes augmented with similarities of their neighbors.
We note, however, that the input graph for the generic version of the RoleSim measure
is an unlabeled directed graph unlike an RDF graph, which is a labeled directed graph.
Thus, we extend the RoleSim similarity to labeled graphs since RDF triples contain
labeled edges. In this work, the RoleSim(u, v) measure is used when there may be
multiple neighbors with a commonly labeled edge reached from the nodes u and v, where
u and v are nodes in the input graph.
In the lists below, for 1 ≤ i ≤ |L|, li is a label for an edge, i.e., li ∈ L. When
1 ≤ h ≤ |L| and if i and h are not equal, then li and lh are different labels, i.e., li and lh
are different properties. [xi] and [yi] are the sets of nodes which are related to u and v,
respectively, by property li. [xi] and/or [yi] may for some properties li be the empty set.
l1(u, [x1]), l2(u, [x2]), ...li(u, [xi]) ∈ E
l1(v, [y1]), l2(v, [y2]), ...li(v, [yi]) ∈ E.
For each li ∈ L, then for each z ∈ [xi], li(u, z) ∈ E and for each w ∈ [yi], li(v, w) ∈ E.
It is assumed that there are |L| different properties, which may be properties in triples
with subject u and are also properties in triples with subject v. Then, by using RoleSim
measure on the common properties, their similarity can be calculated as:
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PairSim(u, v)k= (1− β) (11)
× 1|u ∪ v|
×(
∑
j∈(u∩v)
maxM∈Mmj(u,v)(
∑
(x,y)∈M
PairSim(x, y)k−1
N ju +N
j
v − |M |
))
+β
where k is the iteration number, such that, if k = 3 then PairSim(u, v)k denotes to
the similarity of the node pair (u, v) at the third iteration and PairSim(u, v)k−1 denotes
to the similarity of the node pair (u, v) by the end of the second iteration. Also, N j(u) and
N j(v) denote their respective neighborhoods that are reached by a common edge. x ∈ N j(u)
and y ∈ N j(v), and N ju and N jv denote their respective degree connected by jth common
edge. Said differently, N j(u) is the cardinality of [xj], and N
j
(v) is the cardinality of [yj].
We define M to be a set of ordered pairs (x, y) where x ∈ N j(u) and y ∈ N j( v) such
that there does not exist (x′, y′) ∈ M , s.t. x = x′ or y = y′, and furthermore, M is
maximal in that no more ordered pairs may be added to M and keep the constraint
above. Mmj(u, v) is the set of all such M ’s. Mmj(u, v) is a set of sets.
By a “maximal nonrepeating matching”, we mean that we form as many pairs as we
can from the elements in N j(u) and N
j
(v) with the restriction that no element in either N
j
(u)
and N j(v) may be used in more than one ordered pair.
The parameter β is a decay factor 0 < β < 1, which helps reduce the influence of
neighbors with further distance due to the recursive effect. l1(u, x) and l2(v, y) represent
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directed edge labels s.t. l1, l2 ∈ L, and l1 = l2, x ∈ N(u) and y ∈ N(v).
4.3.2 Entity Type Discovery Algorithm
Augmenting the neighborhood similarities adds extra complexity to the algorithm be-
cause only immediate neighbors are known in advance. Immediate neighbors’ neighbors
or similarities depend on two hop neighbors’ similarities; two hop neighbors similarities
depend on three hop neighbors similarities, and so on. Therefore, the algorithm needs
to run in multiple iterations until the results converge. To perform these calculations,
we propose an iterative algorithm, which is similar to the PageRank algorithm [110]. At
initiation, the similarity of all node pairs gets set to 1 if they share a common property
and 0 otherwise. Such that:
∀(u, v ∈ V ) :
(S(u, v) = 1)→ (|u ∩ v| > 0) and,
(S(u, v) = 0)→ (|u ∩ v| = 0)
The algorithm runs iteratively until the similarity measure for each pair converges.
Consequently, the algorithm generates the distinct classes based on a given threshold
such that the nodes u and v get put into the same class if their dissimilarity is less than
the defined threshold: .
Below are the steps of the algorithm:
• Sort the triples according to their edge labels
• Process the sorted triples to extract the pairs of nodes which have at least one
common edge label
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• Keep running the similarity metric above in a loop until the similarity measures
converge
• Generate the classes based on the calculated similarity measures
Algorithm 2 SimMeasure(G(V, L,E), β,MaxIter)
∀pair(u, v) ∈ V (S(u, v)← 0)
H ← ∅
T ← Sort(E) by l, u, v s.t. l(u, v) ∈ E
for each distinct pair(u, v) from T do
if ∃(l1(u, x) and l2(v, y)) s.t. l1 = l2 then
S(u, v)← 1
P (u, v) ← (u, v, Lj, N j(u), N j(v)) where u, v ∈ V and Lj ∈ L is the list of
common labels between u and v
H ← H ∪ P (u, v)
end if
end for
Sprevious ← ∅
converged← 0
k ← 0
while converged = 0 and k < MaxIter do
for each((u, v, Lj, N j(u), N j(v)) ∈ H) do
S(u, v) = PairSim(u, v)k
converged = IsConverged(S, Sprevious)
Sprevious ← S
k ← k + 1
end for
end while
return S,H
In the worst case, this technique requires n2 passes if all of the nodes in the graph
have a common edge with every other node in the graph. In reality, this situation is
very rare. In fact, a node pair only has to be processed if the nodes share a common
property. Accordingly, the similarity computation of the algorithm runs in the n(logn)k
time in average, where k is a constant number of iterations until convergence. However,
the overall cost remains n2 due to the generation of common pairs and the similarity
matrix of entities.
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4.3.3 Summary Graph Class Creation Algorithm
Once the similarity is calculated, the class creation algorithm generates the distinct
classes based on the given epsilon threshold.
Algorithm 3 CreateClasses(S,H)
Input: SimMatrix S, Pairs H
Output: Classes C
C ← ∅
for each((u, v, Lj, N j(u), N j(v)) ∈ H) do
if C(u) exists then
ci ← C(u)
else
ci ← {u}
end if
if 1− S(u, v) <  then
if C(v) exists then
ci ← ci ∪ C(v)
else
ci ← ci ∪ {v}
end if
end if
C ← C ∪ ci
end for
return C
For example, let us consider the similarity of the sample graph with the nodes of two
universities in Figure 7. At the initial state, the similarity of the two nodes Kent State
and Case Western is 1. As we run through the iterations, the similarity values are being
updated and eventually converge to final values.
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Figure 7: A Sample Pairwise Entity Similarity Computation
PairSim(u, v)k =(1− β)× 1|u ∪ v| × (
∑
j∈(u∩v)
maxM∈Mmj(u,v)(
∑
(x,y)∈M
PairSim(x, y)k−1
N ju +N
j
v − |M |
)) + β
PairSim(u, v)1 =(1− 0.15)× 1
10
× ( 1
1 + 1− 1 +
1
1 + 1− 1 +
1
1 + 1− 1
+
1
1 + 1− 1 +
1
2 + 1− 1 +
1
2 + 1− 1
+
1
1 + 2− 1 +
1
1 + 1− 1 +
1
1 + 1− 1) + 0.15
PairSim(u, v)1 =0.85× 1
10
× (6 + 0.5 + 0.5 + 0.5) + 0.15 = 0.79
4.3.4 Evaluation
We conducted evaluations based on a subset of DBpedia and a subset of SemanticDB
[111], a Semantic Web content repository for Clinical Research and Quality Reporting.
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To summarize our evaluations, we tested several parameters of the algorithm, includ-
ing the maximum iteration, beta factor, class dissimilarity threshold, iteration conver-
gence threshold, and the size of dataset in type generation, as demonstrated in Table 1.
For verification, we collected the entity types for evaluating the summary graph results
against the expected results.
While the number of iterations depends on the dataset characteristics, we found that
the similarity measures typically converge quickly after a few iterations. The algorithm
stops the iteration, once the rate of change in the similarity measures drops below the
threshold , defined as the minimum value for the similarity iteration convergence, with-
out having to iterate until maximum iteration. Hence, the maximum iteration and the
convergence threshold values are kept relatively small as 10 and 0.001, respectively, in
our experiments.
Table 1: Summary Graph Evaluation Results
Datasets #Triples #Iterations Beta Class Threshold Accuracy
DBpedia 4,064 3 0.15 0.6 94%
SemanticDB 6,450 4 0.15 0.5 87%
In Algorithm 2, the class types are generated by utilizing the class dissimilarity thresh-
old, which determines the entities belonging to the same class in summary graph. Higher
dissimilarity threshold results in more coarse classes, whereas the classes become more
granular when the threshold is chosen smaller. While it can be tuned differently in vari-
ous datasets, the class dissimilarity threshold ranging between 0.4 and 0.6 in combination
of the beta factor of 0.15 appeared to work well in our experiments.
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4.4 Related Work
As a summary graph structure can be very beneficial for reducing computational
complexity in many problems, it has been investigated by researchers for various appli-
cations [84,90,91,104,112]. One of the methods to generate a summary graph from RDF
data is utilizing the ontological structure, if the underlying ontological information is
readily available. Yet the ontology might not be always accessible in real world datasets
as is the case for the RDF data embedded in Web pages. Another method for summa-
ry graph generation is locating the type triples in the dataset and organizing the type
classes and relations accordingly by utilizing a known vocabulary as proposed in [104].
The authors in the study [104] offer an algorithm to produce a summary graph structure
that relies on the presence of rdf:type predicates and proper usage of type triples in the
dataset. Still, this method only works if the RDF data is published using a standard
vocabulary and is properly structured.
Alternatively, it can be generated by inferring the class type information from the
RDF dataset itself as suggested in [112] and in our approach. Our method constructs
the summary graph class types and relations based on the similarity of the RDF nodes.
In this context, there have been some related work in the area of graph partitioning and
instance matching in the Semantic Web community. With a data partitioning perspec-
tive, [112] proposed developing an index structure based on a bisimulation technique. In
this respect, some research studies have also investigated comparing instances based on
the properties and roles in the area of ontology instance matching but they primarily
focus on the ontology mapping [113,114] or ontology population [115] tasks.
54
As broadly considered, summary graph generation in RDF graph data can be thought
of as a data clustering problem. In the literature, clustering methods have been exten-
sively studied. There is a variety of techniques for finding clusters within data, including
well-known clustering algorithms such as DBSCAN [116] and OPTICS [117] in addition
to k-means [105]. They are often successful in low dimensional data. However, many of
the existing clustering methods fail in high-dimensional data.
4.5 Conclusion
In this chapter, we presented two approaches for building summary graphs in RDF
data. The first is a naive approach based on k-means clustering algorithm. The second
approach is an efficient algorithm based on pairwise similarities of the graph entities,
in which the graph localities and neighborhood similarities are taken into consideration.
To assess the effectiveness of our optimized approach, we conducted evaluations that
demonstrated significant results in identifying the classes of entities.
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CHAPTER 5
Augmenting RDF Summary Graph Generation
In previous chapter, we presented an efficient algorithm for auto-generating a summa-
ry graph structure from an RDF dataset for faster computations. This chapter focuses
on the key improvements to the pairwise graph node similarity calculation in summary
graph generation for potentially more accurate results1.
The enhancements to our core summary graph generation approach [90] include in-
corporating literal node similarities, applying auto-generated importance weights of the
IRI node descriptors and developing a measure describing the degree of confidence of the
summary graph class relations. In the following sections, we describe these key improve-
ments in detail.
5.1 Incorporating Literal Node Similarity
Our graph summarization approach is based on calculating the similarity of entities
by utilizing the predicates of the IRI nodes. Our premise is that similar nodes tend to
have similar properties and interact with similar neighbor nodes, which are either IRIs
or literals. It is challenging to infer the semantics of literal nodes. However, an effective
literal node similarity metric is needed for calculating the similarity of pairs of IRI nodes
when some of the neighbors of the IRI nodes are literal nodes. We think that incorpo-
rating literals when computing the similarity of pairs can be beneficial when identifying
1This chapter is partially based on our publication [91].
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similar entities, particularly in datasets where the entities are commonly described using
literals. Thus, we are taking the similarity of literal neighbor nodes into account when
doing similarity calculations in the present study.
While incorporating literals in the computation of the similarity of IRI node pairs,
we are assuming that all the literals are in the same language, as the same literals may
have totally different meanings in different languages. Thus, there is only one value for
the rdf:langString component of the literal nodes if present. Therefore, we disregard the
third component of rdf:langString if present, which means we work only with the lexical
form and the data type URI component of a literal node.
Both the lexical form and the data type URI component clearly impact the similarity
of a pair of literal nodes. Thus, they indirectly impact the similarity of IRI nodes in
the calculation of neighborhood similarity, and their impacts need to be weighted. Since
calculating the similarity of literal nodes when data types are different is meaningless, we
only consider the similarity of two literal neighbors when their two data types are equal.
For the lexical form components of the literal nodes, we use a string similarity technique
based on common words within the two lexical forms along with their auto-generated
importance weights. More details about the importance weights will be given in the
following section.
5.2 Descriptor Importance and Automatic Detection of Noise Labels
An IRI node is described through its predicates and the collection of literal neighbor-
ing nodes in the lexical form. We call these predicates and literal nodes the descriptors
of the IRI nodes. The similarity of two IRI nodes is calculated from their descriptor
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similarities including the similarities of their neighbors. The accuracy of pairwise graph
node similarity is often impacted by the weight of a property associated with the graph
nodes when the neighbor nodes are object nodes or with the weight of a string literal
word referenced by the graph nodes when the nodes are literal type. Each descriptor
may have a different impact on an IRI node. Namely, each descriptor has a different
importance weight, and the weight of each descriptor differs per IRI. Identifying appro-
priate metrics for generating weights for descriptors of the IRI nodes to be utilized in the
pairwise graph nodes similarities is a formidable yet significant task.
We investigated the factors that can impact the weight of a descriptor, and then, we
suggest an approach for generating the importance weights of the IRI node descriptors
automatically. Our approach is based on two premises: (1) the weight of a descriptor may
differ for each IRI for which it is a descriptor and (2) the weight increases proportionally
by the number of times a descriptor appears in the referenced IRI, but it is offset by the
frequency of the descriptor in the entire RDF dataset. It is a similar notion to the term
frequency-inverse document frequency (tf-idf) [34, 35], a commonly used technique in
information retrieval, indicating that some words may be important in some documents
but not as important in other documents. More exactly, the importance of a word in a
document increases by its frequency in the document but its importance decreases by its
frequency in the corpus [118]. We apply the tf-idf concept to the properties and nodes
in RDF graphs to compute the weight of properties. tf-idf is calculated as follows:
tf − idf(p, u,G) = tf(p, u)× idf(p,G). (12)
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where the term frequency (tf) [34] represents the frequency of a proposition p with respect
to a graph subject node u. More exactly, when u ∈ V and p ∈ L, then
f(p, u) = |{v ∈ V : p(u, v) ∈ E}|. (13)
Equivalently, f(p, u) is the number of RDF triples with subject u and property p.
To define tf(p, u), it is helpful to have a notation for the set of all properties with
subject u. Thus, for u ∈ V , L(u) = {q ∈ L : ∃v ∈ V with q(u, v) ∈ E}. Then
tf(p, u) =
f(p, u)∑
q∈L(u) f(q, u)
. (14)
The inverse document frequency (idf) [35] represents the frequency of a property
usage across all graph nodes, and it is defined as
idf(p,G) = ln
|V |
|{u ∈ V : p ∈ L(u)}| . (15)
We apply a similar approach to calculate the weight of word importance in literal
nodes, which can consist of a set of words. A string literal is a range for a DatatypeProp-
erty. We assert that the weight of word importance depends upon the source subject
node, the frequency of the word within the triple collection for each subject node, and
the frequency of the word within the entire data set.
We calculate the property importance and assign weights depending on the degree
of distinctiveness of a property describing an entity. With property distinctiveness, we
mean the uniqueness of a property in describing the key characteristics of an entity type.
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For instance, if a property is specific to an entity type, it is a distinguishing character
of that type from other types. When a property exists in all entity types, its quality of
being distinctive is low. The noise labels tend to be common for a majority of entities
if not for all entities. Thus, the noise labels have very low quality of distinctiveness in
describing the entity types. For example, in table 3, the property wikiPageUsesTemplate
in DBPedia dataset is a noise label. It is a dataset specific descriptor, which describes
the web template of the page that an entity is displayed rather than describing the entity
itself. On contrary, the property influences in DBPedia is only available to a certain
type of entities. It distinctively describes the entities, which represent “people who had
influential ideas”. By increasing importance weights of properties with a higher degree
of distinctiveness, we reduce the importance of noise labels automatically. As a result,
the noise labels have significantly less impact on the overall similarity measures.
5.3 Class Relation Stability Metric
The summary graph from an RDF dataset is built automatically, and the constructed
summary graph is also represented in RDF in our approach. The IRI nodes that have
similarity higher than a defined threshold are considered to be of the same type, and they
are categorized in the same class in the summary graph. A class predicate between a
class c1 and a class c2 is generated and represented as l(c1, c2) when there is at least one
relation l(u, v) such that u and v are IRIs in the dataset, G = (V,E, L), and u ∈ c1 and
v ∈ c2 with both c1 and c2 being type classes in the summary graph, G′ = (V ′, E ′, L′).
Then we have l ∈ L′ and l(c1, c2) ∈ E ′. However, automatically generated summary
graphs can be error prone. Therefore, a metric to measure the degree of confidence of a
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predicate between classes in the summary graph would be beneficial. We call this metric
Class Predicate Stability (CPS). The CPS is similar to the stability concept introduced
by Paige and Tarjan [119].
For a triple (c1, p, c2) in the summary graph G′ with c1 and c2 being type classes
containing IRI nodes and p being a predicate between them, the CPS metric is calculated
as the number of the IRI nodes u in class c1 having a triple of the form (u, p, v) with
u ∈ c1 and v ∈ c2 divided by the total number of the IRI nodes in c1 in the summary
graph. CPS(c1, p, c2) is formulated as
CPS(c1, p, c2) =
|(u, p, v) : u ∈ c1, v ∈ c2}|
|c1| (16)
where |c1| is the number of IRI nodes in the class c1. Note that |c1| > 0 and 1 ≥
CPS(c1, p, c2) ≥ 0. We define full CPS as follows: for two classes in the summary graph
either all the IRI nodes from c1 are connected with a predicate p to at least one IRI
node in c2 or none of the IRI nodes in c1 is connected with the predicate p to an IRI
node in c2. Therefore, a full CPS with respect to a triple (c1, p, c2) occurs only when
CPS(c1, p, c2) = 1 or CPS(c1, p, c2) = 0.
The CPS value for a triple (c1, p, c2) in the summary graph indicates how strongly
connected and how coarsely partitioned the type classes c1 and c2 are with the predicate
p. Thus, the average of all the CPS values in the summary graph is a measure of accuracy
for the generated summary graph. CPS(G′) is formulated as
CPS(G′) =
|E′|∑
i=1
CPS(c1i, pi, c2i)
|E ′| (17)
where G′ = (V ′, E ′, L′) is the summary graph and pi(c1i, c2i) ∈ E ′, and we are assuming
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|E ′| > 0.
Another advantage of calculating the CPS metric is that it can further be utilized
in semantic search algorithms. In traditional semantic search algorithms, the relations
between two different type classes are assumed to be tightly coupled [84]. In real sit-
uations this assumption may not always be true, especially if the summary graph is
auto-generated as in our study. We propose that the CPS metric can be used to measure
the impact factor between two type classes and utilized in the semantic search graph
traversal for more accurate results.
5.4 Evaluations
In the evaluations, we assessed the effectiveness of the proposed improvements on
three datasets: a subset of DBpedia [73]; a subset of SemanticDB [111], a Semantic Web
content repository for Clinical Research and Quality Reporting; and a subset of Lehigh
University Benchmark (LUBM) [120], a benchmark for OWL knowledge base systems.
We ran the datasets for summary graph generation with the core summary graph
generation algorithm that was proposed in our previous work [90] and with the improve-
ments suggested in this work. The improvements include taking the literal neighbor
similarity and the dynamic property weight assignment into account in type generation.
The goal of our evaluations was to investigate the impact of the improvements in real
world datasets.
The reason for selecting these three datasets was that they represent different aspects
of real world semantic data. Thus, we tested the applicability of our approach in dif-
ferent types of datasets. SemanticDB is a domain specific semantic data repository in
62
Table 2: A Sample of RDF Triples from Each Dataset
Dataset Subject Predicate Object
SemanticDB SurgeryProcedure:236 hasCardiacValveAnatomyPathologyData CardiacValveAnatomyPathologyData:70
SemanticDB SurgeryProcedure:236 hasCardiacValveRepairProcedureData CardiacValveRepairProcedureData:16
SemanticDB SurgeryProcedure:236 SurgeryProcedureClass “cardiac valve”
SemanticDB SurgeryProcedure:236 CardiacValveEtiology “other”
SemanticDB SurgeryProcedure:236 CardiacValveEtiology Event:184
SemanticDB SurgeryProcedure:236 belongsToEvent Event:184
SemanticDB SurgeryProcedure:236 SurgeryProcedureDescription “pulmonary valve repair”
SemanticDB SurgeryProcedure:236 CardiacValveStatus “native”
SemanticDB SurgeryProcedure:104 hasCardiacValveAnatomyPathologyData CardiacValveAnatomyPathologyData:35
SemanticDB SurgeryProcedure:104 SurgeryProcedureClass “cardiac valve”
SemanticDB SurgeryProcedure:104 CardiacValveEtiology “rheumatic”
SemanticDB SurgeryProcedure:104 belongsToEvent Event:81
SemanticDB SurgeryProcedure:104 SurgeryProcedureDescription “mitral valve repair”
SemanticDB SurgeryProcedure:104 CardiacValveStatus “native”
LUBM Student49 telephone “xxx-xxx-xxxx”
LUBM Student49 memberOf http://www.Department3.University0.edu
LUBM Student49 takesCourse Course32
LUBM Student49 name “UndergraduateStudent49”
LUBM Student49 emailAddress “Student49@Department3.University0.edu”
LUBM Student49 type UndergraduateStudent
LUBM Student10 telephone “xxx-xxx-xxxx”
LUBM Student10 memberOf http://www.Department3.University0.edu
LUBM Student10 takesCourse Course20
LUBM Student10 name “UndergraduateStudent10”
LUBM Student10 emailAddress “Student10@Department3.University0.edu”
LUBM Student10 type UndergraduateStudent
DBPedia Allen Ginsberg wikiPageUsesTemplate Template:Infobox writer
DBPedia Allen Ginsberg influenced John Lennon
DBPedia Allen Ginsberg occupation “Writer, poet”@en
DBPedia Allen Ginsberg influences Fyodor Dostoyevsky
DBPedia Allen Ginsberg deathPlace “New York City, United States”@en
DBPedia Allen Ginsberg deathDate “1997-04-05”
DBPedia Allen Ginsberg birthPlace “Newark, New Jersey, United States”@en
DBPedia Allen Ginsberg birthDate “1926-06-03”
DBPedia Allen Ginsberg deathPlace “New York City, United States”@en
DBPedia Albert Camus wikiPageUsesTemplate Template:Infobox philosopher
DBPedia Albert Camus influenced Orhan Pamuk
DBPedia Albert Camus influences Friedrich Nietzsche
DBPedia Albert Camus schoolTradition Absurdism
DBPedia Albert Camus deathPlace “Villeblevin, Yonne, Burgundy, France”@en
DBPedia Albert Camus deathDate “1960-01-04”
DBPedia Albert Camus birthPlace “Drean, El Taref, Algeria”@en
DBPedia Albert Camus birthDate “1913-11-07”
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Healthcare. It provides structured type information for the entities that we utilized as
the ground truth for automatic verification of the accuracy in the evaluations. Lehigh U-
niversity Benchmark (LUBM) is a structured and well-known benchmark dataset, which
has type information available. However, the entities can have multiple types. Unlike
SemanticDB, LUBM data has hierarchical types. For instance, an entity can have both
types: Student type and Graduate Student type. Therefore, we performed a manual
verification process for the ground truth to ensure the accuracy of evaluations. Lastly,
DBPedia is a commonly used general purpose dataset, which is a central source in the
Linked Open Data Cloud [87]. Type information is not always present for entities in DB-
Pedia. Moreover, some entities have several types, including hierarchical types, which
makes it problematic for automatic verification of accuracy results. Therefore, we man-
ually verified the accuracy of the ground truth in the evaluations. Table 2 demonstrates
a sample of RDF triples from each dataset in the evaluations.
We also evaluated the performance of dynamic assignment of descriptor weights.
Table 3 shows a sample of dynamically assigned descriptor weights from each dataset. As
expected, the algorithm assigned higher weights to the properties with a higher degree of
distinctiveness describing the resource type. For instance in LUBM dataset, takesCourse
property is more descriptive of the Student type than the name property, which is a
common property for all class types in the dataset. Thus, takesCourse was assigned a
weight of 44.1% as compared to the weight of 7.5% for name.
We observed that a higher class dissimilarity threshold results in more coarse classes,
whereas the classes become more granular when the threshold is chosen smaller. The beta
factor and the class dissimilarity threshold can be tuned differently in various datasets.
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Table 3: An Excerpt from Dynamically Assigned Weights of Descriptors
Dataset Node Pair Descriptor Type Descriptor Weight
LUBM (Student49,Student10) Property memberOf 14.7%
LUBM (Student49,Student10) Property takesCourse 44.1%
LUBM (Student49,Student10) Property emailAddress 14.0%
LUBM (Student49,Student10) Property type 5.7%
LUBM (Student49,Student10) Property name 7.5%
LUBM (Student49,Student10) Property telephone 14.0%
SemanticDB (Procedure:236,Procedure:104) Literal “cardiac” 13.6%
SemanticDB (Procedure:236,Procedure:104) Literal “native” 15.2%
SemanticDB (Procedure:236,Procedure:104) Literal “other” 14.3%
SemanticDB (Procedure:236,Procedure:104) Literal “pulmonary” 22.8%
SemanticDB (Procedure:236,Procedure:104) Literal “repair” 17.2%
SemanticDB (Procedure:236,Procedure:104) Literal “valve” 16.9%
DBPedia (Allen Ginsberg,Albert Camus) Property wikiPageUsesTemplate 2.2%
DBPedia (Allen Ginsberg,Albert Camus) Property influences 58.3%
DBPedia (Allen Ginsberg,Albert Camus) Property deathDate 2.2%
DBPedia (Allen Ginsberg,Albert Camus) Property birthDate 2.4%
DBPedia (Allen Ginsberg,Albert Camus) Property birthPlace 2.1%
DBPedia (Allen Ginsberg,Albert Camus) Property deathPlace 2.1%
DBPedia (Allen Ginsberg,Albert Camus) Property influenced 30.7%
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Table 4: Evaluation Results
Dataset Algorithm #Triples Class Threshold #Iterations Stability Accuracy
SemanticDB Core 6,450 0.5 4 61.0% 87.3%
SemanticDB With Improvements 6,450 0.5 4 68.2% 94.1%
LUBM Core 6,484 0.3 3 67.8% 90.7%
LUBM With Improvements 6,484 0.3 3 78.4% 98.6%
DBPedia Core 10,000 0.6 3 82.4% 92.8%
DBPedia With Improvements 10,000 0.6 3 89.1% 92.2%
Their optimum values depend on the characteristics of the datasets. For each dataset, we
kept the beta factor and the class dissimilarity threshold the same in both evaluations;
core algorithm and algorithm with the improvements. We found that the class dissimi-
larity threshold ranging between 0.3 and 0.6 in combination with the beta factor of 0.15
appeared to work well in our evaluations.
It is clear that the evaluation with the suggested improvements generates a summary
graph with better accuracy and stability, as demonstrated in Table 4. We noticed that the
literal similarity improves the class generation accuracy in datasets that have frequently
used terminology as in the case of SemanticDB and LUBM. On the other hand, it may
have an adverse effect in datasets with lengthy and diverse vocabulary of literals as in
the example of DBPedia.
Figure 8 illustrates a small sample set of entities in the RDF graph from SemanticDB
and their corresponding class types in the summary graph. As demonstrated in Figure
8, the classes C-E1 and C-E2 represent the entities that are patient event types. They
are classified in two different classes because when compared with the original dataset
we observed that the entities in C-E1 are more specifically patient surgery-related event
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Figure 8: Graph Entities and Corresponding Class Types
types while the entities in C-E2 are patient-encounter related event types. Also, the
classes E-SP1 and E-SP2 are surgical procedure types. More specifically, the entities in
E-SP1 are coronary artery and vascular procedure-related procedures while the entities in
E-SP2 are cardiac valve related-procedures. The classes C-VP and C-CAG represent the
entities that are related to vascular procedures and coronary artery grafts, respectively.
We implemented a basic algorithm to name the classes based on the class member IRIs.
The classes C-E1, C-E2, C-SP1, C-SP2, C-VP and C-CAG are named as C-Event-1,
C-Event-2, C-SurgicalProcedure-1, C-SurgicalProcedure-2, C-VascularProcedure and C-
CoronaryArteryGraft, respectively.
The summary graph is generated along with the classes and the class relations or
predicates with a stability measure for each relation. Figure 9 shows an excerpt from
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Figure 9: An Excerpt from the Generated Summary Graph
the summary graph representing the class relations from SemanticDB dataset. The
percentage values beside the predicates are the stability (CPS) measures.
5.5 Related Work
Many methods have been proposed for calculating the graph node similarities in an
RDF data set, including our previous study [90]. While most of the similarity calculations
do not take the property weights into account as in [90] and [98], there are some studies
that try to calculate the property weights and apply them in similarity calculations.
H-Match [121] tried to detect the property weights using the distinct value based
weight generation, assigning higher weight to a property that references more distinct
values. However, a training set of instances may not always be available.
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In [122] the authors suggest that properties with a maximum or an exact cardinality
of one have a higher impact in instance matching, thus having a higher property weight.
This assumption does not work well in instance type discovery. For instance, in a uni-
versity related dataset the more specific property hasPresident should have more impact
in type discovery than the more general property hasName, even though both of the
properties have the cardinality of one. In this case, the assumption would misleadingly
assign the same weight to both of the properties.
On the other hand, [123] considers the ratio of the number of distinct values of a
property to the number of instances in a dataset in addition to the number of distinct
values referenced by the property. However, they primarily focus on instance matching,
where property weights naturally yield precedence to properties that make the instances
more unique. Unlike the instance matching approach, we emphasize the properties that
would help describe the entity types more distinctively.
In [119] the authors defined the stability concept to be used in a coarsest partitioning
problem. They utilized the stability concept on directed graphs. In our work, we leverage
the stability concept to be used in a summary graph which is in RDF data model.
5.6 Conclusion
In this chapter, we described improvements to our pairwise graph node similarity
calculation with the addition of the property and string word importance weights. We
introduced the Class Predicate Stability metric, which allows evaluation of the degree
of confidence of each class predicate in the summary graph. We experimented with the
enhanced method applied in our previous core summary graph generation technique.
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The results show that our enhanced method can yield more accurate results over the
core summary graph generation technique.
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CHAPTER 6
Using RDF Summary Graph for Keyword-based Semantic Searches
As the amount of linked data available in RDF increases [87], it also provides a vast
global platform for semantic search opportunities. Many large data sources provide a
formal query end point for precise searching on the RDF data. Despite that RDF handles
the schema and structural level interoperability, it still does not resolve the challenges
in semantic reasoning in the data layer. In fact, RDF helps focus on the meaning and
usage of data rather than its representation and interoperability, which is a tremendous
benefit alone.
In this chapter, we present our keyword-based semantic search framework that utilizes
a summary graph structure for exploration of the RDF data and provides relevant results.
For efficient graph explorations, we first construct a summary graph automatically from
underlying RDF data as presented in chapter 4 [90,91].
6.1 Implementing Keyword-based Semantic Searches in RDF Graphs
Exploring data using a structural query language such as SPARQL requires prior
knowledge of the underlying schema. In order to obtain answers for certain questions,
users would need to learn how the underlying data are structured within the knowledge
base and form a specific query to get answers. The syntax can be extremely discouraging
and difficult for even technical users. Thus, there has been different approaches to the
methods of integrating keyword-based queries into semantic searches on RDF graphs
71
since the keyword queries are easier to form and widely used in daily life [76,83,84].
Further, the users might not know exact keywords for the intended query as is often
the case, particularly, in specialized domains. The users may not have knowledge of the
technical terms that would fit best in keyword searches. Moreover, they may not be
aware of the remaining entities that might be relevant that were not part of the keyword
search. Let us recall the keyword query example searching with the keywords, “disease
causing yellow discoloration of skin and eyes” with the intention of finding the name of
a disease or related diseases based on known symptoms or pieces of information. Notice
that each of these information pieces is, in fact, a feature or property describing the
entity. For a user trying to find the name of a disease, it might also be beneficial to know
related diseases and identify potential treatment options for the disease or disease group.
To infer these semantic relations, ontological knowledge would be needed. However,
the ontological knowledge may not always be available or reliable. This is due to the fact
that many structured data sources available on the Web today often do not contain the
type triples due to the flexibility of the RDF data model not imposing constraints on the
schema. Furthermore, data publishers commonly neglect the use of standard vocabulary
and describe the data using the vocabulary that is the most convenient for their purposes.
Besides that, the type information can be defined too generally to be useful in identifying
the entity types and related sub-types. Consequently, this makes it problematic for the
semantic search algorithms to discover the type triples.
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Figure 10: Matching Query Keywords to Graph Entities and the Summary Graph Nodes
6.2 Overview of the Approach
From the Information Retrieval point of view, the result of a Web search is a set of
documents on the Web containing the keywords in the user query. However, different
from Web documents, an entire dataset is one large graph containing all entities related
to a search over RDF data. While designing an algorithm for keyword searches over
an RDF graph data, one must first determine how the results of the search should be
returned. Some approaches return Steiner trees or subgraphs matching keywords in a
query as answer. In our approach, we return a set of single entities as the answers. Thus,
the algorithm returns a set of single entities as the result of a keyword query because we
think that the users expect more granular results as answers for a query.
The problem of keyword search in RDF graph is formally defined as follows. Let
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an RDF input graph G = (V, L,E) be a knowledge base such that V is a finite set of
resources; E is the finite set of relations between resources; and L is the set of names or
labels of the relations. The keyword search problem is defined as finding a set of relevant
entities v ∈ V , as answers to a keyword query q.
We provide a semantic search framework that locates the entity in a search without
requiring that the entity be in the keyword query by using a summary graph to explore
the nodes in close proximity to the keywords. Our approach does not depend on the
existence of ontologies or lexica. Also, we do not rely on natural language processing
tools for interpretation of the keyword queries nor do we transform the keyword queries
into the SPARQL queries.
Figure 11: The System Overview
74
The steps in the approach include the summary graph generation, keyword index
mapping, graph index generation which maps keywords to graph elements, ranking the
results, and retrieval of the top-k relevant elements. Figure 11 depicts the components
and the overview of the approach.
6.2.1 Graph Summarization
In this work, we consider a similar approach to a state-of-art approach [84], for key-
word searches on graph-structured data based on the RDF data model, in which a summa-
ry graph structure is utilized for faster query processing. The algorithm in [84] generates
the top-k queries that match the user keywords, allowing the users to select and refine
the structured queries. Then, the selected structured queries are processed to obtain the
results.
Different from the approach in [84], we do not assume that the RDF graph is well
defined nor do we rely on the existence of RDF schema elements such as rdf:type rdf:class
and rdf:subclass for generation of summary graph. Furthermore, we do not translate the
keyword queries into the SPARQL queries. Instead, we directly search the graph entities
and their neighbors that are matching the keyword query.
The summary graph generation is the core component and main technical contribution
of our semantic search framework. As described in detail in chapter 4, we construct a
summary graph automatically based on pairwise similarity matrices of the graph entities
using an efficient graph node pair similarity metric utilizing the graph localities and
neighborhood similarity within the Jaccard measure context in conjunction with RoleSim
similarity.
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6.2.2 Preprocessing Algorithm
The summary graph generation takes place in the preprocessing phase. Thus, its
computation does not impede the online query execution. The first step of summary
graph generation is computing pairwise similarities between entities. Once the final
similarity measurements are determined, the class generation algorithm establishes the
class types based on the entity similarities. We retain the similarity matrix and utilize
it for further search relevancy.
Algorithm 4 PreprocessingAlgorithm(G)
Input: Graph G
Output: SummaryGraph G′, SimMatrix S, KeywordIndex KI, GraphIndex GI
function SetupEnvironment(G)
SimMatrix S ← ∅
SummaryGraph G′ ← ∅
KeywordIndex KI ← GenerateKeywordIndex(G)
GraphIndex GI ← GenerateGraphIndex(G,K)
(G′, S)← BuildSummaryGraph(G)
end function
6.2.3 Online Search Algorithm
As most of the resource intensive computation is performed during the preprocessing
phase, the online search algorithm is fast and responsive. FindQueryHits() method
determines the candidates for input keyword query. Then, GetTopKNodes() method
explores the nodes that match the hits.
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Algorithm 5 SemanticSearch()
Input: Graph G, SummaryGraph G′, SimMatrix S, KeywordIndex KI, GraphIndex GI
Output: Top-K Results
while Exists(querystring) do
function Search(querystring)
keywords = Parse(querystring);
if Valid(Query)=True then
hits ← FindQueryHits(keywords)
Nodes ← GetTopKNodes(hits)
end if
return Nodes
end function
PresentResults(Nodes)
end while
6.2.4 Keyword Index to Graph Elements
We generate a keyword index that maps the keyword entries to graph elements. We
utilize Lucene1 for stemming, tokenizing, and indexing keyword entries. In our frame-
work, keywords can map to the entities, classes, properties or literal values. Moreover,
we supplement search candidates from the same class type in the summary graph.
Algorithm 6 FindQueryHits(query)
Input: Graph G, SummaryGraph G′, KeywordIndex KI, GraphIndex GI
Output: hits
function FindQueryHits(query)
//Read the Keyword Index
reader ← ReadIndex(KeywordIndex, query)
//Search the Keyword Index
keys ←MatchingKeys(query, reader)
// Collect Graph Node Hits
hits ← SearchHits(keys)
return hits
end function
1http://lucene.apache.org
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6.2.5 Ranking Mechanism
To build a summary graph, we compute the pairwise similarities between entities in
an RDF graph as described in chapter 4. The summary graph structure contains the
class types, relations, and entities within each class type along with a similarity matrix
containing the similarity scores between entities within each graph type. Our ranking
method takes the semantic relatedness into account when ranking the candidates. The
resources with the same type and high degree of similarity to the candidate resources
get better ranking scores and consequentially, elevate to a higher position in the results.
We call the final relevance score a “Relevance Confidence Score” referring to the inferred
semantic relatedness of returned entities as the answer to the keyword query.
While providing the results of the keyword query, the results display the relevance
confidence level score for the best matching candidates related to the user supplied key-
words in the search. This allows users to see the calculated relevance scores of the answers
for validation.
6.3 Evaluations
We evaluated the results of our keyword-based semantic search approach on a subset
of DBpedia [73] containing 10,000 triples, with the goal of finding relevant entities an-
swering the keyword search queries. We assessed the results of a set of keyword queries
primarily focusing on testing two aspects of our search approach. First put of questions
focused more on finding similar entities in the same class types. For example, consider
a keyword query for finding entities similar to “Acacia”, which returned the following
entities along with their respective confidence scores. The relevance confidence scores
78
Algorithm 7 GetTopKNodes(hits)
Input: hits, Graph G, SummaryGraph G′, SimMatrix sim, GraphIndex index
Output: resultNodes
function GetTopKNodes(hits)
for each(hit ∈ hits) do
Node node ← index[hit]
node.IncreaseHitWeight()
resultNodes.Add(node);
NeighborNodeList ← GetMatchingNeighborNodes(Node,G′)
for each(NeighborNode ∈ NeighborNodeList) do
if simpairs.Contains(neighborNode) then
neighborNode.Similarity ← sim[neighborNode, node]
neighborNode.IncreaseHitWeight()
resultNodes.Add(neighborNode);
end if
end for
end for
resultNodes.ApplyRankFunction()
return resultNodes
end function
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depict the similarities of the resulted entities to the query.
(< http : //dbpedia.org/resource/Acacia >, 100% )
(< http : //dbpedia.org/resource/Aloe >, 71.7%)
(< http : //dbpedia.org/resource/Amaryllis >, 71.7%)
(< http : //dbpedia.org/resource/Ancylopoda >, 57.5%)
(< http : //dbpedia.org/resource/Alligatoridae >, 40.5%)
Similarly in another instance, the answers to the query “Andre Agassi” contain the
entity Anna Kournikova in addition to the entity Andre Agassi as follows.
(< http : //dbpedia.org/resource/Andre Agassi >, 100% )
(< http : //dbpedia.org/resource/Anna Kournikova >, 78.8%)
It is important to note that neither the entity name of Anna Kournikova nor any
of its properties contain the keywords “Andre Agassi”. The semantic similarity between
these entities is inferred from the summary graph as both entities belong to the same
class type in the summary graph.
The goal of evaluations for the second set of questions was identifying entities based
on their descriptors rather than string matching on the entity names. The name of an
entity being searched for may not always be known ahead of time. Users may want
to find the name of the entity by searching on available pieces of information which
are describing the entity. For instance, “national anthem” is a distinctive descriptor of
entities that belong to the class type “countries” and the search results should include
the entities from that class. In a similar example, the answer to the keyword query
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“notable Ideas” included the following entities since the property “notable Ideas” is a
distinguishing descriptor for the entities that belong to the class type “people who had
influential ideas”.
(< http : //dbpedia.org/resource/Aristotle >)
(http : //dbpedia.org/resource/Avicenna >)
(http : //dbpedia.org/resource/Arthur Schopenhauer >)
Table 5: List of Keyword Queries Used in the Evaluations
Keyword Query# Keyword Queries Query Type
1 what is philosophy Type 1
2 andre agassi Type 1
3 things that have notable ideas Type 2
4 acacia Type 1
5 things that have national anthem Type 2
6 ancient greek philosophy Type 1
7 alkali metals Type 1
8 things that have a capital Type 2
9 what is argon Type 1
10 things with reign Type 2
11 what are motor neurone diseases Type 1
12 things that have a flag Type 2
13 saint petersburg Type 1
14 things that have an occupation Type 2
15 andrey markov Type 1
16 things that are similar to fyodor dostoyevsky Type 1
17 friedrich nietzsche Type 1
18 things that have notable works Type 2
19 alexander emanuel agassiz Type 1
20 allen ginsberg Type 1
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The list of keyword search queries used in the evaluations is displayed in table 5. The
query type 1 represents the keyword queries for finding relevant entities answering the
keyword queries. The keyword queries classified as the query type 2 are evaluated for
identifying entities using their descriptors.
For the assessments, we used the measures of precision, recall and F-measure, to
evaluate the search results [124–126]. Precision is defined as the ratio of correct answers
over all given answers. It measures the percentage of answers that are relevant.
Precision =
|true positives|
|true positives+ false positives| . (18)
On the other hand, recall is the ratio of correct answers over all relevant answers,
which quantifies the fraction of relevant answers that are retrieved.
Recall =
|true positives|
|true positives+ false negatives| . (19)
F-Measure is the harmonic mean of precision and recall, where 0 6 precision 6 1
and 0 6 recall 6 1.
F −Measure = 2 ∗ Precision ∗Recall
Precision+Recall
. (20)
Table 6 demonstrates the evaluation scores obtained from the results of a set of
keyword queries. In summary, our framework performed with an average precision of
0.652, an average recall of 0.891 and a macro-averaged F-measure of 0.753 in the entity
search set over 20 keyword queries. The accuracy of search results was manually verified.
While precision was relatively lower compared to recall value, we observed high-recall
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Table 6: Search Evaluation Results
Total Queries Precision Recall F-Measure
20 65.2% 89.1% 75.3 %
(recall > 0.89) in the evaluations. High-recall is crucial in search systems, particularly
in specialized domains, where it is essential not to miss relevant results. Note that the
accuracy of search results is dependent on the accuracy of the summary graph generation
and the characteristics of the underlying dataset.
6.4 Conclusion
This chapter presented our keyword-based semantic search framework that utilizes
a summary graph structure to enable efficient graph explorations. The system acquires
the semantic type relations from the summary graph and augments the results by recom-
mending the entities that are the same or very similar. The system utilizes the entity type
information in ranking mechanism and provides relevant entities along with a relevance
score, which demonstrates the semantic likelihood of returned entities as the answer to
the keyword query.
Furthermore, the evaluations assessing the effectiveness of the framework and the
accuracy of the results were presented. We observed that the framework scored a high
accuracy in finding semantically related entities based on the keyword search queries.
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CHAPTER 7
Conclusion and Future Work
7.1 Summary
This dissertation presented a semantic search framework that utilizes the summary
graph to support keyword-based semantic search on RDF data utilizing near neighbor
explorations. We first considered the meanings of a summary graph structure in RDF
graphs. Then, our novel algorithm for constructing a summary graph structure auto-
matically from underlying RDF data based on pairwise similarity matrices of entities
was presented. The summary graph structure can help obtain semantic type relations,
and enhance the performance of graph explorations in semantic searches by reducing the
computational complexity.
The enhancements to summary graph building process, including auto-generation of
the importance weight of each property and each string word for each of the referenced
IRIs, and applying the weights in the pairwise similarity calculation, have also been
described. A metric to evaluate the degree of confidence of each class predicate in the
summary graph was introduced. We evaluated the enhanced method applied in our core
summary graph generation approach. The results indicated that the enhanced method
can potentially yield more accurate results over the core summary graph generation
technique.
Finally, we presented the semantic search framework utilizing the summary graph
structure for graph explorations and faster query processing. It finds a relevant entity in a
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search without requiring that the element be in the keyword query. The framework infers
the entity type semantics from the summary graph and augments the search results by
including relevant near neighbors of the keyword hits. The ranking mechanism exploits
the semantic relatedness of the keyword hits and the resources in close proximity by
utilizing the entity type semantics. The system presents a relevance score measuring the
inferred semantic relatedness of returned entities based on the degree of similarity. This
provides helpful hints for the users to evaluate the relevance of the answers for validation.
7.2 Future Directions
The current work establishes a firm basis for future research in the field of semantic
search. One direction for future work is to explore further optimization options. The
scalability of the search system can be further improved by using parallel computation
platforms such as Apache Hadoop [127], which is an open-source implementation of
MapReduce [128] programming model.
Based on our experience and research in semantic data in various domains, we ob-
served numerous other problems that were not addressed in this dissertation. In the
following section, we discuss a few of those issues related to the current state of semantic
data and ideas for potential resolutions.
7.2.1 Automated Reasoning and Intelligent Agents
The Semantic Web is built upon a vision of transforming the current Web comprising
unstructured and semi-structured documents to a universal Web of data that machines
can read, understand and process naturally. Although the Semantic Web standards and
supporting technologies have been developing rapidly, it is still far from accomplishing
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its ultimate goal.
There are some challenges that lie ahead preventing it from widespread adoption such
as lack of efficient reasoning systems, overhead of developing and maintaining scientific
ontologies and semantic data, scalability issues in the Semantic Web content processing,
high learning curve and technologic complexity, and lack of maturity in the related tools
and systems.
Towards realizing the vision, automated reasoning systems will play a key role in
the development of complex intelligent agents. While there have been advances in the
development of efficient automated reasoning systems recently, it is still an active research
field. Currently, these systems are unable to deliver efficient reasoning mechanisms for
deriving knowledge from vast Semantic Web data. These systems will need to overcome
the major issues such as vastness, vagueness, uncertainty, inconsistency, and deceit [129,
130].
Developments in efficient reasoning systems will impact semantic search systems.
Integration of efficient reasoning systems can help empower semantic search frameworks
such as ours to produce more precise and personalized answers for user queries.
7.2.2 Linking and Publishing Data in the Semantic Web
While semantic data such as Linked Open Data (LOD) has been growing expeditiously
in recent years, data available in LOD is still only a small fraction of available data on
the Web. The data published in LOD is complementary to other existing data sources.
In order to obtain complete information, the data in LOD often needs to be augmented
by the addition of relevant resources available in a variety formats and across many data
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sources such as bibliographic databases, scientific literature and tertiary data sources.
Adding the external data sources to LOD would enable a better synthesis of knowledge.
Data Interoperability and Expanding Coverage of Semantic Data
A common problem is that several isolated resources describing the same entities may
differ significantly in their coverage and agreement. Thus, simply publishing existing
structured or semi-structured data as RDF data dump may not address the issue. One
potential resolution for this problem is developing a common data model covering the
dimensions of the resources in a specific domain and linking the resources based on the
data model.
In this context, we have assessed the feasibility and potential value of interlinking all
publicly available drug interactions data sources in medical domain using a common data
model [131,132]. This area was a good candidate for us to investigate the potential value
of interlinking data sources as there is no single complete source of drug-drug interaction
information. Some public knowledge sources were present in RDF in LOD, while some of
them were available as structured data sources such as CSV, XML. We designed a simple
data model to combine the data elements provided from each source. We then developed
custom scripts to translate the information listed in each source to the model. We then
established links between the sources and evaluated their information coverage. This
resulted in a single integrated dataset, and a list of the specific data elements provided
by each source. Approaches similar to ours might help enhance the existing Semantic
Web data.
A future direction is to expand the linkage approach to more data sources and make
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the combined dataset accessible to humans and machines as Semantic Web Linked Data.
Another interesting direction for future work is investigating the potential use of similarity
matrices developed by the summary graph generation in the linkage of entities.
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