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Abstract
Emerging 5G communication paradigms, such as machine-type communication, have triggered
an explosion in ad-hoc applications that require connectivity among the nodes of wireless networks.
Ensuring a reliable network operation under fading conditions is not straightforward, as the transmission
schemes and the network topology, i.e., uniform or clustered deployments, affect the performance and
should be taken into account. Moreover, as the number of nodes increases, exploiting natural energy
sources and wireless energy harvesting (WEH) could be the key to the elimination of maintenance
costs, while also boosting immensely the network lifetime. In this way, zero-energy wireless-powered
sensor networks (WPSNs) could be achieved, if all components are powered by green sources. Hence,
designing accurate mathematical models that capture the network behavior under these circumstances is
necessary to provide a deeper comprehension of such networks. In this paper, we provide an analytical
model for the connectivity in a large-scale zero-energy clustered WPSN under two common transmission
schemes, namely unicast and broadcast. The sensors are WEH-enabled, while the network components
are solar-powered and employ a novel energy allocation algorithm. In our results, we evaluate the trade-
offs among the various scenarios via extensive simulations and identify the conditions that yield a fully
connected zero-energy WPSN.
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2I. INTRODUCTION
The upcoming introduction of 5G communication networks is bringing novel communication
paradigms, including massive machine-type communication (mMTC) and mission-critical MTC
(cMTC), into the spotlight [1]. Full connectivity among large numbers of low-power wireless
devices, i.e., the ability of all nodes to reach each other via a multihop path, is of utmost
importance to enable high reliability in several fields, e.g., intelligent transportation systems,
intrusion detection and industrial process automation [2]. To satisfy these demands in large-
scale networks, two issues should be guaranteed: i) High connectivity: ensuring that every node
is able to connect to at least one neighbor, thus preventing node isolation, and ii) High availability:
the network energy supply should allow for uninterrupted operation, as inoperable nodes could
disrupt potential paths that connect parts of the network.
Regarding the first issue, the communication among nodes should be carefully studied and
consider both the node deployment and the channel randomness due to fading. Unlike non-
fading environments (where the range is deterministic [3]), in fading environments the strongest
link may not correspond to the nearest neighbor [4]. This fact demonstrates the significance
of the transmission scheme employed in the presence of fading, where the differences in the
performance of the unicast (i.e., point-to-point transmission) and broadcast (i.e., point-to-multiple
points) schemes could be vast in terms of lifetime and quality of service [5]. Moreover, in many
real life scenarios, the wireless sensors operate in clustered formations to exchange messages
locally with their proximate devices or gateways (GWs). For instance, smart city sensors are
typically clustered in densely populated areas [6] or smart transportation sensors in cars form
clusters during traffic hours and exchange data around gateways deployed on traffic lights [7].
Therefore, it is significant to take into account the clustered topology under fading conditions
in the performance evaluation, since it affects the generated interference [8].
Another important issue is the network’s energy supply, which becomes critical as the network
infrastructure grows. During the last few decades, solar energy has been suggested as a promising
solution for a sustainable operation in communication networks [9]. By equipping the network
infrastructure with solar panels and rechargeable batteries, it is feasible to supply the necessary
power throughout a day achieving a zero-energy operation. Also, to avoid power outages caused
by low energy intake in worst case conditions, e.g., full cloud cover, smart weather-aware energy
3management algorithms that handle the energy allocation efficiently should be designed.
However, although solar energy harvesting is a viable approach for deployments that have
sufficient space for the necessary harvesting equipment, it cannot be applied in many applications
where the wireless sensors are size-constraint and embedded in places with scarce natural sources.
To overcome this issue, Wireless Energy Harvesting (WEH) [10] has been proposed as an
effective solution for low-power wireless sensors. In WEH, the energy of radio-frequency (RF)
signals is converted to direct current (DC) electricity through a rectenna [11]. In this way, the
devices are free to move or even be embedded in walls or human bodies without affecting
extensively their ability to replenish their energy. To increase and control the provided wireless
energy, dedicated power transmitters or power beacons (PBs) that supply RF energy to the
sensors are distributed in the deployment area [12]. Moreover, due to the involvement of a
potentially large number of wireless sensors in mMTC and cMTC applications, equipping them
with batteries requires high maintenance costs as a result of the inconvenient traditional methods
to replenish their energy (i.e., battery replacement or cable-charging). Still, by carefully designing
the PB deployment, it is possible to discard the batteries, if the received energy at a temporary
storage unit on the node, e.g., a capacitor, is sufficient for sensing, processing and transmitting.
Altogether, there is an extensive body of literature that studies separately the aforementioned
topics. More specifically, the connectivity and the effects of the transmission schemes in ad-hoc
networks have been investigated in [3]–[5]. However, these works do not consider the topology
or the energy supply that affect significantly the network performance. Moreover, the results
of various works on solar-powered communication networks [13]–[16] present a great impact
on their lifetime, but they do not consider the communication performance. Similarly, although
works on the allocation of solar harvested energy [17], [18] manage to prevent power outages
in the network, they assume that the communication performance remains unaffected by the
changes in the energy intake during the network operation. Furthermore, there are several works
on large-scale WEH-enabled networks [12], [19]–[21], but: i) they do not study the network
connectivity, which is crucial to ensure that all nodes are able to deliver their messages, and ii)
they assume that the network devices, i.e., GWs or PBs, are connected to the electricity grid.
Hence, to the best of our knowledge, there is still a gap regarding the joint investigation of the
communication performance in zero-energy wireless-powered sensor networks (WPSNs).
In this paper, we study the connectivity performance of zero-energy large-scale networks with
4WEH-enabled sensors. We assume a clustered topology where wireless-powered sensors transmit
their measurements to solar-powered gateways that exchange this information with the rest of
the network under two transmission schemes, i.e., unicast and broadcast. Moreover, the sensors
harvest RF power transmitted by a solar-powered PB infrastructure. For the allocation of the
harvested energy in PBs and gateways, we employ a novel cloud-aware algorithm in order to
achieve a high network connectivity without energy interruptions due to energy limitations. Our
contribution can be summarized in the following points:
• We propose an analytical framework that considers solar-powered network devices and
WEH-enabled wireless sensors to provide closed-form solutions of: i) the probability of
a node to be able to transmit (active) under fading conditions, and ii) the end-to-end
connectivity probability for the unicast and the broadcast case.
• We provide a novel weather-aware energy allocation algorithm that adjusts the power
transmissions of GWs and PBs. The goal of the algorithm is to provide active network
operation throughout a day based on a solar harvesting model that takes into account the
solar radiation and the cloud-cover. The experimental data employed for the cloud cover
are based on satellite and surface measurements for a 30-year period.
• We conduct an extensive performance assessment, which provides useful insights for the
design of zero-energy WPSNs. In our evaluation, we assume realistic solar radiation and
cloud patterns for more accurate results.
The rest of the paper is organized as follows. Section II discusses the related work. Section
III describes the system model. The analytical modeling of solar and RF energy harvesting
are provided in Section IV. Then, in Section V, we provide the analysis on the end-to-end
connectivity of the network. Section VI presents the model validation and the simulation results.
Finally, Section VII concludes the paper.
II. RELATED WORK
In this section, we provide a brief literature review of the related work. There are three different
fields related to our paper: i) network connectivity analysis, ii) solar-powered networks, and iii)
WEH-enabled networks. Thus, we present notable works that have influenced our paper.
To begin with, with the introduction of mission-critical WSN applications, various researchers
investigated the probability of full connectivity in ad-hoc networks to identify and prevent the
5occasions that a node is isolated from the rest of the network [3], [4]. One of the first works on
this subject is [3] in which the connectivity and the impact of mobility in a large set of nodes is
investigated. The same topic is extended in [4] by taking the channel randomness into account.
In addition, the connectivity in such networks under different transmission schemes is studied in
[5]. The ideas of these works are employed and extended in our paper by considering the network
topology and the energy supply, which is an important factor for the network sustainability.
Moreover, there are various works that consider solar energy for the energy supply of commu-
nication networks. More specifically, in [15], the authors present an algorithm that maximizes the
network lifetime with solar harvesting nodes, while the connectivity is guaranteed. Nonetheless,
the connectivity is not derived mathematically, but it is given as an optimization constraint,
while the channel conditions are not taken into account. Additionally, [16] studies a clustered
network in which there are two types of nodes, i.e., wireless-powered sensors and solar-powered
clusterheads. The authors propose a framework for the optimal node placement and clusterhead
selection to increase the energy efficiency of the network and provide various insights on WSNs
powered by hybrid sources. Also, the works in [13], [14] focus on the maximization of solar
energy intake by optimizing the solar energy harvesting system, while assuming that each
wireless sensor node is equipped with its own solar harvesting module. In addition, another
issue that affects the lifetime of solar-powered networks and has been studied recently is the
energy allocation. Various risk-averse algorithms have been suggested for this task [17], [18]. In
[17], the authors employ neural networks for the prediction of the solar energy arrivals and they
focus entirely on the optimization of solar energy intake. Also, [18] focuses on the minimization
of the grid energy consumption by taking into account the power allocation.
Furthermore, WEH-enabled large-scale networks have gained a lot of attention lately [12],
[19]–[21]. Many of these works, i.e., [19], [20], discuss various network metrics, e.g., spatial
throughput and coverage, but not the probability of connectivity, which guarantees the reliability
of safety-critical applications. It is worth mentioning that [19] is among the first works that
consider battery-less WEH-enabled devices. Obviously, this requires very low power devices,
but it has been shown that it is possible using appropriate protocols, e.g., harvest-then-transmit.
Also, [12] provides a comprehensive study on deploying PBs in cellular networks to achieve
infinite node lifetime and eliminate the need of power cords. This technique is employed in
our paper in order to increase the network reliability. Moreover, the connectivity in a WPSN is
6studied in [21], where various insights are given on the design of such networks. However, the
infrastructure is powered by the electricity grid, without any consideration on the sustainability of
the network. Consequently, motivated also by [22] in which wireless-powered communications
are surveyed, we undertook the task to combine solar-powered network devices with WEH-
enabled nodes in our connectivity analysis.
III. SYSTEM MODEL
A. Network and Channel Model
We consider a network deployed on the Euclidean plane that consists of three types of entities:
• Gateways (GWs): We model the random sensor locations according to a Poisson cluster
process. Therefore, the parent point process represents the clusterheads (gateways) of each
cluster and it is modeled by a homogeneous Poisson point process (PPP)1 Φg = {g1, g2, . . . }
with intensity λg, where gi, ∀i ∈ N, denotes the location (i.e., Cartesian coordinates) of the
ith clusterhead. The purpose of each gateway is to receive measurements from sensors and
deliver/exchange them to/with another part of the network. Thus, the existence of at least
one path between every pair of GWs is essential.
• Sensors: As in many real life scenarios [6], [7], we assume that the wireless sensors operate
in clustered formations. Hence, each parent point is surrounded by a Poisson distributed
number of interferers with a mean number n¯ (i.e., active sensors on average), distributed
around each clusterhead according to a symmetric normal distribution with variance σ2 and
a density function
f(x) =
1
2piσ2
exp
(
− ‖x‖
2
2σ2
)
. (1)
Each sensor attempts to deliver its measurements to the gateway (clusterhead), which then
communicates with the other gateways to exchange information collected by their sensors.
• Power Beacons (PBs): On the same plane, we deploy the PBs that transfer energy to the
sensors in order to achieve a battery-less operation. As in [12], the PBs are represented by
a homogeneous PPP Φb = {y1, y2, . . . } with intensity λb, where yj , ∀j ∈ N, denotes the
location of the jth PB.
1Poisson point processes are prominently employed for the mathematical modeling of various types of communication
networks, such as cellular networks and WSNs [23], [24].
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Fig. 1: Network topology.
In Fig. 1, we demonstrate all the network entities and the topology of our network.
In our analysis, we examine the ability of a sensor to connect to the gateway of its cluster,
based on the received power denoted as Prx = Ptxhr−α, where Ptx is the sensor transmission
power, r is the distance between the gateway and its transmitter, α is the path loss exponent and
h is the fast fading power coefficient, which is independent and identically distributed (i.i.d.). For
this reason, the amplitude fading
√
h is Rayleigh distributed, i.e., ideal for outdoor scenarios,
with a scale parameter σ = 1, thus h is exponentially distributed with mean value µ = 1.
In different scenarios, other distributions for the fading could be employed, such as Rice or
Nakagami [25]. Each gateway experiences interference from the other active sensors inside the
cluster, as well as from the other clusters. Therefore, a sensor is considered connected with its
gateway (i.e., is able to deliver a message), when the received signal to interference ratio (SIR)
is higher than a threshold γ, as it is given in
SIR =
Ptx · h · r−α
Iintra + Iinter
≥ γ, (2)
where r is the Euclidean distance between the two nodes, Iintra denotes the interference from
the other nodes of the same cluster and Iinter denotes the interference received from the active
nodes of the other clusters.
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Fig. 2: Transmission schemes.
Regarding the gateway communication, we consider two transmission mechanisms:
• Unicast: In the first scenario, we study the unicast mechanism, in which a GW is considered
connected only if the nearest neighbor can decode successfully the transmitted message.
• Broadcast: In the second scenario, a gateway broadcasts its message and it is considered
connected if at least one of the receivers is able to decode the message, regardless of its
proximity to the source node.
The two transmission mechanisms are illustrated in Fig. 2.
B. Energy Harvesting Model
To ensure that the sensors will always have enough energy to operate, they employ the harvest-
then-transmit protocol with which the nodes harvest energy from the PBs for a certain period
of time and then consume all of it for measurement and communication [19]. To that end, time
is divided into two periods:
• The harvesting period (HP) that consists of S time slots, in which all sensors accumulatively
harvest RF energy from the PBs with RF-to-DC conversion efficiency .
• The communication period (CP) which has a duration of 1 slot. In the CP slot, the sensors
with sufficient harvested energy (active) transmit their messages to the GW of their cluster.
A sensor is considered active during the CP if, at the end of the HP, it has received and stored
temporarily, e.g., at a capacitor, θ Joules from the PBs that enables it to transmit a message with
power Ptx. We assume that θ = Ptxttx + δ, where δ is the energy margin for other operations,
e.g., sensing and processing, and ttx is the duration of the sensor transmission in seconds. Hence,
at the end of the transmission, the stored energy of active nodes is depleted, as the θ threshold
guarantees enough energy for only one transmission.
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Fig. 3: Status of the node sets for ν = 3.
Furthermore, we consider that inactive nodes store their energy and wait for the following
HPs to reach the θ threshold. To take this issue into account, we assume that the nodes are
separated into ν different sets, according to their ability to harvest the required energy in ν HPs.
For instance, if ν = 2, then we have two sets: i) one set consists of the nodes that harvest
enough energy in one HP, and ii) the other set consists of all the rest of the sensors that need
two HPs to harvest enough energy. The CP in which all sets will be concurrently active occurs
after ξ HPs, i.e., a hyperperiod, which is the least common multiple of all the natural numbers
from 1 to ν. To that end, we can calculate the number of HPs needed to ensure that all sets of
nodes will be eventually active. In Fig. 3, we depict an operational example for ν = 3, where
we observe three sets of nodes. Set 1 will manage to harvest enough energy in every HP, while
the second set will harvest the required energy every two HPs and set 3 every three HPs. As
we may observe, in this case, the whole WPSN will be active after ξ = 1 · 2 · 3 = 6 HPs and,
after that, a new hyperperiod starts.
Moreover, we assume that all PBs and GWs are connected to a rechargeable battery of capacity
Lf powered by a solar panel of size A m2 with solar panel efficiency η and performance ratio
rp. The gateways transmit with a power Pg that depends on the harvested solar energy and
varies between a minimum (i.e., that satisfies the minimum communication requirements) and
maximum value (i.e., respecting the higher limits of the FCC’s Code of Federal Regulations [26]),
denoted as P−g and P
+
g , respectively. For similar reasons, the transmission power Pb of the PBs
varies between P−b and P
+
b . Also, when active, GWs and PBs consume power Pg,idle and Pb,idle
for the rest functions of the device, e.g., processing. For reliability reasons, the infrastructure is
also connected to the electricity grid, to avoid a power outage in worst-case conditions.
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IV. ENERGY HARVESTING
In this section, we present the mathematical derivations for the energy harvesting models that
will be employed to acquire the network connectivity. First, we formulate the solar harvesting
model and explain the risk-averse energy allocation algorithms for the PBs and gateways. Then,
we provide the derivations of the probability of active node for the RF harvesting sensor nodes.
A. Solar Harvesting
The general formula to estimate the energy generated in a solar panel of area A, efficiency η
and performance ratio r is given by
Energy = SR · rp · η kWh, (3)
where SR denotes the solar radiation (measured in W/m2), which depends on the time, the
location, the orientation and the inclination of the panel relative to the sun. A typical solar
radiation pattern at two random locations on earth is shown in Fig. 4 for the duration of one
day. From this figure, we can notice that the solar radiation data for every day follows a quadratic
relation to the time of the day. As it is also suggested in [28], we can take advantage of this
characteristic in order to formulate a radiation model for every month by employing quadratic
fitting. To that end, the power H generated at a solar panel with surface A m2 can be described by
H = A
(
χ(t+ ψ)2 + ω
)
, (4)
where χ, ψ and ω are the fitting parameters for the quadratic curve of each month. Also,
t ∈ {0, 23} denotes the time.
Although this model is accurate to measure the solar panel power output in a clear sky, it
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does not consider the fraction of the sky obscured by clouds. In order to have a more realistic
solar harvesting model, we should take into account the cloud cover for the chosen area, as it
affects significantly the solar panel performance. In fact, the energy acquired from a solar panel
in a cloudy weather is complex and can fluctuate due to shading or edge-of-cloud effects, i.e.,
cumulus clouds reflect and concentrate sunlight, magnifying its power. However, as our goal
is the average performance of the network, the fluctuations would be averaged out. Therefore,
we employ [29] for the cloud distribution, which is an accurate and tractable solution for the
cloud cover. More specifically, the cloud cover distribution can be characterized by the Beta
distribution defined on the interval [0, 1] with probability density function (PDF) given by
f(x) =
Γ(α + β)
Γ(α)Γ(β)
xα−1(1− x)β−1, (5)
and expected value E[X] = α/(α+β), where α, β > 0 are the shape parameters that control the
shape of the distribution. It should be noted that many works extend [29] by providing a cloud
cover analysis (i.e., α and β parameters) for specific regions around the world. For instance, [30]
provides the shape parameters in Europe based on satellite and surface cloud cover observations
for a 30-year period. The shape parameters of the Beta distribution can be adjusted for every
season according to the region in which the city under investigation falls in (see Table II).
Thus, by taking into account the Beta distributed random variable (RV) CC ∼Beta(α, β) for
the cloud cover, (4) turns into
H = A
(
χ(t+ ψ)2 + ω
)
(1− CC(t, α, β)). (6)
The roots of (6) define the time of the day that the solar panel starts and stops harvesting energy,
i.e., the time that the sun rises and sets, denoted as tr and ts, respectively, provided by
tr =
(
− ψ −
√
−ω
χ
)
and ts =
(
− ψ +
√
−ω
χ
)
. (7)
Therefore, the total amount of energy harvested from a solar panel in one day is given by
Htotal = (1− CC(t, α, β))
∫ ts
tr
A
(
χ(t+ ψ)2 + ω
)
dt, (8)
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while the energy stored in the battery in one hour is
Hh(t) = (1− CC(t, α, β))
∫ t+1
t
A
(
χ(t+ ψ)2 + ω
)
dt, (9)
for tr < t < ts − 1. These equations can assist in designing energy allocation algorithms that
consider the harvesting performance.
1) Cloud-Cover-Aware Risk-Averse Algorithm: In order to achieve a green and uninterrupted
network operation, we need to design an algorithm that handles the received energy while it
considers the sky conditions and the amount of time that the system will not be able to harvest
energy. For this reason, we provide Algorithm 1 that minimizes the risk of power outages by
adjusting the power consumption of the devices (i.e., GWs and PBs) in real-time, based on the
available information, i.e., battery level and history of cloud cover.
In the beginning of Algorithm 1, we provide the necessary parameters for the energy allocation
to the network infrastructure. For simplicity, we assume a common notation for PBs and GWs.
Therefore, the power consumption for the devices varies between P+ and P−. Regarding the
battery, it is required to know its current level (L) and its total capacity (Lf ). Also, we consider
two thresholds for the battery level, an upper denoted as L+ and a lower denoted as L−.
We assume saturated conditions where gateways always have data to transmit and that the
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Algorithm 1: Cloud-Cover-Aware Algorithm for Energy Allocation
Input : Battery Level L(t) with thresholds L+ and L−, Battery Capacity Lf , Power consumption limits P+
and P−, Operation period Π, Shape parameters α and β.
Output: Transmission power Pb = U(t)− Pb,idle for PBs and Pg = U(t)− Pg,idle for GWs, Electricity grid
connections
1 Initialize time t = 1;
2 Initialize battery level L(t) = Lf ;
3 while t < Π do
4 Calculate prediction for current cloud cover CC(t, α, β) ∼ Beta(α, β);
5 Calculate harvested energy Hh(t) = (1− CC(t, α, β))
∫ t+1
t
A
(
χ(t+ ψ)2 + ω
)
dt;
6 if Hh(t) > 0 then
7 if L(t) > L+ then
8 Set U(t) = P+;
9 else if L(t) ≤ L− then
10 Set U(t) = P−;
11 else
12 Calculate previous cloud cover CC(t− 1) =
(
1− L(t)−L(t−1)+U(t−1)∫ t
t−1 A(χ(t+ψ)
2+ω)dt
)
;
13 Set U(t) = max
(
P−, P
+(L2−L−2)−P−(L2−L+2)
(L+2−L−2)(1−(CC(t−1)+CC(t,α,β))/2)−1
)
;
14 end
15 else
16 if L(t) > L+ then
17 Set U(t) = P+;
18 else if L(t) ≤ L− then
19 Set U(t) = P−;
20 else
21 Calculate mean cloud cover Eday(CC) ∼ α/(α+ β);
22 Set U(t) = max
(
P−, P
+(L2−L−2)−P−(L2−L+2)
(L+2−L−2)(1−Eday(CC))−1
)
;
23 end
24 end
25 if Hh(t) ≥ P− AND L(t) ≥ P− then
26 Set grid(off);
27 Set L(t+ 1) = min{L(t)− U(t) +Hh(t), Lf};
28 else
29 Set grid(on);
30 Set L(t+ 1) = min{L(t) +Hh(t), Lf};
31 end
32 Set t = t+ 1;
33 end
cost function that defines the power consumption for the following hour is given by
U(t) =

P+, if L > L+ (10)
max
(
P−,
(L+
2 − L−2)−1(P+(L2 − L−2)− P−(L2 − L+2))
(1− (CC(t− 1) + CC(t, α, β))/2)−1
)
, if L− < L ≤ L+ & Hh(t) > 0
max
(
P−,
P+(L2 − L−2)− P−(L2 − L+2)
(L+
2 − L−2)(1− Eday(CC))−1
)
, if L− < L ≤ L+ & Hh(t) = 0
P−, if L ≤ L−.
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To that end, the allocated energy is chosen in real-time between the minimum and maximum
transmission power when the battery level is lower than L− or higher than L+, respectively. On
the other hand, when L− < L ≤ L+, the allocation algorithm follows the trend of a quadratic
equation, as depicted in Fig. 5. For instance, in this example, when the battery level is between
L− = 1000 and L+ = 2300, the allocated energy follows (10) to smooth the power consumption.
Furthermore, in order to increase the accuracy of the algorithm, when L− < L ≤ L+, the
algorithm calculates the cloud cover for the cost function of the next hour based on both the
Beta distribution and the actual solar panel shading of the current hour. Consequently, even in
the case that the solar panel is covered by objects other than clouds, the algorithm will be able
to adjust the consumption accordingly. Moreover, during the night, (10) takes into account the
mean cloud cover, i.e., Eday(CC) ∼ α/(α+ β), in order to adapt the consumption based on the
expected cloud cover of the season. After this, we verify that the harvested or the stored energy
will provide a viable operation to power the system; otherwise, it sets the electricity grid on.
It should be noted that preventing a power outage using the cloud-cover-aware algorithm
does not mean that the communication performance will be unaffected. In order to achieve the
least possible connections to the electricity grid, Algorithm 1 reduces the transmission power
of the infrastructure resulting in longer HPs for the sensors and, thus, possible delays in the
communication. Nevertheless, this is an essential step towards zero-energy networking.
B. Wireless Energy Harvesting
In order to investigate whether a sensor node has sufficient power to transmit at the end of
the νth HP, we have to calculate the active node probability pa, which determines the number S
of harvesting slots in an HP needed for all nodes to become active after ν HPs. In the following
proposition, we present the derivations for the probability pa.
Proposition 1. The probability that a node is active is given by
pa = erf
(
λbΓ(S +
1
2
)
2Γ(S)
√
pi3νPb
θ
)
, (11)
where erf(z) = 2√
pi
∫ z
0
e−t
2
dt.
Proof. First, we derive the active node probability p′a in the absence of fading by considering
the accumulated received power from the set of the PBs and calculate the probability that this
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amount is higher than the threshold θ. We also consider that some nodes will require ν HPs to
surpass this threshold. Hence, we obtain
p′a = P
(
S ·
q∑
j=1
Pb|yj|−α ≥ θ
ν
)
= (12)
= P
( q∑
j=1
|yj|−α ≥ θ
νSPb
)
, (13)
where the sum in (12) is the total harvested power from PBs at a node located at the origin2,
Pb is given from Algorithm 1 and |yj| denotes the Euclidean distance between the jth PB and
the origin.
To calculate (13), we have first to focus on the distribution of the sum Y=
∑ |y|−α and derive
its characteristic function FI(ω) = E(ejωY ). According to [23], by conditioning on having k
nodes in a disk of radius ρ and then de-conditioning on the Poisson number of nodes, while
letting ρ go to infinity, we obtain
FI(ω) = exp(−λbpiΓ(1− 2/α)ω2/αe−jpi/α), (14)
where Γ(t) =
∫∞
0
xt−1e−xdx is the gamma function.
It can be noticed that (14) is a stable distribution with shift 0, skew 1, stability 2/α and scale
(λbpiΓ(1 − 2/α) cos(pi/α))α/2. Therefore, the complementary cumulative distribution function
(CCDF) in (13) can be found as an infinite series [33]
p′a =
∞∑
k=1
Γ(2k/α)
pik!
(
λbpiΓ(1− 2/α)
( θ
νSPb
)2/α
sin(kpi(1− 2/α))
)k
. (15)
For the special case of α = 4, (14) reduces to a Le´vy distribution with shift 0 and scale pi3λ2b/2,
yielding
p′a = erf
(
pi
3
2λb
2
√
νSPb
θ
)
. (16)
Moreover, to calculate pa in the presence of fading, we have to follow a similar approach as
in p′a. Therefore, the probability pa that the harvested power after S slots and ν HPs is higher
2Conditioning on a point at the origin does not affect the statistical properties of the coexisting PPP according to Slivnyak’s
theorem [31].
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than a threshold θ is given by
pa = P
(
Pb ·
q∑
j=1
(|yj|−αh1 + · · ·+ |yj|−αhS) ≥ θ
ν
)
= P
(
q∑
j=1
(
|yj|−α
S∑
t=1
ht
)
≥ θ
νPb
)
.
(17)
It should be noted that the sum of the fading exponential RVs follows an Erlang distribution,
h1 + · · ·+hS =
∑
tHt ∼Erlang(S, 1), as it is also noted in [19]. Then, we calculate the Laplace
transform of the sum in (17) that will lead to the distribution of the harvested energy. Thus,
following [23, 5.1.7], we obtain
L(s) = E
( ∏
j∈Φb
exp
(− s|yj|−αHt)) = exp(− λbpiE(H2/α)Γ(1− 2/α)s2/α), (18)
which is a stable distribution and, when α = 4, the Le´vy CCDF is given by
F (x) = erf
(
piλbE(H2/α)
2
√
pi
x
)
. (19)
By taking the mean value of the Erlang variable E(H2/α) = Γ(S+
2
α
)
Γ(S)
and replacing x with θ
νPb
(see (17)), we conclude the proof.
Using the results from Proposition 1, we can derive the number S of harvesting slots needed
to achieve a certain probability pa. S is essential for calculating the required amount of time
needed to achieve a fully active network, i.e., pa = 1.
Lemma 1. The number of harvesting slots required to achieve a given pa probability is given
by
S =
θ
νPb
(
2erf−1(pa)
pi
3
2λb
)2
. (20)
Proof. In the non fading case, calculating S from (16) is straightforward by solving this equation
for S. However, it is not as simple for the fading case and we have to treat (11) differently, as
the gamma functions complicate the procedure. Nevertheless, we can replace these functions by
employing the asymptotic series for the gamma function given by
Γ(S) = e−SSS−1/2
√
2pi
(
1 +
1
12S
+
1
288S2
+ . . .
)
. (21)
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Then, using the derivations provided in Appendix A, we obtain the following formula
Γ(S + 1
2
)
Γ(S)
≈
√
S, (22)
which can be replaced in (11), leading to the following result
pa = erf
(
λb
√
S
2
√
νpi3Pb
θ
)
. (23)
This means that the approximated solution for the probability pa, given in (23), is exactly the
same as the case without fading conditions in p′a, given in (16). To that end, solving (23) by S,
yields
S =
θ
νPb
(
2erf−1(pa)
pi
3
2λb
)2
, (24)
which holds for both (16) and (11).
This result is important as it demonstrates that even though fading can deteriorate the con-
nectivity of a node, which we will notice in the following section, it does not affect its ability
to harvest energy from PBs.
V. END-TO-END CONNECTIVITY
In this section, we will derive the network connectivity by employing the results from Section
IV. In order to calculate the end-to-end connectivity, we have first to ensure that the sensors in
each cluster are able to deliver their data to their gateway (cluster coverage) and, then, that each
gateway is able to communicate these measurements to the rest of the network. In that way, we
will investigate the ability of the network to be fully connected and each gateway to have at
least one neighbor that will be able to receive its data, ensuring that there are no isolated GWs,
i.e., GWs unable to deliver their messages [3]–[5].
A. Cluster Coverage
In this section, we provide the probability pc that a gateway has successfully received a message
from an active sensor in its cluster. A sensor message is correctly received by the gateway, when
two events hold: i) the sensor has collected sufficient energy (i.e., is active), and ii) the received
signal at the gateway to surpass the decoding threshold γ. To that end, the probability pc is given
by the following lemma.
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Lemma 2. The probability that an active sensor node has successfully delivered a message to
the gateway is given by
pc = pa
∫ ∞
0
Lintra(γrα)Linter(γrα)fR(r)dr, (25)
where Lintra(s) is the interference from the other sensors of the cluster, Linter(s) is the tight
bound of the interference from the sensors of other clusters and fR(r, σ2) = rσ2 exp
(− r2
2σ2
)
is
the probability density function (PDF) of the distance between the sensor and the gateway.
Proof. The proof of Lemma 2 is provided in Appendix B.
B. Connectivity
Since we have derived the probability pc, we can calculate the probability that each gateway
can communicate with the rest in order to have full connectivity in the network. As it is important
to define the employed transmission mechanism, we study the connectivity for the unicast and
broadcast transmission mechanisms separately, as discussed in Section III.
1) Unicast: In the unicast case, the end-to-end connectivity Cuc is defined by the ability of
the gateway to decode a message from an active sensor in its cluster and then to connect with
their nearest neighbor. The derivations of Cuc are given in the following proposition.
Proposition 2. The probability of end-to-end connectivity of a WPSN for the unicast case,
denoted as Cuc, is given by
Cuc = pcquc = pc
[pi 32λg erfc(piλg√Pg2√γW )
2e
−pi2λ2gPg
4γW
√
γW
Pg
]m
. (26)
Proof. We denote with quc the connectivity probability of the gateways. According to [32], if
the number of nodes m is high enough, then
quc = P(dmin ≥ 1), (27)
where dmin denotes the minimum node degree which is the sum of connections of the node with
the fewest connections.
In order to determine if the minimum node degree of the network is equal or higher than one
(i.e., full connectivity), we need to calculate the probability that all nodes are connected with at
least their nearest neighbors. Assuming statistically independent wireless links, this probability
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is
quc = P(dmin ≥ 1) = P(SNR ≥ γ)m = P
(
hr−α ≥ Wγ
Pg
)m
. (28)
This is a joint probability distribution of the independent RVs h and r. Therefore, we have
quc = P
(
h ≥ r
αWγ
Pg
)m
= (29)
=
(∫ ∞
0
∫ ∞
yαWγ
Pg
fh(x)fr(y)dxdy
)m
= (30)
=
(∫ ∞
0
∫ ∞
yαWγ
Pg
2piλgye
−piλgy2e−xdxdy
)m
(31)
=
(∫ ∞
0
2piλgye
−piλgy2e−
yαWγ
Pg dy
)m
, (32)
where (30) follows from the joint distribution of independent variables and (31) follows from
the probability density function (PDF) of the distance r of a node to its nearest active neighbor
fR(r) = 2λgpire
−λgpir2 [23] and the PDF of an exponential variable with mean value 1. The
integral in (31) can be solved either by employing the modified Gauss-Hermite quadrature as in
[5] or by assuming α = 4, which yields
quc =
(pi 32λgepi2λ2gPg4γW erfc(piλg√Pg2√γW )
2
√
γW
Pg
)m
. (33)
Multiplying (33) with (25), concludes the proof.
2) Broadcast: In the broadcast case, the connectivity Cbc = pc · qbc is defined by the ability
of a gateway to connect with any neighbor, regardless of the distance between them, and it is
provided by the following proposition.
Proposition 3. The probability of connectivity for the broadcast scheme, denoted as Cbc, is given
by
Cbc = pc
[
1− e−
λgpi
3
2
2
√
Pg
γW
]m
. (34)
Proof. Again, to calculate the connectivity probability, we have first to derive the probabilities pc
and qbc. However, in this case, pc is given by (25), while to calculate the connectivity probability
of the gateways qbc, we have to follow a different approach. According to [4], the isolation
20
probability for an active node, while considering the channel randomness is given by
PI = e−λgpiE[R
2], (35)
where R is the random variable of the communication range. Furthermore,
E[R2] =
∫ ∞
0
2rP
(
l(r) ≥ Wγ
Pg
)
dr = (36)
=
∫ ∞
0
2r
∫ ∞
Wγ
Pg
rαe−r
αhdrdh = (37)
=
∫ ∞
0
2re
− rαWγ
Pg dr =
(
2
α
)
Γ
(
2
α
)(
γW
Pg
)− 2
α
. (38)
Eq. (37) follows after considering that the path loss l(r) is an exponential RV with mean value
r−α [37]. By substituting (38) to (35), the probability qbc for the broadcast case is given by
qbc = (1− PI)m =
(
1− e−
2λgpi
α
Γ( 2
α
)( γW
Pg
)−2/α
)m
. (39)
To that end, by multiplying (39) for α = 4 with pc, we obtain the end-to-end connectivity
probability in the broadcast case.
VI. PERFORMANCE EVALUATION
In this section, we validate the proposed theoretical framework via extensive simulations
and provide useful insights on the use of solar and wireless energy harvesting by comparing
the metrics of interest for the different transmission schemes. The simulation environment is
developed in Matlab R2014a.
A. Simulation Setup
We consider the topology shown in Fig. 1 and calculate the connectivity among m = 100
gateways that are surrounded by a given number of sensors (i.e., at any given moment, one
of them is the transmitter while the rest are considered interferers) and, thus, we show pc for
two cases: i) one interferer per cluster, i.e., n = 1, and ii) two interferers per cluster, i.e.,
n = 2. In each iteration, we deploy the PBs and GWs randomly and calculate the network
performance for this instance. Then, after 10.000 iterations, we calculate and compare the average
network performance with our analytical results. Unless otherwise stated, the decoding threshold
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TABLE I:
SIMULATION PARAMETERS
Simulation Parameter Symbol Value
Path loss exponent α 4
Threshold ratio γ −10 dB
Sensor transmission power Ptx 10 dBm
PB Transmission power Pb [26, 36] dBm
PB Idle power consumption Pb,idle 2.5 W
GW Transmission power Pg [26, 36] dBm
GW Idle power consumption Pg,idle 2.5 W
HP Slots S 5
Energy margin in θ δ 2 · 10−3 Joule
Sensor transmission duration ttx 0.1 s
RF-to-DC conversion efficiency  70%
Interferers n [1, 2] per cluster
GW Intensity λg 0.01 per m2
PB Intensity λb [0, 0.05] per m2
Scale parameter σ 10
Battery Capacity Lf 2000 Wh
Battery level thresholds {L−, L+} {1000, 1700} Wh
Solar Panel Area A 0.5 m2
Simulation Area As 5 · 106 m2
is assumed fixed at γ = −10 dB, the number of HPs is ν = 1, while the intensity of the clusters
and PBs is 0.01 and 0.04 per m2, respectively, as shown in Table I. The transmission power of
the PBs that power the sensors via WEH varies between 26 and 36 dBm, respecting the limits
of the FCC’s Code of Federal Regulations [26]. Also, the solar panel efficiency is η = 0.1 and
its performance ratio is set at rp = 0.75. Regarding the sensors, we consider characteristics
from real low-power devices [35], [36]. Thus, their data rate is 250 kb/s, while the message
that carries its measurement is 20 bytes long (i.e., 8 bytes payload and 12 bytes headers). To
that end, the time duration that the sensor is active is 100 ms, i.e., approximately 80 ms for
transmission and the rest for processing and measuring. Moreover, the transmission power of
the nodes is set at 10 dBm, while the board power consumption due to the processing from the
MCU and the measuring from the sensing devices is approximately 8 mA. Consequently, the
energy margin δ that defines the θ threshold is 2 mJ.
Solar harvesting model setup: Regarding the solar harvesting model, let us recall that the
solar radiation parameter in (3) is measured in W/m2 and it depends on the time, the location
of the panel relative to the sun, its orientation and its inclination. As the solar radiation patterns
vary significantly for different areas, it is more practical to choose a specific area to formulate
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Fig. 6: Solar Radiation vs. Time at Barcelona, Spain for two random days of January and August.
TABLE II: PARAMETERS χ, ψ AND ω FOR THE QUADRATIC SOLAR PANEL POWER OUTPUT
MODEL AND BETA PARAMETERS α, β FOR THE CLOUD COVER IN BARCELONA, SPAIN
Month χ ψ ω α β Region [30]
January -2.26 -11.4 50 1 0.95 II
February -1.75 -11.34 45.4 1 0.95 II
March -1.74 -11.6 45.5 0.9 0.59 II
April -1.86 -11.45 53.4 0.9 0.59 II
May -1.79 -11.53 53 0.9 0.59 II
June -1.57 -11.46 49.5 0.96 2.55 IV
July -1.84 -11.58 55.9 0.96 2.55 IV
August -1.93 -11.47 56.4 0.96 2.55 IV
September -1.75 -11.48 48.7 1.15 1.02 IV
October -1.79 -11.52 46.5 1.15 1.02 IV
November -1.74 -11.44 37.7 1.15 1.02 IV
December -1.89 -11.52 38.9 1 0.95 II
the solar harvesting model. To that end, we assume that our network is located at Barcelona,
Spain, which is a densely populated urban area and we employ the solar radiation data from
[34, Table 1(b)] for a 45◦ inclination and a south orientation. Using the aforementioned data,
we confirm in Fig. 6 that the solar radiation follows a quadratic behavior versus the time in
a day and we show this for two random days in January and August. As we can see, during
August the solar radiation is higher as the day lasts longer and the sun is closer to the northern
hemisphere in contrast to January. To that end, by employing quadratic fitting on the data from
[34], the solar radiation can be described by (4) where χ, ψ and ω are the fitting parameters for
the quadratic curve of each month, given in Table II.
To account for the cloud cover, we follow the analysis in [29] regarding the Beta distribution.
Hence, we employ measurements from [30], where the author derives the shape parameters
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Fig. 7: Probability pa vs. PB intensity λb for different fading cases. Parameters: S = 5, Pb = 30
dBm and ν = 1.
α, β > 0 for the Beta distribution in different cloud cover regions of Europe. The data are based
on satellite and surface cloud cover measurements for a 30-year period. To that end, the shape
parameters α and β of the Beta distribution and the region where the area under investigation
falls in for each month are given in Table II. Thus, we have all the required information to
provide an accurate estimation of the solar panel power output for every hour of the day.
B. Energy Harvesting Performance Evaluation
In order to validate the analytical derivations of Section IV, we present in Fig. 7 the probability
of active node pa with and without fading versus the intensity λb of the PBs for S = 5, Pb = 30
dBm and ν = 1. As we may observe, all results show a perfect match with the theory. Moreover,
we notice that both cases perform similarly, as it is expected according to Lemma 1. Furthermore,
as the intensity of the PBs is rising, the probability pa increases as the average distance between
a sensor and a PB is decreasing. However, we notice that, for λb > 0.04, the probability pa
saturates. Therefore, for the given HP duration and transmission power, the intensity of the PBs
should not exceed the 0.04 PBs/m2, as it does not offer any benefit in the network performance.
Moreover, in Fig. 8, we employ Lemma 1 to present the relation between the harvesting slots
S and the intensity of the PBs given that the probability pa is fixed at 0.99 for ν = 1. In this
way, this figure demonstrates three different λb configurations between the harvesting slots S and
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Fig. 8: Harvesting slots S required to achieve pa = 0.99 vs. PB transmission power for different
PB intensities.
the PB transmission power Pb that guarantee active operation from approximately all nodes for
different density scenarios. As we can see, the number of harvesting slots decreases by increasing
either the transmission power or the intensity of the PBs. We also notice that by doubling the
PB density, results in smaller HPs (i.e., faster recharge cycles), than doubling the transmission
power. For instance, doubling the intensity at Pb = 33 dBm from 0.01 to 0.02, reduces the slots
from approximately 9 to only 2. On the other hand, increasing the power transmission from 33
to 36 dBm for the same PB density (λb = 0.01), results to 5 harvesting slots. Thus, mission-
critical applications that demand low delay and active operations from all nodes (i.e., mMTC
and cMTC) should be designed with a focus on higher PB densities.
However, in cases where the probability pa cannot be close to 1, the inactive sensors in the
first HP will harvest energy from the following HPs until they are able to transmit, i.e., the θ
threshold is surpassed. To that end, in order to evaluate the performance of the network when
pa < 1 for ν = 1, we demonstrate in Fig. 9, the probability pa during a hyperperiod, i.e., the
least common multiple of all the natural numbers from 1 to ν, given that pa reaches 1 when
ν = 3. Therefore, the hyperperiod has a duration of ξ = 6 HPs and the probability pa varies
according to Fig. 9. After the first HP, pa is around 0.9, but in the last HP of the hyperperiod,
approximately all (99%) nodes will be active. It is interesting to notice that, after the fifth HP,
the probability pa drops to the same level as in the first HP, since only the nodes that are able
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Fig. 10: Performance of the energy allocation algorithms in one year: a) Battery level, b)
Transmission Power, c) Active node probability.
to harvest energy in one HP will be active.
Next, in order to demonstrate the variations of the active node probability due to the solar
energy harvesting variations, we present, in Fig. 10, the performance of the proposed energy
allocation algorithm over the span of one year, i.e., the algorithm begins on January 1 (assuming
full battery) and finishes on the 31st of December. As we can see in Fig. 10a, the battery level
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drops during the winter months (i.e., ∼ 500 Wh or ∼ 25%), but still the algorithm keeps a battery
level that prevents any power outage or connection with the electricity grid by decreasing the
power transmission, shown in Fig. 10b. Also, we notice that, during the summer months, the
battery level increases close to the battery capacity and, as there is abundance of energy in
the battery, the transmission power is increased. However, even then (August), the transmission
power is decreased in some cases due to high cloud cover, i.e., despite the high battery level,
extensive cloud cover provokes a slight decrease in PB to reduce the energy consumption. As
expected, the probability pa, shown in Fig. 10c, follows the trends of the transmission power
and we notice that it is over 0.87 throughout the year, which means that at least 87% of the
nodes will manage to transmit from the first HP, while the rest will need more HPs to receive
the required energy to transmit (see Fig. 9). We should also notice that although employing the
proposed energy allocation algorithm reduces vastly the risk of power outage, it sacrifices the
communication performance due to the lower pa in worst case conditions, i.e., low battery level
and/or high cloud cover.
C. Communication Performance Evaluation
Regarding the communication part, in Fig. 11, we present the cluster coverage probability
versus the decoding threshold for two cases, i.e., when there is one or two interferers in a
cluster. Apparently, higher γ implies lower coverage probability, as the received signal is not
strong enough to be decoded compared to the interference. Also, the same conclusion is reached
when the number of interferers is increasing, as the interference becomes stronger at the receiver.
In Fig. 12, we study the end-to-end connectivity versus the PB intensity, while taking into
account both the active nodes and the cluster coverage. In this figure, we present the performance
of both transmission schemes (i.e., unicast and broadcast) and we verify that the simulation results
strictly follow our analysis, while the small deviation is due to the approximation of pa and the
tight bound used for the other clusters interference in the cluster coverage. Furthermore, we
observe that the connectivity in broadcast scenarios is significantly higher that the connectivity
in unicast transmissions, as it is more probable to successfully deliver a message in a random
receiver around the transmitter than to a designated receiver due to the fading conditions.
Finally, in Fig. 13, we demonstrate the performance of the network in terms of connectivity
for ν = 1, S = 5 and λg = 0.02, while taking into account the solar harvesting performance for
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Fig. 12: End-to-end Connectivity vs. PB intensity λb for different transmission schemes for
n = 1, S = 5 and ν = 1.
the duration of one year. Similar to the PBs, the transmission power of the gateways depends
on the solar harvesting performance. Hence, the connectivity performance varies according to
the transmission scheme, the battery level and the decisions of the energy allocation algorithm.
Therefore, in this figure, both the transmission power Pb of the PBs and Pg of the gateways are
affecting the connectivity during the year. As we can observe, the connectivity in the unicast
case (Fig. 13b) varies between 0.25 and 0.78, while for the broadcast case varies from 0.82 to
0.89 (Fig. 13c). This stems from the fact that in the unicast scheme, the GWs have to decode a
message from their nearest GW and, thus, their transmission power affects the communication
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Fig. 13: Connectivity Probability vs. Time over the span of one year: a) Battery Level, b) Unicast,
and c) Broadcast.
significantly. In contrast, in the broadcast case, the gateways decode the message with the
strongest signal regardless of its proximity, resulting in a much higher connectivity ability.
VII. CONCLUSION
In this paper, we studied the connectivity of a zero-energy WPSN under different transmission
mechanisms (i.e., unicast, broadcast). For each scenario, we analytically derived the probability of
connectivity, while considering the probability that the nodes are active. Moreover, we compared
the different transmission mechanisms by assuming that battery-less nodes forming clusters
harvest RF energy from PBs and showed that increasing the PB intensity is more beneficial
for mission-critical applications than increasing the PB transmission power. As each PB and
gateway is connected to a solar panel and a battery, we formulated a solar harvesting model and
an energy allocation algorithm that adjusts the transmission power of PBs and gateways according
to the cloud cover. We evaluated its performance and showed that the network operates without
interruptions using only solar energy. Also, it has been shown that, under fading conditions, the
broadcast scheme outperforms the unicast one. In the future, we plan to extend this work in
three ways: i) by implementing a testbed to acquire experimental data, ii) by employing variable
RF-to-DC conversion efficiency in the model, which will provide more realistic results, and iii)
by identifying the optimum solutions that provide full connectivity.
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APPENDIX
A. Derivations of Lemma 1
By taking the logarithm of (21), we obtain the Stirling’s series
ln(Γ(S)) = (S − 1
2
) lnS − S + ln(2pi)
2
+
∞∑
φ=1
B2φ
2φ(2φ− 1)S2φ−1 = (40)
= (S − 1
2
) lnS − S + ln(2pi)
2
+
1
12S
− 1
360S3
+ . . . (41)
where B2φ in (40) is a Bernoulli number. (41) can be given also as
ln(
√
SΓ(S)) = S lnS − S + ln(2pi)
2
+
1
12S
− 1
360S3
+ . . . (42)
Furthermore, we know from Euler’s duplication formula that
Γ(S)Γ(S +
1
2
) = 21−2S
√
piΓ(2S). (43)
Taking the natural logarithm of Γ(S + 1
2
) in (43) and employing (41), yields
ln(Γ(S +
1
2
)) = S lnS − S + ln(2pi)
2
− 1
24S
+
7
2880S3
+ . . . (44)
Subtracting (42) from (44), yields the approximate solution
ln
(
Γ(S + 1
2
)√
SΓ(S)
)
= − 1
8S
+
1
192S3
+ . . . (45)
Therefore,
Γ(S + 1
2
)√
SΓ(S)
= exp
(
− 1
8S
)
exp
(
1
192S3
)
. . . (46)
As S is a natural number both exponents in (46) are approximately 1 and it holds that
Γ(S + 1
2
)
Γ(S)
≈
√
S. (47)
By replacing (47) in (11), we can reach the result of Lemma 1.
B. Derivations of Lemma 2
To calculate this probability, we need first to define the distribution of the distances in a cluster
both for the intra-cluster case, i.e., the distance between the sensors and the gateway, and the
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inter-cluster case, i.e., the distance between the gateway and the other clusters on the plane.
According to [8], the distribution of the distance between a random point in a cluster and the
clusterhead is described by the Rayleigh distribution and it is given by
fR(r, σ
2) =
r
σ2
exp
(
− r
2
2σ2
)
. (48)
The probability pc can be obtained by
pc = paP(SIR ≥ γ) = paP
(
hr−α ≥ (Iintra + Iinter)γ
Ptx
)
. (49)
By averaging the probability P(SIR ≥ γ) over the plane, we obtain
P(SIR ≥ γ) = E[P (SIR > γ|r)] =
∫
r>0
P (SIR > γ|r)fR(r)dr (50)
=
∫
r>0
P (h > γrα(Iintra + Iinter)|r)fR(r)dr (51)
=
∫
r>0
EI [exp(−γrα(Iintra + Iinter)|r)]fR(r)dr (52)
=
∫
r>0
Lintra(γrα)Linter(γrα)fR(r)dr, (53)
where (52) follows from h ∼ exp(µ).
The number of interferers depends on the probability that these interferers will have enough
power to be active during the CP. In this way, if some interferers have not received enough
energy during the HP, they will not contribute at the total interference. To that end, the Laplace
transforms for the intra-cluster Lintra(s) and the inter-cluster Linter(s) interference provided in
[8] are modified to take into account the active nodes with probability pa and are given by
Lintra(s) = E
[
exp
(
− s
n¯pa∑
f=1
hf |w|−α
)]
= E
[ n¯pa∏
f=1
1
1 + s|w|−α
]
= (54)
= exp
(
− (n¯pa − 1)
∫ ∞
0
sw−α
1 + sw−α
fR(w, 2σ
2)dw
)
. (55)
For the Laplace transform of the inter-cluster interference Linter(s), we follow the derivations
provided in [8, Appendix F] to obtain
Linter(s) = exp
(
− 2pi
2λgn¯pas
2/α
α sin(2pi/α)
)
. (56)
Substituting (55) and (56) in (53), yields the result of Lemma 2.
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