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Abstract
We propose SPARFA-Trace, a new machine learning-based framework for time-varying
learning and content analytics for education applications. We develop a novel message
passing-based, blind, approximate Kalman filter for sparse factor analysis (SPARFA), that
jointly (i) traces learner concept knowledge over time, (ii) analyzes learner concept knowl-
edge state transitions (induced by interacting with learning resources, such as textbook
sections, lecture videos, etc, or the forgetting effect), and (iii) estimates the content organi-
zation and intrinsic difficulty of the assessment questions. These quantities are estimated
solely from binary-valued (correct/incorrect) graded learner response data and a summary
of the specific actions each learner performs (e.g., answering a question or studying a learn-
ing resource) at each time instance. Experimental results on two online course datasets
demonstrate that SPARFA-Trace is capable of tracing each learner’s concept knowledge
evolution over time, as well as analyzing the quality and content organization of learning
resources, the question–concept associations, and the question intrinsic difficulties. More-
over, we show that SPARFA-Trace achieves comparable or better performance in predicting
unobserved learner responses than existing collaborative filtering and knowledge tracing
approaches for personalized education.
Keywords: Kalman filter, knowledge tracing, learning analytics, personalized learning,
sparse factor analysis (SPARFA), sparse probit regression
1. Introduction
The traditional “one-size-fits-all" education approach is one of the main bottlenecks for
education in the 21st century. This approach largely limits learners’ learning efficiency, as
it is unable to provide personalized and timely feedback to learners, and remains linear
in organization regardless of the different strengths, weaknesses, goals, and interests of
different learners. Recent developments in machine learning-based personalized learning
systems (PLSs) provide great potential to achieve personalized learning, by automatically
mining data from learner interactions with educational content in order to provide a scalable,
personalized education experience to a large number of learners (see Psotka et al. (1988);
VanLehn et al. (2005); Knewton (2012) for examples).
In our vision, a PLS should consist of two key components:
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• Learning analytics (LA), which estimates the learners’ knowledge states and dynam-
ically traces their change over time, as the learners either learn by interacting with
learning materials (including learning resources, e.g., textbook sections, lecture videos,
and assessments, namely questions in weekly quizzes, homework assignments, and ex-
ams), or forget by not doing remedial studies (see, e.g., Weiner and Reed (1969)).
• Content analytics (CA), which provides insight on the quality and content organization
of all learning resources and the nature of the forgetting effect, as well as the difficulty
and content organization of the available questions.
1.1 SPARFA: sparse factor analysis for learning and content analytics
The recently proposed sparse factor analysis (SPARFA) framework for personalized learn-
ing proposed statistical models and algorithms for machine learning-based LA and CA
(Lan et al. (2012)). SPARFA assumes that the learners’ responses to questions in the do-
main of a course/assessment are governed by their knowledge on a small number of latent
“concepts.” In particular, SPARFA relies on the following probability model for learners’
graded responses to questions:
Yi,j ∼ Ber(Φ(Zi,j)) and Zi,j = w¯Ti cj − µi.
Here, Yi,j is the binary-valued graded response of learner j to question i, which is assumed
to be a Bernoulli random variable, and Zi,j is a slack variable governing the probability of
learner j answering question i correctly or incorrectly. Φ(·) represents the inverse logit/probit
link function. The variable Zi,j depends on three factors: (i) the question–concept associ-
ation vector w¯i which characterizes how question i relates to each concept, (ii) the learner
concept knowledge vector cj of learner j, and (iii) the intrinsic difficulty parameter µi of
question i.
The SPARFA framework jointly estimates (i) the question–concept association of each
question, (ii) the concept knowledge of each learner, and (iii) the intrinsic difficulty of each
question, solely from observed binary-valued (correct/incorrect) graded learner responses to
questions, under assumptions (A1)–(A3).
This paper makes two major extensions to the SPARFA framework. First, the SPARFA
framework assumes that the learners’ concept knowledge states remain constant throughout
the course/assessment. This assumption prohibits SPARFA from situations where learners’
responses are made at different time instances, as is usual for homework sets assigned during
a semester-long course. Second, the SPARFA framework only analyzes questions, which mea-
sure learner knowledge states, but does not analyze learner knowledge state transitions, which
are induced by interacting with learning resources or by forgetting (Carrier and Pashler
(1992); Larsen et al. (2009)). The analysis of learning resources is of utmost importance for
a PLS, since this information enables the system to automatically recommend new resources
to individual learners for remedial studies.
1.2 SPARFA-Trace: time-varying learning and content analytics
In this paper, we propose SPARFA-Trace, a blind approximate Kalman filtering approach
to perform joint time-varying LA and CA. The main working principle of the approach is
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Figure 1: The SPARFA-Trace framework processes the binary-valued graded learner re-
sponse matrix Y (binary-valued, with 1 denoting a correct response and 0 denot-
ing an incorrect response) and the learner activity matrices {R(t)} (binary-valued,
with 1 denoting a learner studied a learning resource) to (i) trace learner concept
knowledge states c
(t)
j over time and (ii) estimate learning resource content organi-
zation and quality parameters Dm, dm and Γm, together with question–concept
association and question intrinsic difficulty parameters w¯i and µi, respectively.
illustrated in Figure 1. Time-varying LA is performed by tracing each learner’s concept
knowledge (i.e., tracking the evolution of each learner’s concept knowledge state vector
c
(t)
j over different time instances t), based on (i) observed binary-valued (correct/incorrect)
graded learner responses to questions matrix Y and (ii) available learner activity matrices
R(t), as shown in Figure 1. CA is performed by estimating all learner concept knowledge
state transition parametersDm, dm and Γm, and question–concept associations and question
intrinsic difficulties w¯i and µi, based on the estimated learner concept knowledge states at
all time instances, as shown in Figure 1.
In order to perform all these tasks, we extend the SPARFA framework developed in
Lan et al. (2012) using a new statistical model for learner knowledge state transitions that
are induced by studying learning resources or the forgetting effect. Armed with this model,
LA corresponds to the task of estimating latent concept knowledge states in a dynamical
system, where binary-valued graded learner responses to questions are its observations. We
develop a message passing-based approximate Kalman filtering approach to estimate the
latent learner concept knowledge states at every time instance, as the underlying dynamical
system is non-linear and non-Gaussian due to the binary-valued right/wrong observations,
which inhibits the use of traditional Kalman filtering methods. We also propose novel convex
optimization-based algorithms within the expectation-maximization (EM) framework for
CA, i.e., algorithms that estimate learners’ concept knowledge state transition parameters
and question-dependent parameters. The estimation of these parameters is crucial, as the
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approximate Kalman filtering approach requires all these parameters to be given, which is,
in general, not the case in real educational scenarios.
To test and validate its effectiveness, we evaluate SPARFA-Trace on synthetic datasets
and real-world educational datasets collected via OpenStax Tutor (OpenStaxTutor (2013)).
SPARFA-Trace is accurate in tracing learner concept knowledge, and estimating learner
concept knowledge state transition parameters and question-dependent parameters. Further,
it outperforms existing approaches on predicting unobserved learner responses. We also
demonstrate that SPARFA-Trace enables a PLS to (i) trace the learner concept knowledge
state evolution over time in order to provide timely feedback to learners, and (ii) analyze
the quality and content organization of all learning resources and assessment questions, in
order to make effective and computerized recommendations to learners for remedial studies.
1.3 Related work
The closest related work to SPARFA-Trace is knowledge tracing (KT). KT is a popular tech-
nique for tracing learner knowledge evolution over time and for predicting future learner per-
formance (see, e.g., Corbett and Anderson (1994); Baker et al. (2008); Pardos and Heffernan
(2010b)). Powerful as it is, KT suffers from the following drawbacks: (i) KT uses binary
learner knowledge state representations, characterizing learners as whether they have mas-
tered a certain concept (or skill) or not. The limited explanatory power of binary concept
knowledge state representations prohibit the design of more powerful and sophisticated LA
and CA algorithms. (ii) KT assumes that each question is associated with exactly one con-
cept. This restriction limits KT to very narrow educational domains (e.g., basic algebra),
preventing it from generalizing to courses/assessments involving multiple concepts. (iii) KT
uses a single “probability of learning” parameter to characterize the learner knowledge state
transitions over time, and assumes that a concept cannot be forgotten once it is mastered.
This modeling limitation forces all learner knowledge state transitions to be characterized
by the same “probability of learning” parameter, prohibiting KT from performing CA, i.e.,
analyzing the quality and content organization of different learning resources that lead to
different learner knowledge state transitions. See Section 6 for detailed discussions and
comparisons with previous work in KT and other machine learning-based approaches to
personalized learning.
1.4 Paper organization
In Section 2, we introduce the SPARFA-Trace statistical model for learner knowledge state
transitions that are induced by interacting with learning resources or forgetting. In Sec-
tion 3, we detail the approximate Kalman filtering approach for learner concept knowledge
tracing. In Section 4, we detail convex optimization-based algorithms to estimate learn-
ers’ concept knowledge state transition parameters and question-dependent parameters. In
Section 5, we evaluate SPARFA-Trace on synthetic and real-world educational datasets. In
Section 6, we provide a brief overview of related KT and machine learning-based techniques
for personalized learning. We conclude in Section 7.
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2. Statistical Model for Time-Varying Learning and Content Analytics
We start by extending the SPARFA framework (Lan et al. (2012)) to trace learner concept
knowledge over time, and propose the corresponding statistical model in Section 2.1. In Sec-
tion 2.2, we then characterize the transition of a learner’s concept knowledge states between
consecutive time instances as an affine model, which is parameterized by (i) the particular
learning resource(s) the learner interacted with, and (ii) how these learning resource(s) affect
learners’ concept knowledge states.
2.1 Statistical model for time-varying graded learner responses to questions
The proposed statistical model characterizes the probability that a learner answers a question
correctly at a particular time instance in terms of: (i) the learner’s knowledge on every
concept at this particular time instance, (ii) how the question relates to each concept, and
(iii) the intrinsic difficulty of the question. To this end, let N denote the number of learners,
K the number of latent concepts in the course/assessment, and T the total number of
time instances throughout the course/assessment. We define the K-dimensional vectors
c
(t)
j ∈ RK , t ∈ {1, . . . , T}, j ∈ {1, . . . , N}, to represent the latent concept knowledge state
of the jth learner at time instance t. Let Q be the total number of questions. We further
define the mapping i(t, j) : {1, . . . , T} × {1, . . . , N} 7→ {1, . . . , Q}, which maps learner and
time instance indices to question indices; this information can be extracted from the learner
activity log. We will use the shorthand notation i
(t)
j = i(t, j) to denote the index of the
question that the jth learner answers i
(t)
j at time instance t. Under this notation, we define
the K-dimensional vector w¯
i
(t)
j
∈ RK , i ∈ {1, . . . , Q} as the question–concept association
vector of the question that the jth learner answered at time instance t. Finally, we define
the scalar µ
i
(t)
j
∈ R to be the intrinsic difficulty of question i(t)j , with a large, positive values
of µ
i
(t)
j
representing a difficult question, while a small, negative values of µ
i
(t)
j
represent an
easy one.
Given these quantities, we characterize the binary-valued graded response, where 1 de-
notes a correct response and 0 an incorrect response, of learner j to question i
(t)
j at time
instance t as a Bernoulli random variable:
Y
(t)
j ∼ Ber(Φ(Z(t)j )), (t, j) ∈ Ωobs,
Z
(t)
j = w¯
T
i
(t)
j
c
(t)
j − µi(t)j , ∀t, j. (1)
Here, the set Ωobs ⊆ {1, . . . , T} × {1, . . . , N} contains the indices associated with the ob-
served graded learner response data, since some learner responses might not be observed
in practice. Φ(z) denotes the inverse probit link function Φpro(z) =
∫ z
−∞N (t) dt, where
N (t) = 1√
2π
exp(−t2/2) is the probability density function (PDF) of the standard normal
distribution. (Note that the inverse logit link function could also be used. However, the in-
verse probit link function simplifies the calculations detailed in Section 3.3.) The likelihood
of an observation Y
(t)
j can, alternatively, be written as
p(Y
(t)
j |c(t)j ) = Φ
(
(2Y
(t)
j − 1)(w¯Ti(t)j c
(t)
j − µi(t)j )
)
,
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an expression that we will often use in the remainder of the paper.
Following the original SPARFA framework, we impose the following model assumptions:
(A1) The number of concepts is much smaller than the number of questions and the num-
ber of learners: This assumption imposes a low-dimensional model on the learners’
responses to questions.
(A2) The vector w¯i is sparse: This assumption bases on the observation that each question
should only be associated with a few concepts out of all concepts in the domain of a
course/assessment.
(A3) The vector w¯i has non-negative entries: This assumption enables one to interpret
the entries in cj to be the latent concept knowledge of each learner, with positive
values represent high concept knowledge, while negative values represent low concept
knowledge.
These assumptions are reasonable in the majority of real-world educational scenarios,
alleviating the common identifiability issue (i.e., if Zi,j = w¯
T
i cj , then for any orthonormal
matrix Q with QTQ = I, we have Zi,j = w¯
T
i Q
TQcj = ˜¯wTi c˜j . Hence, estimating w¯i and cj
is, in general, non-unique up to a unitary unitary transformation. See Harman (1976) and
Lan et al. (2012) for more details) of factor analysis and improving the interpretability of
the variables w¯i, cj , and µi.
2.2 Statistical model for learner knowledge state transition
The SPARFA model (1) assumes that each learner’s concept knowledge remains constant
throughout a course/assessment. Although this assumption is valid in the setting of a single
test or exam, it provides limited explanatory power in analyzing the (possibly semester-
long) process of a course, during which the learners’ concept knowledge evolves through
time. Concept knowledge state evolution can happen due to the following reasons: (i) A
learner can interact with learning resources (read a section of an assigned textbook, watch a
lecture video, conduct a lab experiment, or do a computer simulation), all likely to result in
an increase of their concept knowledge. (ii) A learner can simply forget a learned concept,
resulting in a decrease of their concept knowledge. For the sake of simplicity of exposition,
we will treat the forgetting effect (Weiner and Reed (1969)) as a special learning resource
that reduces learners’ concept knowledge over time.
We propose a latent state transition model that models learner concept knowledge
evolution between two consecutive time instances. To this end, we assume that there
is a total number of M distinct learning resources. We define the mapping m(t, j) :
{1, . . . , T} × {1, . . . , N} 7→ {1, . . . ,M} from time and learner indices to learning resource
indices; this information can be extracted from the learner activity log. We will use the short-
hand notation m
(t−1)
j = m(t− 1, j) to denote the index of the learning resource that learner
j studies between time instance t−1 and time instance t. Under these notations, the learner
activity summary matrices R(t) illustrated in Figure 1 are defined by R
(t)
j,m
(t)
j
= 1, ∀(t, j),
meaning that learner j interacted with learning resource m
(t)
j at time instance t, and 0
otherwise.
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We are now ready to model the transition of learner j’s latent concept knowledge state
from time instance t− 1 to t as:
c
(t)
j = (IK +Dm(t−1)j
)c
(t−1)
j + dm(t−1)j
+ ǫ
(t−1)
j , ǫ
(t−1)
j ∼ N (0K ,Γm(t−1)j ), (2)
where IK is the K × K identity matrix; Dm(t−1)j , dm(t−1)j and Γm(t−1)j are latent learner
concept knowledge state transition parameters, which define an affine model on the transition
of the jth learner’s concept knowledge state by interacting with learning resource m
(t−1)
j
between time instances t− 1 and t. D
m
(t−1)
j
is a K ×K matrix, d
m
(t−1)
j
is a K × 1 vector,
and 0K is the K-dimensional zero vector. The covariance matrix Γm(t−1)j
characterizes the
uncertainty induced in the learner concept knowledge state transition by interacting with
learning resource m
(t−1)
j . Note that (2) also has the following equivalent form:
p(c
(t)
j |c(t−1)j ) = N
(
c
(t)
j |(IK +Dm(t−1)j )c
(t−1)
j + dm(t−1)j
, Γ
m
(t−1)
j
)
, (3)
where N (x|µ,Σ) represents a multivariate Gaussian distribution with mean vector µ and
covariance matrix Σ.
In order to reduce the number of parameters, to improve identifiability of the parameters
D
m
(t−1)
j
, d
m
(t−1)
j
and Γ
m
(t−1)
j
, and to account for real-world educational scenarios, we impose
three additional assumptions on the learner knowledge state transition matrix D
m
(t−1)
j
:
(A4) D
m
(t−1)
j
is lower triangular : This assumption means that, the kth entry in the learner
concept knowledge vector c
(t)
j is only influenced by the the 1
st, . . . , (k − 1)th entry in
c
(t−1)
j . As a result, the upper entries in c
(t−1)
j represent pre-requisite concepts that are
covered early in the course, while lower entries represent advanced concepts that are
covered towards the end of the course. Using this assumption, it is possible to extract
prerequisite relationships among concepts purely from learner response data.
(A5) D
m
(t−1)
j
has non-negative entries: This assumption ensures that having low concept
knowledge at time instance t − 1 (negative entries in c(t−1)j ) does not result in high
concept knowledge at time instance t (positive entries in c
(t)
j ).
(A6) D
m
(t−1)
j
is sparse: This assumption amounts for the observation that learning resources
typically only cover a small subset of concepts among all concepts covered in a course.
In contrast to the learner concept knowledge transition matrix D
m
(t−1)
j
, we do not impose
sparsity or non-negativity properties on the intrinsic learner concept knowledge state transi-
tion vector d
m
(t−1)
j
in (2); large, positive values in d
m
(t−1)
j
represent learning resources with
good quality that boost learners’ concept knowledge, while small, negative values in d
m
(t−1)
j
represent learning resources that reduce learners’ concept knowledge. This setting enables
our framework to model cases of poorly designed, misleading, or off-topic learning resources
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that distract or confuse learners. Note that the forgetting effect can also be modeled as a
learning resource with negative entries in d
m
(t−1)
j
.
To further reduce the number of parameters, the covariance matrix Γ
m
(t−1)
j
is assumed
to be diagonal, implying that the uncertainties of learning resources on learners’ knowledge
states are not correlated among different concepts. This assumption is mainly made for
simplicity; the analysis of more evolved models is left for future work.
In the next section, we will describe how to estimate the learners’ concept knowledge
state vectors c
(t)
j , ∀t, j, given observed graded learner responses Y(t)j , (t, j) ∈ Ωobs, and
all parameters D
m
(t−1)
j
,d
m
(t−1)
j
,Γ
m
(t−1)
j
, w¯
i
(t)
j
, µ
i
(t)
j
, ∀t, j, i.e., how to perform time-varying
learning analytics. Then, in Section 4, we will introduce methods to estimate these param-
eters and thus analyze the quality and content organization of all learning resources and
questions, i.e., performing content analytics.
3. Time-Varying Learning Analytics
We now introduce a message passing-based approximate Kalman filtering approach for
learner concept knowledge tracing. Since the observed data is binary-valued graded learner
responses to questions, we cannot simply use common Kalman filter methods that assume
Gaussian observation models. We start with a brief review of Kalman filtering and smooth-
ing, and then introduce the necessary approximations in the Kalman filtering approach to
estimate latent learner concept knowledge states at all time instances. For simplicity, we
will drop the learner index j in this section, i.e., quantities D
m
(t−1)
j
and d
m
(t−1)
j
are replaced
by Dm(t−1) and dm(t−1) . Moreover, we use the shorthand notation Dm(t−1) for the quantity
IK +Dm(t−1) .
3.1 Kalman filtering
Kalman filtering (Kalman (1960); Haykin (2001)) solves a key inference problem in linear
dynamical systems (LDS), where the system consist of a series of continuous latent state
variables with Markovian state transition property and a Gaussian observation model. The
following derivations briefly summarize the results in Minka (1999).
The Markov chain consist of a series of T latent state variables c(t), t = 1, . . . , T , and
observations y(t), t = 1, . . . , T . Due to the Markovian property of the system, the joint
probability of all latent states and all observations can be factorized as
p(c(1), . . . , c(T ),y(1), . . . ,y(T )) = p(c(1)) p(y(1) |c(1))∏Tt=2 p(c(t) |c(t−1)) p(y(t) |c(t)).
A visualization of the dynamical system as a factor graph (Kschischang et al. (2001); Loeliger
(2004)) is shown in Figure 2.
The inference algorithm, which estimates the vectors c(t), ∀t, based on the observations
y(t), ∀t, consist of two parts. First, a forward message passing phase (i.e., the Kalman
filtering phase) is performed. Then, using estimates obtained during the Kalman filtering
phase, a backward message passing phase (often referred to as Kalman smoothing or Rauch-
Tung-Streibel (RTS) smoothing) is also performed.
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Figure 2: Factor graph message passing scheme for the inference of a set of T latent state
variables with Markovian transition properties from (possibly noisy) observations.
In the forward message passing phase, the goal is to estimate latent state variables
c(t) based on the previous observations y(1), . . . ,y(t). In other words, the value of interest
is p(c(t) | y(1), . . . ,y(t)), ∀t. This quantity can be obtained via a message passing scheme
outlined in Figure 2. Specifically, by starting at t = 1, the incoming message to variable
node c(1) is given by α′(c(1)) = p(c(1)). The outgoing message from variable node c(1) to
factor node p(c(2) |c(1)) is then given by
α(c(1)) = α′(c(1)) p(y(1) |c(1)) = p(c(1)) p(y(1) |c(1)) = b1 p(c(1) |y(1)),
according to Bayes rule, where b1 = p(y
(1)) is the scaling factor. Recursively following
these rules, the outgoing message α(c(t−1)) from variable node c(t−1) to the factor node
p(c(t) |c(t−1)) at time t is given by
α(c(t−1)) =
(∏t−1
τ=1 b
(τ)
)
p(c(t−1) |y(1), . . . ,y(t−1)).
The outgoing message α′(c(t)) from factor node p(c(t) |c(t−1)) to variable node c(t) is given
by
α′(c(t)) =
∫
α(c(t−1))p(c(t) |c(t−1))dc(t−1) =
(∏t−1
τ=1 b
(τ)
)
p(c(t) |y(1), . . . ,y(t−1)).
The outgoing message α(c(t)) from variable node c(t) is given by
α(c(t)) = α′(c(t)) p(y(t) |c(t)) = (∏tτ=1 b(τ)) p(c(t) |y(1), . . . ,y(t)),
where b(t) = p(y(t) |y(1), . . . ,y(t−1)). We can see that a scaled version of α(c(t)), α̂(c(t)) =
α(c(t))∏t
τ=1 b
(τ) = p(c
(t) |y(1), . . . ,y(t)), is exactly the value of interest.
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The derivations above show that α̂(c(t)) can be obtained in recursive fashion via
b(t) α̂(c(t)) = p(y(t) |c(t))
∫
p(c(t) |c(t−1)) α̂(c(t−1))dc(t−1). (4)
The key for obtaining a tractable and efficient estimator for p(c(t) |y(1), . . . ,y(t)) is that the
transition probability p(c(t) |c(t−1)) and the observation likelihood p(y(t) |c(t)) satisfy certain
properties such that the messages α̂(c(t)) and α̂(c(t−1)) take on the same functional form,
just with different parameters. A LDS is a special case in which the transition probability
and the observation likelihood are (multivariate) Gaussians of are of the following form:
p(c(t) |c(t−1)) = N (c(t) |Dm(t−1)c(t−1) + dm(t−1) ,Γm(t−1)),
p(y(t) |c(t)) = N (y(t) |Wi(t)c(t),Σi(t)).
Here, Γm(t−1) is the covariance matrix for state transition,Wi(t) is the measurement matrix,
and Σi(t) is the covariance matrix for the multivariate observation of the system. In order
for the functional form of the messages to stay the same over time, the messages are also
Gaussian, i.e., α̂(c(t)) ∼ N (c(t) |m(t),V(t)). Under these conditions, the forward message
passing recursion (4) takes on a compact form
b(t) α̂(c(t)) = N
(
c(t) |m(t),V(t)
)
, (5)
with the parameters b(t), m(t) and V(t) given by
m(t) = Dm(t−1)m
(t−1) + dm(t−1) +K
(t)
(
y(t) −Wi(t)
(
Dm(t−1)m
(t−1) + dm(t−1)
))
,
V(t) =
(
I−K(t)Wi(t)
)
P(t−1),
b(t) = N
(
y(t) |Wi(t)
(
Dm(t−1)m
(t−1) + dm(t−1)
)
,Wi(t)P
(t−1)WT
i(t)
+Σi(t)
)
,
in which the matrices K(t) and P(t−1) are given by
K(t) = P(t−1)WT
i(t)
(
Wi(t)P
(t−1)WT
i(t)
+Σi(t)
)−1
,
P(t−1) = Dm(t−1)V
(t−1)DTm(t−1) + Γm(t−1) .
The recursion starts with a prior p(c(1)) = N (c(1) |m(0),V(0)), and
m(1) =m(0) +K(1)
(
y(1) −Wi(1)m(0)
)
,
V(1) =
(
IK −K(1)Wi(1)
)
V(0),
K(1) = V(0)WT
i(1)
(
Wi(1)V
(0)WT
i(1)
+Σi(1)
)−1
,
b(1) = N
(
y(1) |Wi(1)m(0),Wi(1)V(0)WTi(1) +Σi(1)
)
.
The initial prior mean and variance for c(1) are assumed to be m(0) = 0K and V
(0) = σ20IK
in what follows.
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3.2 Kalman smoothing
As detailed above, Kalman filtering can be utilized to obtain p(c(t) | y(1), . . . ,y(t)), an es-
timate on the latent state at time instance t, given all observations y(τ) for τ < t. This
estimate is the value of interest for a variety of real-time tracking applications, since de-
cisions have to be made based on all available observations up to a certain time instance.
However, in our application, one could also use observations at τ ≥ t to obtain a better
estimate of the latent state at time instance t. In other words, the value of interest is now
p(c(t) |y(1), . . . ,y(T )). In order to estimate this value, a set of backward recursions similar
to the set of forward recursions (4) can be used.
Following the backward message passing scheme described in Loeliger (2004), the back-
wards message starts with a ”one” message going into variable node c(T ): β(c(T )) = 1 (as
shown in Figure 2). Then, the outgoing message from variable node c(T ) into factor node
p(c(T ) |c(T−1)) is
β′(c(T )) = p(y(T ) |c(T )),
and the outgoing message from factor node p(c(T ) |c(T−1)) into variable node c(T−1) is
β(c(T−1)) =
∫
p(c(T ) |c(T−1))p(y(T ) |c(T ))dc(T ) = p(y(T ) |c(T−1)).
Following this convention, we obtain the following recursion:
β(c(t−1)) =
∫
p(c(t) |c(t−1))p(y(t) |c(t))β(c(t))dc(t) = p(y(t), . . . ,y(T ) |c(t−1)),
where we have implicitly used the Markovian properties of the latent state variables. Now,
the marginal distribution of latent state variables c(t) can be written as a product of the
incoming messages into variable node c(t) from both forward and backward recursions, i.e.,
p(c(t) |y(1), . . . ,y(T )) = p(c
(t) |y(1), . . . ,y(T )) p(y(t+1), . . . ,y(T ) |y(1), . . . ,y(t))
p(y(t+1), . . . ,y(T ) |y(1), . . . ,y(t)) = α̂(c
(t))β̂(c(t)),
where β̂(c(t)) = β(c
(t))∏T
τ=t+1 b
(τ)
is a scaled version of β(c(t)). Now, the backward recursion is
as follows:
b(t) β̂(c(t−1)) =
∫
c(t)
p(c(t) |c(t−1))p(y(t) |c(t))β̂(c(t))dc(t). (6)
Although it is possible to obtain a backward recursion for β̂(c(t)), the common approach uses
a recursion directly on α̂(c(t))β̂(c(t)) to obtain the value of interest p(c(t) | y(1), . . . ,y(T )).
By multiplying both sides of the equation (6) by α̂(c(t−1)), we obtain
α̂(c(t−1))β̂(c(t−1)) = α̂(c(t−1))
∫
c(t)
p(c(t) |c(t−1))p(y(t) |c(t)) α̂(c
(t))β̂(c(t))
b(t) α̂(c(t))
dc(t),
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which can be computed recursively as a backward message passing process, given the es-
timates (5) following the completion of the forward message passing process detailed in
Section 3.1. Specifically, for a LDS, the recursions take the form:
α̂(c(t−1))β̂(c(t−1)) = N (c(t−1) |m̂(t−1), V̂(t−1)) (7)
with the parameters m̂(t−1) and V̂(t−1) given by
m̂(t−1) =m(t−1) + J(t−1)
(
m̂(t) −Dm(t−1)m(t−1) − dm(t−1)
)
,
V̂(t−1) = V(t−1) + J(t−1)
(
V̂(t) −P(t−1)
)
(J(t−1))T ,
J(t−1) = V(t−1)(Dm(t−1))
T (P(t−1))−1.
We start the recursion with m̂(T ) =m(T ) and V̂(T ) = V(T ), since β(c(T )) = 1.
In the above derivations, we have assumed that y(t) is observed for all t. If y(t)
is unobserved, then the message passing scheme will simply have α(c(t)) = α′(c(t)) and
β′(c(t)) = β(c(t)) instead, while the rest of the recursions remain unaffected.
3.3 Approximate Kalman filtering for learner concept knowledge tracing
The basic Kalman filtering and smoothing approaches (Equations (5) and (7)) are only
suitable for applications with a Gaussian latent state transition model and a Gaussian ob-
servation model, while the forward and backward recursions (Equations (4) and (6)) holds for
arbitrary state transition and observation models. When attempting to trace latent learner
concept knowledge states under the SPARFA model, it is not possible to make Gaussian ob-
servations of these states. Concretely, we have only binary-valued graded learner responses
as our observations in the present application. We will now detail approximations that have
to be made to enable the estimation of latent learner concept knowledge states under our
model.
As introduced in Section 2, the observation model at time t is given by (1) and the state
transition model is given by (3). Therefore, the recursion formula for the forward message
passing process (4) becomes
b(t) α̂(c(t)) = p(Y (t) |c(t))
∫
p(c(t) |c(t−1)) α̂(c(t−1))dc(t)
=Φ
((
2Y (t) − 1
)(
w¯T
i(t)
c(t)−µi(t)
))∫
N
(
c(t)|Dm(t−1)c(t−1)+dm(t−1) ,Γm(t−1)
)
N
(
c(t−1)|m(t−1),V(t−1)
)
dc(t)
=Φ
((
2Y (t) − 1
)(
w¯T
i(t)
c(t)−µi(t)
))
N(c(t)|Dm(t−1)m(t−1)+dm(t−1) ,
Dm(t−1)V
(t−1)DTm(t−1)+Γm(t−1))
=Φ
((
2Y (t) − 1
)(
w¯T
i(t)
c(t)−µi(t)
))
N
(
c(t)|m˜(t), V˜(t)
)
, (8)
where we used a tilde to denote the mean and covariance of the messages α′(c(t−1)).
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Equation (8) shows that α̂(c(t)) is no longer Gaussian even if α̂(c(t−1)) is Gaussian, under
the probit binary observation model. Thus, the closed-form updates in (5) and (7) can no
longer be applied. Therefore, we have to perform an approximate message passing approach
within the Kalman filtering framework to arrive at a tractable estimator of c(t). In order
to do so, a number of approaches has been proposed to approximate α̂(c(t)) by a Gaussian
distribution N
(
c(t) |m(t),V(t)
)
; here, the bar on the variables denote the means and co-
variances of the approximated Gaussian messages. These approaches include the extended
Kalman filter (EKF) (Jazwinski (1970); Maybeck (1979); Einicke and White (1999)), which
uses a linear approximation of the likelihood term around the point m˜(t), and thus reduce
the non-Gaussian observation model to a Gaussian one; the unscented Kalman filter (UKF)
(Julier and Uhlmann (1997); Wan and Van Der Merwe (2000)), which uses the unscented
transform (UT) to create a set of sigma vectors from p(c(t−1)) and uses them to approxi-
mate the mean and covariance of α̂(c(t)) after the non-Gaussian observation; and Laplace
approximations (Wolfinger (1993); Rasmussen and Williams (2006)), which use an iterative
algorithm to find the mode of α̂(c(t)) and the Hessian at the mode in order to approxi-
mate the mean and covariance of the approximated Gaussian messages. We will employ an
approximation approach introduced in the expectation propagation (EP) literature (Minka
(2001)).
It is known that the specific values form(t) and V
(t)
that minimize the Kullback-Leibler
(KL) divergence between N
(
c(t)|m(t),V(t)
)
and a target distribution q(c) are the first and
second moments of q(c) Rasmussen and Williams (2006). Luckily, for the probit observation
model p(Y (t) |c(t)) =Φ
((
2Y (t) − 1) (w¯T
i(t)
c(t)−µi(t)
))
, m(t), V
(t)
and b(t) have closed-form
expressions (see Section 8 for the details):
m(t) = m˜(t) +
(
2Y (t) − 1
) V˜(t)w¯i(t)√
1 + w¯T
i(t)
V˜(t)w¯i(t)
N (z)
Φ(z)
,
V
(t)
= V˜(t) − V˜
(t)w¯i(t)w¯
T
i(t)
V˜(t)
1 + w¯T
i(t)
V˜(t)w¯i(t)
(
z +
N (z)
Φ(z)
) N (z)
Φ(z)
,
b(t) = Φ(z), (9)
with
z =
(
2Y (t) − 1
) w¯T
i(t)
m˜(t) − µi(t)√
1 + w¯T
i(t)
V˜(t)w¯i(t)
,
and m˜(t) and V˜(t) are given by (8).
SPARFA studied two different inverse link functions for analyzing binary-valued graded
learner responses: the inverse probit link function and the inverse logit link function. In this
application, the inverse probit link function is preferred over the inverse logit link function,
due to the existence of the closed-form first and second moments described above. The
inverse logit link function is not preferred as such convenient close-form expressions do not
exist. Therefore, we will focus on the inverse probit link function in the sequel.
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Armed with the efficient approximation (9), the forward Kalman filtering message pass-
ing scheme described in Section 3.1 can be applied to the problem at hand; the backward
Kalman smoothing message passing scheme described in Section 3.2 remains unchanged.
Using these recursions, estimates of the desired quantities p(c(t) |y(1), . . . ,y(T )) can be com-
puted efficiently, providing a way for learner concept knowledge tracing under the model
(1).
4. Content Analytics
So far, we have described an approximate Kalman filtering and smoothing approach for
learner concept knowledge tracing, i.e., to estimate p(c
(t)
j | y(1)j , . . . ,y(T )j ), ∀t, j. The pro-
posed method is only able to retrieve these estimates given both the observed binary graded
learner responses Y
(t)
j , ∀t, j, and all learner initial knowledge parameters m(0)j ,V(0)j , ∀j,
all learner concept knowledge state transition parameters Dm, dm, and Γm, ∀m, and all
question parameters, w¯i and µi, ∀i.
However, in a typical PLS, these parameters are unknown, in general, and need to be
estimated from the observed data. Hence, we now detail a set of convex optimization-based
techniques to estimate the parameters m
(0)
j ,V
(0)
j , ∀j, Dm, dm, and Γm, ∀m, and w¯i, µi, ∀i,
given the estimates of the latent learner concept knowledge states c
(t)
j obtained from the
approximate Kalman filtering approach described in Section 3. Since the estimates of c
(t)
j
are distributions rather than point estimates, SPARFA-Trace jointly traces learner concept
knowledge and estimates learner, learning resource, and question-dependent parameters,
using an expectation-maximization (EM) approach.
4.1 SPARFA-Trace: An EM algorithm for parameter estimation
EM has been widely used in the Kalman filtering framework to estimate the parameters
of interest in the system (see Haykin (2001) and (Bishop and Nasrabadi, 2006, Chap. 13)
for more details) due to numerous practical advantages (Roweis and Ghahramani (2001)).
SPARFA-Trace performs parameter estimation in an iterative fashion in the EM framework.
All parameters are initialized to random initial values, and then, each iteration of the algo-
rithm consist of two phases: (i) the current parameter estimates are used to estimate the
latent state distributions p(c
(t)
j | y(1)j , . . . ,y(T )j ), ∀t, j; (ii), these latent state estimates are
then used to maximize the expected joint log-likelihood of all the observed and latent state
variables, i.e.,
maximize
m
(0)
j ,V
(0)
j ,∀j,Dm,dm,Γm,∀m,w¯i,µi, ∀i
N∑
j=1
E
c
(1)
j
[
log p(c
(1)
j |m(0)j ,V(0)j )
]
+
T∑
t=2
N∑
j=1
(10)
E
c
(t−1)
j ,c
(t)
j
[
log p(c
(t)
j |c(t−1)j ,Dm(t−1)j ,dm(t−1)j ,Γm(t−1)j )
]
+
∑
(t,j)∈Ωobs
E
c
(t)
j
[
log p(Y
(t)
j |c(t)j , w¯i(t)j , µi(t)j )
]
,
in order to obtain new (and hopefully improved) parameter estimates. SPARFA-Trace
alternates between these two phases until convergence, i.e., a maximum number of iterations
is reached or the change in the estimated parameters between two consecutive iterations falls
below a given threshold.
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4.2 Estimating the learner initial knowledge parameters
We start with the estimation method for the learner initial knowledge parameters
m
(0)
j ,V
(0)
j , ∀j. To this end, we minimize the expected negative log-likelihood for the jth
learner:
E
c
(1)
j
[− log p(c(1)j |m(0)j ,V(0)j )] = 12 log |V(0)j |+ Ec(1)j
[
1
2
(c
(1)
j −m(0)j )T (V(0)j )−1(c(1)j −m(0)j )
]
,
where |V(0)j | denotes the determinant of the covariance matrix V(0)j . Since we do not impose
constraints on m
(0)
j and V
(0)
j , these estimates can be obtained as
m
(0)
j = Ec(1)
j
[
c
(1)
j
]
= m̂
(1)
j and V
(0)
j = Ec(1)
j
[
(c
(1)
j − m̂(1)j )(c(1)j − m̂(1)j )T
]
= V̂
(1)
j ,
where the estimates m̂
(1)
j and V̂
(1)
j are obtained from the Kalman smoothing recursions (7)
in Section 3.2.
4.3 Estimating the learner concept knowledge state transition parameters
Now we estimate the latent learner concept knowledge state transition (i.e., learning re-
source) parameters Dm, dm, and Γm, ∀m. To this end, define Mm as the set containing
time and learner indices (t, j), indicating that learner j studies the mth learning resource
between time instances t− 1 and t. With this definition, we aim to minimize the expected
negative log-likelihood∑
t,j:(t,j)∈Mm
E
c
(t−1)
j ,c
(t)
j
[− log p(c(t)j |c(t−1)j ,Dm,dm,Γm)]
=
∑
t,j:(t,j)∈Mm
(
1
2
log |Γm|
+ E
c
(t−1)
j ,c
(t)
j
[
1
2
(c
(t)
j − c(t−1)j −Dmc(t−1)j − dm)TΓ−1m (c(t)j − c(t−1)j −Dmc(t−1)j − dm)
])
subject to the assumptions (A4)–(A6). We start by estimating Dm and dm given Γm, and
then use these estimates to estimate Γm. In order to induce sparsity on Dm to take (A6)
into account, we impose an ℓ1-norm penalty on Dm (Hastie et al. (2010)). Taking only
the terms containing Dm and dm, we can formulate the following augmented optimization
problem:
(Pd) minimize
Dm∈L+,dm
∑
t,j:(t,j)∈Mm
E
c
(t−1)
j
,c
(t)
j
[
(D˜mc˜
(t−1)
j )
TΓ−1m (D˜mc˜
(t−1)
j )−
(c
(t)
j − c(t−1)j )TΓ−1m (c(t)j − c(t−1)j )
]
+ γ‖Dm‖1 ,
where L+ denotes the set of lower-triangular matrices with non-negative entries. For no-
tational simplicity, we have written [Dm dm] as D˜m. We also write the augmented latent
state vectors [(c
(t−1)
j )
T 1]T as c˜
(t−1)
j , when multiplied by D˜m, correspondingly. Note that
the ℓ1-norm penalty only applies to the matrix Dm in the used notation.
The problem (Pd) is convex in D˜m, and hence, can be solved efficiently. In partic-
ular, we use the fast iterative shrinkage and thresholding algorithm (FISTA) framework
(Beck and Teboulle (2009)). The FISTA algorithm starts with a random initialization of
D˜m and iteratively updates D˜m until a maximum number of iterations ℓmax is reached or
the change in the estimate of D˜m between two consecutive iterations falls below a certain
threshold. In each iteration ℓ = 1, 2, . . . , ℓmax, the algorithm performs two steps. First, a
gradient step that aims to lower the cost function performs
D̂ℓ+1m ← D˜ℓm − ηℓ∇f(D˜m), (11)
where f(D˜m) corresponds to the differentiable part of the cost function (excluding the ℓ1-
norm penalty) in (Pd). The quantity ηℓ is a step size parameter for iteration ℓ. For simplicity,
we will take ηℓ = 1/L in all iterations, where L is the Lipschitz constant given by
L = σmax
( ∑
t,j:(t,j)∈Mm
E
c
(t−1)
j ,c
(t)
j
[(c
(t)
j − c(t−1)j )(c(t−1)j )T ]
)
σmax(|Mm|Γ−1m ).
Here σmax(·) denotes the maximum singular value of a matrix, and |Mm| denotes the car-
dinality of the set Mm. The gradient ∇f(D˜m) in (11) is given by
∇f(D˜m)=−Γ−1m
∑
t,j:(t,j)∈Mm
(
E
c
(t−1)
j ,c
(t)
j
[(c
(t)
j − c(t−1)j )(c˜(t−1)j )T ]−DℓmEc(t−1)j [c˜
(t−1)
j (c˜
(t−1)
j )
T ]
)
=−Γ−1m
∑
t,j:(t,j)∈Mm
(
[J
(t−1)
j V̂
(t)
j +m̂
(t)
j (m̂
(t−1)
j )
T−V̂(t−1)j −m̂(t−1)j (m̂(t−1)j )T
m̂
(t)
j − m̂(t−1)j ]−Dℓm
[
V̂
(t−1)
j + m̂
(t−1)
j (m̂
(t−1)
j )
T m̂
(t−1)
j
(m̂
(t−1)
j )
T 1
])
.
The parameters J
(t−1)
j , m̂
(t−1)
j , m̂
(t)
j , V̂
(t−1)
j , and V̂
(t)
j are obtained from the backward
recursions in (7). Next, the FISTA algorithm performs a projection step, which takes into
account the sparsifying regularizer γ‖Dm‖1, and the assumptions (A4) and (A5):
D˜ℓ+1m ← PL+(max{D̂ℓ+1m − γηℓ, 0}), (12)
where PL+(·) correspond to the projection onto the set of lower-triangular matrices by setting
all entries in the upper triangular part of Dℓ+1m to zero. The maximum operator operates
element-wise on Dℓ+1m . The updates (11) and (12) are repeated until convergence, eventually
providing a new estimate D˜newm for [Dm dm].
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Using these new estimates, the update for Γm can be computed in closed form:
Γnewm =
1
|Mm|
∑
t,j:(t,j)∈Mm
(
E
c
(t)
j
[c
(t)
j (c
(t)
j )
T ]− D˜newm Ec(t−1)j ,c(t)j [c˜
(t−1)
j (c
(t)
j )
T ]
− E
c
(t−1)
j ,c
(t)
j
[c
(t)
j (c˜
(t−1)
j )
T ](D˜newm )
T + (D˜newm )Ec(t−1)j
[c˜
(t−1)
j (c˜
(t−1)
j )
T ](D˜newm )
T
)
=
1
|Mm|
∑
t,j:(t,j)∈Mm
(
V̂
(t)
j + m̂
(t)
j (m̂
(t)
j )
T − D˜newm
[
Jt−1,jV̂
(t)
j +m̂
(t)
j (m̂
(t−1)
j )
T
(m̂
(t)
j )
T
]
− [J(t−1)j V̂(t)j +m̂(t)j (m̂(t−1)j )T m̂(t)j ](D˜newm )T
+ D˜newm
[
V̂
(t−1)
j + m̂
(t−1)
j (m̂
(t−1)
j )
T m̂
(t−1)
j
(m̂
(t−1)
j )
T 1
]
(D˜newm )
T
)
.
4.4 Estimating the question-dependent parameters
We next show how to estimate the question-dependent parameters w¯i, µi, ∀i. To this end,
we define Qi as the collection set of time and learner indices (t, j) that learner j answered
the ith question at time instance t. We then minimize the expected negative log-likelihood
of all the observed binary-valued graded learner responses (1) for the ith question, subject
to assumptions (A2) and (A3) on the question–concept association vector w¯i. In order to
impose sparsity on w¯i, we add an ℓ1-norm penalty to the cost function, which leads to the
following optimization problem:
(Pw) minimize
w¯i:wi,k≥0,∀k
∑
(t,j)∈Qi
E
c
(t)
j
[
−logΦ((2Y (t)j − 1)(w¯Ti c(t)j − µi))
]
+ λ‖w¯i‖1 .
This problem corresponds to the (RR+1 ) problem of SPARFA detailed in Lan et al. (2012),
where point estimates of cj are given and the problem is convex in w¯i. In particular,
given the distribution c
(t)
j ∼ N (c(t)j | m̂(t)j , V̂(t)j ), (Pw) is still convex in w¯i, thanks to
the linearity of the expectation operator. However, the inverse probit link function pro-
hibits us from obtaining a simple form of this expectation. In order to develop a tractable
algorithm to approximately solve this problem, we utilize the unscented transform (UT)
(Wan and Van Der Merwe (2000)) to approximate the cost function of (Pw).
The UT is commonly used in Kalman filtering literature to approximate the statistics of a
random variable undergoing non-linear transformations. Specifically, given a K-dimensional
random variable x with known mean and covariance and a non-linear function g(·), the UT
generates a set of 2K+1 so-called sigma vectors {Xn} and a set of corresponding weights {un}
as detailed in (Wan and Van Der Merwe, 2000, Eq.15), in order to approximate the mean
and covariance of the vector y = g(x). As shown in Wan and Van Der Merwe (2000), this
approximation is accurate up to the third order for Gaussian distributed random variables
x.
Following the paradigms of the UT, we generate a set of sigma vectors {(c˜(t)j )n} and a
corresponding set of weights {un}, n ∈ {1, . . . , 2K + 1}, for each latent state vector c(t)j ,
given the mean m̂
(t)
j and covariance V̂
(t)
j . For computational simplicity, we will use the same
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set of weights for all latent state vectors c
(t)
j . The optimization problem (Pw) can now be
approximated by
minimize
w¯i:wi,k≥0,∀k
∑
(t,j)∈Qi
2K+1∑
n=1
un
(
−logΦ((2Y (t)j − 1)(w¯Ti (c˜(t)j )n − µi))
)
+ λ‖w¯i‖1 ,
which, once again, can be solved efficiently by using the FISTA framework. The resulting
iterative procedure performs two steps in each iteration ℓ: First, a gradient step that aims
at lowing the cost function performs
̂¯wℓ+1i ← w¯ℓi − ηℓ∇f(w¯i), (13)
where f(w¯i) corresponds to the differentiable portion (excluding the ℓ1-norm penalty part)
of the cost function in (Pw). The gradient ∇f(w¯i) is given by ∇f(w¯i) = −C˜ir˜i, where
r˜i is a (2K + 1)|Qi| × 1 vector ri = [a1i . . . ,a|Q
i|
i ]
T . The vector aqi is defined by a
q
i =
[(gqi )1, . . . , (g
q
i )2K+1], where
(gqi )n = un2(Y
(tq)
jq
− 1)
N
(
2(Y
(tq)
jq
− 1)w¯Ti (c˜(tq)jq )n
)
Φ
(
2(Y
(tq)
jq
− 1)w¯Ti (c˜(tq)jq )n
) ,
in which (tq, jq) represents the q
th time–learner index pair in Qi. The K × (2K + 1)|Qi|
matrix C˜i is defined as C˜i =
[
(Gi)1, . . . , (Gi)|Qi|
]
, where the K × (2K +1) matrix (Gi)q is
given by
(Gi)q =
[
(c˜
(tq)
jq
)1, . . . , (c˜
(tq)
jq
)2K+1
]
.
The quantity ηℓ is a step size parameter for iteration ℓ. For simplicity, we will take ηℓ = 1/L
in all iterations, where L is the Lipschitz constant given by L = σmax(C˜i)σmax(C˜
′
i), where
C˜′i is aK×(2K+1)|Qi| matrix defined as C˜′i =
[
(G′i)1, . . . , (G
′
i)|Qi|
]
, where theK×(2K+1)
matrix (G′i)q is given by
(G′i)q =
[
u1(c˜
(tq)
jq
)1, . . . , u2K+1(c˜
(tq)
jq
)2K+1
]
.
Next, the FISTA algorithm performs a projection step, which takes into account λ‖w¯i‖1
and the assumption (A3):
w¯ℓ+1i ← max{ ̂¯wℓ+1i − ληℓ, 0}. (14)
The steps (13) and (14) are repeated until convergence, providing a new estimate w¯newi
of the question–concept association vector w¯i. For simplicity of exposition, the question
intrinsic difficulties µi are omitted in the derivations above, as they can be included as an
additional entry in w¯i as [w¯
T
i µi]
T ; the corresponding latent learner concept knowledge state
vectors c
(t)
j are augmented as [(c
(t)
j )
T 1]T .
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5. Experimental Results
We now demonstrate the efficacy of SPARFA-Trace on synthetic and real-world educational
datasets. We start by performing experiments using synthetic data to demonstrate that
SPARFA-Trace is able to accurately trace latent learner concept knowledge and accurately
estimate learner concept knowledge state transition parameters and question-dependent
parameters. We then compare SPARFA-Trace against two established methods on pre-
dicting unobserved binary-valued learner response data, namely knowledge tracing (KT)
(Corbett and Anderson (1994); Pardos and Heffernan (2010a)) and SPARFA (Lan et al.
(2012)). Finally, we show how SPARFA-Trace is able to visualize learners’ concept knowl-
edge state evolution over time, and the learning resource and question quality and their
content organization. For all the synthetic and real data experiments shown next, the regu-
larization parameters λ, γ and σ20 are chosen via cross-validation (Hastie et al. (2010)), and
all experiments are repeated for 25 independent Monte–Carlo trials for each instance of the
model parameter we control.
5.1 Experiments with synthetic data
In the following experiments with synthetic data, we assess the performance of SPARFA-
Trace in both (i) learner concept knowledge tracing, and (ii) estimating all learner concept
knowledge state transition parameters and question-dependent parameters.
Dataset: We generate the learning resource-induced learner knowledge state transition
parameters Dm, dm, Γm, m ∈ {1, . . . ,M}, w¯i, µi, i ∈ {1, . . . , Q}, under the assumptions
(A1)–(A6), and randomly generate learner prior parameters m
(0)
j and V
(0)
j , j ∈ {1, . . . , N}.
Using these parameters, we randomly generate latent learner concept knowledge states c
(t)
j
and observed binary-valued graded responses Y
(t)
j , t ∈ {1, . . . , T}, according to (1) and
(2). The number of time instances is T = 100, and one question is assigned to every
learner at every time instance, so Q = T = 100. The dataset consist of 10 assignment
sets, each consisting of 10 questions. The learners’ concept knowledge states evolve between
consecutive assignment sets, induced by their interaction with learning resources. Therefore,
the number of learning resources isM = 9. There are a total ofK = 5 concepts, as this choice
is shown to be reasonable for real-world educational scenarios (see, e.g., Fronczyk et al.
(2013, submitted) for a corresponding discussion).
Learner concept knowledge tracing: For the learner concept knowledge state esti-
mation experiment, we fix the number of learners as N = 50 and vary the percentage of
observed entries in the Q × N learner response matrix Y as {100%, 75%, 50%, 25%} and
calculate the normalized concept knowledge state estimation error
Ec =
1
NT
∑
(t,j)
‖m(t)j − c(t)j ‖22
‖c(t)j ‖22
. (15)
In this experiment, all learner-dependent and learner concept knowledge state transition and
question parameters are assumed to be known. Thus, we only run the Kalman filtering and
smoothing part of SPARFA-Trace.
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Figure 3(a) shows the results from the learner concept knowledge state estimation ex-
periment. We observe that the estimation of learner concept knowledge states becomes
increasingly accurate as time proceeds. The performance of SPARFA-Trace decreases as
the percentage of missing observations increases. Moreover, SPARFA-Trace can still obtain
accurate estimates of c
(t)
j even when only a small portion of the response data is observed.
Estimating learner concept knowledge state transition and question parameters:
To assess SPARFA-Trace on the estimation performance of learner concept knowledge state
transition and question parameters, we perform a second experiment, which focus on the
estimation of all learning resource and question-dependent parameters: Dm,dm,Γm, ∀m,
w¯i, µi, ∀i. The learner concept knowledge states c(t)j are not given and are estimated si-
multaneously, while we treat the learner prior parameters m
(0)
j and V
(0)
j , j ∈ {1, . . . , N} as
given, to avoid the scaling unidentifiability issue in the model (one can arbitrarily scale the
learner concept knowledge state vectors c
(t)
j and adjust the scale of the question–concept as-
sociation vectors w¯i accordingly, and still arrive at the same likelihood for the observations.
See, e.g., Lan et al. (2012) for a detailed discussion.) We fix the number of concepts as
K = 5, vary the number of learners as N ∈ {50, 100, 200}, and examine the estimation error
of SPARFA-Trace on all instructional and question-dependent parameters using a similar
metric as in (15). The observed learner response matrix Y is assumed to be fully observed.
We run SPARFA-Trace until convergence, to provide estimates of all unknown parameters.
Figure 3(b) shows the box-and-whisker plots of the estimation error on all five types
of parameters for different numbers of learner N . We can see that the parameter esti-
mation performance of SPARFA-Trace improves as the number of learners increase. More
importantly, SPARFA-trace provides accurate estimates of these parameters even when the
problem size is relatively small (e.g., the number of learners N = 50).
In summary of these synthetic experiments, we can conclude that SPARFA-Trace is
capable of accurately estimating both latent learner concept knowledge states and the learner
concept knowledge state transition and question parameters.
5.2 Predicting responses for new learners
We now compare SPARFA-Trace against the KT method described in Pardos and Heffernan
(2010a) on predicting responses for new learners that do not have previous recorded response
history.
Dataset: The dataset we use for this experiment is from an undergraduate computer
engineering course collected from OpenStax Tutor (OST) (OpenStaxTutor (2013)). We will
refer to this dataset as “Dataset 1” in the following experiments. This dataset consist of
the binary-valued graded response from 92 learners answering 203 questions, with 99.5% of
the responses observed. Since the KT implementation of Pardos and Heffernan (2010a) is
unable to handle missing data, we removed learners that do not answer every question from
the dataset, resulting in a pruned dataset of 73 learners. The course is organized into three
independent sections: The first section is on digital logic, the second on data structures,
and the third on basic programming concepts. The full course consist of 11 assessments,
including 8 homework assignments and an exam at the end of each section; we assume that
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Figure 3: Accuracy of latent concept knowledge state and learning resource and question-
dependent parameters estimation for synthetic data. (a) Learner concept knowl-
edge state estimation error versus time instance t for different percentages of
observed responses; (b) Learning resource parameter estimation error for various
number of learners N . Note the general trend that all considered performance
measures improve as the amount of observed data increases.
the learners’ concept knowledge state transitions can only happen between two consecutive
assignments/exams, due to their interaction with all the lectures/readings/exercises.
Experimental setup: Since KT is only capable of handling educational datasets that
involve a single concept, we partition Dataset 1 into three parts, with each part corresponding
to one of the three independent sections. We run KT independently on the three parts,
and aggregate the prediction results. (We also ran KT on the entire Dataset 1 without
separating it into 3 independent sections. The obtained results are inferior to those obtained
by running KT on 3 independent sections.) The four parameters of KT (learner prior,
learning probability, guessing probability, slipping probability) are initialized with the best
initial value we find over 5 different initializations. For SPARFA-Trace, we use K = 3,
with each concept corresponding to one section of the dataset. In order to alleviate the
identifiability issue in our model, we initialize the algorithm with w¯i,k = 1 where question
i is in section k and w¯i,k = 0 otherwise. We also initialize the matrices Dm with identity
matrices I3×3, the vectors dm with zero vectors, and covariance matrices Γm with identity
matrices.
For cross-validation, we randomly partition Dataset 1 into 5 folds, with each fold con-
sisting of 1/5 of the learners answering all questions. Four folds of the data are used as the
training set and the other fold is used as the test set. We train both KT and SPARFA-
Trace on the training set and obtain estimates on all learner, learning resource and question-
dependent parameters, and test their prediction performances on the test set. For previously
unobserved new learners in the test set, both algorithms make the first prediction of Y
(1)
j at
t = 1 using question-dependent parameters estimated from the training set. As time goes
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Table 1: Comparisons of SPARFA-Trace against knowledge tracing (KT) on predicting re-
sponses for new learners using using Dataset 1. SPARFA-Trace outperforms KT
on all considered metrics.
KT SPARFA-Trace
Prediction accuracy 86.42 ± 0.16% 87.49± 0.12%
Prediction likelihood 0.7718 ± 0.0011 0.8128± 0.0044
Area under the ROC curve 0.5989 ± 0.0056 0.8157± 0.0028
on, more and more observed responses Y
(t)
j are available to both algorithms, and they use
these responses to make future predictions.
We compare both algorithms on three metrics: prediction accuracy, prediction likeli-
hood, and area under the receiver operation characteristic (ROC) curve. The prediction
accuracy corresponds to the percentage of correctly predicted responses; the prediction like-
lihood corresponds to the average the predicted likelihood of the unobserved responses, i.e.,
1
|Ωc
obs
|
∑
t,j:(t,j)∈Ωc
obs
p(Y
(t)
j |w¯i(t)j , c
(t)
j ) where Ω
c
obs is the set of learner responses in the test set;
the area under the ROC curve is a commonly-used performance metric for binary classifiers
(see Pardos and Heffernan (2010b) for details). The area under the ROC curve always is
always between 0 and 1, with a larger value representing higher classification accuracy.
Since SPARFA-Trace does not provide point estimates of c
(t)
j but rather their distribu-
tions, we compute the predicted likelihood of unobserved responses by:
E
c
(t)
j
[
p(Y
(t)
j |w¯i(t)j , c
(t)
j )
]
= Φ
(2Y (t)j − 1) w¯
T
i
(t)
j
m̂
(t)
j − µi(t)j√
1 + w¯T
i
(t)
j
V̂
(t)
j w¯i(t)j
 .
Results: The means and standard deviations of all three metrics covering multiple cross-
validation trials are shown in Table 1. We can see that SPARFA-Trace outperforms KT on
all performance metrics for Dataset 1. We also emphasize that SPARFA-Trace is capable of
achieving superior prediction performance while simultaneously estimating the quality and
content organization parameters of all learning resources and questions.
5.3 Predicting unobserved learner responses
It has been shown (Gong et al. (2010); Pardos and Heffernan (2010b)) that collaborative fil-
tering methods often outperform KT in predicting unobserved learner responses, even though
they ignore any temporal evolution aspects of the dataset. Hence, we compare SPARFA-
Trace against the original SPARFA framework (Lan et al. (2012)), which shows state-of-the-
art collaborative filtering performance on predicting unobserved learner responses.
Datasets: We will use two datasets in this experiment. The first dataset is the full
Dataset 1 with 92 learners answering 203 questions, explained in Section 5.2. The sec-
ond dataset we use is from a signals and systems undergraduate course on OST, consisting
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Table 2: Comparisons of SPARFA-Trace against SPARFA-M on predicting unobserved
learner responses for Dataset 1.
SPARFA-M SPARFA-Trace
Prediction accuracy 87.10 ± 0.04% 87.31± 0.05%
Prediction likelihood 0.7274 ± 0.0005 0.7295± 0.0007
Table 3: Comparisons of SPARFA-Trace against SPARFA-M on predicting unobserved
learner responses for Dataset 2.
SPARFA-M SPARFA-Trace
Prediction accuracy 86.64 ± 0.14% 86.29± 0.25%
Prediction likelihood 0.7037 ± 0.0024 0.7066± 0.0028
of 41 learners answering 143 questions, with 97.1% of the responses observed. We will refer
to this dataset as “Dataset 2” in the following experiments. All the questions were manually
labeled with a number of K = 4 concepts, with the concepts being listed in Figure 6(b).
The full course consist of 14 assessments, including 12 assignments and 2 exams; we will
treat all the lectures/readings/exercises the learners interact with between two consecutive
assignments/exams as an learning resource.
Experimental setup: We randomly partition the 143 × 43 (or 203 × 92) matrix Y of
observed graded learner responses into 5 folds for cross-validation. Four folds of the data
are used as the training set and the other fold is used as the test set. We train both
the probit variant of SPARFA-M and SPARFA-Trace on the training set to estimate the
learner concept knowledge states and the learner, learning resource and question-dependent
parameters, and then use these estimates to predict unobserved held-out responses in the
test set.
Results: The means and standard deviations of the prediction accuracy and prediction
likelihood metrics covering multiple cross-validation trials are shown in Tables 2 and 3.
We see that SPARFA-Trace achieves comparable prediction performance to SPARFA-M
on both datasets, although the datasets are treated as if they do not have time-varying
effects. We emphasize that, in addition to providing competitive prediction performance,
SPARFA-Trace is capable of (i) tracing learner concept knowledge evolution over time and
(ii) analyzing learning resource and question qualities and their content organization. This
extracted information is very important, as it allow a PLS to provide timely feedback to
learners about their strengths and weaknesses, and to automatically recommend learning
resources to learners for remedial studies based on their qualities and contents.
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Figure 4: Estimated latent learner concept knowledge states for all time instances, for
Dataset 1. (a) Learner 1’s latent concept knowledge state evolution; (b) Aver-
age learner latent concept knowledge states evolution.
5.4 Visualizing time-varying learning and content analytics
In this section, we showcase another advantage of SPARFA-Trace over existing KT and col-
laborative filtering methods, i.e., the visualization of both learner knowledge state evolution
over time and the estimated learning resource and question quality and content organization.
Visualizing learner concept knowledge state evolution: Figure 4(a) shows the esti-
mated latent learner concept knowledge states at all time instances for Learner 1 in Dataset 1.
We can see that their knowledge on Concepts 2 and 3 gradually improve over time, while
their knowledge on Concept 1 does not. Therefore, recommending Learner 1 remedial mate-
rial on Concept 1 seems necessary, which is verified by the fact that Learner 1 often responds
incorrectly on questions covering Concept 1 towards the end of the course.
Figure 4(b) shows the average learner concept knowledge states over the entire class at
all time instances for Dataset 1. Since Concept 1 is the basic concept that is covered in the
early stages of the course, we can see that its mean knowledge among all learners increases
in early stages of the course and then remain constant afterwards. In contrast, Concept 3
is the most advanced concept covered near the end of the course, and the improvement in
which is not obvious until very late stages of the course. Hence, SPARFA-Trace enables
a PLS to provide timely feedback to individual learners on the their concept knowledge at
all times, which reveals the learning progress of the learners. SPARFA-Trace also informs
instructors on the trend of concept knowledge state evolution of the entire class, in order to
help them make timely adjustments to their course plans.
Visualizing learning resource quality and content: Figure 5(a) and Figure 5(b) show
the quality and content organization of learning resources 3 and 9 for Dataset 2. These
figures visualize the leaners’ concept knowledge state transitions induced by interacting
with learning resources 3 and 9. Circular nodes represent concepts; the leftmost set of
dashed nodes represent the concept knowledge state vector c(t−1), which are the learners’
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Figure 5: Visualized learner knowledge state transition effect of two distinct learning re-
sources for Dataset 2. (a) Learner knowledge state transition effect for Learning
resource 3; (b) Learner knowledge state transition effect for Learning resource 9.
concept knowledge states before interacting with these learning resources, and the rightmost
set of solid nodes represent the concept knowledge state vector c(t), which are the learners’
concept knowledge states after interacting with these learning resources. Arrows represent
the the learner concept knowledge state transition matrix Dm, the intrinsic quality vector
of the learning resource dm, and their transformation effects on learners’ concept knowledge
states. Black, dotted arrows represent unchanged learner concept knowledge states; these
arrows correspond to zero entries in Dm and dm. Red, solid arrows represent the intrinsic
knowledge gain of some concepts, characterized by large, positive entries in dm. Blue, dashed
arrows represent the change in knowledge of advanced concepts due to their pre-requisite
concepts, characterized by non-zero entries in Dm: High knowledge level on pre-requisite
concepts can result in improved understanding and an increase on knowledge of advanced
concepts, while low knowledge level on these pre-requisite concepts can result in confusion
and a decrease on knowledge of advanced concepts.
As shown in Figure 5(a), Learning resource 3 is used in early stage of the course, and we
can see that this learning resource gives the learners’ a positive knowledge gain of Concept 2,
while also helping on more advanced Concepts 3 and 4. As shown in Figure 5(b), Learning
resource 9 is used in later stage of the course, and we can see that it uses the learners’
knowledge on all previous concepts to improve their knowledge on Concept 4, while also
providing a positive knowledge gain on Concepts 3 and 4.
By analyzing the content organization of learning resources and their effects on learner
concept knowledge state transitions, SPARFA-Trace enables a PLS to automatically recom-
mend corresponding learning resources to learners based on their strengths and weaknesses.
The estimated learning resource quality information also helps course instructors to dis-
tinguish between effective learning resources, and poorly-designed, off-topic, or misleading
learning resources, thus helping them to manage these learning resources more easily.
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Figure 6: (a) Question–concept association graph and concept labels for Dataset 2. (a)
Question–concept association graph. Note that for the visualization to be com-
pact, we show only 1/3 of all questions in the dataset; (b) Label of each concept.
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Visualizing question quality and content: Figure 6 shows the question–concept asso-
ciation graph obtained from Dataset 2. Yellow, circle nodes represent concept nodes, while
green, box nodes represent question nodes. Each question box is labeled with the time in-
stance at which it is assigned and its estimated intrinsic difficulty. From the graph we can
see time-evolving effects, as questions assigned in the early stages of the course cover basic
concepts (Concepts 1 and 2), while questions assigned in later stages cover more advanced
concepts (Concepts 3 and 4). Some questions are associated with multiple concepts, and
they mostly correspond to the final exam questions (boxes with dashed boundaries) where
the entire course is covered.
Thus, by estimating the intrinsic difficulty and content organization of each question,
SPARFA-Trace allows a PLS to generate feedback to instructors on the underlying knowledge
structure of questions, which enables them to identify ill-posed or off-topic questions (such
as questions that are not associated to any concepts in Figure 6(a)).
6. Related Work on Knowledge Tracing for Personalized Learning
Various machine learning algorithms have been designed for personalized learning. Specif-
ically, matrix and tensor factorization approaches have been applied to analyze graded
learner responses in order to extract learner ability parameters and/or question–concept
relationships. Examples include item response theory (IRT) (Lord (1980); Rasch (1993);
Hooker et al. (2009); Jordan and Spiess (2012)), and other factor analysis models (Barnes
(2005); Cen et al. (2006); Lan et al. (2012)). While these methods have shown to provide
good prediction performance on unobserved learner responses, they do not take into account
the temporal dynamics involved in the process of a course. Therefore, these approaches are
only suitable to a static testing scenario, such as the graduate record examinations (GRE),
standardized tests, placement exams, etc (see van der Linden (1998) for details).
A number of approaches have also been developed to analyze temporal learner response
data (see, e.g., Corbett and Anderson (1994); Pardos and Heffernan (2010b) for details). In
particular, knowledge tracing (KT) estimates learner concept knowledge over time, given
question–concept mappings and graded binary learner response data. Since such methods
all require pre-defined question–concept mappings which are, in general, not available in
practice, these methods are labor-intensive to instructors and domain experts, and are not
scalable to large-scale applications such as massive online open courses (MOOCs) (see Martin
(2012); Knox et al. (2012) for an overview).
Recent approaches to KT without requiring question–concept mappings, described in
González-Brenes and Mostow (2012) and González-Brenes and Mostow (2013) jointly es-
timate both question–concept (item–skill) mappings and learner concept mastery evolu-
tion over time purely from response data. Their method, however, suffers from the fol-
lowing deficiencies: First, González-Brenes and Mostow (2012) models the learners’ latent
concept knowledge as a small number of discrete values and the entire dynamic process
for learning is modeled as a hidden Markov model (HMM). Such discrete concept knowl-
edge states do not provide desirable interpretability when the number of discrete learner
concept knowledge values is low (the authors used 3 distinct knowledge levels in their
paper). In contrary, the proposed SPARFA-Trace framework models learner latent con-
cept knowledge states as continuous random variables, providing finer knowledge repre-
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sentations. Second, González-Brenes and Mostow (2012) does not handle questions that
involve multiple concepts. In contrary, the proposed SPARFA-Trace framework directly
takes into account questions involving multiple concepts in the probabilistic model. Third,
González-Brenes and Mostow (2012) introduced a Gibbs sampler approach to infer all pa-
rameters; such an approach is known to be computationally intensive and, hence, not scalable
to large datasets, such as data obtained in a MOOC. In contrary, the proposed SPARFA-
Trace framework uses a computationally efficient EM approach, which is capable of scaling
to personalized learning applications at MOOC scale.
7. Conclusions
We have proposed SPARFA-Trace, a novel, message passing-based approximate Kalman
filtering approach for time-varying learning and content analytics. The proposed method
jointly traces latent learner concept knowledge and simultaneously estimates the quality
and content organization of the corresponding learning resources (such as textbook sec-
tions or lecture videos), and the questions in assessment sets. In order to estimate latent
learner concept knowledge states at each time instance from observed binary-valued graded
learner responses, we have introduced an approximate Kalman filtering framework, given
all learner concept knowledge state transition parameters of learning resources and the
question-dependent parameters. In order to estimate these parameters, we have introduced
novel convex optimization-based algorithms that estimate all the learner concept knowledge
state transition parameters of learning resources and question–concept associations and their
intrinsic difficulties. The proposed approach applied to real-world educational datasets has
shown its capability of accurately predicting unobserved learner responses, while obtaining
interpretable estimates of all learner concept knowledge state transition parameters and
question–concept associations.
A PLS can benefit from the information extracted by the SPARFA-Trace framework in
a number of ways. Being able to trace learners’ concept knowledge enables a PLS to make
timely feedback to learners on their strengths and weaknesses. Meanwhile, this informa-
tion will also enable adaptivity in designing personalized learning pathways in real time,
as instructors can recommend different actions for different learners to take, based on their
individual concept knowledge states. Furthermore, the estimated content-dependent param-
eters provide rich information on the knowledge structure and quality of learning resources.
This capacity is crucial for a PLS to automatically suggest learning resources to learners for
remedial studies. Together with the question parameters estimated, a PLS would be able to
operate in a hands-off manner, requiring only minimal human input and intervention; this
paves the way of applying SPARFA-Trace to MOOC-scale education scenarios, where the
massive amount of data prevents any manual intervention.
We finally note that a number of improvements/extensions to SPARFA-Trace could be
made. For example, more accurate message-passing schemes like expectation propagation
(Qi (2004)) could be applied to improve the performance and accuracy of SPARFA-Trace.
More sophisticated non-affine learner concept knowledge state transition models can also be
applied, in contrast to the affine model proposed in Section 2.2. In order to provide better
interpretation to the estimated learner concept knowledge state transition and question
parameters, tagging and question text information can be coupled with SPARFA-Trace (see
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Lan et al. (2013a,b) for corresponding extensions to SPARFA that mine question tags and
question text information). It is worth mentioning that SPARFA-Trace has potential to
be applied to a wide range of other datasets, including (but not necessarily limited to) the
analysis of temporal evolution in legislative voting data (Wang et al. (2013)), and the study
of temporal effects in general collaborative filtering settings (Silva and Carin (2012)). The
extension of SPARFA-Trace to such applications is part of an on-going work.
8. Appendix
We derive the closed-form moment matching expressions for the approximate Kalman filter-
ing approach detailed in Section 3.3. The following derivation can be seen as a multi-variate
counterpart of the approach in (Rasmussen and Williams, 2006, Sec. 3.9).
We start by associating the K-dimensional latent variable vector c with a Gaussian
prior p(c) = N (c | m,V), where m and V are the prior’s mean and covariance matrix,
respectively. The observation likelihood takes the form p(y | c) = Φ ((2y − 1) (w¯T c− µ)).
For simplicity of exposition, we will write ˜¯w = (2y − 1) w¯ and µ˜ = (2y − 1)µ in the following
derivations. According to Bayes rule, the posterior distribution of c given the observation y
can be written as:
p(c |y) = p(c)p(y |c)
p(y)
=
p(c)p(y |c)∫
p(y |c)p(c)dc .
In order to approximate this posterior distribution of c, we start by evaluating its denomi-
nator p(y).
p(y) =
∫
p(y |c)p(c)dc
=
∫
Φ
( ˜¯wT c− µ˜)N (c |m,V) dc
=
∫ ∫ ∞
−∞
N (t |0, 1) dt N (c |m,V) dc
=
1√
2π
1√
(2π)K |V|
∫ ∫ ˜¯wT c−µ˜
−∞
e−t
2/2dt e−
(c−m)TV−1(c−m)
2 dc.
Now, substituting the variable c with c+m and then, t with t− ˜¯wT c, we have
p(y) =
1√
2π
1√
(2π)K |V|
∫ ∫ ˜¯wTm−µ˜
−∞
e−
(t− ˜¯wT c)2
2 dt e−
c
T
V
−1
c
2 dc
=
1√
(2π)K+1|V|
∫ ˜¯wTm−µ˜
−∞
∫
e−
(t− ˜¯wT c)2+cTV−1c
2 dcdt
=
∫ ˜¯wTm−µ˜
−∞
∫
N
[ t
c
]
|0,
[
1 − ˜¯wT
− ˜¯w ˜¯w ˜¯wT +V−1
]−1 dcdt
=
∫ ˜¯wTm−µ˜
−∞
N
(
t |0, 1 + ˜¯wTV ˜¯w) dt = Φ
 ˜¯wTm− µ˜√
1 + ˜¯wTV ˜¯w
 . (16)
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In the last two steps of this derivation, we have used the Woodbury matrix identity
(Horn and Johnson (1991)) and marginal Gaussian properties (Rasmussen and Williams
(2006)). Since the posterior distribution is not Gaussian and prohibits the message passing
procedure described in Section 3, our goal is to approximate it with a Gaussian distribu-
tion q(c) = N (c | m̂, V̂) so that the message passing procedure is tractable. As shown
in Rasmussen and Williams (2006), the specific values for m̂ and V̂ that minimizes the
Kullback-Leibler (KL) divergence between q(c) and p(c | y) are the first and second mo-
ments of the posterior p(c |y).
Next, we evaluate the first and second moments of the posterior distribution
p(c |y) = p(y)−1Φ
( ˜¯wT c− µ˜)N (c |m,V) .
where p(y) is given by (16). From (16) we can write
Φ
 ˜¯wTm− µ˜√
1 + ˜¯wTV ˜¯w
 = ∫ Φ( ˜¯wT c− µ˜)N (c |m,V) dc. (17)
Taking the derivative with respect to m of both sides of (17) yields
N
 ˜¯wTm− µ˜√
1 + ˜¯wTV ˜¯w
 ˜¯w√
1 + ˜¯wTV ˜¯w =
∫
V−1 (c−m)Φ
( ˜¯wT c− µ˜)N (c |m,V) dc.
Let z =
˜¯w
T
m−µ˜√
1+ ˜¯w
T
V ˜¯w
, we have
N (z) ˜¯w√
1 + ˜¯wTV ˜¯w = V−1
∫
c Φ
( ˜¯wT c− µ˜)N (c |m,V) dc−V−1mΦ(z).
Thus, the mean of the posterior distribution of c is given by:
Ep(c|y)[c] =
∫
c p(c |y)dc
=
∫
c
Φ
( ˜¯wT c− µ˜)N (c |m,V)
p(y)
dc
=m+
V ˜¯w√
1 + ˜¯wTV ˜¯w
N (z)
Φ(z)
. (18)
Similarly, taking the derivative with respect to m twice of both sides of (17) yields
−zN (z) ˜¯w ˜¯wT
1 + ˜¯wTV ˜¯w = −V−1
∫
Φ
( ˜¯wT c− µ˜)N (c |m,V) dc
+V−1
(∫
(c−m) (c−m)T Φ
( ˜¯wT c− µ˜)N (c |m,V) dc)V−1
= −V−1Φ(z) +V−1Ep(c|y)[ccT ]V−1Φ(z)
−V−1 (Ep(c|y)[c]mT +mEp(c|y)[c]T )V−1Φ(z)
+V−1mmTV−1Φ(z),
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where we implicitly used the fact that the covariance matrix V is symmetric. Therefore, we
have
Ep(c|y)[ccT ] = V+mmT +
(
Ep(c|y)[c]mT +mEp(c|y)[c]T
)− zN (z)
Φ(z)
V ˜¯w ˜¯wTV
1 + ˜¯wTV ˜¯w .
Thus, the covariance of the posterior distribution is given by
Ep(c|y)[
(
c− Ep(c|y)[c]
) (
c− Ep(c|y)[c]
)T
]
= Ep(c|y)[ccT ]− Ep(c|y)[c]Ep(c|y)[c]T
= V+mmT +
(
Ep(c|y)[c]mT +mEp(c|y)[c]T
)− zN (z)
Φ(z)
V ˜¯w ˜¯wTV
1 + ˜¯wTV ˜¯w − Ep(c|y)[c]Ep(c|y)[c]T
= V− N (z)
Φ(z)
(
z +
N (z)
Φ(z)
)
V ˜¯w ˜¯wTV
1 + ˜¯wTV ˜¯w , (19)
where in the last step we have used (18) to simplify the expression.
Thus, given the prior distribution p(c) = N (c |m,V) and the observation likelihood
p(y |c) = Φ ((2y − 1) (w¯T c− µ)), we can approximate the posterior distribution p(c |y) ≈
q(c) = N (c |m̂, V̂), with m̂ and V̂ as in (18) and (19), respectively.
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