Abstract-Ultrawideband (UWB) communications involve very sparse channels, because the bandwidth increase results in a better time resolution. This property is used in this paper to propose an efficient algorithm that jointly estimates the channel and the transmitted symbols. More precisely, this paper introduces an expectation-maximization (EM) algorithm within a waveletdomain Bayesian framework for semiblind channel estimation of multiband orthogonal frequency division multiplexing based UWB communications. A prior distribution is chosen for the wavelet coefficients of the unknown channel impulse response to model a sparseness property of the wavelet representation. This prior yields, in maximum a posteriori estimation, a thresholding rule within the EM algorithm. We particularly focus on reducing the number of estimated parameters by iteratively discarding "insignificant" wavelet coefficients from the estimation process. Simulation results using UWB channels that were issued from both models and measurements show that, under sparseness conditions, the proposed algorithm outperforms pilot-based channel estimation in terms of the mean square error (MSE) and bit error rate (BER). Moreover, the estimation accuracy is improved, whereas the computational complexity is reduced compared with traditional semiblind methods.
Wavelet-Based Semiblind Channel Estimation
for Ultrawideband OFDM Systems I. INTRODUCTION U LTRAWIDEBAND (UWB) is a wireless technology for high-data-rate, short-range transmission over frequency bands of 3.1-10.6 GHz. A UWB radio signal is defined as any signal whose bandwidth is larger than 20% of its center frequency or greater than 500 MHz [1] . In recent years, the UWB system design has experienced a shift from the traditional "single-band" radio that occupies the whole 7.5-GHz allocated spectrum to a "multiband" design approach [2] . In these multiband UWB systems, the available spectrum is divided into several subbands, with each one occupying approximately 500 MHz. Multiband orthogonal frequency-division multiplexing (MB-OFDM) [3] is a strong candidate for multiband UWB, which enables high-data-rate UWB transmission to inherit all the strength of OFDM that is widely used in numerous communication situations (e.g., asymmetric digital subscriber line, digital video broadcasting, 802.11a, and 802.16.a). This approach uses a conventional coded OFDM system [4] together with bitinterleaved coded modulation [5] and frequency hopping over different subbands to improve diversity and enable multiple access.
Basic receivers that were proposed for MB-OFDM [3] estimate the channel by using pilots (i.e., known training symbols) that were transmitted at the beginning of the information frame, implicitly assuming a time-invariant channel within a frame [6] . Then, the information symbols are separately detected by a onetap frequency equalizer, followed by a soft Viterbi decoder. The richly inherent frequency diversity of UWB channels is exploited through symbol repetition and a band-hopping technique [7] , which leads, however, to a loss in spectral efficiency.
However, it is well known that reliable coherent data detection is not possible, unless an accurate channel estimate is available at the receiver. Obtaining such an accurate estimate in highly mobile environments through the use of pilots would require inserting multiple training symbols per frame, which can result in a considerable reduction in the system throughput due to the pilot overhead.
Recent works have reported promising results on the combination of channel estimation and data decoding process. In particular, iterative or "turbo" processing that includes the channel estimation into the iterative process of decoding turbo like codes is addressed in [8] - [10] . In [8] , the channel is iteratively estimated during the decoding process of serially concatenated codes, whereas in [9] and, more recently, in [11] , the authors address an iterative channel estimation based on a KarhunenLoève expansion of an unknown channel. Similar works have investigated the use of the expectation-maximization (EM) algorithm [12] for joint semiblind channel estimation and data detection [13] - [15] . In [13] , the authors present several EMbased algorithms for the time-or frequency-domain channel estimation of an OFDM system that is subject to slow timevarying frequency-selective fading. If the channel fading statistics are known, one may use an EM reception scheme that assumes a prior distribution for the channel. However, except for theoretical Rayleigh channels where normal priors can be used [14] , this choice is not justified for realistic OFDM channels. Although iterative joint channel estimation and data detection scheme outperforms receivers that use a pilot-assisted channel estimation approach, it has higher complexity, which may be of critical concern for its practical implementations. This complexity is mainly driven by the number of estimated parameters for channel updating and the decoding algorithm within each iteration.
In this paper, we consider a semiblind joint channel estimation and data detection scheme based on the EM algorithm, with the objective of minimizing the number of estimated parameters and enhancing the estimation accuracy. This is achieved by expressing the unknown channel impulse response (CIR) in terms of its discrete wavelet series, which has been shown to provide a parsimonious representation [16] , [17] . Thus, we choose a particular prior distribution for the channel wavelet coefficients that renders the maximum a posteriori (MAP) channel estimation that is equivalent to a hard thresholding rule at each iteration of the EM algorithm. The latter technique is, then, exploited to reduce the computational complexity by discarding "insignificant" wavelet coefficients from the estimation process.
We also note that this wavelet prior is not associated with a specific propagation environment, because its parameters are learned from the observed data. The probability of encoded bits is involved in the EM computation; therefore, we naturally combine the iterative process of channel estimation with the decoding operation of encoded data. This paper is organized as follows. A brief description of the MB-OFDM system is presented in Section II. Section III presents the multipath indoor UWB channel model that the IEEE.802.15.3a provided [18] and shows that the wavelet representation of these channels is, indeed, sparse. Section IV introduces the channel estimation observation model and the wavelet-domain problem formulation. Section V describes a MAP version of the EM algorithm for channel estimation and, then, shows how the number of estimated parameters can be reduced through the EM iterations. The combination of the channel estimation with the decoding operation is discussed, as well as implementation issues. Section VII illustrates, via simulations, the performance of the proposed receiver in different realistic UWB channel environments. Section VIII concludes this paper.
Notational conventions are given as follows. D x is a diagonal matrix with diagonal elements
T , E x [.] refers to expectation with respect to x, and I N denotes an (N × N ) identity matrix. CN (m, Σ) denotes complex Gaussian distribution with mean m and covariance matrix Σ, ., . denotes a scalar product, Card.{.} denotes set cardinality, and (.) T and (.) † denote a matrix or vector transpose and a Hermitian transpose, respectively.
II. SYSTEM OVERVIEW OF MB-OFDM
MB-OFDM system divides the UWB spectrum (which goes from 3.1 to 10.6 GHz) into several nonoverlapping subbands, with each one occupying 528 MHz of bandwidth [3] . Information is transmitted using OFDM modulation over one of the subbands in a particular time slot. The transmitter architecture for the MB-OFDM system is very similar to that of a conventional wireless OFDM system. The main difference is that the MB-OFDM system uses a time-frequency code to select the center frequency of the subband that will be used at a given time. This code is used not only to provide frequency diversity but also to distinguish between multiple users (see Fig. 1 ). As shown in Fig. 2 , after channel coding, a block of bits is interleaved and mapped to quaternary phase-shift keying (QPSK) symbols. Different puncturing patterns of a 1/3 convolutional mother code combined with time and/or frequency repetition generate ten data rates from 55 to 480 Mb/s. One OFDM symbol has a duration of 312.5 ns and a bandwidth of 528 MHz. A 128-point inverse fast Fourier transform is used along with a cyclic prefix (CP) length of 60.6 ns to modulate 122 subcarriers, among which 100 subcarriers are allocated to data, 12 subcarriers are used for frame synchronization, and 10 subcarriers provide 9.5 ns of guard interval for switching between subbands. Here, we consider MB-OFDM in its basic mode, i.e., we employ the first three subbands. More details about MB-OFDM system parameters and the advantages for UWB transmission can be found in [3] and [7] .
III. UWB CHANNEL MODEL IN THE WAVELET DOMAIN

A. UWB Channel Model
To provide a channel model for system performance evaluation, the IEEE 802.15.3a Channel Modeling Task Group Fig. 3 . Example of a discrete UWB channel impulse response realization with a tap spacing of 631 ps, which is equivalent to a bandwidth of 1.584-GHz CM3 channel model [18] .
analyzed various contributions that describe UWB channel characteristics from measurements and finally adopted [18] a slightly modified version of the Saleh-Valenzuela model [19] . In this model, the rays are grouped into "clusters," and the discrete-time CIR that is sampled at T s is represented as Fig. 3 shows an example of an indoor UWB CIR and highlights the challenges that the multipath model poses to UWB receivers. In particular, it is obvious that a significant amount of energy may exist in the multipath components. Therefore, the channel estimation part has to estimate a large number of coefficients to ensure an accurate channel acquisition.
B. Wavelet Representation of UWB Channels
To reduce the number of estimated channel coefficients at the receiver, we consider an orthogonal wavelet expansion of the unknown complex baseband channel vector
with J max level of decomposition as [20] 
where the set of coefficients
contains the orthogonal discrete wavelet transform (ODWT) coefficients of h, and the set {ψ j,k [n]} contains the basis functions of the ODWT. This choice is motivated by the fact that a large set of signals have a parsimonious representation in wavelet series [16] . Fig. 4 shows the discrete wavelet transform of the UWB CIR in Fig. 3 . As observed, a large number of wavelet coefficients have "insignificant" values. Let us assume that, to estimate the channel, we have to perform a simple wavelet-domain denoising problem where the true channel wavelet coefficients are corrupted by an additive white Gaussian noise (AWGN). The connection of the considered scenario with the problem of iterative channel estimation is discussed in Section V. In the considered scenario, the observed noisy wavelet coefficient g j,k is related to the unknown coefficient g j,k as
where j,k denotes the corrupting AWGN noise. Assuming that g j,k has a sparse representation, based on (3), one can discriminate between the noise coefficients and the desired wavelet coefficients by simply analyzing the amplitude of the observations g j,k . More precisely, if the channel has a sparse wavelet representation, one can assume that only a few "significant" g j,k really contain the most part of the channel energy, whereas "insignificant" coefficients are attributed to the noise. The extraction of those "significant" coefficients can be done by hard or soft thresholding [21] . In classical thresholding methods, the choice of the threshold is crucial. Moreover, an adequate choice of the threshold requires a large number of observations that are not necessarily available in wireless communication applications.
In this paper, instead of adopting a hard thresholding procedure, we consider a Bayesian thresholding framework, which involves a prior distribution of the unknown channel wavelet coefficients. By doing so, the thresholding procedure becomes data adapted without requiring an explicit threshold value.
More clearly, a prior model is adopted to model the sparseness of UWB CIR wavelet expansion, which is increasingly important for large channel bandwidth [17] . Section V provides a specific prior distribution with the nice property that, when used with a Bayesian estimation, it behaves as a hard "keep" or "kill" thresholding rule without any need to define an explicit threshold value. In the case of a sparse channel, this property has two interesting features: 1) The precision of the estimator is improved due to the adequacy of the prior distribution and 2) "insignificant" wavelet coefficients are iteratively discarded from the estimation process, thus reducing the estimation computational load.
In our choice, the parsimonious characteristic of wavelet bases is imposed through the following prior model: wavelet coefficients are assumed to have a probability λ that is zero and a probability 1 − λ that is Gaussian distributed as CN g j,k (0, τ 2 ). This assumption corresponds to an independent identically distributed (i.i.d.) Bernoulli-Gaussian (BG) [16] , [22] prior model for the probability density of g j,k , i.e.,
for j = 1, . . . , J max and k = 1, . . . , 2 j . The parameters λ and τ (i.e., hyperparameters in Bayesian wordings) are estimated from the observed data (see Section V). In other words, we do not assume the percentage of null coefficients to be known.
In what follows, we use a compact notation for the wavelet transform based on an (L × L) orthonormal wavelet transform matrix W, where L is the length of the CIR.
IV. SYSTEM MODEL AND WAVELET-DOMAIN PROBLEM FORMULATION
We consider the MB-OFDM transmission in Fig. 2 by using N data subcarriers. At the receiver, assuming a CP that is longer than the channel maximum delay spread and perfect synchronization, OFDM converts a frequency-selective channel into N parallel flat fading subchannels [4] . Under these conditions, the transmission of the nth OFDM symbol (inside a frame of size N sym ) over the ith subband can be written as
where
is the diagonal matrix that contains the transmitted symbols s i,n , (N × 1) vectors y i,n , and s i,n andH i,n denote the received and transmitted symbols and the channel frequency response, respectively. The noise vector z i,n is assumed to be a zero-mean white complex Gaussian random vector with distribution CN (0, σ 2 I N ). In what follows, we group the data and observations that correspond to three consecutive subbands of the MB-OFDM system in a single vector (i.e., we call them compound vectors). As described in Section II, the data are sent in each subband in sequence. This ensures that data and observations are available within each subband for each time slot. The corresponding global observation model that corresponds to all three subbands is
T are (M ×1) compound vectors, with M =3N , and M sym = N sym /3. In the following, we assume that, for each frame, an independent realization of the random channel frequency response H is drawn and that this channel remains constant within the whole frame. Moreover, unless otherwise mentioned, the time index m is omitted for notational simplicity.
To take advantage of the wavelet-based estimation, the CIR is expressed in terms of its ODWT coefficients. Let F M,L be the truncated fast Fourier transform (FFT) matrix that was constructed from the (M × M ) FFT matrix by keeping the first L columns. The unknown channel frequency response can be
The observation model (6) is rewritten as
where T = F M,L W † . Note that, due to the orthogonality of the Fourier and wavelet transfom matrices, we have T † T = I L . In this model, although the channel is practically used (by the transmitter) by slices of 528-MHz bandwidth (which corresponds to one subband), on the receiver side, three received OFDM symbols are grouped to estimate the wavelet coefficients of the CIR, taken over all three subbands (i.e., 1.584-GHz bandwidth). This approach is motivated by the fact that estimating the channel over a wider bandwidth leads to a sparser representation in the wavelet domain. Moreover, this approach simplifies the receiver architecture, because there is no need to change the central frequency for downconverting different subbands.
V. EM-MAP ALGORITHM FOR WAVELET-DOMAIN CHANNEL ESTIMATION
The EM algorithm in this section can integrate the advantages of wavelet-based estimation via the prior that was chosen for channel wavelet coefficients. We also emphasize that the MAP estimator that is proposed in the following corresponds to a thresholding procedure that enables us to reduce the estimation complexity at each iteration of the EM algorithm.
A. Equivalent Framework and the EM Principle
As explained in Section III-B, wavelet-domain sparseness can efficiently be exploited when the noisy observations are related to the unknown wavelet coefficients through a direct linear relation similar to (3) . The model in (7) does not provide such a framework; therefore, our first step consists of enforcing this property. To this end, the AWGN in (7) can be decomposed into the sum of two independent Gaussian terms, as suggested in [23] . We have
We are using normalized QPSK symbols, so D S D † S = I M , and the covariance matrix Σ 2 of Z 2 reduces to Σ 2 = (σ 2 − α 2 )I M . We define the positive design
as the proportion of noise that is assigned to Z 2 . Note that setting ρ = 0 leads to Z 1 = 0 and is equivalent to working with the initial model (7). However, for 0 < ρ < 1, the aforementioned noise decomposition allows the introduction of the parameter H that is defined as
This procedure implicitly assigns part of the noise to the wavelet coefficients and part to the measurement. This procedure introduces the vector H, which creates a direct relation 2 between the true and the observed wavelet coefficients that were corrupted by an AWGN, even if the two-stage observation model (9) is equivalent to (7). More precisely, if H was known, we had a standard denoising problem like (3). However, here, the difference is that s and H are unknown. Hence, the observation model has missing data, and the MAP estimate of the unknowns in g has no closed form. In such situations, the EM algorithm [12] is often used to maximize the expectation of the posterior distribution over all possible missing and hidden variables. Obviously, the value that was arbitrarily assigned to parameter ρ will influence the performance of the estimator and will have to be tuned.
Let X = {Y, S, H} be the complete data set in the EM algorithm terminology. Note that the observation set Y determines only a subset of the space X , of which X is an outcome. We search g that maximizes log p(g|X). After initialization by a short pilot sequence at the beginning of the frame, the EM algorithm alternates between the following two steps (until some stopping criterion) to produce a sequence of estimates {g (t) , t = 0, 1, . . . , t max }.
• Expectation
Step (E-step). The conditional expectation of the complete log-likelihood, given the observed vector and the current estimate g (t) , is computed. This quantity is called the auxiliary or Q-function. We have Q g, g (t) = E S, H log p(Y, S, H|g) Y, g (t) . (10) • Maximization
Step (M-step): The estimated parameter is updated according to
2 Up to a left-multiplication by the matrix T † .
where π(g) is the prior distribution for the wavelet coefficients in Section III, which ensures that a certain percentage of coefficients is set to zero. When applied to (9), each step can be written as follows.
B. E-Step: Computation of the Q-Function
The complete likelihood is p(Y, S, H|g) = p(Y|S, H, g)p(S| H, g)p( H|g).
According to (9) , as conditioned on H, Y is independent of g. Furthermore, S, which results from coding and interleaving of bit sequence, is independent of H and g. Z 1 is a complex white Gaussian noise, and therefore, the complete loglikelihood can be simplified to log p(Y, S, H|g) = log p(Y|S, H)p(S)p( H|g) = log p( H|g) + cst1
where cst1, cst2, and cst3 are constant terms that do not depend on g. According to (10), we have
Based on (13), it is obvious that the E-step involves only the computation of H (t) , i.e.,
Note that each entry of S takes one (unknown) discrete value inside the QPSK constellation, whereas components of H are continuous variables.
To evaluate H (t) , we first have to evaluate the posterior mean μ
After some algebra, as shown in the Appendix, μ
H is given by
By using (16) in (14) and after some simplifications, we get
).
Here, we assume that a part of the receiver called the softinput-soft-output (SISO) decoder can provide the a posteriori probabilities p(S|Y, g (t) ) involved in the evaluation of D S (see Section VI for more details). The E-step is then completed by inserting H (t) from (17) into Q(g, g (t) ) in (13).
C. M-Step: Wavelet-Domain Map Channel Estimation
In this step, the estimate of the parameter g is updated as given in (11) , where Q(θ, θ (t) ) is given by (13) . We have
In fact, g (t+1) in (18) is no more than the MAP estimate of g from the observation model, i.e.,
. Left-multiplying both sides of (19) by T † leads to
, and we have used the fact that T † T = I L . Based on the Bayes theorem, the posterior distribution of g is given by
. In this approach, π(g) is an i.i.d. prior distribution, which is chosen for the wavelet coefficients g of the unknown CIR.
First, we consider a non-informative i.i.d. uniform prior model for the wavelet coefficients. Obviously, in this case, the MAP estimate that coincides with the ML estimate is given by
where g
is calculated in (21) . The aforementioned estimate will be used later to study the behavior of the MAP approach in the case where the channel fails to satisfy sparse-waveletdomain assumptions.
As discussed in Section III, when the channel is sparse, we adopt the i.i.d. BG prior model described by
for j = 1, . . . , L, which allows us to model a sparseness property of UWB channels in wavelet domain. To deal with that particular model, we introduce an additional state variable (or indicator) β j ∈ {0, 1} such that we can conditionally express this prior as
2 ), with probability 1 − λ.
In fact, β j is a discrete random variable with probability mass function p(
. The BG prior model, along with the state variable β j , leads to a Gaussian posterior for
j , β j )), which makes the estimation explicit.
By using the Bayes theorem, we can express these posterior probabilities of β j as
It is straightforward to obtain
where the constant C ensures that P rob(β j = 0|.) + P rob(β j = 1|.) = 1. From this set of equations, we easily notice that the indicator variable β j allows us to discriminate between the noise coefficients (for β j = 0) and the effective channel wavelet coefficients (for β j = 1), which are eventually corrupted by noise. The indicator variables β j are estimated, in the MAP sense, by
Therefore, the MAP estimates of the channel wavelet coefficients are obtained by maximizing the posterior probability
j , β j ). After some algebra, we obtain the update formula as a simple denoising/thresholding rule, i.e.,
1) τ and λ Updating: The prior parameters τ and λ stand, respectively, for the (significant) wavelet coefficients energy and insignificant coefficients probability. The update rules for these two parameters are MAP-based rules, which are derived from assigning conjugate priors to these parameters [24] . τ is a scale parameter, so a chi-square (χ 2 ) prior is chosen for its inverse square (ξ = τ −2 ), i.e.,
On the other hand, a Dirichlet prior is chosen for the probability λ, i.e.,
We point out that these parametric priors tend, respectively, to a noninformative Jeffrey's [25] prior for ξ as η 0 = 0 and r 0 = 0, and to a uniform prior for λ as u 0 = 1/2. Based on the Bayes rule, the posterior distributions of these two parameters are, respectively, given by
with L = Card.{j : β j = 0}. These distributions have the advantage of being tractable, and the maximization steps are straightforward. With simple manipulations, these maximizations yieldτ
Note also that when the channel does not satisfy the sparseness property, these update equations still hold: although the sparseness is modeled by the BG equation (24) , a nonsparse channel is translated by a value of λ that tends to 0. This is easily verified, because the sparser the channel, the lower the value of L (which represents the number of "null" coefficients), and in this case, the value of u may go down to u 0 . The value of the probability λ, in this case, tends tô In addition, for such a nonsparse channel, τ 2 , which represents the energy of significant wavelet coefficients, tends tô
which is nothing but the ML estimate of τ 2 .
2) Reduction of the Number of Estimated Parameters:
The thresholding procedure in this section provides an easy framework for reducing the number of estimated coefficients. This can be done by discarding, at each iteration, the elements of g (t+1) that are replaced by zero in (28) . The underlying assumption is given as follows: Whenever the estimator attributes an unknown wavelet coefficient to noise (i.e., replace it by zero), this coefficient will always be considered as noise and, thus, will not be estimated in future iterations. We verified by simulations that incorporating this scheme in the EM algorithm reduces the number of estimated parameters without significant performance degradation.
This operation is shown in Fig. 5 and can be modeled as
where the truncation operator Θ(.) gathers in g (t+1) tr the components of g (t+1) that must be kept, and the operator Ξ(.) constructs T tr from T by keeping the columns that correspond to kept indexes. During the first iteration (t = 0), the algorithm does not perform any truncation, and the EM algorithm estimates all coefficients. However, after each M-step, the number of unknown parameters that will be estimated in the next iteration is reduced according (34) by using g (t+1) tr and T tr in the update formula of the E-step (17) .
D. Extension to Unknown Noise Variance
We have assumed that the noise variances α 2 and σ 2 in (9) were known at the receiver. However, in practical systems, the noise level is unknown and must be estimated from the observations. We now present an extension of the proposed method, where these variances and the channel wavelet coefficients are estimated together.
To this end, we use the indicator variables β j,m in the M-step section for discriminating between the wavelet coefficient and the noise samples, where the index m denotes the mth compound OFDM symbol inside the current frame. Let us define the matrix G from (19) as G = [ g 1 , . . . , g M sym ] and the set Λ from (27) as
where the iteration index has been omitted for notational brevity. It is clear that, using Λ at each iteration, we can derive a subset V ⊂ G as
which contains the samples of the noise vector Z 1 ∼ CN (0, α 2 I L ) according to the model (19) . The variance α 2 is easily estimated aŝ
According to the definition of the parameter ρ in (9), the variance σ 2 is estimated aŝ
ρ .
VI. DECODING METHOD AND IMPLEMENTATION ISSUES
A. Iterative Demapping and Decoding
At the receiver, we perform MAP symbol detection and channel decoding in an iterative manner. The block diagram of the receiver is shown in Fig. 5 . Aside from the channel estimation part, the rest of the receiver principally consists of the combination of two subblocks that exchange soft information with each other. The first subblock, which is referred to as a soft demapper (also called detector), produces bit metrics (i.e., probabilities) from the input symbols, and the second subblock is a SISO decoder. Each subblock can take advantage of the soft information that was provided by the other subblock as additional information. Here, SISO decoding is performed using the well-known forward-backward algorithm [26] . In what follows, we present the formulation of the MAP detector part, assuming that, at iteration t, the receiver has an estimate H (t) of the channel (given by
tr ) and of the noise variance (σ 2 ) (t) . Moreover, we consider the observation model
Let c k,i (i = 1, . . . , B) be the ith 3 coded and interleaved bit that corresponds to the kth constellation symbol S k and let Y k be the corresponding received symbol (k = 1, . . . , MM SYM ). We denote by L(c k,i ) the log-likelihood ratio of the bit c k,i at the output of the detector. Conditioned on the channel coefficient and estimated at the tth iteration, 3 Here, B = 2, because we are using QPSK symbols.
k ) is likelihood that corresponds to c k,i at the demapper output. Let S be the set of all possibly transmitted symbols that correspond to S k . We partition S into two sets S i 0 and S i 1 , for which the ith bit of S k equals "0" or "1," respectively. We have
. In fact, according to (14) , we have to use the information on transmitted symbols, obtained from the SISO decoder through the probability
, to update the channel estimate at each iteration. Furthermore, the soft demapper requires an estimate of the channel to provide the probability of encoded bits [see (39)]. Hence, the proposed semiblind channel estimation algorithm is naturally combined with data decoding. The probability (39) is calculated using the a posteriori probabilities that were provided by the SISO decoder at the end of the tth iteration as
where P 0 dec (c k,j ) and P 1 dec (c k,j ) are prior probabilities that come from the SISO decoder.
Note that, in (40), the a priori probability of the bit c k,i itself has been excluded to let the exchange of extrinsic information between the channel decoder and the soft detector [27] . In addition, note that this term assumes independent coded bits c k,j , which holds for large size random interleaving. At the first iteration, where no a priori information is available on bits c k,j , the probabilities P 0 dec (c k,j ) and P 1 dec (c k,j ) are set to 0.5.
B. Global Procedure for Joint Channel Estimation and Decoding
There are several possible ways of practically implementing a joint channel estimation and decoding receiver. In fact, inside each EM iteration t, the receiver should perform several decoding iterations, keeping the channel estimate H (t) . For complexity issues, the considered receiver performs only one pass through the decoder inside each EM iteration. The main steps of the iterative MAP channel parameter estimation are summarized as follows.
• Initialization (t = 0) -Set all probabilities of coded bits
). -Initialize the unknown vector g by g (0) obtained from pilot symbols.
• for {t = 1, . . . , t max } -Use the previous estimate g (t−1) and p(S|Y, g
to obtain the updated channel parameters g (t) by using (28). -Discard the wavelet coefficients that are re− placed by zero in g (t) by evaluating g (t) tr and T tr from (34).
if {t = t max } Use the current estimate g (t) tr to update the pro− bability of encoded bits P m dec (c k,i ) and derive
else Decode the information data by thresholding the uncoded bit probabilities.
• end
VII. SIMULATION RESULTS
In this section, we present a comparative performance study of the proposed EM-MAP algorithm according to the parameters in Section II. The performance comparison is made in terms of mean square error (MSE) for channel estimation and bit error rate (BER) for the combination of channel estimation with the decoding process. MSE is defined as the averaged square norm of the difference between vectors g and g (t max ) , which represent the true and the estimated channel wavelet coefficients at the last iteration, respectively. In addition, we consider the number of parameters that must be estimated at each iteration as a measure of the algorithm complexity.
The binary information data is encoded by a nonrecursive nonsystematic convolutional encoder with rate R = 1/2 and constraint length 3, defined in octal form by (5, 7) 8 . Throughout the simulations, each frame is composed of N sym = 9 data OFDM symbols and N pil = 3 pilot OFDM symbols, with N = 128 subcarriers each. More precisely, the channel coefficients that correspond to each of the three subbands are initialized by using one pilot symbol. We consider a quasistatic-fading model for the channel time variations. Therefore, channel coefficients are assumed to be constant during each frame and change to new independent realizations (or measures) from one frame to the next. Data and pilot symbols belong to the QPSK constellation with Gray labeling. Corresponding to the pilot symbols, we employ the least squares method to obtain the initial channel estimate.
The interleaver is pseudorandom, operating over the entire frame of size N I = N sym NB bits (excluding pilots, obviously). Among different wavelet families, "symmetric" wavelet basis functions [20] that provide the sparser representation [17] have been considered. Unless otherwise mentioned, the BER and MSE curves correspond to the fourth iteration of the algorithm. Moreover, the signal-to-noise ratio (SNR) is considered in the form of E b /N 0 .
Different propagation environments are considered for performance comparison. In all environments, the bandwidth of the channel frequency response is 1584 MHz with 384 coefficients, and the CIR has a total number of 96 taps. For each transmitted frame, a different measurement/realization of the channel has been used. First, a sparse channel where only 20 wavelet coefficients out of a total of 96 wavelet coefficients have nonzero values is considered. This propagation environment provides the best adequacy between the sparseness prior assumption and the actual propagation environment. The second channel is a line-of-sight (LOS) scenario that was issued from realistic UWB indoor channel measurements [28] , where the receive and transmit antennas are located in a corridor separated by 9 m. We also consider the non-LOS UWB channel model CM2 that was specified by the IEEE 802.15.3a Channel Modeling Subcommittee report [18] . The two latter channels characterize a rich scattering environment where the assumption of a sparse wavelet representation is not necessarily satisfied.
A. Proper Choice of Parameter ρ
In Section V, we have defined the parameter ρ
Of course, the choice of an appropriate value for ρ is important, because it affects the variance of the noise vector Z 1 in (19), which is involved in the EM-MAP channel update formula in (34). One simple way is to choose ρ to minimize a specific performance criterion. Here, we consider the MSE between the perfect and the estimated channel. Fig. 6 shows the MSE between the perfect and the estimated channel from the EM-MAP algorithm as a function of ρ, which was obtained in the case of CM2 channel for different values of E b /N 0 . It can be observed that the MSE is minimized at ρ = 0.4 for low SNR values and at ρ = 0.3 for high SNR values. Further simulations over different propagation environments that were issued from both IEEE channel models and measurements tend to show that the interval 0.3 ≤ ρ ≤ 0.5 contains the minimum value of the MSE. In the following simulation results, ρ is set to 0.4 for all propagation environments. Furthermore, the noise variances α 2 and σ 2 are estimated according to (37). 
B. Performance Evaluation of the EM-MAP Algorithm
For comparison, we consider two pilot-only based approach using ML and minimum MSE (MMSE) channel estimation, referred to as pilot-ML and pilot-MMSE. We also compare the proposed algorithm with two semiblind channel estimation based on the EM algorithm. The first approach, which is called EM-Freq, consists of estimating the 384 frequency coefficients of the channel over all three subbands using the model (7) similar to [13] . The second semiblind approach, which is called EMWav, is a wavelet-domain EM-based estimation of the channel, where the prior model is set to have a uniform distribution.
First, consider the case of sparse channel. Fig. 7 depicts the MSE as a function of E b /N 0 . It can be observed that, although the pilot-MMSE approach improves the estimation accuracy for low SNR values, the performance of pilot-based channel estimation methods are very far from the family of semiblind methods. Comparing the wavelet-domain semiblind approach (i.e., EM-Wav) and the frequency-domain approach (i.e., EMfreq) shows that significant gain is achieved by the former method. This is due to the inherent averaging in the estimation formula (via matrix T), because a weighted sum of all elements of the observation vector Y is combined to estimate a given wavelet coefficient [see (17) and (19) ]. As shown, the best performance is achieved by the EM-MAP method. We see that by using EM-MAP, a gain of almost 4 dB in SNR is achieved at an MSE of 2 × 10 −3 compared with the EM-Wav method. This clearly shows the adequacy of the EM-MAP method for the case where the unknown channel has few nonzero wavelet coefficients, which is in perfect agreement with the prior model. Fig. 8 shows the BER results and the BER for the case of perfect channel-state information (CSI). It is shown that, at a BER of 10 −3 , the pilot-ML and the EM-Freq approaches are, respectively, 3.9 and 2 dB of SNR far from the BER that was obtained with the perfect channel. Furthermore, the performance of the Pilot-MMSE approach is not shown, because it was very close to that of Pilot-ML. In addition, we observe that wavelet-based semiblind methods closely perform to the perfect CSI case. For example, at a BER of 10 −4 , the EM-MAP and EM-Wav methods have, respectively, about 0.2 and 0.5 dB of SNR degradation from the performance that was obtained with perfect CSI.
We now evaluate the performance of the EM-MAP algorithm for the case where the channel does not necessarily satisfy the sparseness assumptions by considering the Corridor channel. Figs. 9 and 10 show that wavelet-based methods again outperform the pilot-based and EM-Freq methods in terms of MSE and BER. However, we have the surprising result that the EM-MAP performance is now comparable with that of the EM-Wav method. To explain this scenario, we analyze the estimation of the prior model parameter λ. Remember from Section III that λ is the probability that the channel wavelet coefficient is zero and, hence, indicates the probability that a channel has a parsimonious representation in the wavelet domain. This parameter is estimated in the M-step from the estimated wavelet coefficients, as explained earlier.
To have a measure of a channel's sparseness in wavelet domain, we consider a bunch of channels and define the sparseness factor γ as the ratio of zero channel wavelet coefficients to the total number of coefficients. To see the impact of channel's sparseness on the EM-MAP method performance, we have shown in Fig. 11 the estimated probabilityλ of the BG prior model (24) as a function of γ. It can be observed thatλ increases when the channel tends to become sparser (i.e., for large γ values). High values ofλ leads to a BG prior model with an attenuated Gaussian component. In this case, the EM-MAP algorithm uses an adequate prior information and outperforms the EM-Wav approach that does not have access to any prior information (see Figs. 7 and 8 ). In addition, we observe that, when the channel is not sparse (for small γ values), the algorithm assigns small values to λ. This leads to a Gaussian prior model with a large variance compared to the noise variance, which can be approximated with a uniform prior. As a result, the prior becomes less informative, and the EM-MAP performs close to EM-Wav, as shown in Figs. 9 and 10 . Thus, the EM-MAP algorithm can adapt its prior model parameters for each propagation environment. Now, compare the aforementioned semiblind algorithms with respect to the average number of estimated parameters at each iteration of the EM algorithm. This is shown in Fig. 12 for different channel scenarios. First, we recall that the EM-Freq and EM-Wav methods have to constantly estimate 384 and 96 coefficients at each iteration, respectively. As we explained in Section V-C2, by discarding the coefficients that are replaced by zero, the EM-MAP approach tends to significantly reduce the number of estimated parameters, in particular for sparse channels. This case is shown for the sparse channel where the number of estimated parameters is reduced to up to 20 parameters at the fifth iteration. Furthermore, under the nonsparse Corridor channel, we observe that the EM-MAP method is preferred to the EM-Wav method due to its lower computational load. Although we observed that, in this case, these two methods exhibit close performance, the EM-MAP algorithm reduces, on the average, the number of estimated parameters by about 60% compared with the EM-Wav approach.
VIII. CONCLUSION
In this paper, we have proposed a semiblind joint channel estimation and data detection algorithm based on the EM algorithm that integrates the advantages of wavelet-based parameter estimation. By expressing the unknown UWB channel in terms of its discrete wavelet coefficients, we have chosen a prior distribution that captures the possibly sparse property of UWB channels in the wavelet domain. This led to a MAP estimator that was equivalent to a hard thresholding procedure at each iteration of the EM algorithm, which is used to reduce the number of estimated coefficients. Note that the sparseness condition is almost built in by considering all subbands of the multiband approach at the same time. A larger bandwidth will likely separate the paths.
It has been observed that, when the channel has a sparse wavelet expansion, the prior model parameters, which are estimated from the observed data, carry this sparseness information to the EM-MAP algorithm. Moreover, we have shown that, in this case, the EM-MAP method provides significant reduction in the number of estimated parameters and outperforms all considered pilot-based and semiblind methods. Under nonsparse channels, although both the EM-MAP and EM-Wav methods closely perform, EM-MAP takes the advantage over the EMFreq and EM-Wav schemes due to its lower computational complexity.
APPENDIX DERIVATION OF THE A POSTERIORI MEAN (16)
To evaluate (16), we use the following theorem [29] .
Theorem 1
Let x ∼ CN (m x , R x ) and y ∼ CN (m y , R y ) be two complex Gaussian random vectors with joint distribution, i.e., which is nothing but (16) .
