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Abstract
The logistic function is shown to be solution of the Riccati equa-
tion, some second-order nonlinear ordinary differential equations and
many third-order nonlinear ordinary differential equations. The list
of the differential equations having solution in the form of the logistic
function is presented. The simple method of finding exact solutions
of nonlinear partial differential equations (PDEs) is introduced. The
essence of the method is based on comparison of nonlinear differential
equations obtained from PDEs with standard differential equations
having solution in the form of the logistic function. The wide appli-
cation of the logistic function for finding exact solutions of nonlinear
differential equations is demonstrated.
Keyword: Logistic function; Nonlinear differential equation; Par-
tial differential equation; Exact solution; Solitary wave solution.
1 Introduction
The logistic function (the sigmoid function) is determined by the following
formula [1–3]
Q(z) =
1
1 + e−z
, (1)
where z is independent variable on the complex plane. We see that the logistic
function has the pole of the first order on complex plane. This function can
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be used for finding exact solutions of nonlinear differential equations [3–5].
Other variants of this approach without the logistic function were used in
some papers before (see, for a example [6–10]).
One can see that the logistic function is the solution of the first order
differential equation called the Riccati equation [3–5]
Qz −Q+Q2 = 0. (2)
The logistic function (1) can be presented taking the hyperbolic tangent
into account because of the following formula
1
1 + e−z
=
1
2
tanh
(z
2
)
+
1
2
. (3)
However the logistic function is more convenient for finding exact solu-
tions as it has been illustrated in recent papers [3–5].
Let us show that the general solution of the Riccati equation can be
expressed via the logistic function. The Riccati equation takes the form
yz = a y
2 + b y + c, (4)
where a, b and c are arbitrary constants.
It is easy to obtain that the general solution of equation (4) can be written
by means of formula
y = B − 2B + b
a
Q(z) z =
z
′ − z0
2B + b
, (5)
where z0 is an arbitrary constant, B is defined via constants a, b and c from
the algebraic equation
aB2 + bB + c = 0. (6)
So, the logistic function is the solution of the Riccati equation to within
transformations (5).
The aim of this paper is to find some nonlinear ordinary differential equa-
tions of the second and the third order with exact solutions in the form of
the logistic function and to show that there are nonlinear partial differential
equations having solution in the form of the logistic function. We also illus-
trate that one can find exact solutions of many nonlinear partial differential
equations using the list of standard nonlinear ordinary differential equations.
2
2 Nonlinear ordinary differential equation of
the second order with solution in form of
logistic function
Differentiating equation (2) with respect to z we have the following second-
order differential equation
Qzz −Qz + 2QQz = 0. (7)
It is obvious that the logistic function Q(z) satisfies equation (7) as well.
At that time if we use the equality
Qz = Q−Q2, (8)
we obtain three other differential equation
Qzz −Q +Q2 + 2QQz = 0, (9)
Qzz −Qz + 2Q2 − 2Q3 = 0, (10)
Qzz −Q + 3Q2 − 2Q3 = 0 (11)
having solutions in the form of the logistic function.
Taking into account these equations we can present the other second order
nonlinear ordinary differential equations with solutions in the form of logistic
function. These equations take the form
Qzz −Qz + 2QQz + F1(Q, Qz, . . .) (Qz −Q+Q2) = 0, (12)
Qzz −Q +Q2 + 2QQz + F2(Q, Qz, . . .) (Qz −Q+Q2) = 0, (13)
Qzz −Qz + 2Q2 − 2Q3 + F3(Q, Qz, . . .) (Qz −Q +Q2) = 0, (14)
Qzz −Q + 3Q2 − 2Q3 + F4(Q, Qz, . . .) (Qz −Q +Q2) = 0, (15)
where Fj(Q, Qz, . . .), j = 1, . . . , 4 are some dependencies on Q, Qz and so
on.
Let us call equations (12) - (15) as the standard nonlinear differential
equations.
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In the present time there are a lot of different methods for finding exact
solutions of nonlinear differential equations. Here we only call some of them:
the singular manifold method [6,7] that was modified by Kudryashov [3,4,11,
12], the simplest equation method and some its modifications [8–10, 13–16],
the tanh-method [17–22], the G
′
/G - expansion method [23–25], the method
for finding meromorphic solutins of nonlinear differential equations [26–28].
However we can look for exact solutions of many nonlinear partial dif-
ferential equations taking into account the list of standard equations (12) -
(15) using the following simple algorithm. Let us take the nonlinear partial
differential equation with the solution of the first order pole
E1(u, ut, ux, uxx, . . .) = 0 (16)
Using the traveling wave solution
u(x, t) = y(z), z = k x− ω t− k x0 (17)
we have the nonlinear ordinary differential equation in the form
E2(y,−ω yz, k yz, k2 yzz, . . .) = 0 (18)
Using y = a0Q(z) in (18) and comparing new form of equation (18) with
the standard equation of the list (12) - (15) we can find a solution in the
form of the logistic function. Let us demonstrate this algorithm taking into
account some examples.
3 The logistic function as a solution of the
Burgers equation
Let us illustrate that the logistic function is a solution of the Burgers equa-
tion. The Burgers equation can be written in the form
ut + 2 u ux = µ uxx. (19)
Assuming
u(x, t) = y(z), z = k x− ω t− k x0 (20)
we have the nonlinear ordinary differential equation in the form
k2 yzz + ω yz − 2 k y yz = 0. (21)
4
From the list of standard equations we take equation (12) at F1(Q) = 0
Qzz −Qz + 2QQz = 0. (22)
One can note that equations (21) and (23) are the same in the case
ω = −k2 and y = −k Q(z) in (21). As a result of the comparison we find the
solution of the Burgers equation (19) in the form
u(x, t) = − k
1 + exp (k x− k2 t− k x0)
. (23)
We obtain that the solution of the Burgers equation is expressed via the
logistic function.
4 The logistic function as a solution of the
Huxley equation
The Huxley equation takes the form
ut = uxx + u (α− u) (u− 1). (24)
Assuming
u(x, t) = y(z), z = k x− ω t− k x0 (25)
we obtain the nonlinear ordinary differential equation
k2 yzz + ω yz − α y + (α + 1) y2 − y3 = 0. (26)
From (15) we have the standard equation at F4 = m in the form
Qzz +mQz − (m+ 1)Q+ (m+ 3)Q2 − 2Q3 = 0, (27)
where m is the unknown parameter.
Assuming y(z) = a0Q(z) and comparing coefficients of equations (26)
and (27) we obtain the following algebraic equations
ω = mk2, α = (m+ 1) k2, a0 (α+ 1) = (m+ 3) k
2, a20 = 2 k
2 (28)
Solving equations (28) we find values of parameters
a0 = k
√
2, k =
α√
2
ω = k
√
2− k2, m =
√
2
k
− 1. (29)
So, there is a solution of the Huxley equation (24) expressed via the
logistic function in the form
u(x, t) =
α
1 + exp
(
− α√
2
x+ α√
2
x0 − α24 t + α t
) (30)
where x0 is an arbitrary constant.
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5 The logistic function as a solution of the
Burgers – Fisher equation
Let us consider the Burgers-Fisher equation in the form
ut + u ux = uxx − β u− δ u2. (31)
Assuming
u(x, t) = y(z), z = k x− ω t (32)
we obtain the nonlinear ordinary differential equation
k2 yzz − k y yz + ω yz − β y − δ y2 = 0. (33)
Assuming F1(Q) = 2 in (12) we have the standard equation in the form
Qzz + 2QQz + Qz − 2Q+ 2Q2 = 0. (34)
Taking y = a0Q(z) in (33) and comparing two equations (33) and (34)
we have the following algebraic equations
a0 = −2 k, ω = k2, β = 2 k2, a0 δ = −2 k2. (35)
Solving last equations we obtain the following values parameters
k =
√
β
2
, ω =
β
2
, a0 = −
√
2 β, δ =
√
β
2
. (36)
The solution of equation (31) in the form of the logistic function can be
written in the form
u(x, t) = −
√
2 β
1 + exp
(
−
√
β
2
x+ β
2
t+
√
β
2
x0
) ,
(37)
where x0 is an arbitrary constant.
6 The logistic function as a solution of the
modified Korteweg-de Vries equation with
dissipation
The modified Korteweg-de Vries equation with dissipation can be written as
the following
ut + β u
2 ux + uxxx = µ uxx. (38)
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Taking the traveling wave solutions
u(x, t) = y(z), z = k x− ω t (39)
in (38) we get the nonlinear ordinary differential equation in the form
k3 yzzz − µ k2 uxx − ω yz + β k y2 yz = 0. (40)
After integration of (40) with respect to z we have the second-order non-
linear ordinary differential equation
k3yzz − µ k2 yz − ω y +
1
3
β k y3 = C1, (41)
where C1 is a constant of integration.
Take the standard equation in the form (10) at F3(Q) = 0
Qzz − 3Qz + 2Q− 2Q3 = 0 (42)
Substituting y = a0Q(z) and comparing equations (41) and (42) we ob-
tain
C1 = 0, k =
µ
3
a0 =
µ
3
, ω = −2 k3, β = −6. (43)
Solution of the modified Korteweg-de Vries equation (38) with dissipation
can be written in the form
u(x, t) =
µ
3 + 3 exp
(
−µ
3
x− 2µ3
27
t+ µ
3
x0
) , (44)
where x0 is arbitrary constant.
7 The third order nonlinear differential equa-
tion having solution in the form of logistic
function
Differentiating (7) and (9) - (11) with respect to z and taking into account
the Riccati equation in the form (3), we find 60 nonlinear ordinary differential
equations of the third order with solutions in the form of the logistic function.
These 60 equations can be written as the following list
Qzzz = Qzz − 2Qz2 − 2QQzz, (45)
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Qzzz = Qzz − 2Qz2 − 2QQz + 4Q3 − 4Q4, (46)
Qzzz = Qzz − 2Qz2 − 2QQz + 4Q2Qz, (47)
Qzzz = Qzz − 2Qz2 − 2Q2 + 2Q3 + 4Q2Qz (48)
Qzzz = Qzz − 2Qz2 − 2Q2 + 6Q3 − 4Q4 (49)
Qzzz = Qzz − 2Q2 + 4Q3 − 2Q4 − 2QQzz, (50)
Qzzz = Qzz − 2Q2 + 8Q3 − 6Q4 − 2QQz, (51)
Qzzz = Qzz − 2Q2 + 4Q3 − 2Q4 − 2QQz + 4Q2Qz, (52)
Qzzz = Qzz − 4Q2 + 4Q3 + 6Q2Qz, (53)
Qzzz = Qzz − 4Q2 + 10Q3 − 6Q4, (54)
Qzzz = Qzz − 4Q2 + 6Q3 − 2Q4 + 4Q2Qz, (55)
Qzzz = Qzz − 2QQz + 2Q2Qz − 2QQzz, (56)
Qzzz = Qzz − 2Q2 + 2Q3 + 2Q2Qz − 2QQzz, (57)
Qzzz = Qzz − 4QQz + 6Q3 − 6Q4, (58)
Qzzz = Qzz + 2Q
2Qz − 4QQz + 4Q3 − 4Q4 (59)
Qzzz = Qzz + 6Q
2Qz − 4QQz, (60)
Qzzz = Qz − 2Q2 + 2Q3 − 2Q2z − 2QQzz, (61)
Qzzz = Qz − 2Q2 + 2Q3 − 2QQz + 2Q2Qz − 2QQzz, (62)
8
Qzzz = Qz − 2Q2 + 4Q3 − 2Q4 − 2QQz − 2QQzz, (63)
Qzzz = Qz − 4Q2 + 6Q3 − 2Q4 − 2QQzz, (64)
Qzzz = Qz − 6Q2 + 12Q3 − 6Q4 (65)
Qzzz = Qz − 2QQz − 2Qz2 − 2QQzz, (66)
Qzzz = Qz − 2QQz − 2Qz2 − 2Q2 + 2Q3 + 4Q2Qz (67)
Qzzz = Qz − 2QQz + 4Q2Qz − 4Q2 + 6Q3 − 2Q4 (68)
Qzzz = Qz − 2QQz − 2Qz2 − 2Q2 + 6Q3 − 4Q4 (69)
Qzzz = Qz − 2QQz − 4Q2 + 10Q3 − 6Q4 (70)
Qzzz = Qz − 4QQz + 2Q2Qz − 2QQzz, (71)
Qzzz = Qz − 4QQz − 2Qz2 + 4Q2Qz (72)
Qzzz = Qz − 4QQz + 4Q2Qz − 2Q2 + 4Q3 − 2Q4, (73)
Qzzz = Qz − 4QQz − 2Qz2 + 4Q3 − 4Q4, (74)
Qzzz = Qz − 4QQz − 2Q2 + 8Q3 − 6Q4 (75)
Qzzz = Qz − 4QQz + 6Q2Qz − 2Q2 + 2Q3 (76)
Qzzz = Qz − 6QQz + 6Q2Qz, (77)
Qzzz = Qz − 6QQz + 6Q3 − 6Q4, (78)
Qzzz = Qz + 4Q
2Qz − 4Q2 + 4Q3 − 2Qz2, (79)
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Qzzz = Qz + 4Q
2Qz − 6Q2 + 8Q3 − 2Q4 (80)
Qzzz = Qz + 6Q
2Qz − 6Q2 + 6Q3, (81)
Qzzz = Qz − 6Qz2, (82)
Qzzz = Qz − 2Qz2 − 4Q2 + 8Q3 − 4Q4 (83)
Qzzz = Q−Q2 − 2QQz − 2Qz2 − 2QQzz, (84)
Qzzz = Q− 3Q2 + 2Q3 − 2Qz2 − 2QQzz, (85)
Qzzz = Q− 3Q2 + 4Q3 − 2Q4 − 2QQz − 2QQzz, (86)
Qzzz = Q− 5Q2 + 6Q3 − 2Q4 − 2QQzz, (87)
Qzzz = Q−Q2 − 6Qz2, (88)
Qzzz = Q−Q2 + 6Q3 − 6Q4 − 6QQz, (89)
Qzzz = Q−Q2 − 4QQz − 2Qz2 + 4Q2Qz, (90)
Qzzz = Q−Q2 + 4Q3 − 4Q4 − 2Qz2 − 4QQz (91)
Qzzz = Q−Q2 − 6QQz + 6Q2Qz (92)
Qzzz = Q− 3Q2 + 8Q3 − 6Q4 − 4QQz (93)
Qzzz = Q− 3Q2 + 4Q3 − 2Q4 + 4Q2Qz − 4QQz, (94)
Qzzz = Q− 3Q2 − 2QQz − 2Qz2 + 2Q3 + 4Q2Qz (95)
Qzzz = Q− 3Q2 − 2QQz − 2Qz2 + 6Q3 − 4Q4 (96)
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Qzzz = Q− 3Q2 + 2Q3 − 4QQz + 6Q2Qz (97)
Qzzz = Q− 5Q2 + 4Q3 − 2Qz2 + 4Q2Qz, (98)
Qzzz = Q− 5Q2 + 8Q3 − 2Qz2 − 4Q4 (99)
Qzzz = Q− 5Q2 − 2QQz + 6Q3 − 2Q4 + 4Q2Qz (100)
Qzzz = Q− 5Q2 − 2QQz + 10Q3 − 6Q4 (101)
Qzzz = Q− 7Q2 + 12Q3 − 6Q4 (102)
Qzzz = Q− 7Q2 + 6Q3 + 6Q2Qz, (103)
Qzzz = Q− 7Q2 + 8Q3 − 2Q4 + 4Q2Qz (104)
We can suggest also other nonlinear ordinary differential equations of the
third order taking into account equations (2) and the second-order nonlinear
differential equations from section 2 because we always add or subtract from
equations (45) – (104) the following expressions
P1(Q,Qz, . . .) (Qzz −Qz − 2QQz)+F1(Q,Qz, . . .)
(
Qz −Q+Q2
)
, (105)
P2(Q,Qz, . . .)
(
Qzz −Q+Q2 − 2QQz
)
+F2(Q,Qz, . . .)
(
Qz −Q+Q2
)
,
(106)
P3(Q,Qz, . . .)
(
Qzz −Qz + 2Q2 − 2Q3
)
+F3(Q,Qz, . . .)
(
Qz −Q+Q2
)
,
(107)
P4(Q,Qz, . . .)
(
Qzz + 3Q
2 − 2Q3)+F4(Q,Qz, . . .) (Qz −Q+Q2) , (108)
where Pj(Q, Qz, . . .) j = 1, . . . , 4 are some dependencies on Q, Qz, . . .. Non-
linear differential equations with solutions in the from of the logistic function
can be useful for constructing exact solutions of some nonlinear partial dif-
ferential equations.
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8 Logistic function as a solution of the Gard-
ner equation
The Gardner equations is the generalization of the modified Korteweg-de
Vries equation and takes the form
ut + αu ux + β u
2 ux + uxxx = 0 (109)
Taking into account the traveling wave solutions
u(x, t) = y(z), z = k x− ω t− k x0 (110)
we have from (109) the following equation
k3 yzzz − ω yz + α k y yz + β k y2 yz = 0. (111)
Assuming
ω = k3, y = a0Q(z) (112)
we obtain equation (78) from the list of standard equations at
a0 =
6 k2
α
, β = − α
2
6 k2
. (113)
It takes the form
Qzzz −Qz + 6QQz − 6Q2Qz = 0. (114)
The solution of equation (38) is expressed by formula
u(x, t) =
6 k2
α(1 + exp (k x− k3 − k x0))
, (115)
where x0 is an arbitrary constant.
9 Logistic function as a solution of the Korteweg-
de Vries equation with source
Let us demonstrate that the logistic function is a solution of the Korteweg-de
Vries equation with source in the form
ut + 6 u ux + uxxx + β u
2 + γ u3 + δ u4 = 0. (116)
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Using the traveling wave solutions in (116)
u(x, t) = y(z), z = k x− ω t− k x0 (117)
we obtain the equation from (116) in the form
k3 yzzz − ω yz + 6 k y yz + β y2 + γ y3 + δ y4 = 0. (118)
Let us take equation (70) from our list
Qzzz −Qz + 2QQz + 4Q2 − 10Q3 + 6Q4 = 0. (119)
Assuming y = a0Q(z) and comparing equations (118) and (122) we have
the algebraic equations
6 a0 = 2 k
2, ω = k3, β a0 = 4 k
3, γ a20 = −10 k3, δ a30 = 6 k3 (120)
we obtain the following values of the parameters
k =
β
12
, a0 =
β2
432
, ω =
β3
1728
, γ = −1080
β
, δ =
278936
β3
. (121)
We have the exact solution of equation (116) in the form
u(x, t) =
β2
432 + 432 exp
(
−β x
12
+ β
3 t
1728
+ β x0
12
) , (122)
where x0 is an arbitrary constant, γ and δ are determined by expressions
(121).
10 Logistic function as a solution of the mod-
ified Korteweg–de Vries equation with souce
Let us consider the modified Korteweg-de Vries equation with source and
show that the logistic function is solution of this equation as well. The
modified Korteweg-de Vries equation with source takes the form
ut − 6 u2 ux + uxxx + αu2 + β u3 = 0 (123)
Using the traveling wave solutions
u(x, t) = y(z), z = k x− ω t− k x0 (124)
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we obtain from (123) the following equation
k3 yzzz − 6 k y2 yz − ω yz + α y2 + β y3 = 0. (125)
Let us take standard equation (81) from the list of section 6 in the form
Qzzz − 6Q2Qz −Qz + 6Q2 − 6Q3 (126)
Assuming y = a0Q(z) and comparing two equations we have the following
equations
ω = k3, a20 = k
2, α a0 = 6 k
3, a20 β = −6 k3. (127)
Solving equations (127) we obtain
a0 = ± k, k = −
β
6
, ω = − β
3
216
, α = ∓ β
2
6
. (128)
We obtain the following solution of equation (123) at α = ∓ β2
6
u(x, t) = ± β
6 + 6 exp (β x
6
+ β
3 t
216
− β x0
6
)
, (129)
where x0 is an arbitrary constant.
11 Logistic function as a solution of the gen-
eralized Kuramoto-Sivashinsky equation
Let us consider the generalized Kuramoto-Sivashinsky equation in the form
ut + uxxxx − µ uxx − αu2 ux + β u3 ux = 0 (130)
Using the traveling wave solution
u(x, t) = y(z), z = k x− ω t− k x0 (131)
we have from (130) the nonlinear ordinary differential equation
k4 yzzzz − µ k2 yzz − α k u2 uz + β k u3 uz − ω yz = 0. (132)
After integration (132) with respect to z we obtain
k4 yzzz − µ k2 yz −
1
3
α k u3 +
1
4
β k u4 − ω y = C1. (133)
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Taking into account the standard equation in the form
Qzzz − 7Qz + 6Q− 12Q3 + 6Q4 = 0. (134)
The last equation can be found if we take equation (65) from our list and
subtract equation of the first order
6 (Qz −Q +Q2).
Comparing equations (133) and (134) we have the algebraic equations
C1 = 0, µ = 7 k
2, a20 α = 36 k
3, a30 β = 24 k
3, ω = −6 k4 (135)
Solving equations (135) we obtain the following values of parameters
a0 =
2α
3 β
, k =
α
(9 β)2/3
, µ =
7α2
(9 β)4/3
, ω = − 6α
4
9 β8/3
(136)
We have the following exact solution of equation (130) at µ = 7α
2
(9β)4/3
u(x, t) =
2α
3 β + 3 β exp
(
−αx−αx0
(9β)2/3
− 6α4 t
9β8/3
) , (137)
where x0 is an arbitrary constant.
12 Logistic function as a solution of the Korteweg-
de Vries equation
We demonstrate the effect of our approach for nonlinear partial differential
equations with solutions having first order pole. However the method is
working for other nonlinear differential equations too. Let us illustrate this
one using the famous Korteweg-de Vries equation
ut + 6 u ux + uxxx = 0. (138)
Using the traveling wave solutions
u(x, t) = y(z), z = k x− ω t (139)
we have from equation (138)
k3 yzzz + 6 k y yz − ω yz = 0. (140)
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After integration equation (140) with respect to z we get
k3 yzz + 3 k y
2 − ω y = C1. (141)
Let us take (82) as the standard equation
Qzzz = Qz − 6Q2z. (142)
Taking into account new variable V = Qz we obtain the standard equation
for variable V (z)
Vzz + 6 V
2 − V = 0. (143)
Assuming y = a0 V (z) and C1 = 0 in (141) we also have equation
k3 Vzz + 3 a0 k V
2 − ω V = 0. (144)
Comparing two equations (143) and (144) we find that these equations
are the same in case
a0 = 2 k
2, ω = k3. (145)
We obtain that the solution of equation (138) in the form
u(x, t) = 2 k2 V (z) = 2 k2Qz = 2 k
2 (Q−Q2). (146)
This solution is the soliton of the Korteweg-de Vries equation in the form
u(x, t) =
2 k2
1 + exp (k x− k x0 − k3 t)
− 2 k
2
(1 + exp (k x− k x0 − k3 t))2
, (147)
where x0 is an arbitrary constant. We have found the famous soliton solution
of the Korteweg – de Vries equation expressed via the logistic function too.
13 Conclusion
In this paper we have demonstrated that the logistic function is a solution
of many nonlinear differential equations. We have illustrated that solutions
of the the Burgers equation, the Burgers – Huxley equation, the Burgers –
Fisher equation, the modified Korteweg – de Vries equation with dissipation,
the Gardner equation, the Korteweg – de Vries equation with source, the
modified Korteweg – de Vries equation with source and the generalized Ku-
ramoto – Sivashinsky equation are expressed via the logistic function. It is
16
clear that the logistic function can be used for construction of exact solutions
of many nonlinear differential equations.
We also presented the method for finding exact solutions of nonlinear
partial differential equations. The basic idea of this method is the compari-
son of nonlinear ordinary differential equation obtained from PDE with the
standard equation from the list of equations. Method is simple and do not
require application of the symbolic calculations on computer.
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