We investigate quantum information masking for arbitrary dimensional quantum states. We show that mutually orthogonal quantum states can always be served for deterministic masking of quantum information. We further construct a probabilistic masking machine for linearly independent states. It is shown that a set of d-dimensional states, {|a1 A, |a2 A, . . . , |an A}, n ≤ d, can be probabilistically masked by a general unitary-reduction operation if they are linearly independent. The maximal successful probability of probabilistic masking is analyzed and derived for the case of two initial states.
INTRODUCTION
A quantum system can be manipulated by unitary evolutions together with quantum measurements [1] . Numerous implementations of manipulations have been studied in the fields such as quantum cloning [2] [3] [4] , quantum programming [5] , quantum key distribution [6] [7] [8] and quantum teleportation [9] [10] [11] . It is well-known that an arbitrary unknown state cannot be cloned perfectly due to the linearity of quantum mechanics [2] . In the realm of deleting quantum information, it is also shown that the unitary evolution does not allow us to delete an arbitrary quantum state perfectly [12, 13] . The restriction of unitary evolution also forbids deterministic cloning of nonorthogonal states [14] . Nevertheless, states secretly chosen from a certain set can be probabilistically cloned if the states are linearly independent [15] .
Recently, Modi et. al considered the problem of encoding quantum information, given by a set of states {|a k A ∈ H A } on system A, into a set of bipartite states {|Ψ k AB ∈ H A ⊗ H B } on systems A and B such that all the marginal states of {|Ψ k AB } have no information about the index k [16] . In this case, the quantum information indeed spreads over quantum correlation [17] , which is called masking of quantum information. Modi et. al show that deterministic masking is impossible for arbitrary quantum states.
In this paper, we study the problem of what kinds of quantum states can be either deterministically or probabilistically masked. We introduce an index set of fixed reducing states, which can be served as the target states for carrying out the quantum information masking. If a set of {|a k A ∈ H A }, by attaching an ancillary {|b } of system B, can be transformed into the set of fixed reducing states by unitary operations and measurements, then one can mask the quantum information in {|a k A ∈ H A } deterministically or probabilistically. We provide the typical form of fixed reducing states and the necessary condition for deterministic masking. We show that a set of quantum states can be used as deterministic masking if they are mutually orthogonal, and a set of quantum states can be served as probabilistic masking if they are linearly independent. For probabilistic masking, the maximal success probability is obtained when only two initial states.
DETERMINISTIC QUANTUM INFORMATION MASKING
We start with the definition of composite system states that can be regarded as the target states for quantum information masking. Let H A and H B denote d dimension Hilbert space, a set of states {|Ψ k AB ∈ H A ⊗ H B } k∈Γ is called a set of fixed reducing states if all their marginal states have no information about the index value k; i.e.,
where Γ is an index set. 
where {|b
(These d states, however, can not be chosen arbitrarily, as we will see in the proof.)
Proof. Consider the Schmidt decomposition of |Ψ k AB ,
where {|a
are two sets of d normalized orthogonal states in H A and H B , respectively. Without loss of generality, we can set |a
Then the partial trace of states (3) yields
(4) From the definition of fixed reducing states, it follows
where V (k) is a unitary operator which keeps all the characteristic subspaces of ρ B invariant. That is, if we rewrite ρ
where {α 1 ,α 2 , . . . ,α m } is the underlying set of the multiset {α 1 , α 2 , . . . , α d } and l i is the multiplicity of the i-th
form a set of orthogonal basis of the i-th characteristic subspace, i.e.,
has no information about the index k. This completes the proof.
The Lemma provides a technique for masking quantum information. We first give two detailed examples.
Case I All the singular values are the same. In this case we have
where |b
which satisfy the definition of fixed reducing states.
Case II All the singular values are different. In this case the unitary operator V (k) can be expressed as a uni-
One can also verify that
In the following we call an operation M a quantum information masker if it maps {|a k A ∈ H A } n k=1 to a set of fixed reducing states {|Ψ k AB ∈ H A ⊗ H B } n k=1 . A quantum information masker can be always represented by a unitary operator U M together with a quantum measurement M ,
where |b B is the input state of an ancillary state in system B.
For a deterministic masker, the following lemma tells us that the corresponding unitary operator always exists as long as the final states satisfy certain conditions.
Lemma 2. If two sets of states {|φ
satisfy the condition
for i, j = 1, 2, . . . , n, then there exists a unitary operator U such that U |φ i = |φ i for i = 1, 2, . . . , n.
Specially, for a set of orthogonal states, we have the following theorem. Theorem 1. The states secretly chosen from the set {|a 1 A , |a 2 A , . . . , |a n A }, n ≤ d, can be deterministically masked by a unitary operation if they are mutually orthogonal; i.e.,
Proof. Here we adopt the specific form of the fixed reducing states given in Case I ; that is,
Let
where σ n is the generator of the cyclic group C n , σ n (i) = i + 1 for 1 ≤ i ≤ n − 1 and σ n (n) = 1; i.e.,
Since i|j B = δ ij , i, j = 1, 2, . . . , n, one has Ψ i |Ψ j AB = δ ij . That is to say, we find a set of fixed reducing states
for any i, j = 1, 2, . . . , n. Then Lemma 2 says that there exists a unitary operator U such that
This completes the proof.
As a natural generalization of hiding classical information [16] , Theorem 1 shows that mutual orthogonal vectors can be used to mask quantum information.
PROBABILISTIC QUANTUM INFORMATION MASKING
For a probabilistic masker, one may employ quantum measurements with post-selections of the measurement results. A masker M is a map from {|a k A ∈ H A } n k=1 to a set of fixed reducing states {|Ψ k AB ∈ H A ⊗ H B } n k=1
by a unitary operator U M together with a measurement M .
Theorem 2. The set {|a 1 A , |a 2 A , . . . , |a n A }, n ≤ d, can be probabilistically masked by a general unitaryreduction operation if they are linearly independent.
Proof. Let |P 0 , |P 1 , . . . , |P n be n + 1 normalized (not generally orthogonal) states of some probe P and |Φ
ABP be n normalized (not generally orthogonal) states of the composite system ABP . We now search for a general unitary evolution U M on the system ABP such that
for all i = 1, 2, . . . , n. Here, |b B is the input state of an ancillary system B, the parameters γ i are positive real numbers referred as the masking efficiencies. The masking process can be implemented as follows, after the unitary evolution a measurement with a post-selection of measurement results projects the state into a subspace S spanned by |P 1 , . . . , |P n . After this projection, the state of the system AB should be |Ψ i AB . And all the states |Φ (i) ABP ought to lie in a space orthogonal to S,
for any i, j = 1, 2, . . . , n. From (15) and (14) we have the following equation,
where A is the n × n matrix with entries given by a i |a j ,
ABP ]. The efficiency matrix Γ is defined by Γ = diag(γ 1 , γ 2 , . . . , γ n ).
Lemma 2 shows that if Eq. (16) is satisfied with a diagonal positive-definite matrix Γ, the unitary evolution (14) can be realized physically. Since the states |a 1 A , |a 2 A , . . . , |a n A are linearly independent, A is positive definite. In fact, above derivation works for any |Ψ i AB . From the continuity, if we now choose |Ψ i AB to be the fix reducing state, the Hermitian matrix A − √ ΓX P √ Γ † is also positive definite for small positive γ i . Hence, Eq. (16) should be satisfied with a proper choice of |Φ (i) ABP . Set
where P 0 , P (1) , P (2) , . . . , P (n) are n + 1 normalized orthogonal states and |Φ
AB are n normalized (not generally orthogonal) states of the system AB. Thus we have X P = CC † , where C = [c ij ]. Furthermore, note that the matrix A − √ ΓX P √ Γ † is able to be diagonalized by a unitary matrix V ,
where all of the eigenvalues m 1 , m 2 , . . . , m n are positive real numbers. Then the matrix C can be chosen as
Eq. (16) is thus satisfied by a diagonal positive-definite matrix Γ. This completes the proof of Theorem 2.
Remark 1. In the proof of the theorem, we choose |Ψ i AB to be fixed reducing state to ensure that the probabilistic masking can be implemented, since the fixed reducing states have the same local density matrices. Actually, the states |a 1 A , |a 2 A , . . . , |a n A are linearly independent, and A is strictly positive definite for any |Ψ i AB . Eq. (16) will always be satisfied for small γ i .
Remark 2. The converse of this theorem is not true. Actually, Ref. [16] shows that there exists a masker which can mask the quantum information encoded in a family of states characterized by some continuous parameters for finite dimension, those states certainly cannot be linear independent.
Since the probabilistic masking process can be considered as successful if and only if all the efficiencies γ i are non-zero, we define the success probability of the masking machine M to be
Note that the semi-positivity of the matrix A − √ ΓX P √ Γ † gives rise to a series of inequalities about the efficiencies γ i . Thus the maximum of P rob(M) is obtained by solving these inequalities and taking the maximum over all possible choices of |P i and |Ψ k AB . For example, if there are only two initial states |a 1 A and |a 2 A , we have
where
The semi-positivity of (18) yields
Thus we have
where the first equality holds if and only if γ 1 = γ 2 and
while the second equality holds if and only if Ψ 1 |Ψ 2 AB = a 1 |a 2 A . In Fig.  1 we plot the maximum probability P rob(M) max versus | Ψ 2 |Ψ 1 AB | for | a 1 |a 2 A | = 0; 0.25; 0.5; 0.75 and 1. One can see that the maximum probability P rob(M) max can always attain 1 at | Ψ 2 |Ψ 1 AB | = | a 1 |a 2 A |, and decreases as the difference of | Ψ 2 |Ψ 1 AB | and | a 1 |a 2 A | increases.
Clearly, the deterministic masking can be regarded as a special case of the probabilistic masking if P rob(M) = 1; i.e., Γ = I n . Eq. (16) then reduces to which is just a restatement of Lemma 2 in the matrix form. Eq. (20) can be satisfied for n = 2, for which there is only one restriction Ψ 1 |Ψ 2 AB = a 1 |a 2 A . Actually, we only need to adopt the specific form of |Ψ k AB in Case I and let 2 a 1 |a 2 A = b
That is to say, in the case of n = 2, we can generalize the orthogonal condition in Theorem 1 to the linearly independent condition. For 3 ≤ n ≤ d, however, the number of restrictions grows parabolically and it is quite hard to find a set of fixed reducing states for such generalization. Generally, for a given specific set of {|a 1 A , |a 2 A , . . . , |a n A }, one may adopt a specific form of |Ψ k AB given by Lemma 1 and maximize P rob(M) by suitable choices of {|b
).
CONCLUSION
In summary, we have discussed both deterministic and probabilistic masking of quantum information. For deterministic case, we have proven that mutually orthogonal quantum states can always be served for quantum information masking. In fact, mutually orthogonal quantum states can be deterministically mapped to the fixed reducing states by only unitary operations. For probabilistic case, we have shown that linear independent states can be probabilistically masked with nonzero success probabilities. When there are only two initial states, the best success probabilities have been derived. Our deterministic and probabilistic masking machines may have important applications in quantum information processing like remote quantum state preparation [19, 20] , measurement-based quantum computation [21] and quantum secret sharing protocols [22] [23] [24] [25] . Our approach may also apply to the study on multipartite scenario of quantum masking [26] .
