Abstract
Introduction
Most macromolecules in a living cell exist as part of large multimeric complexes. They associate by the stepwise, reversible association of individual components according to the Law of Mass Action to produce small and large multimeric structures such as enzyme complexes, ribosomes and proteasomes. The concentration of any specific aggregate formed-and hence the level of its biological activity-depends on the number of component proteins present and the affinity with which they bind to each other. For dimeric or trimeric complexes it is possible to calculate directly their final concentration knowing the stoichiometry of the starting mixture and the relevant dissociation constants. But for large complexes produced by networks of many binding steps coupled together-the usual situation in a living cell-the equilibrium state is given by a set of nonlinear simultaneous equations and cannot in general be solved analytically.
A practical approach is to integrate the network of binding steps numerically, and conventional methods such as the fourth-order Runge-Kutta algorithm usually Department of Zoology, Downing Street, Cambridge CB2 3EJ, and 'Department of Applied Mathematics and Theoretical Physics, Silver Street, Cambridge, CB3 9EJ provide a solution if starting concentrations and rate constants are known (Stoer & Bulirsch, 1980 : Chapter 7), (Press et al., 1992: Chapter 16) . But such methods can be slow, particularly when steps with very different flux rates are coupled together. If large numbers of integrations have to be performed, for example in the course of population modelling, then computational time may become limiting factor. It may also be possible to obtain a numerical solution to the set of simultaneous equations which describe the equilibrium condition. However, in practice this is again made difficult by the large differences in flux rates typical of these systems making stability hard to achieve. We have therefore adapted a simple numerical integration method specifically to predict the steady state of a system of binding equilibria. It can be used for any system of molecules undergoing reversible association but should not be applied to systems for which a final steady state is not guaranteed-for example, in which there is a continual supply of free energy in the form of ATP.
System and methods
All algorithms were developed in the C language using Symantec C (version 6.0) compiler (Symantec Corporation, Cupertino, CA). Programs were run on either a Macintosh Ilfx or a Macintosh Quadra 950 microcomputer. The work arose as part of an ongoing project to model the intracellular signalling reactions of bacterial chemotaxis (Bray et al., 1993) . The e7 integration algorithm described in the present paper has now been used to predict the binding association of proteins CheA and CheW to the membrane bound aspartate receptor (Bray and Bourret, unpublished data) .
Standard numerical integration methods used in this paper were adapted from formulations given in 'Numerical Recipes in C (Press et al., 1992) .
Algorithm
The new algorithm-here called e7-is predicated on the assumption that the concentrations of species undergoing diffusion-limited association proceed continuously to a stable equilibrium point. Fluctuations in concentration en route are allowed but there must be a single final state that will eventually be attained given enough time. The i Oxford University Press algorithm therefore seeks to advance as rapidly as possible along the time coordinate, continually accelerating until checked by the boundaries of stoichiometry, like a racing car ricocheting off the walls of a race track. Because any possible point on the concentration phase space represented by the interacting species can be taken as a starting point for downward descent the algorithm is never blown irreversibly off course. Since it is not, from a mathematical standpoint, guaranteed to converge, a 'safety' parameter is installed to prevent it taking too many fruitless steps.
Each individual binding step is represented by a differential equation of the form:
Where A, is the rate of change of the / th reaction; A, and B,-are the concentrations of the two binding species, and ON_RATE is the rate of association, which we have taken as 1 x K^NP's" 1 -a typical diffusion limited value for protein interactions (Northrup & Erickson, 1992) . AB, is the concentration of the binary complex formed in the reaction; k, is the rate of dissociation of the complex (in units of s" 1 ) and AT the time increment used in the integration in s. Delta values (A,) are summed for each species at the end of each cycle and then added to the signal concentrations. However, AT does not really sum to a representative value for the elapsed time and so is discarded (unlike conventional methods for solving ODEs).
With the exceptions to be noted, the interval of 'time' AT increases exponentially throughout the integration, being multiplied at each iteration by a constant factor V_GROW. For most of the results presented in this paper V_GROW is equal to 1.1 (Figure 3) , thereby causing the step size to double every 7 steps or so. This exponential increase is abrogated when either (a) the concentration of one or more of the proteins species is driven into a negative value or (b) the system achieves a suitably stable state.
If any concentration becomes negative (because of an excessively large integration step) then all concentrations are returned to their previous value and a smaller step is taken. The size of the new step is calculated to bring all concentrations into a physically acceptable positive value, according to the relationship:
Where V_SHRINK is a constant (0.3 for most of the test reported in this paper); c2 is the largest negative concentration reached in the step in question and cl is the (positive) concentration of the same species at the preceding step ( Figure 1 ). Step-size adjustment to avoid negative concentrations. If the concentration Cl of any species would take a negative value (C2) after a step of size ATI, then the concentrations of all species are restored to their previous values and a smaller step, AT2, taken. This new step is calculated to bring the concentrations into the positive region using equation 2 given in the text. Note that if more than one species becomes negative, then the most highly-negative C2 value is used to calculate the new step.
The second situation in which the continual exponential increase in step length is abrogated is when the concentration of each and every binding species changes by a rate of less than V_STABLE (expressed in M sec" 1 ). This is taken as the condition of equilibrium and signals completion of the integration.
The code of the algorithm, in standard C, is given in Figure 2 . The function e7 receives an array of protein concentrations, s( J and the initial step size delta_T. The routine makes repeated calls to a binding algorithm which accepts an indexed parameter specifying the particular binding step and changes the contents of an array, Del[ |, according to equation 1. Del values are then used to increment the protein conentrations in s[ ]. When equlibrium is attained, as assessed by V_STABLE, the e7 algorithm returns the number of calls made to the binding algorithm. If the integration has not succeeded in obtaining a value within a user-defined limit of TOO_LONG_TO_WAIT (10 6 in all our tests), the el routine returns a negative integer. Header 'head.h' includes the list of n_protein interacting species and n_bind binding steps, the declaration of the binding steps and values of constants V_SHRINK, V_GROW and V_STABLE.
Implementation
The algorithm was tested on a network of three interacting proteins, A, B and C, which assemble stepwise into dimeric species AB, BC and AC, and the trimeric species ABC-all of the possible binding steps being included (Network 1, Table I ). Algorithm efficiency was assessed by counting the number of times a binding step was performed (i.e. the number of times equation 1 was executed) before the system came sufficiently close to equilibrium: this number being approximately proportional to CPU time. Results are listed in Table II . The variable-step Euler algorithm is seen to be most rapid when the flux rate of each step is approximately the same (that is, when all of the starting concentrations and all of the Kd's have similar values) and becomes increasingly slow as the differences in flux rate (the stiffness of the system) increases.
Similar limitations exist, of course, for any numerical integration method, and to compare the present algorithm with more conventional techniques, a series of integrations was performed using Network 1 with a wide range of Kd values. Each of the six binding steps was independently assigned a Kd value of 10~5 M, 10~7 M or 10~9 M thereby generating 729 permutations. Networks were integrated by five different methods: standard Euler; 2nd order RungeKutta; 4th order Runge-Kutta; variable-step Runge-Kutta and the e7 variable-step Euler described in this paper. For each method, the number of binding steps taken was summed over the 729 permutations and an average obtained. In order to make a fair comparison, the step The binding steps of Network 1 (Table 1) were integrated by the variable-step algorithm using the following settings: V_GROW = 1.1; VJSHRINK = 0.3; VSTABLE = 10" 8 M. The upper limit, TOO_LONG_TO_WAIT was set to 10 6 binding steps. One million binding steps take approximately one minute on the Macintosh Quadra 950, and 3-4 minutes on the Macintosh Ilfx.
sizes of the standard Euler and the 2nd and 4th order Runge-Kutta's were adjusted to the largest possible value for the test and the number of cycles needed to attain the same level of accuracy as that species in the variable-step Euler recorded. The results of this comparison show that e7 requires fewer binding steps to attain equilibrium than any of the other methods examined (Table III) .
VGROW, and VJSHRINK
The influence of these two constants on the efficiency of the algorithm was titrated using Network 1 and a range of Kd values as before: the process being repeated while systematically varying the two constants, V_SHRINK, and VGROW. Each of the two constants showed a broad range within which performance was acceptable. For the test set employed here, VSHRINK could take Each of the six binding steps of Network 1 (see Table 1 ) was independently assigned a Kd value of 10" 5 M, 10 M or 10" 9 M. The 729 networks generated in this way were integrated by each of the methods to be tested, using an initial concentration of 1 /imM for each of the six protein species. The number of calls to the binding algorithm needed to reach equilibrium was averaged over the 729 networks and the results tabulated above. Integration methods used were: el-standard Euler; rk2-second-order Runge-Kutta; rk4-fourth-order RungeKutta; rk5-variable-step Runge-Kutta; e7-variable-step Euler.
Step sizes for el, rk2 and rk4 were adjusted empirically to give the smallest number of binding steps. Fig. 3 . Optimization of the parameters V_SHRINK and V_GR0W. Each of the 6 binding steps in the model system shown in Table I was given one of three kDa's: 10" 5 M, 10" 7 M and 10" 9 M independently The resulting 729 networks were integrated by the variable-step Euler algorithm and the number of calls to the binding algorithm averaged. The process was repeated using different values of the constants VGROW and V_SHRINK described in the text. values between 0.05 and 0.4 whereas for V_GR0W, the effective range was between 1.05 and 1.25 (Figure 3) . Values of V_SHRINK = 0.3 and V_GROW =1.1 were adopted for the other studies reported in this paper but it is possible that optimal performance for other networks will require different values.
V_STABLE and accuracy
The constant V_STABLE determines the endpoint of the integration, being the maximum rate of change in concentration that is accepted at equilibrium, in moles per liter per second. At each cycle of integration, the rate of change in concentration of each protein species is tested and only if all fall below V_STABLE is the integration terminated. Note that this is an absolute rather than a relative rate of change, with the user selecting a rate of change that is acceptable for the particular system under study.
A smaller value of V_STABLE results in a more accurate solution but requires more integration cycles. The effect of changing V_STABLE on accuracy and integration cycles was tested on a second model network, constructed so as to have known steady state (Network 2; Table I ). The deviation of the result predicted by the algorithm from the true value was then calculated as the root-mean-square of the differences between each of the final concentrations and their predicted values. The useful range of V_STABLE for this problem was 10" 5 to 10"
15
Msec" 1 , with the number of iterations required ranging from 18 at the lowest accuracy to almost 300 for the highest (Figure 4) . To illustrate the accuracy obtained, at the middle of the range (V_STABLE = KT^Msecr 1 ) the root-mean-square error is 3.25 x 10~1 2 M, or about Table II. 0.03% of the true value of 0.1 fiM. As with any numerical method, there are limits to the accuracy that can be reached and for the systems we have examined a V_STABLE less than 10" 10 Msec" 1 has not been useful.
Discussion
Our need for a more rapid integration method arose during a study of the intracellular signals accompanying bacterial chemotaxis (Bray et al., 1993) . Signals from chemotactic receptors are relayed to the flagellar motor through a complex assembly of intracellular signaling proteins on the inner face of the bacterial membrane (Bourret et al., 1991; Swanson, et al. 1993) ; similar modules are probably employed in other bacterial pathways (Parkinson & Kofoid, 1992) . We wished to match the dissociation constants of the steps leading to this complex to the observed performance of a variety of mutant bacteria in which components of the complex have been under-or over-expressed-a process that required the optimization of up to 10 independent Kd values with different stoichiometric constraints for each genotype. Since each binding step can be regarded as a non-trivial polynomial expression, the problem of finding the equilibrium state of a set of binding reactions is equivalent to that of finding a solution to a set of non-linear simultaneous polynomials-a problem that cannot, in general, be solved by simple analytical means.
We found that conventional methods of optimization such as simulated annealing (Press, et al. 1992: Chapter 10) , also failed to provide a solution because of the very large number of network solutions (ie cost function evaluations) such methods require combined with the time required to predict the equilibrium state of each one. The difficulties were exacerbated by the need to include different protein stoichiometries, arising from the various mutants. We therefore devised a new algorithm that gave us the information we needed about the equilibrium concentrations more rapidly and was less sensitive to parameter values. With the new algorithm installed, the optimization task was then possible.
The new method achieves its efficiency by focussing on the equilibrium state and neglecting the trajectories by which this state is attained. The algorithm seeks to accelerate along the time dimension, taking larger and larger steps that are limited only by the requirement that no concentration can become less than zero. The enormous strides taken by this method provide little useful information, however, about concentrations en route, in contrast to conventional methods of numerical integration, such as the 4th order Runge-Kutta, which are designed to predict the changes of a given function against an independent variable. When applied to a set of binding steps, the latter methods provide the timecourse of concentrations from the initial values at the start, to the eventual equilibrium.
The strength of the variable-step Euler method lies in a combination of speed and robustness. For any specific network a simple Euler can do as well, or better, provided one is allowed the luxury of selecting its step size: the same is true of the 2nd order and 4th order Runge-Kutta methods. However, if these same algorithms are asked to cope with a wide range of Kd's and starting concentrations, then their step sizes must be reduced to accommodate the greatest flux, and the overall time becomes very much greater. Evidently an adaptive step size is needed for such a problem, and here the simplicity and speed of e7 make their mark. Compared to a standard adaptive-step method, the variable-step Runge-Kutta, the e7 takes 5-10-fold fewer binding steps (with a corresponding reduction in CPU time) while achieving the same accuracy at the end.
The limitations of this method-as previously statedare that it provides no useful information on the timecourse of changes that lead to equilibrium and that it cannot be used for enzyme-catalyzed or other steps that are driven by an external source of energy, such as ATP hydrolysis. Its speed and robustness should, however, make it a valuable tool in the analysis of protein complexes, formed by binding interactions.
