Abstract. The spectrum of a selfadjoint quadratic operator pencil of the form 
Introduction.
Quadratic operator pencils of the form L(λ) = λ 2 M − λG − A with a selfadjoint operator A bounded below describing potential energy, a bounded symmetric operator M ≥ 0 describing inertia of the system and an operator G bounded or subordinate to A occur in different physical problems where, in most of cases, they have spectra consisting of normal eigenvalues (see below Definition 2.2). Usually the operator G is symmetric (see, e.g. [7] , [20] and Chapter 4 in [13]) or antisymmetric (see [16] and Chapter 2 in [13] ). In the first case G describes gyroscopic effect while in the latter case damping forces.
The problems in which gyroscopic forces occur can be found in [2] , [1] , [21] , [23] , [12] , [10] , [11] , [14] . The spectra of problems described in these papers may contain complex eigenvalues what leads to instability of the corresponding dynamical system. The gyroscopic stabilization in terms of spectral theory means, roughly speaking, that the spectrum of an operator pencil L(λ) = λ 2 M − λG − A with selfadjoint A and symmetric M and G can be real while the spectrum of L 0 (λ) = λ 2 M − A contains pure imaginary eigenvalues. A sufficient condition for the pencil L to have only real eigenvalues is the overdamping condition:
(Gy, y) 2 + 4(My, y)(Ay, y) ≥ 0 (1.1)
here and in what follows (·, ·) stands for the inner product in the corresponding Hilbert space.
In [8] pencils which satisfy (1.1) are called hyperbolic.
In the present paper we consider the case of symmetric operator G ≥ 0, i.e. (Gy, y) ≥ 0 for all y ∈ D(G). As far as we know location of complex eigenvalues of the corresponding operator pancil was not considered before. Up to our knowledge, also the case of rank one operator G in the pencil L(λ) was not considered.
In Section 2 we obtain some general results on location of eigenvalues of the pencil L.
In Section 3 we consider the case of rank one operator G (problems with such operator G can be found e.g. in [6] ). We show that the real eigenvalues are in certain sense interlaced. In case of A >> 0 (i.e. A ≥ ǫI for some ǫ > 0) this interlacing is equivalent to the 'self-interlacing' described in [22] for finite dimensional (matrix) problems.
It should be mentioned that the spectra of problems described by the pencil λ 2 M − iλK − A with selfadjoint K ≥ 0, M ≥ 0 (i.e. (Ky, y) ≥ 0, (My, y) ≥ 0 for all y ∈ D(K) and y ∈ D(M), respectively) and selfadjoint A bounded below can be described also as sets of zeros of the shifted generalized Hermite-Biehler functions of the form ω(λ) = P (λ 2 ) + iλQ(λ 2 ) where P (λ 2 ), λQ(λ 2 ) (or λP (λ 2 ), λ 2 Q(λ 2 )) are sine-type functions and
is essentially positive Nevanlinna function (see [19] or [13] ).
Similarly, the spectra of problems described by the pencil λ 2 M −λG−A with selfadjoint G ≥ 0, M ≥ 0 and selfadjoint A bounded below can be described also as sets of zeros of the functions of the form ω(λ) = P (λ 2 )+λQ(λ 2 ) where
is again essentially positive Nevanlinna function (see the function ω in (4.11) in Section 4 as an example).
In Section 4 the results obtained in Section 3 are applied to a Sturm-Liouville boundary value problems with a boundary condition linear in the spectral parameter. Our results give necessary conditions (Theorem 4.1) for a sequence of numbers to be the spectrum of such a problem (problem (4.1)-(4.3). In our future publication we will show that these conditions are also sufficient and give a method of recovering the potential of the Sturm-Liouville equation.
We will also show that it is enough to know one spectrum of such a boundary value problem (problem (4.1)-(4.3) to recover the potential of the Sturm-Liouville equation.
We give also in Section 4 an example of a boundary value problem the spectrum of which consists of two subsequences one of which is symmetric with respect to the real and to the imaginary axes and independent of G.
Abstract Results
Let us denote by B(H) the set of bounded closed operators acting on a separable Hilbert space H. We deal with the following quadratic operator pencil
the domain of the pencil is chosen as usually:
it is independent of λ.
In what follows we assume the following condition to be satisfied:
positive number); for some β 1 > β there exists (A + β 1 I) −1 ∈ S ∞ , where by S ∞ we denote the set of compact operators on H; kerA ∩ kerG ∩ kerM = {0}. 
The number m is said to be the length of the chain composed of the eigen-and associated vectors y 0 , y 1 , ..., y m−1 . 
The geometric multiplicity of an eigenvalue is defined to
In particular, the spectrum of L is symmetric with respect to the real axis.
The proof of this lemma is the same as the proof of Lemma 1.1.11 in [13] . 
Taking into account that λ 0 is real we obtain from (2.5):
what means
Equation ( 
Proof. This result follows immediately from (2.6)
then the algebraic multiplicity of λ = 0 as an eigenvalue of L is equal to p + dim kerA.
Proof. Let 0 = y 0 ∈ kerA and let y 1 be the first associated vector of the chain. Then
If y 0 ∈ kerG then y 1 can be chosen equal to 0. If y 0 ∈ kerG, then (2.7) implies Let us introduce the following parameter-dependent operator pencil: 
holds, where, for j = 1, 2, ..., p s
A basis of the eigen-space corresponding to λ sj (η) can be presented in the following
where α s is the geometric multiplicity of λ sj (η), y It should be mentioned that Theorem 2.8 is a generalization of the Weierstrass theorem on function analytic in two variables (see, e.g. [9] p. 476). It was proved in [5] for bounded operators.
Remark 2.9 If λ 0 = 0 is a real or pure imaginary eigenvalue of L(·, η 0 ) for some real η 0 and if eigenvalues of L(·, η) near λ 0 for real η near η 0 are also real or pure imaginary, then p s = 1 for all s in Theorem 2.8.
Remark 2.10
If both η and η 0 are real so that arg(η − η 0 ) is an integer multiple of π, then we can put
where δ i is an odd integer. This would change the numeration of the roots for η − η 0 < 0 if
is not even integer but allows us when taking
If we additionally assume that G is bounded and boundedly invertible then we can write, assuming λ = 0,
where
For λ = 0 we note that if kerQ(λ, η) = {0} then its dimension is the geometric multiplicity of the eigenvalue λ of the pencil Q(·, η) as well as the geometric multiplicity of the eigenvalue η of the pencil Q(λ, ·). The algebraic multiplicities can be different, but for λ ∈ R,
we have a standard problem for a self-adjoint operator with the spectral parameter η, and hence all eigenvalues of Q(λ, ·) for real λ are real and semisimple. Thus, we have 
represents the eigenvalues near η 0 of the pencil Q(λ, ·), counted with multiplicity, for each λ ∈ C with |λ − λ 0 | < ǫ.
Proof. For real λ, the eigenvalues of the self-adjoint operator function Q(λ, ·) are real. Hence the lemma immediately follows from Theorem 2.8 and Remark 2.9. 
all the eigenvalues are given by the following formula Proof. We obtain this result immediately after inverting (2.9). 
Proof. We index the eigenvalues in such a way that if λ −j (0) < 0 then λ j (0) = −λ −j (0) and Differentiating L(λ j (η), η)y j (η) = 0 with respect to η and taking the inner product with y j (η) leads to
and therefore
Here (My j (η), y j (η)) and (My j (η), y j (η)) are positive and depend continuously on η. It follows from (2.12) that if λ j (η) < 0 then λ ′ j (η) > 0. These negative eigenvalues do not cross the origin due to Lemma 2.7.
The denominator of (2.12) is positive for sufficiently small η > 0 and λ j (η) > 0 while that the numerator is nonnegative. We therefore have shown that λ j (η) and λ −j (η) are nondecreasing, which gives
While η > 0 increases, λ ′ j (η) can change its sign only when the denominator in the right-hand side of (2.12) vanishes, i.e. when eigenvalues collide. If such a collision takes place on the interval (0, ∞), then the eigenvalues involved behave according to formula (2.10). Such a coalescence on the half-axis (0, ∞) is of one of the following three kinds.
The first one is the case of r odd in (2.10) and β 1 > 0 real. In this case we identify the eigenvalue moving to the right along the real axis after the collision with the one which moved to the right along the real axis before the collision.
By a collision of the second kind we mean one which has r even and β 1 ∈ R\{0} in (2.10). After such a collision two new real eigenvalues appear which are moving in opposite directions along the real axis, and such a collision cannot violate Theorem 2.13.
The third kind of collision has even r and pure imaginary β 1 = 0. Let λ j (η) take part in such a collision at η = η 0 ∈ (0, 1]. Then a collision of the second kind indeed occurred at some η ∈ (0, η 0 , ) in some point λ × ∈ (λ j (η 0 ), ∞) on the real axis. In this case the eigenvalue that has arisen after this collision and is moving to the right is identified as λ j (η) Remark 2.14 The eigenvalues for which the denominator 2λ j (η) (My j (η) , y j (η)) − η (Gy j (η) , y j (η)) is positive (negative) are called eigenvalues of type I (type II) in [7] . However, we use terms 'type I' and 'type II' in Section 3 differently. Proof. Let λ / ∈ R be an eigenvalue of L(·, η) and y be the corresponding eigenvector. Then Then one of the factors must be zero, say y 12 = 0, which gives Gy 1 = 0. Hence (3.1) and (3.2) lead to L(±λ, η)y 1 = 0, which completes the proof of part 1.
2. Due to the symmetry of the spectrum, see Lemma 2.3 part 2, it follows that if iτ
is an eigenvalue of L(·, η 0 ), then also −iτ is an eigenvalue L(·, η 0 ). Let y be an eigenvector of L(·, η 0 ) corresponding to the eigenvalue iτ . Then The proofs of this and the next lemmas are the same as the proofs of Lemmas 1.5.4 and 1.5.5 in [13] , respectively, with the only change K for G.
2. Let λ = 0, η ∈ (0, 1] and assume that kerL(λ) ∩ kerG = {0}. Then no eigenvector
Theorem 3.6 Assume that kerM ∩ kerA = {0}. The proof of Theorem 3.6 is the same as the proof of Theorem 1.5.6 in [13] with the change of K for G.
Let us describe location of the eigenvalues {λ II j (η)} of type II. Let us enumerate them as follows:
Here 2κ II is the number of pure imaginary eigenvalues of L(·, 0) of type II.
Proposition 3.7
The negative eigenvalues of type II preserve their order:
Proof. We know from Lemma 2.5 that all the negative eigenvalues are semisimple. From Statement 3 of Theorem 3.6 we conclude that the eigenvalues of type II are geometrically simple (however, an eigenvalue of type II can for some value of η coincide with an eigenvalue of type I). Since λ II j (η) are continuous functions of η we arrive at the statement of the proposition. Since the right-hand side of (2.12) is nonnegative for small η > 0 and λ j (η) ∈ R the real eigenvalues for such η move to the right along the real axis. Therefore, the number of 
|λ
II −j (η)| / ∈ {λ II j (η)} for all j ≥ κ II (0) + 1 if λ κ II (0)+1 > 0 and for all j ≥ κ II (0) + 2 if λ κ II (0)+1 (0) = 0.
The number n j (η) of eigenvalues of type II in each interval
(|λ II −j (η)|, |λ II −j−1 (η)|) (j ≥ κ II (0) + 1 if λ II κ II (0)+1 (0) > 0 and j ≥ κ II (0) + 2 if λ II κ II (0)+1 (0) = 0 ) is odd. 5. If λ II κ II +1 (0) > 0 the number n 0 (η) of eigenvalues of type II in the interval (0, |λ II −κ II −1 (η)|) is even.
Denote byκ
II (η) = 1 2          n 0 (η) − 1 + ∞ j=1 (n j (η) − 1) if λ II −κ II (0) = 0, n 0 (η) + ∞ j=1 (n j (η) − 1), if λ II −κ II (0) = 0 . Thenκ II (η) + κ II (η) + κ I = κ Aeigenvalues of type II in each interval (|λ −j (η)|, |λ −j−1 (η)|) (j ≥ κ II (0) + 1 if λ II κ II (0)+1 > 0 and j ≥ κ II (0) + 2 if λ
Applications
1. We consider a Sturm-Liouville problem with the gyroscopic condition at the right end
Here λ is the spectral parameter, the parameter α > 0 and the potential q is real-valued and belongs to L 2 (0, a).
Let us introduce the operators A, G and M acting in the Hilbert space H = L 2 (0, a)∪C according to the formulae:
The operator A is selfadjoint and bounded below (A ≥ βI) and there exists −β 1 < −β ≤ ||y|| −2 (Ay, y) such that (A + β 1 I) −1 is a compact operator (see [13] , Proposition 2.1.1).
We associate the quadratic operator pencil 
Denote byκ
The corresponding operator pencil L(λ) given be (4.4) satisfies conditions of Theorem 3.8. Moreover, in case of q = const we can find the characteristic function of this problem, i.e.
the function the set of zeros of which coincides with the spectrum of problem (4.7)-(4.9):
ω(λ) = sin √ λ 2 + q a √ λ 2 + q 2 cos λ 2 + q a + αλ sin √ λ 2 + q a √ λ 2 + p . 
