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– kukq : Norme Lq, pour u 2 Cn ! C, kukq = (
R jujq)1=q. Pour u 2 Cn, kxkq =
(
P
i=1;n juijq)1=q.
– AH : Matrice transconjuguée de A.
– AT : Matrice transposée
– Ay : Pseudo-inverse d’une matrice A=(AHA) 1AH .
– AT j : Si T est un support (vecteur de 0 et de 1). AT j est la restriction de la matrice A
aux lignes indexées par T .
– BT : BT est la restriction de la matrice B aux colonnes indexées par T .
– L:RN : L’ensemble des vecteurs de RN qui s’écrivent x:L, x 2 RN ; L 2 L. Le point
est le produit coordonnée à coordonnée.
– Transformée de Fourier Soit u une image. Sa transformée de Fourier u^ sur une grille
  est
u^(!) =
X
x2 
u(x)e j<!;x> (1)
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CHAPITRE 1
INTRODUCTION
La photographie d’une scène naturelle est un processus court, que l’on peut rarement
reproduire. En effet, les conditions de lumière, la position des objets de la scène ou bien
la position du photographe sont souvent difficiles à réunir de nouveau. Par exemple, on
ne pourra reproduire une photographie de coucher de soleil prise pendant des vacances.
Il faut donc être sûr de capturer tout les détails de la scène que l’on souhaite, car revenir
prendre une autre photographie avec les mêmes conditions est impossible. D’ailleurs, une
technique utilisée par les photographes professionnels est de toujours prendre une multitude
de photographies de la même scène pour ensuite sélectionner la meilleure et ainsi s’assurer
d’avoir une bonne image finale.
Ce côté éphémère des scènes à photographier est une raison qui pousse les fabricants
d’appareils photographiques à augmenter la quantité d’information capturée par chaque
photographie. Cette augmentation se traduit par l’amélioration de la résolution des pho-
tographies, c’est-à-dire du nombre de pixels par image enregistrée. Le photographe peut
ainsi retoucher ses images après coup. Par exemple, une grande résolution permet de réali-
ser un gros plan de bonne qualité sur une partie de l’image. Une autre utilité d’une bonne
résolution est la possibilité d’imprimer l’image en grand format pour des affiches. On pré-
sente figure 1.1, la différence entre un zoom (agrandissement) à partir d’une image de 0.5
Mégapixel et une de 0.125 Mégapixel. La qualité visuelle du zoom est meilleure avec la
version de plus haute résolution. On observe un effet de crénelage sur le zoom à partir de
l’image basse résolution. Cet effet s’appelle le repliement spectral (« aliasing ») et se pro-
duit lorsque la résolution n’est pas assez fine pour capturer correctement tous les détails de
l’image.
Un problème survient lorsque l’on ne peut pas augmenter la résolution des capteurs,
que ce soit pour des raisons économiques ou à cause de limites plus fondamentales pour les
appareils haut de gamme. Avec de telles contraintes, comment augmenter la résolution des
photographies ?
Une première façon est de prendre plusieurs photographies de la même scène en déca-
lant l’endroit de la prise de vue pour échantillonner une information différente. On remarque
ainsi que, si l’on connait les mouvements relatifs, on augmente le niveau de détail capturé.
Ce processus de capture de l’information est illustré sur la figure 1.2. On représente l’ef-
fet de prendre la même scène en utilisant plusieurs photographies de basse résolution (BR)
avec des décalages pour chaque photographie. Les détails de la scène deviennent apparents.
Produire une image de haute résolution (HR) à partir de ces images de basse résolution (BR)
s’appelle l’imagerie de super-résolution. Prendre plusieurs photographies revient à échan-
tillonner l’image sur une grille irrégulière. La super-résolution consiste donc à déterminer la
position de chaque image puis interpoler l’image sur une grille régulière de haute résolution.
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(a) Scène (b) Zoom 0.5 Mpixel (c) Zoom 0.125 Mpixel
FIGURE 1.1. Utilité d’une bonne résolution en vue d’un traitement postérieur à l’ac-
quisition.
(a) 1 photo (b) 22 photos
FIGURE 1.2. Échantillonnage par une série de photographies de la figure 1.1 (a).
Une autre façon de produire une image de haute résolution est de faire une hypothèse
(dite de régularité) sur le contenu de l’image. Par exemple, on peut supposer qu’entre deux
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échantillons l’image varie de manière linéaire. On pourrait aussi supposer que l’image est
constante entre les échantillons. Lorsque l’on formule le problème d’interpolation du signal
sur une grille plus fine et que l’on ajoute de telles hypothèses, on dit que l’on régularise
le problème. Dans tous les cas, la qualité de l’image de haute résolution produite dépendra
fortement de la validité de l’hypothèse faite. Sur la figure 1.3, on montre l’importance de
faire une régularisation adéquate : le résultat peut être loin de la réalité si l’hypothèse de
régularité est erronée. Utiliser une régularisation comporte donc des risques et l’idéal serait
de pouvoir s’en passer.
Linéaire Constante
Hypothèse
Signal
FIGURE 1.3. Régularisation pour l’interpolation. Les signaux sont échantillonnés sur les
points rouges. Ils sont ensuite interpolés en utilisant deux modèles de régularité différents.
Le but de cette thèse est de déterminer les conditions qui permettent de retrouver l’image
de haute résolution sans régularisation. Lorsqu’une régularisation devient inévitable, on
cherche à déterminer quelle force doit avoir l’hypothèse de régularité pour obtenir le résultat
le plus fidèle possible.
1.1 Repliement spectral et limites matérielles
Une des principales raisons qui motive la super-résolution est d’éliminer l’effet du re-
pliement spectral dans les images. Ce repliement provoque les effets de crénelages observés
sur la figure 1.1 (c). Il est aussi la cause d’effets de moirés sur les structures périodiques des
images. Ces effets sont visibles sur la figure 1.4 où la réduction de la résolution provoque
l’apparition de structures nouvelles dans l’image. Pour cela, il faut produire une image de
la scène à une résolution assez haute pour capturer tous les détails de l’image. Le théorème
d’échantillonnage de Shannon garantit qu’il existe une résolution assez fine pour échan-
tillonner correctement l’intensité de la lumière qui arrive sur l’optique d’un appareil pho-
tographique, car elle ne comporte pas de fréquences infinies. En effet, le phénomène de
diffraction créé par l’ouverture spatiale de l’optique filtre les détails de haute fréquence. Si
elle est échantillonnée à cette résolution, l’image ne présentera pas de repliement spectral.
Malheureusement, l’augmentation de la résolution nominale des appareils photo numé-
riques se heurte à une barrière de nature physique, et peine à atteindre la résolution idéale
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(a) 512 512 pixels (b) 256 256 pixels (c) 128 128 pixels
FIGURE 1.4. Effet de moiré provoqué par une résolution trop faible
donnée par le théorème de Shannon. En effet, la taille des capteurs influe sur le niveau de
bruit dans la photographie. Un capteur photosensible peut être vu comme un instrument
de comptage de photons pendant le temps de l’ouverture de l’appareil photographique. La
valeur du pixel associée à un capteur sera directement liée au nombre de photons qui ont
heurté sa surface pendant le temps d’ouverture. Si la taille du capteur diminue, les chances
que des photons rencontrent ce capteur diminuent aussi. On peut arriver à des circonstances
où aucun photon rencontre le capteur, le niveau de lumière n’est alors pas enregistré. Cela
provoque une variabilité dans la mesure de l’intensité moyenne de la lumière par unité de
temps. Dans des conditions de lumière faible, le bruit qui résulte de ce phénomène est par-
ticulièrement visible. Dans la figure 1.5, on simule l’effet de diviser la largeur du capteur
par deux pour augmenter la résolution par deux (figure 1.5). L’image de taille 512 512 ne
présente pas de repliement, mais est plus bruitée que celle prise à la résolution inférieure de
256 256 (figure 1.5 (a)).
(a) 256 256 (b) 512 512
FIGURE 1.5. Compromis résolution / bruit pour les appareils photo numériques.
On ne peut donc pas augmenter indéfiniment la résolution des appareils photo numé-
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riques. D’autres méthodes sont nécessaires pour augmenter la résolution finale des photo-
graphies, et ainsi limiter le repliement spectral dans les images.
1.2 Problématique
Cela justifie donc le fait de chercher à raffiner l’échantillonnage en prenant plus de
photographies. Une des premières questions à laquelle il faut répondre est de déterminer
le nombre d’images qui permet de passer de la basse résolution à la haute résolution. Par
exemple, avec la scène de la figure 1.4, combien de versions de l’image 1.4 (c) sont né-
cessaires pour retrouver l’image 1.4 (a) ? Pour des applications réelles, la réponse à cette
question devra prendre en compte le bruit d’acquisition présent dans les images. Lorsque le
nombre d’images n’est pas suffisant, la régularisation peut être un moyen d’interpoler les
échantillons disponibles de manière visuellement satisfaisante. Il faudra cependant l’utiliser
avec précaution pour éviter les artefacts causés par une erreur sur l’hypothèse de régula-
rité. De plus, en vue d’une application pratique de la super-résolution, il est important de
considérer que des modifications peuvent intervenir dans la scène et de déterminer des al-
gorithmes robustes (résistants) à ces modifications.
1.3 Contributions
On a commencé par déterminer le nombre d’images pour effectuer une super-résolution
sans régularisation pour le cas où la scène à prendre en photo ne subit pas de modification,
et où le mouvement relatif entre les images est affine (assez général pour décrire de nom-
breuses situations pratiques). On a montré que, si l’on veut multiplier le nombre d’échan-
tillons d’un facteurM2, il est nécessaire et suffisant d’avoir N = M2 images si les images
de basse résolution ne sont pas bruitées. On a ensuite montré que dans le cas bruité, il de-
vient possible d’estimer la scène de haute résolution avec une bonne précision lorsque le
nombre d’images augmente, des expériences montrent qu’il est possible d’obtenir pratique-
ment ce nombre d’images. (chapitre 3, publications : [106, 105])
On a utilisé ces résultats dans le cadre d’une super-résolution à haute dynamique où
il faut reconstruire toute la plage dynamique de la scène en plus de produire une image
de haute résolution. Ces travaux en collaboration avec Cecilia Aguerrebere ont abouti à la
détermination de conditions expérimentales qui permettent d’obtenir une image de grande
résolution et grande dynamique de bonne qualité. Ces résultats ont été validés par des expé-
riences réelles. (chapitre 4, publications : [104])
Toujours dans le cadre de scènes immobiles, on a étudié le comportement de la régula-
risation dans le cas où elle devient nécessaire. On a montré que son utilisation pouvait être
limitée à certaines zones de l’image, où le bruit produit par le processus de super-résolution
est plus fort. On a montré comment déterminer les zones où appliquer le plus de régularisa-
tion. (chapitre 5, publications : [106, 105])
On a ensuite étudié le cas où le contenu de la scène change entre les différentes pho-
tographies (images contaminées par des données aberrantes ou outliers). On a montré que
si le pourcentage d’images qui présentent des modifications n’est pas trop grand, on peut
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garantir une reconstruction précise de l’image de haute résolution. La super-résolution est
robuste aux outliers dans ces conditions. (chapitre 6, publications : [107, 103])
Enfin, on a étudié l’impact d’une classe de méthodes de régularisation (les méthodes
parcimonieuses) sur la robustesse du problème de super-résolution. On a montré que si
l’hypothèse de régularisation est appropriée pour l’image, et qu’elle est compatible avec la
forme des outliers et la super-résolution, alors de telles méthodes peuvent être très robustes.
(chapitre 7, publications : [102])
Ces contributions seront détaillées formellement dans la section 2.3.2.
1.4 Publications
Cette thèse a donné lieu aux publications suivantes.
Article de journal
Accepté pour publication :
– [104] Simultaneous High Dynamic Range and Super-Resolution Imaging Wi-
thout Regularization. Yann Traonmilin et Cecilia Aguerrebere. À paraître dans
SIAM Journal on Imaging Sciences, 2014.
Soumis à révision :
– [105] On the amount of regularization for super-resolution reconstruction. Yann
Traonmilin, Saïd Ladjal et Andrés Almansa, 2012.
– [102]RobustMulti-image ProcessingWith Optimal Sparse Regularization. Yann
Traonmilin, Saïd Ladjal et Andrés Almansa, 2014.
Conférences
– [106] On the amount of regularization for Super-Resolution interpolation. Yann
Traonmilin, Saïd Ladjal et Andrés Almansa. 20th European Signal Processing Confe-
rence 2012 (EUSIPCO 2012), Bucharest, Romania, August 2012.
– [107]Outlier removal power of the L1-Norm Super-Resolution. Yann Traonmilin,
Saïd Ladjal et Andrés Almansa. Scale Space and Variational Methods in Computer
Vision, volume 7893 of Lecture Notes in Computer Science, pages 198209, 2013.
– [103] Quantification de la robustesse de la super-résolution par minimisation
L1. Yann Traonmilin, Saïd Ladjal et Andrés Almansa. 23ème Colloque Gretsi (Gretsi
2013), Brest , France, 2013.
– How to Define Signal and Noise Sparsity for Multi-image Processing ?. Yann
Traonmilin, Saïd Ladjal et Andrés Almansa. 8th International Conference Curves
and Surfaces, Paris , France, 2014.
12
CHAPITRE 2
MÉTHODES VARIATIONNELLES DE
TRAITEMENT DES IMAGES ET
SUPER-RÉSOLUTION
Dans ce chapitre, on modélise le problème de l’imagerie de super-résolution et discute
des méthodes de reconstruction associées. On s’attache à garder une certaine généralité dans
cette discussion. Les détails techniques appropriés seront spécifiés dans chaque chapitre.
Cette discussion nous permet de décrire formellement le contenu de nos travaux dans la
dernière section de ce chapitre.
2.1 Modèle de super-résolution
2.1.1 Acquisition d’une série d’images
On considère un modèle physique d’acquisition des images par un appareil photo. La
lumière est captée par une grille de capteurs photosensibles après avoir traversé une optique.
L’énergie incidente sur chaque capteur est ensuite quantifiée pour donner la valeur du pixel
correspondant. L’acquisition de l’image est perturbée par du bruit (qui dépend du temps
d’exposition ou bien de changements dans l’image...). On peut donc modéliser l’acquisition
d’une image numérique wi par :
wi = f(SFQiu0 + ni); (2.1)
où u0 est l’irradiance de la scène dans un repère donné, ni est le bruit qui perturbe l’ac-
quisition, Qi est la déformation appliquée à cette scène avant d’atteindre l’optique. F est le
flou de l’appareil. S est l’échantillonnage sur la grille de capteurs à un pas BR, et f est la
fonction qui regroupe l’effet de la transformation du flux de photons en information quanti-
fiée. On appelle la grille d’acquisition, grille basse résolution (BR). Tous ces opérateurs sont
linéaires sauf f . Dans nos travaux, le bruit de quantification est négligé, ce qui revient à l’in-
clure dans le bruit d’acquisition. La saturation des capteurs est considérée seulement dans
le chapitre 4. Lorsque l’on considère l’acquisition de N images, on considère l’opérateur
linéaire A agissant sur une scène d’irradiance quelconque u :
A :
u! (SFQiu)i=1;N :
(2.2)
On arrive finalement au modèle d’acquisition :
w = Au0 + n (2.3)
13
2. MÉTHODES VARIATIONNELLES ET SUPER-RÉSOLUTION
FIGURE 2.1. Acquisition d’une série d’images.
où w est la concaténation des images basse résolution et n la concaténation des bruits ni.
On appelle u0, l’image haute-résolution (HR). On représente cette chaîne d’acquisition fi-
gure 2.1.
Avec ces notations, on est en mesure de donner une définition du problème d’imagerie
par super-résolution.
Définition 2.1.1. Le problème d’imagerie par super-résolution consiste à retrouver u0 à
partir de w = Au0 + n. On appelle aussi ce processus reconstruction par super-résolution
(reconstruction SR).
En pratique, les Qi et F sont inconnus. On distingue un sous problème de super-
résolution, dans le cas où A est connu :
Définition 2.1.2. Supposons que l’opérateur A est connu. On appelle le problème d’ima-
gerie SR, interpolation par super-résolution (interpolation SR).
En effet, si A est connu, le problème de SR revient à effectuer un rééchantillonnage
d’une grille irrégulière vers une grille régulière. Ce modèle d’acquisition multi-image per-
met de modéliser une grande gamme de problèmes de traitement d’images :
– PourM = 1, F = I , on parle de problème de débruitage multi-image.
– Si N = 1 etM = 1, on parle d’estimation de flou et de déconvolution.
– Si N = 1, F = I , il s’agit d’un problème d’interpolation classique ( aussi appelé
super-résolution mono-image).
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2.1.2 Description des paramètres du modèle
Le problème principal de modélisation auquel on est confronté est de déterminer les
espaces dans lesquels vivent les objets u0 et w qui modélisent l’irradiance et les images nu-
mériques. Idéalement, pour un modèle continu de l’irradiance, u0 devrait être une fonction
de R2 ! R et chaque wi un vecteur de Rll où l est la taille de l’image. Certains travaux
s’attachent à résoudre ce problème d’interpolation général [20, 33] en une dimension (1D).
Lorsque l’on implémente un système de super-résolution pratiquement, on est restreint à la
résolution d’une approximation discrète et finie du problème.
Discrétisation : L’effet d’ouverture spatiale de l’appareil photo agit comme un passe-bas
parfait. On peut donc supposer que l’irradiance échantillonnée par l’appareil est à bande
limitée (une partie de son contenu fréquentiel a disparu au-delà de la fréquence de coupure
du filtre). Il existe donc un pas d’échantillonnage haute résolution HR tel que u0 est bien
échantillonnée. Sans perte de généralité, on peut donc considérer que l’irradiance u0 est une
fonction de Z2 ! R. On appelle le rapport M = BR=HR le facteur de super-résolution.
Dans cette thèse, M est entier, ce qui ne constitue pas une limitation sévère car on peut
toujours remplacer BR=HR par l’entier supérieur et avoir une reconstruction légèrement
redondante.
Restriction spatiale : Comme vu précédemment, les images BR sont de taille finie. On
ne peut donc pas espérer retrouver l’image u0 de taille infinie. En pratique, on cherchera
donc à retrouver seulement l0  l0 pixels de u0, où l0 = M  l. C’est ici que la modéli-
sation discrète finie atteint une limite. En effet on ne peut pas modéliser les mouvements
(Qi) sur des images discrètes infinies par des mouvements sur des images discrètes finies
car obtenir un pixel de l’image translatée nécessite la multiplication de l’image par un si-
nus cardinal de taille infinie. Cependant, cette opération peut être effectuée en modulant la
transformée de Fourier à temps discret. Dans ce travail, on suppose que l’on peut appliquer,
de manière similaire, le mouvement Qi par interpolation par sinus cardinal discret, et donc
par modulation de la transformée de Fourier discrète et finie (TFD). Ce qui revient à appli-
quer la transformation sur une version périodisée (infinie) de l’image. Cette opération est
possible s’il n’y a pas de discontinuité créée lors de cette transformation de l’image périodi-
sée [18, 54, 73]. Avec une apodisation adéquate de l’image, on limite l’impact en fréquence
de la restriction spatiale. On peut de plus montrer que l’image fenêtrée est une bonne ap-
proximation de l’image infinie si la fenêtre est assez grande [30]. On se restreint donc au
problème approché où u0 2 Cl0l0 et wi 2 Cll.
Types de bruit : Le bruit d’acquisition n joue un rôle important dans la difficulté de la
SR. Il est la somme de toutes les perturbations par rapport au modèle que l’on vient de
présenter. On peut distinguer deux types de bruits différents :
1. Le bruit de capture : il dépend directement de la précision avec laquelle les capteurs
captent l’intensité de lumière moyenne par unité de temps. Il est souvent modélisé
comme une variable aléatoire, de manière générique ou tenant compte précisément
de la physique des capteurs (Section 4). En général, on suppose que ce type de bruit
est d’énergie finie. Il est souvent modélisé comme une variable aléatoire gaussienne
ou poissonienne.
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2. Le bruit de type corruption de données (outliers) : Tous les changements qui peuvent
perturber l’image tels que les occultations, l’apparition de reflets, etc... Dans ce cas,
le bruit peut avoir une énergie arbitrairement grande.
Mouvement : Différentes complexités de mouvement ont été étudiées dans la littérature.
Par ordre de difficulté croissante : des mouvements translationnels ont d’abord été considé-
rés [45], puis des compositions de translations et rotations [58, 110, 57], des mouvements
affines [116] et des homographies [92]. Des mouvements génériques décrits en utilisant un
flot optique ont aussi été considérés [46]. Dans cette thèse, on considère que le mouvement
relatif entre les images est affine. Ce choix est un compromis entre simplicité et capacité
de description réelle du mouvement. Théoriquement, le déplacement observé entre deux
acquisitions d’un plan est une homographie (fonction non linéaire des coordonnées) [55].
Cependant lorsque les mouvements ne sont pas trop grands, cette homographie est bien ap-
proximée localement par un mouvement affine. On décrit en détail le modèle que l’on utilise
dans la section 3.1.1 du chapitre 3.
Flou d’appareil : Le flou d’appareil est la réponse impulsionnelle (ou l’effet de la fonc-
tion de transfert) de la partie optique et de la partie photosensible de l’appareil. Dans beau-
coup de travaux, l’estimation du flou est découplée de l’estimation de l’image HR. C’est-à-
dire que l’image HR floutée est estimée, le flou étant estimé et enlevé ensuite [45]. D’autres
travaux cherchent à estimer le noyau de flou en même temps que les mouvements et l’image
HR. Un problème récurrent de la littérature sur la super-résolution est la présentation sys-
tématique de résultats où la déconvolution est appliquée. Il est alors difficile de déterminer
si l’amélioration de la résolution du résultat est due au rehaussement des hautes fréquences
de la déconvolution ou à un dépliement du repliement. Cet effet est illustré figure 2.2. On
compare l’image HR avec flou (résultat d’une super-résolution où l’on n’a pas inversé le
flou) et le résultat d’une mauvaise interpolation suivie d’une déconvolution (déconvolution
exacte dans le domaine de Fourier). L’image déconvoluée semble plus nette, mais certaines
parties sont mal interpolées. Si on n’avait pas l’image de référence en comparaison, il se-
rait difficile de conclure que le résultat d’une SR parfaite, avec ou sans déconvolution, est
plus fidèle. Si on montre un résultat avec la déconvolution appliquée, il est donc difficile de
déterminer quelle part de l’augmentation de la netteté est due à la déconvolution, et quelle
part est due à l’interpolation. Dans ce travail, l’estimation et la déconvolution du flou n’ont
pas été étudiées. On justifie plus précisément comment effectuer cette simplification dans la
section 3.1.1.
2.2 Problèmes inverses d’imagerie
La formulation : w = Au0 + n mène aux problèmes inverses (linéaire lorsque A est
connu et linéaire) de traitement des signaux. On cherche à retrouver un signal u0 à partir
de son observation w. Les méthodes dites variationnelles consistent à essayer de retrouver
u0 en minimisant la somme de deux fonctionnelles (en toute généralité u0 est une fonction,
même si en pratique elle est discrétisée) :
~u = argminuD(u;w) + R(u) (2.4)
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(a) HR (b) HR avec flou
(c) BR (d) Bicubique + déconvolution
FIGURE 2.2. Effet de la déconvolution sur une image mal interpolée (a) l’image HR, (b)
l’image HR avec flou, (c) image BR (d) résultat d’une interpolation bicubique suivie de la
déconvolution.
où D est une fonction de distance qui quantifie la distance d’une solution potentielle aux
observations que l’on appelle attache aux données. La fonction R est une fonction de ré-
gularisation qui quantifie l’éloignement par rapport à un modèle de régularité pour u0. De
cette manière, on agrège la connaissance que l’on a de la scène (l’attache aux données) et
celle sur le modèle que l’on en fait. Au final, l’objectif est le suivant : pour un ensemble
E qui permet de modéliser la régularité des inconnues u0 2 E, la minimisation (2.4) doit
donner ~u = u0. Plus l’ensemble E est grand, plus les hypothèses sur u0 sont réduites. Pour
le cas du traitement des images numériques, l’idéal est que E contiennent toutes les images
naturelles.
Une grande quantité de méthodes reposent sur la minimisation d’une distance de norme
Lp pour D.
~u = argminukAu  wkpp + R(u) (2.5)
Les candidats sont nombreux pour R et dépendent des hypothèses que l’on fait sur les
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images. De la même manière, il s’agit de minimiser une norme Lq :
~u = argminukAu  wkpp + k	ukqq (2.6)
où 	 est l’opérateur (souvent linéaire) de régularisation. On peut ainsi retrouver plusieurs
algorithmes classiques de résolution de problèmes inverses :
– Si p = 2, on parle de solution aux moindres carrés.
– Si p = 1, on parle de régression robuste (LASSO dans le monde des statistiques).
– Si q = 2, on parle de régularisation de Tychonoff .
– Si q = 1 et 	 est le gradient, c’est une régularisation par variation totale ( TV pour
« Total Variation ») anisotrope.
– Si q = 1; 0 et 	 est une projection dans un dictionnaire redondant, on parle de régu-
larisation parcimonieuse.
Remarque 2.2.1. En toute généralité, les inconnues sont ici des fonctions, d’où la notation
Lp pour désigner les normes. Dans cette thèse, on s’est intéressé seulement à une version
discrétisée du problème de super-résolution, on aurait donc pu utiliser la notation `p habi-
tuellement utilisée pour les suites.
La question principale lors de l’étude de problèmes inverses est de savoir s’il est possible
de trouver l’inconnue. Tout d’abord, si aucune hypothèse de régularité n’est disponible, est-
on capable de retrouver u0 ?
Définition 2.2.1 (Inversibilité). Le problème (2.4) est dit inversible si pour  = 0, ~u existe
et est unique.
Définition 2.2.2 (Problème mal posé). Le problème de l’équation (2.4) est dit mal posé si
pour  = 0, ~u n’est pas unique.
La régularisation semble inévitable lorsque le problème est mal posé, c’est-à-dire lorsque
la minimisation pour  = 0 (attache aux données seule) n’admet pas une solution unique ou
a une solution très éloignée de u0. C’est le cas lorsque A n’est pas injective. Le problème
d’interpolation mono-image en est un exemple classique.
Faire une hypothèse de régularité sur l’inconnue permet de lever l’ambiguïté lorsque
l’opérateur n’est pas injectif, ou de réduire le bruit si ce dernier ne suit pas cette hypothèse
de régularité.
2.2.1 Problèmes convexes et non convexes
On rappelle qu’une fonction f : Rp ! R avec f(x) = f(x) est convexe si pour tout
x; y 2 Rp et  2 [0; 1], on a
f(x+ (1  )y)  f(x) + (1  )f(y) (2.7)
On cherche souvent à savoir si la minimisation de l’équation (2.4), est la minimisation
d’une fonction convexe ou non. En effet, si une fonction est convexe, tout minimum local
est minimum global. Il est possible de minimiser une telle fonction grâce à des algorithmes
rapides (particulièrement si elle est différentiable). Si la fonction à minimiser n’est pas
convexe, elle peut alors avoir des minimums locaux, qui rendent la minimisation coûteuse
en temps.
Par exemple, le problème de minimisation de normes Lp; Lq de l’équation (2.6) est
convexe si p; q  1 et non convexe en général si p < 1 ou q < 1.
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2.2.2 Le cas de la super-résolution
En général, dans le cas de la super-résolution, on ne connaît pas l’opérateur A. On
cherche donc à minimiser
~u = argminA;ukAu  wkpp + k	ukqq: (2.8)
L’opérateur A est tout de même restreint à un certain ensemble (mouvements affines). Ce
problème n’est pas convexe et est en général considéré comme mal posé et mal conditionné
pour  = 0. C’est-à-dire que l’on se repose sur un modèle théorique de l’image pour appor-
ter l’information manquante à la résolution du problème. Dans le cas de la super-résolution,
le résultat d’une telle minimisation n’est donc pas en général, l’image digitale qui aurait été
capturée si le pas d’échantillonnage avait étéM fois plus petit.
L’estimation de A recouvre l’estimation du flou de l’appareil et des paramètres de mou-
vement de chaque image. Des avancées sur la question de l’estimation du flou [36] montrent
que cette partie du problème peut être bien posée et séparée du reste du problème de SR.
Lorsque l’on fixe A, le problème devient linéaire. Pour des cas particuliers, on sait déjà que
ce sous-problème est bien posé, et qu’il n’est pas nécessaire de régulariser. Par exemple, si
l’échantillonnage qui résulte de la fusion des grilles d’échantillonnage de basse résolution
est régulier.
La question se pose donc de savoir quelles sont les conditions les plus générales pos-
sibles qui permettent de s’abstenir de régulariser, et ainsi obtenir le résultat le plus fidèle
possible à la scène réelle. On déterminera ainsi quand il est utile d’utiliser une large classe
de méthodes de super-résolution.
Méthodes Lp   Lq de l’état de l’art : Beaucoup de méthodes de l’état de l’art peuvent
être formulées sous cette forme variationnelle. Elles sont décrites extensivement dans les
revues de l’état de l’art de la littérature [80, 43, 70, 101]. On trouve fréquemment, dans
la littérature, une interprétation probabiliste équivalente à la formulation variationnelle (re-
cherche d’un maximum a posteriori utilisant un a priori sur les données). On peut trouver
une description de cette équivalence dans le chapitre 7 de [17]. Par exemple, [53] effectue
un maximum a posteriori qui revient à une minimisation L2   L2, avec 	 l’inverse d’une
estimation de la matrice de covariance de l’image HR. Dans la suite, on utilisera seulement
le vocabulaire variationnel pour décrire les méthodes de manière unifiée. Dans [39], des
algorithmes d’estimation adaptative (steepest descent (méthode de descente de gradient)
tronquée , recursive least squares (moindres carrés réscursifs)) pour la minimisation L2
sont comparés. [40] propose un algorithme pour effectuer la super-résolution L2 sans régu-
larisation. [85] propose une minimisation L2   L2 où 	 est le gradient discret. [76] étudie
les propriétés des méthodes L2   L2 ainsi que la convergence d’algorithmes associés. [45]
propose un modèle d’attache aux données L1 avec régularisation par variation totale ani-
sotrope (appelée bilatérale), ce qui est une minimisation L1   L1. L’avantage principal de
cette méthode est sa robustesse aux données aberrantes. [65, 68] proposent d’effectuer la
minimisation de l’attache aux données L2 avec régularisation de la variation totale pour la
super-résolution mono-image. [115] propose de pondérer la variation totale pour qu’elle soit
moins dépendante au paramètre de régularisation. [10] utilise une minimisation L2   TV
(proche de L2   L1) pour produire l’image HR dans son algorithme général de reconstruc-
tion SR.
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Autres méthodes : On peut distinguer d’autres types de méthodes. Certaines suivent aussi
un modèle attache aux données plus régularisation, mais n’utilisent plus de simples normes
Lq. Par exemple, [94] utilise un a priori de Huber-Markov (la fonction R est une norme L1
lissée autour de 0, ce qui revient aussi à prendre	 non-linéaire). Dans [81], une approxima-
tion polynomiale locale du problème est utilisée. [112] présente un algorithme EM (Expec-
tation - Maximization) pour le problème de reconstruction SR. [84] généralise l’algorithme
des Non Local Means (débruitage par auto-similarité) au problème de la super-résoution, et
en déduit un algorithme où le mouvement n’est pas explicitement estimé. Dans [98], la mé-
thode de Steering Kernel Regression, où on estime localement la covariance de l’image, est
appliqué à la super-résolution. Cette méthode n’utilise pas non plus d’estimation explicite
du mouvement. [100] donne une méthode basée sur les chaînes de Markov Monte Carlo.
2.2.3 Modèles de régularité pour les images
À partir du moment où un problème inverse d’imagerie est non inversible, il est néces-
saire d’avoir une autre source d’information sur l’inconnue pour pouvoir espérer produire
une solution valide. Cette source d’information prend la forme d’un modèle de régularité
sur l’image.
Comme on l’a vu dans la section précédente, la forme de l’équation (2.8) permet de
modéliser une large gamme (non exhaustive) de modèles. La plupart de ces modèles ont été
appliqués à la super-résolution. On peut distinguer deux grandes classes de régularisation.
Les méthodes qui font une hypothèse sur leur caractère lisse et les méthodes à base de
dictionnaires.
Pour mesurer les variations d’une image, le gradient est le plus souvent utilisé. Lorsque
	 est l’opérateur de gradient et que l’on minimise jj	ujj22, on parle de régularisation la-
placienne. Lorsque l’on minimise jj	ujj1, il s’agit de la minimisation de la variation totale
anisotrope. En effet, la quantité jj	ujj1 est la somme des variations absolue d’une image.
On peut mentionner aussi l’hypothèse de jj	ujj0 minimal que l’on appelle hypothèse de
gradient parcimonieux.
Dans les méthodes à base de dictionnaires [38] , 	 est une projection dans un diction-
naire. Ce dictionnaire est, soit construit à partir de l’image, soit fourni par ailleurs. De la
même manière que pour le gradient, on cherche à minimiser l’énergie de la représentation
dans cette famille d’atomes (norme L2), la somme des valeurs absolues des coefficients de
la décomposition (norme L1) ou maximiser la parcimonie (norme L0).
2.3 Description formelle de la problématique
2.3.1 Super-résolution bien informée
Dans cette thèse, on s’est posé la question suivante : dans quel cas est-il possible d’éviter
de faire une hypothèse de régularité sur l’image ? Dans le cas où l’on est obligé de la faire,
comment minimiser cette hypothèse ?
Le principal facteur qui va influer sur cette question est le nombre d’images dispo-
nibles pour effectuer cette super-résolution, c’est pourquoi on parlera de quantité d’infor-
mation suffisante pour effectuer la super-résolution. Cette quantité d’information (le nombre
d’images en particulier) est d’ailleurs un des seuls paramètres de l’acquisition que l’on peut
maîtriser. On introduit cette notion pour rassembler les notions déjà usuelles de système
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bien conditionné (et donc inversibles), de quantité de bruit de reconstruction (aussi appelé
stabilité de l’inversion).
Définition 2.3.1. Étant donné un ensemble de paramètresA, n, on dit que la super-résolution
est parfaitement informée pour ces paramètres et pour les images appartenant à l’ensemble
E, s’il existe un algorithme A prenant w en entrée tel que pour tout u0 2 E, A(w) = u0.
En pratique, on ne pourra jamais obtenir une super-résolution parfaitement informée,
car le bruit qui contamine les données l’en empêche. On considère que la résolution est bien
informée si l’on peut approcher l’image idéale avec une certaine précision.
Définition 2.3.2. Étant donné un ensemble de paramètresA, n, on dit que la super-résolution
est bien informée avec une précision  pour ces paramètres et pour les images appartenant
à l’ensemble E, s’il existe un algorithme A prenant w en entrée, tel que pour tout u0 2 E,
kA(w)  u0k   (2.9)
Dans ces deux définitions, lorsque l’on ne précise pas E (pas de modèle de régularité
sur l’image), il s’agira de l’ensemble des images bien échantillonnées au pas HR.
La question de cette thèse devient donc : pour quels A, n la super-résolution est elle
bien informée avec une bonne précision ? Que faire lorsque cette précision n’est pas assez
grande ?
2.3.2 Plan de la thèse revisité
Pour cette étude, on s’est concentré sur l’étude de deux schémas de minimisation d’at-
tache aux données : les minimisations L2 et L1. Comme la manière de régulariser revient
à choisir un modèle de données, on s’abstient de juger la qualité d’un modèle plutôt qu’un
autre, puisque celle-ci dépendra sûrement de l’application. On s’est concentré sur un type
de régularisation, la minimisation de la variation totale, car elle est bien installée, avec ses
différentes versions, dans le paysage du traitement des images. Sa formulation relativement
simple dans le cadre décrit dans la section précédente a également joué un rôle. Il faut gar-
der à l’esprit que la partie de ce travail impliquant de la régularisation (et donc la variation
totale) est une base pour l’étude de schémas de régularisation différents, suivant le modèle
de l’équation (2.6).
Grâce à la description du modèle et des méthodes de SR que l’on vient d’effectuer, on
peut formellement décrire le contenu de chaque partie de cette thèse.
Dans le chapitre 3, on montre que l’interpolation SR affine non bruitée est presque sû-
rement parfaitement informée si le nombre d’images N est plus grand que M2. Lorsque
le problème est bruité, pour des mouvements aléatoires, on montre que lorsque le nombre
d’images augmente, l’interpolation SR affine devient bien informée avec une certaine pré-
cision (qui tend vers 0 dans le cas de bruit Gaussien) avec grande probabilité. La vitesse
de convergence peut être calculée grâce à l’étude asymptotique du conditionnement du pro-
blème. Lorsque l’on considère le problème de reconstruction SR, on montre que si une
estimation initiale des paramètres de mouvements est disponible, la reconstruction devient
bien informée lorsque le nombre d’image augmente. On utilise ces résultats dans le cha-
pitre 4 pour déterminer des paramètres pratiques d’acquisition d’images en vue d’effectuer
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une super-résolution à haute dynamique.
Dans le chapitre 5, lorsque le nombre d’images devient proche du cas critique M2, la
précision de la SR n’est pas bonne. On étudie précisément de quelle manière le bruit est
généré. Dans le cas de petits mouvements (simulant un appareil photo tenu à la main), on
observe une variabilité spatiale du bruit de reconstruction par minimisation L2. On montre
qu’il est possible de prédire cette variabilité de manière rapide. On en déduit une méthode
de régularisation locale, qui vise à reconstruire au maximum les détails de haute fréquence
de l’image.
Dans le chapitre 6, on étudie dans quel cas l’interpolation SR L1 est parfaitement infor-
mée, lorsque celle-ci est contaminée par du bruit de type outlier. On trouve que si le ratio
d’images contaminées sur le nombre d’images total est inférieur à une constante (dépendant
de la tailledes images), alors cette interpolation est parfaitement informée.
Dans le chapitre 7, on se pose la question suivante, est ce qu’ajouter une hypothèse de
parcimonie sur u0 augmente le nombre d’images pour lequel l’interpolation SR L1 est par-
faitement informée ? Suivant la structure spatiale des outliers et le domaine dans lequel le
signal est parcimonieux, la réponse peut varier. Pour des observations aléatoires, un com-
promis entre la parcimonie du signal et du bruit doit être fait. Dans le cas du traitement
multi-image, la régularisation TV n’apporte rien pour des outliers sans structure spatiale
prescrite. En revanche, en imposant une structure sur les outliers, on peut déterminer des
conditions pour lesquelles l’interpolation SR est bien informée, ainsi que le paramètre de
régularisation nécessaire pour l’effectuer dans des cas particuliers.
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CHAPITRE 3
NOMBRE D’IMAGES POUR UNE
SUPER-RÉSOLUTION BIEN INFORMÉE
Dans ce chapitre, on cherche à déterminer le nombre d’images pour lequel le problème
de super-résolution est bien informé. En premier lieu, on étudie le cas de l’interpolation
non bruitée, ce qui revient à étudier l’inversibilité du système linéaire associé au problème
d’interpolation de super-résolution. On s’intéresse ensuite à la super-résolution avec bruit
additif d’énergie finie. On montre que l’interpolation devient bien informée avec grande
probabilité lorsque le nombre d’images augmente. L’estimation des paramètres bénéficie
aussi de cette augmentation.
3.1 Inversibilité de l’interpolation SR affine
Dans le cas de l’interpolation, la SR peut être vue comme un problème de rééchan-
tillonnage régulier à partir de données irrégulières, et pourrait donc être résolue à l’aide de
techniques associées [51, 41, 9, 6]. Cependant, avec la configuration particulière de l’échan-
tillonnage de la super-résolution, on peut utiliser le fait que chaque image est enregistrée sur
une grille régulière, pour élaborer des résultats et méthodes de SR dédiés. Par exemple, le
cas de la SR translationnelle peut être vu comme un problème d’échantillonnage multicanal.
Ahuja et Bose [4] ont étendu à la 2D le résultat 1D de Papoulis [79], et ont montré que si
l’on effectue une super-résolution translationnelle 2D de facteurM , seulementM2 images
BR sont nécessaires pour retrouver l’image HR parfaite dans le cas non bruité. Dans ce cas,
on ne fait pas de supposition sur le contenu de l’image HR (en dehors du fait qu’elle est à
bande limitée), et la super-résolution est bien informée.
Dans cette section, on définit précisément les hypothèses qui nous permettront d’étudier
l’inversibilité dans le cas de mouvements affines. On donne une condition suffisante d’in-
versibilité de la SR 2D affine. Cela étend le travail d’Ahuja et Bose [4] qui est restreint aux
mouvements translationnels. Ce résultat montre que le nombre d’échantillons suffisant est
le même que pour l’échantillonnage aléatoire des polynômes trigonométriques décrit par
Bass & Gröchenig [13].
3.1.1 Hypothèses
On utilise ici le modèle discret fini pour la super-résolution affine défini comme suit :
A : (CMlMl)! (Cll)N
u! Au = w = (SQiu)i=1;N
(3.1)
où N est le nombre d’images BR, M le facteur de super-résolution, l  l est la taille des
images BR, u est une image HR, l’opérateur S est le sous-échantillonnage d’un facteurM
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et les Qi sont les transformations affines subies par chaque image acquise. On appelle qi
la transformation affine correspondante sur les coordonnées de la grille d’échantillonnage.
C’est-à-dire
(Qiu)(x) = u(qi(x)): (3.2)
On décompose qi en une partie linéaire et une partie translationnelle : qix = lix + ti. Les
li sont des matrices 2  2 , ti sont des vecteurs de R2, le mouvement de chaque image est
donc décrit par 6 paramètres.
Des suppositions sont nécessaires pour simplifier les développements théoriques de ce cha-
pitre :
1. Les images HR u sont à bande limitée.
2. La première image BR est l’image de référence (Q1 = Id).
3. Les transformations affines sur les coordonnées (qi) sont inversibles.
4. Les affinités ne génèrent pas de repliement spectral sur la grille BR.
La condition 1) est toujours remplie, car la diffraction causée pas l’ouverture physique de
l’appareil photo agit comme un filtre passe-bas parfait. En pratique, avec des appareils réels,
un facteur de SR de 2 à 4 peut être considéré [70]. La condition 2) est technique. La condi-
tion 3) est toujours remplie lorsque les affinités ne sont pas dégénérées (leurs parties li-
néaires sont inversibles).
La condition 4) a besoin de plus d’explications. D’après le modèle continu de formation
de l’image décrit chapitre 2, les images BR sont générées par wi = SSHRQiu0, où SHR
est l’échantillonnage de haute résolution. Dans un algorithme de SR pratique, on cherche à
estimer SHRu0, c’est-à-dire commuter l’échantillonnage HR et le mouvement. Cette opé-
ration est possible si u est bien échantillonné avant et après le mouvement. On montre ici
que c’est équivalent à un choix adéquat du pas d’échantillonnage HR.
Proposition 3.1.1. Soit u0 une image continue à bande limitée. Il existe un facteur de
zoom M et un opérateur de sous-échantillonnage SHR tel que SHRQiu0 = QiSHRu0
et SQiu0 = SSHRQiu0. Le facteurM est le ratio des pas d’échantillonnage S et SHR.
Démonstration. Soit D le support du spectre de u0. Soit Di le support du spectre de Qiu0.
Alors Di = l Ti (D) (d’après les propriétés de la transformée de Fourier, avec l
 T
i =
(l 1i )
T ). Alors SHRu0 est bien échantillonnée après chaque mouvement si
S
iDi  DHR,
où DHR est la cellule réciproque de SHR (le domaine spectral où le théorème de Shannon
est valide au pas d’échantillonnage HR [7]). On choisit le pas d’échantillonnage HR le plus
grand possible (l’opérateur SHR) tel que
S
iDi  DHR. La configuration de ces domaines
fréquentiels est montrée dans la Fig. 3.1.
En d’autres termes, pour un signal à bande limitée donné, on peut toujours définir un
pas d’échantillonnage HR qui ne provoque pas de repliement de l’image continue u0 après
mouvement. La force de cette hypothèse dépend de l’amplitude des transformations affines.
Plus elles sont petites (ex. : mouvement induit par un appareil photo tenu à la main), plus
l’hypothèse est faible.
Remarque 3.1.1. Pour cette proposition, on se place dans le cas non fenêtré. Le fait de
traiter des images finies introduit des effets de bords que l’on néglige ici (voir Chapitre2).
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FIGURE 3.1. Configuration de l’échantillonnage dans le domaine de Fourier. Représen-
tation du spectre du signal (D et
S
iDi ) et de la limite spectrale de Nyquist de la grille HR
(DHR)
À propos du flou d’appareil
Normalement, un effet de flou perturbe le signal (noté F avant le sous-échantillonnage) :
wi = SFQiu (3.3)
Dans ce chapitre, on n’essaie pas d’enlever ce flou : on suppose que le flou est identique
pour toutes les images BR et que l’on peut commuter flou et mouvement. On cherche donc
à estimer Fu. Une condition suffisante pour le faire en inversant l’opérateur A (qui ne
comporte pas le flou) est : FQi = QiF . C’est une hypothèse souvent faite dans la littérature
[45, 116]. Cette supposition est vraie pour les mouvements purement translationnels et pour
les rotations tant que le noyau de flou est invariant par rotation.
Cette hypothèse peut se justifier pour des noyaux de flou plus généraux dans le cas de
petits mouvements. La différence entre l’estimation de l’image HR par minimisation L2,
que l’on appelle ~u (détaillée dans la section 3.2.1), lorsque l’on n’inclue pas le flou dans A,
et l’image HR filtrée par ce flou Fu0 est :
~u  Fu0 = (AHA) 1
 X
i
QiS
Hwi   (AHA)Fu
!
= (AHA) 1
 X
i
QiS
HS(FQi  QiF )u0
! (3.4)
L’hypothèse est valide si l’énergie de S(FQi QiF )u0 est plus petite que l’énergie du bruit
d’acquisition. On montre une expérience de reconstruction dans la figure 3.2 : en négligeant
le flou dans le modèle, on reconstruit une version approchée de l’image HR floue.
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(a) HR sans flou (b) HR avec flou
(c) Reconstruction (d) Noyau de flou
FIGURE 3.2. Validité de l’hypothèse de commutativité flou-mouvement. (a) image HR
(b) image HR floutée (c) image reconstruite avec 16 images BR etM = 2 en négligeant le
flou. PSNR calculé par rapport à (b) est de 46.7 (d) noyau de flou.
3.1.2 Théorème d’inversibilité
Le problème d’interpolation SR sans bruit est un système d’équations linéaires. Suivant
le nombre d’images ce système est sous-déterminé ou surdéterminé. La taille du système
d’inconnue u (avec w = Au0)
Au = w; (3.5)
est Nl2 M2l2. Il est donc nécessaire que N  M2 pour que le problème soit inversible.
Comme w = Au0, l’inversibilité de ce système est équivalente à l’injectivité de A. Si
le problème d’interpolation SR n’est pas inversible, la super-résolution n’est pas faisable
sans régularisation. Comme notre objectif est de minimiser la quantité de régularisation,
on commence par étudier les conditions critiques pour l’inversibilité en termes de nombre
d’images.
On pourra ensuite étudier la reconstruction SR lorsque le problème est inversible. On
donne une condition suffisante sur le nombre d’images et les mouvements (des grilles
26
3.1. Inversibilité de l’interpolation SR affine
d’échantillonnage) pour l’inversibilité dans les hypothèses définies au début du chapitre.
On nomme les grilles suivantes :  hr = [1;Ml]2 \ Z2 et   = [1;Ml]2 \ (M:Z)2.
On définit  c comme le complément de   dans  hr, c’est-à-dire le support des images
dans le noyau de S. On donne la condition suivante d’inversibilité de A : la différence de
mouvement entre les positions de  c ne doit pas être un nombre entier, coordonnée par
coordonnée.
Théorème 3.1.1. Si N  M2, F = I et pour tout pi; pj 2  c; 1  k1 < k2  N ,
l’identité jj(q 1k1 pi   q 1k2 pj) mod 1jj0 = 2 est vérifiée (où mod est le modulo), alors A
est injective.
Démonstration. On montre par récurrence sur N que, sous ces hypothèses, ajouter une
image BR diminue la dimension du noyau deA par un facteur L2. Le noyau est réduit à f0g
si sa dimension est 0, ce qui est le cas lorsque N  M2. Pour plus de clarté, on a divisé
la preuve en lemmes. On présente ici l’argument principal, les lemmes intermédiaires sont
démontrés dans la Section 3.1.3. Soit :
An : (CMlMl)! (Cll)
u! SQnu
(3.6)
Alors kerA = \k=1;n kerAk.
On montre par récurrence : pour tout 1 < n M2, dim\k=1;n kerAk = (M2   n)l2.
Pour n = 1 : soit pi 2  c. Soit vi = 1pi , la fonction indicatrice du pixel pi. Soit
ui = Q
 1
1 vi. On a Svi = 0. En conséquence, A1ui = 0 et ui 2 kerA1. On vient de définir
(M2  1)l2 vecteurs ui indépendants qui génèrent kerA1 : vect(ui)i=1;(M2 1)l2 = kerA1.
La dimension de l’intersection est donc :
dimkerA1 = (M
2   1)l2 (3.7)
On traite le cas n = 2, pour bien illustrer comment les noyaux des Ak interagissent.
Pour n = 2 : de manière similaire, on construit vect(u0i)i=1;(M2 1)l2 = kerA2. Avec le
Lemme 3.1.2 (kerA1 + kerA2 = CMlMl), la dimension de l’intersection est :
dim(kerA1 \ kerA2) =dim(kerA1) + dim(kerA2)
  dim(kerA1 + kerA2)
=(M2   2)l2:
(3.8)
Soit n > 2. On suppose que dim\k=1;n kerAk = (M2   n)l2. Avec le Lemme 3.1.3,
on a (\k=1;n kerAk)+kerAn+1 = CMlMl. En utilisant les mêmes relations de dimension
que pour n = 2, on obtient pour n+ 1 :
dim\k=1;n+1 kerAk =dim\k=1;n kerAk + dimkerAn+1
  dim(\k=1;n kerAk + kerAn+1
= (M2   n)l2 + (M2   1)l2  M2l2
= (M2   n  1)l2;
(3.9)
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ce qui montre que l’hypothèse de récurrence est vraie au rang n + 1. En conclusion pour
N = M2, la dimension de l’intersection des noyaux des Ak est
dim\k=1;n+1 kerAk = (M2  M2)l2 = 0 (3.10)
et A est injective. Pour N > M2, il suffit de prendre n’importe quel sous-ensemble deM2
noyaux de Ak pour obtenir le résultat.
La principale condition pour obtenir l’injectivité est le nombre d’images qui est le même
que pour les translations par Papoulis. Ce théorème élimine quelques cas inversibles. Des
exemples de configurations inversibles et non inversibles sont montrés sur la figure 3.3. En
(a) (b) (c)
FIGURE 3.3. Configurations inversibles et non inversibles couvertes par Théo-
rème 3.1.1. M = 2 et mouvement translationnel. Les points noirs forment la grille de
référence (a) Cas inversible dans les hypothèses. (b) Cas non inversible exclu par le théo-
rème. (c) Cas exclu par le théorème, mais inversible.
pratique, c’est la version probabiliste qui nous intéresse. La principale conséquence est que
le problème d’interpolation SR avec N  M2 est presque sûrement inversible pour des
mouvements aléatoires :
Corollaire 3.1.1. Si N  M2 et les mouvements sont aléatoires, A est injective presque
sûrement.
Démonstration. L’espace des paramètres de mouvement E  R6N exclus par le Théo-
rème 3.1.1 a une mesure nulle. En effet, quelque soit  2 R6, l’ensemble (R:) \ E est de
mesure 0 parce qu’il est dénombrable. En utilisant Fubini, E a mesure 0 dans R6.
On peut comparer ce résultat avec [13] où il est montré que le problème d’échantillon-
nage aléatoire des polynômes trigonométriques est inversible presque sûrement si on dis-
pose d’au moins autant d’équations que d’inconnues (équivalent àN = M2). Notre résultat
probabiliste est différent, car les positions d’échantillonnage ne sont pas complètement aléa-
toires. On a aussi donné une condition déterministe pour cette inversibilité. Par exemple, si
le mouvement est une translation dans la seule direction horizontale, l’hypothèse du théo-
rème n’est pas remplie (comme on peut le voir sur la figure 3.3) et ce cas n’est effectivement
pas inversible.
3.1.3 Résultats intermédiaires pour l’inversibilité
L’image de la fonction indicatrice d’un pixel par une transformation affine dans le cadre
discret peut être vue comme un vecteur de type Vandermonde dans le domaine de Fourier.
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Dans ce premier lemme, on étend le résultat de liberté des familles de vecteurs de Vander-
monde au cas 2D.
Lemme 3.1.1. Pour 1  i  N , soit ui 2 Cnn tel que ui(r; s) = xri ysi . On appelle ui un
vecteur de Vandermonde 2D avec générateur [xi; yi]. Si pour tout 1  i < j  N; xi 6=
xj ; yi 6= yj , alors dim(vect(ui)i=1;N ) = min(N;n2).
Démonstration. On montre que les ui sont linéairement indépendants si N  n2. Suppo-
sons que
P
i=1;N iui = 0. Soit ui(s) = Xiy
s
i avec Xi = (x
r
i )r. Pour tout s, on a doncX
i=1;N
iui(s) =
X
i=1;N
iXiy
s
i = 0: (3.11)
Les Xi forment une famille libre de vecteurs de Vandermonde 1D. Ce qui implique queP
i=1;N iy
s
i = 0 que l’on peut réécrire
P
i=1;N iYi = 0, avec Yi = (y
s
i )s. Or les Yi sont
aussi des vecteurs de Vandermonde 1D indépendants. On a donc, pour tout i, i = 0, et les
ui sont indépendants.
Pour pouvoir calculer la dimension de l’intersection des noyaux deA1 etA2, on a besoin
de connaître la dimension de la somme de ces espaces. Cette propriété est nécessaire pour
l’initialisation de la récurrence du théorème 3.1.1.
Lemme 3.1.2. Si pour tout pi; pj 2  c, on a l’identité jj(q 11 pi   q 12 pj) mod 1jj0 = 2,
alors kerA1 + kerA2 = CMlMl.
Démonstration. On prouve ce lemme pour des mouvements affines Qi sur des signaux dis-
crets finis. D’après l’hypothèse 4, on peut appliquer Q 1i et Qi par interpolation de Fourier
discrète finie. On peut construire une base de kerA1 et kerA2 en prenant l’inverse des
transformations des fonctions indicatrices des pixels mis à zéro par le sous-échantillonnage.
Dans le domaine de Fourier, ces bases sont :bui(!) = e jh!; q 11 pii; bu0i(!) = e jh!; q 12 pii: (3.12)
Ce sont des vecteurs de Vandermonde 2D avec générateurs [e jhex; q 11 pii; e jhey; q 12 pii],
avec ex = [1; 0]T et ey = [0; 1]T . Les hypothèses que pour tout pi; pj ; kq 11 pi   q 1pj2 k0
mod 1 implique que les générateurs de Vandermonde 2D sont différents 2 à 2. On utilise
alors le Lemme 3.1.1 : kerA1 + kerA2 = vect((bui); (bu0i)) = CMlMl.
On refait le même raisonnement pour l’hypothèse de récurrence du théorème.
Lemme 3.1.3. Soit n < M2. Si pour tout pi; pj 2  c et pour tout 1  k1 < k2  N , on
a l’identité jjq 1k1 pi   q 1k2 pj mod 1jj0 = 2 et dim(\k=1;n kerAk) = (M2   n)l2 alors
\k=1;n kerAk + kerAn+1 = CMlMl.
Démonstration. Soit (bbi) une base de \k=1;n kerAk de taille (M2   n)l2 dans le domaine
de Fourier. Dans la base (u^j)j=1;n de kerA1, :bbi =Xi;jbuj (3.13)
Soit bu0i une base de kerAn+1 dans le domaine de Fourier. Avec l’hypothèse, toute combinai-
son linéaire debbi; bu0i est une combinaison linéaire de vecteurs de Vandermonde 2D indépen-
dants. Alors, dim(vect((bbi); (bu0i))) = min  (Ml)2; (M2   n)l2 + (M2   1)l2 = (Ml)2.
Finalement, on a \k=1;n kerAk + kerAn+1 = vect((bbi); (bu0i)) = CMlMl.
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3.2 Conditionnement en fonction du nombre d’images
On étend le comportement asymptotique de l’interpolation SR bruitée étudié par Robin-
son [90] et Champagnat [26] à notre modèle et aux mouvements affines. Ces deux travaux
montrent expérimentalement et théoriquement que l’erreur de reconstruction de la SR par
minimisation L2 tend vers 0 lorsque le nombre d’images tend vers l’infini. On sépare ce-
pendant dans notre étude l’effet de l’inversion du système et l’effet de débruitage dû à la
multiplication du nombre d’images. On montre de plus qu’il est toujours intéressant de
prendre plus d’images BR. On étudie ensuite l’estimation des paramètres de mouvement
affine pour un grand nombre d’images en calculant la matrice hessienne (ou simplement
hessienne) de la méthode d’estimation par moindres carrés non linéaires appelée projection
variable. Cela permet de comprendre le comportement asymptotique de cette méthode et
montre qu’un terme de régularisation (comme dans [88]) n’est pas toujours nécessaire.
3.2.1 Interpolation
On suppose que N  M2. En général, les données capturées sont contaminées par
du bruit additif n et on observe les images BR w = Au0 + n. L’image HR estimée par
minimisation L2 est alors contaminée par un bruit de reconstruction. En effet, lorsque l’on
minimise pour A fixe et  = 0 le problème (2.8) :
~u = argminukAu  wk22: (3.14)
On obtient la solution unique des moindres carrés
~u = Ayw = (AHA) 1AHw: (3.15)
Ay = (AHA) 1AH est appelée pseudo-inverse de A. Le bruit de reconstruction est donc
nR = A
yn: (3.16)
Minimiser ce bruit est alors la principale préoccupation pour que la super-résolution soit
bien informée avec la précision voulue. Un bon conditionnement est critique pour que la
reconstruction soit de bonne qualité. Le conditionnement de la matrice d’un système linéaire
mesure la difficulté de sa résolution et permet de déterminer une borne de l’énergie du bruit
en sortie de l’inversion. On définit le conditionnement en norme 2 ainsi :
Définition 3.2.1 (Conditionnement L2). On définit le conditionnement L2 d’une matrice A
comme le ratio de ses valeurs singulières extrémales. Soit max est la valeur singulière de
A la plus grande et min la plus petite. Le conditionnement (A) est alors définit par :
(A) =
max
min
(3.17)
On a de plus la relation (A)2 = (AHA) (car N  M2). Il est utile de connaître le
conditionnement, car pour un bruit d’entrée n le bruit de reconstruction nR a une énergie
bornée :
jjnRjj22 
(A)4
4max
jjAHnjj22 (3.18)
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Plusieurs facteurs influencent le conditionnement de la super-résolution. Baker [11] montre
que le conditionnement augmente lorsque le facteur de SR M augmente. Le conditionne-
ment dépend aussi de la distribution de l’échantillonnage [51]. Pour un mouvement contrôlé
un conditionnement de 1 est obtenu en espaçant régulièrement les grilles BR afin qu’elles
se superposent à la grille HR. Lorsque les mouvements sont aléatoires et uniformes, nous
allons montrer que le conditionnement de l’interpolation SR affine tend vers 1 lorsque le
nombre d’images augmente, et on en déduit la vitesse de convergence. Cela a été montré
expérimentalement pour une SR translationnelle dans [90] en terme de borne de Cramer-
Rao pour l’estimation de l’image HR. [26] montre que l’erreur de reconstruction tend vers 0
lorsque le nombre d’images augmente. On suppose que les translations après application de
la partie linéaire sont uniformes dans [0;M ]2. L’hypothèse sur les translations suppose que
l’amplitude des mouvements est assez grande. La taille de chaque capteur est souvent très
petite (de l’ordre de 10 microns), ce qui rend la partie fractionnelle du mouvement causé par
le mouvement des mains presque aléatoire. De plus, si le mouvement a une variance assez
grande et une loi assez lisse, les translations peuvent être considérées comme uniformes.
On illustre ce fait en 1D, sur la figure 3.4. On génère 10 000 échantillons d’une loi gaus-
sienne pour différentes variances, on enlève la partie entière de ces échantillons et génère
un histogramme. On remarque que lorsque la variance augmente, la partie fractionnelle se
comporte comme une loi uniforme.
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FIGURE 3.4. Validité de l’hypothèse de translation uniforme. Partie fractionnelle d’une
variable gaussienne pour différentes variances .
Dans ces hypothèses, une image HR peut être parfaitement retrouvée en prenant la
pseudo-inverse de A (Corollaire 3.1.1) si le bruit est nul. On montre le théorème suivant
en utilisant un technique similaire à [26] :
Proposition 3.2.1. On suppose que les affinités qi ont la distribution suivante : les trans-
lations t0i = l
 1
i ti appliquées après la partie linéaire du mouvement affine sont uniformes
dans [0;M ]2. Alors le conditionnement  du système tend vers 1 (au sens des distributions)
lorsque le nombre d’images augmente.
Démonstration. Soit   = Z2 et  0 = q 1i  . Pour retrouver u0 à une pulsation particulière
! 2 R2, on écrit d’abord la transformée de Fourier de u0 sur la grille transformée  0,bu 0(!) comme une combinaison linéaire des bwi(!). On peut ensuite par changement de
variable retrouver la transformée de Fourier bu sur   et enfin u0. En utilisant les règles de la
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transformée de Fourier, on a
bwi(!) =\SQiu(!)
=
1
M2
X
k2Z2
dQiu(! + 2k
M
):
(3.19)
D’autre part, avec
dQiu(!) =X
x2 
u(qi(x))e
 j<!;x>
=
X
x2 0
e j<!;q
 1
i x>u(x)
= bu 0(l T!)ej<!;l 1i ti>:
(3.20)
On peut alors écrire le système d’équations :
bwi(lTi !) = 1M2 X
k2Z2
bu(! + l Ti 2kM )ej<!;ti>+j< 2kM ;l 1i ti>: (3.21)
SeulementM2 termes sont différents de 0 dans la somme. S’il y a plus deM2 images BR,
c’est un système surdéterminé de taille N M2 pour chaque pulsation :
Cbual = w (3.22)
où bual(k) = bu(! + l Ti 2kM ), w(i) = bwi(lTi !) et Ci;k = 1M ej<!;ti>+j< 2kM ;l 1i ti>. La
matrice C est le produit de 2 matrices :
C = B (3.23)
avec  = 1
M2
diag(ej<!;ti>) et Bi;k = ej<
2k
M
;l 1i ti>. Le conditionnement du système est
alors le conditionnement de R = BHB qui est une matrice de Toeplitz de terme général
Rr;s =
P
i e
j<
2(s r)
M
;t0i>. On peut montrer avec une application directe du théorème cen-
trale limite que R converge en distribution vers un multiple de l’identité, car les nombres
ej<
2(s r)
M
;l 1i ti> convergent vers une distribution uniforme sur le cercle unité (pour s 6= r)
dont la moyenne est nulle. Par continuité du conditionnement, (R) converge vers 1.
Un grand nombre d’images est donc statistiquement meilleur. Le système tend vers
un système parfaitement inversible, auquel s’ajoute l’effet de moyennage dû à la quantité
d’observations. De l’application du théorème central limite, on peut déduire l’inégalité de
concentration suivante sur R0 = 1NR. La probabilité que les termes non diagonaux (r 6= s)
soient d’énergie supérieure à  est :
P (jR0(r; s)j  )  2( 
p
N) (3.24)
où  est la fonction de répartition de la distribution gaussienne. Le théorème de Gershgo-
rin [69] permet d’encadrer les valeurs propres de R0   I . On a :
k(R
0   I)  (M2   1)maxr 6=sjR0(r; s)j (3.25)
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On a donc en bornant grossièrement l’intersection des probabilités (pour la répartition du
max) par la probabilité d’un évènement (avec un changement de variable sur ) :
P
 jmax(R0)  1j   ou jmin(R0)  1j    2( c0pN) (3.26)
ou c0 = 1=(M2   1) et
P
 j(R0)  1j  2=(1  )  2( c0pN): (3.27)
À probabilité fixée, le conditionnement tend vers 1 à une vitesse O(1=
p
N). Grâce à cette
vitesse de convergence, on peut déduire, qu’étant donné une erreur, avec une probabilité
donnée, il existe des constantes c1; c2 telles que l’erreur de reconstruction est bornée par :
knRk22  c1

1 + c2
1p
N
4
| {z }
Inversion
1
N2
kAHnk22:| {z }
Compositage
(3.28)
Si l’énergie du bruit tend vers 0 lorsqu’on le moyenne (par «compositage», voir ci-dessous
le cas du bruit gaussien), alors le bruit de reconstruction tend vers 0 lorsque N tend vers
+1. Il suffit que le bruit ni qui contamine chaque image BR soit de même énergie, à
moyenne nulle et indépendant du bruit des autres images. On a alors :
EkAHnk22 = Ek
X
i
QiS
Hnik22
=
X
i
EkQiSHnik22

X
i
Eknik22
 NEkn1k22
(3.29)
La borne de l’équation (3.28) devient alors
EknRk22  c1

1 + c2
1p
N
4
| {z }
Inversion
1
N
Ekn1k22| {z }
Compositage
(3.30)
Dans la figure 3.5, on effectue 10 interpolations SR affines bruitées par un bruit gaussien
avec paramètres aléatoires pour différents N . On observe la convergence de l’erreur vers 0
lorsque N !1, la convergence théorique calculée semble être respectée.
Dans certains cas, le bruit de recontruction par minimisation L2 ne tend pas vers 0. Si le
bruit qui contamine les obesrvations a une composante continue dans une certaine zone de
la scène sur plusieurs images de basse résolution. On peut penser par exemple à un oiseau
qui s’envole, une voiture qui se gare. La minimisation L2 n’est pas bien adaptée à ces bruits.
On s’interessera à la manière d’être robuste à ces bruits dans les chapitres 6 et 7.
Dans la figure 3.6, on montre l’évolution du logarithme du conditionnement de la SR
dans le cas translationnel 1D (où il est facilement calculable). On observe la convergence
vers 0 de ce logarithme. On voit comme dans [11] que ce conditionnement augmente avec
M . On a aussi dessiné log( 1) avec la vitesse de convergence théorique de log(1=pN).
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(a) BR (b) Référence
(c) SR : N = 10 (d) SR : N = 30
0 50 1000
0.1
0.2
0.3
0.4
0.5
N
e
(e) Erreur
FIGURE 3.5. Erreur de reconstruction de la SR bruitée en fonction de N (a) une image
BR, (b) l’image HR (c) résultat de la SR pour N=10 (d) résultat de la SR pour N=30,
(e) erreur de reconstruction en fonction de N, en bleu expériences, en rouge, vitesse de
convergence théorique.
Ce résultat permet de déduire une méthode de reconstruction par compositage que l’on
peut rapprocher de la méthode «shift and add» [44]. Comme (R) ! 1, R  N:Id
et Ay  1NAH . On peut utiliser 1NAH comme un opérateur de reconstruction lorsque
beaucoup d’images sont disponibles. On représente figure 3.7 l’erreur de reconstruction
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(a) ConditionnementM = 2
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(b) ConditionnementM = 4
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(c) Vitesse de convergenceM = 2
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(d) Vitesse de convergenceM = 4
FIGURE 3.6. Convergence du conditionnement pour la SR 1D. (a) Expériences avec
M = 2. (b) Expériences avec M = 4. (c) Vitesse de convergence avec M = 2 (vitesse
théorique en rouge). (d) Vitesse de convergence avecM = 4 (vitesse théorique en rouge).
eN = jju0   uN jj de l’estimateur uN = 1NAHw par rapport à N . Pour chaque valeur de
N , on génère 100 expériences où les mouvements affines ont des translations, des rotations,
et des zooms uniformes. La même image HR (que la figure. 3.2) est utilisée pour toutes
les expériences. Dans la figure 3.8, on effectue la même expérience pour le cas affine, en
ajoutant un bruit gaussien de variance constante aux images.
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(b) Erreur de reconstruction par compositage
FIGURE 3.7. Convergence de l’estimateur de compositage 1NA
Hw dans le cas trans-
lationnel 1D. (a) Signal de référence. (b) Erreur de reconstruction (bleu clair) avec M=3
avec la vitesse de convergence théorique en rouge. En bleu clair, on montre la moyenne de
l’erreur pour chaque valeur de N (courbe cachée sous la prédiction).
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e
FIGURE 3.8. Convergence de l’estimateur de compositage 1NA
Hw dans le cas affine
bruité. Erreur de reconstruction par rapport au nombre d’images BR.
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Onmontre maintenant dans un contexte déterministe qu’il est toujours intéressant d’ajou-
ter une observation (une image BR). Autrement dit, le bruit de reconstruction décroît avec
le nombre d’images. Ici n  N(0; 2I) est un bruit blanc gaussien de moyenne nulle. On
a donc nR  N(0; 2AyAyH) = N(0; 2(AHA) 1). Ce bruit de reconstruction aura une
énergie normalisée e = 2 tr((AHA) 1) =
P
i
1
i
où les i sont les valeurs propres (v.p.)
de AHA.
On ajoute une image :
A0 : (CMlMl)! (Cll)N+1
u! (SQku)k=1;N+1
(3.31)
w0 = A0u0 + n0 (3.32)
avec n0  N(0; 2I). On a : e0 = 2 tr((A0HA0) 1) =P 1
0i
2 avec 0i
2 = v:p:(A0HA0).
Proposition 3.2.2. Capter plus d’images diminue le bruit, autrement dit e0  e
Démonstration. On montre d’abord que 0i  i pour tout i. En utilisant les inégalités de
Weyl :
i  0i + max(AHA A0HA0) (3.33)
On a :
A0HA0  AHA =
X
k=1;N+1
QHk S
HSQk  
X
k=1;N
QHk S
HSQk
= QHN+1S
HSQN+1
(3.34)
qui est une application linéaire positive symétrique (c’est-à-dire que toutes ses valeurs
propres sont positives). Alors max(AHA   A0HA0)  0 et i  0i. Avec ce résultat,
on a 1
0i
 1i pour tout i. En conséquence :X
i
1
0i
2 
X
i
1
i
2
X
i
1
0i
 2
X
i
1
i
e0  e:
(3.35)
Ce résultat montre que si l’on est capable de retrouver les paramètres d’acquisition, la
meilleure stratégie est de garder toutes les images BR disponibles pour effectuer la recons-
truction. Ce résultat est en accord avec l’intuition suivante : avoir plus de données augmente
le rapport signal sur bruit. Il faut aussi noter que cette propriété dépend de la structure de
l’application linéaire qui génère les données.
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3.2.2 Estimation des paramètres de mouvement
S’il peut sembler naturel qu’augmenter le nombre d’observations d’un système linéaire
bruité diminue le bruit dans le cas de l’interpolation SR, il est moins évident de savoir
si l’estimation des mouvements se comporte aussi bien. On s’attache à répondre à cette
question dans cette section.
Projection variable et convergence
Lorsque l’on effectue la reconstruction SR, il faut estimer les mouvements pour chaque
image BR. Dans le cas d’un mouvement affine, il faut estimer 6 paramètres par image BR.
Des techniques d’estimation entre deux images bien échantillonnées existent [86]. On peut
citer les méthodes à base de descripteurs [16, 97] ou de flot optique [46].
Cependant, dans le cas de la SR, les images sont repliées (aliasing), et ces méthodes ne
donnent pas une estimation assez précise pour effectuer une bonne reconstruction [117, 89,
90]. Elle peuvent cependant être utiles pour déterminer une solution initiale.
Dans le cas des translations, Vandewalle et coll. [109] proposent une méthode basée
sur l’analyse de sous-espaces engendrés par l’image reconstruite pour recaler les images.
Son propos est le suivant : si les images sont recalées, alors elles ne peuvent pas générer un
sous-espace plus grand que celui de l’image HR (dont la dimension est supposée connue
par ailleurs). Cependant, cette méthode est décrite comme ayant un temps d’exécution long.
Sbaiz et coll. [93] proposent dans le cas des signaux 1D, une méthode exacte, mais de
coût prohibitif, basée sur la réécriture du problème comme une équation polynomiale et
l’utilisation de bases de Groebner.
Si le problème d’interpolation est inversible, la reconstruction SR peut être vue comme
un problème de minimisation non linéaire en fonction des paramètres de mouvement. Cette
méthode s’appelle la projection variable [48]. [88] montre qu’utiliser une version régulari-
sée de la méthode de projection variable donne des résultats stables en pratique. Dans [92],
la convergence d’une version de cet algorithme, approchée avec des B-Splines, est aussi
observée en pratique. Cependant, la nécessité d’une telle régularisation n’est pas mise en
cause. On cherche donc à savoir s’il est possible d’estimer les paramètres sans régularisation
lorsque le nombre d’images augmente.
Dans le cas non bruité w = Au0, lorsque N > M2, u0 = (AHA) 1AHw = Ay(0)w.
Les vecteurs 0 2 R6N sont les paramètres des affinités (que l’on décompose comme une
translation suivie d’une séquence rotation-zoom 2D anisotrope-rotation (SVD de la partie
linéaire)). On utilise la méthode de projection variable pour estimer 0 [48, 91]. On mini-
mise :
G(~) = jjA(~)Ay(~)w   wjj22; (3.36)
ce qui n’est pas un problème convexe. On a bien G(0) = 0. Si l’image présente des
invariances par translation ou une périodicité, ce mininimum global ne sera pas unique. Avec
une première estimation (qui peut être obtenue avec une méthode de recalage dédiée et que
l’on supposera correcte, c’est à dire proche du minimimum global), on peut minimiser cette
fonctionnelle à l’aide d’une descente de gradient. La vitesse de convergence et la précision
de cette méthode dépendent directement du conditionnement de la hessienne H (matrice
des dérivées secondes partielles) au point 0 (on suppose que la première image n’est pas
translatée, et que H n’est pas singulière).
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La vitesse de convergence d’une méthode de descente de gradient est bonne lorsque la
sensibilité de la fonction (au minimum) à ses différentes variables est semblable (pas de
vallée). La hessienne donne l’approximation quadratique d’une fonction à son minimum
(car le gradient est nul en ce point). Sa diagonalisation donne un repère orthonormal de
l’espace, où chaque direction a une courbure correspondant au coefficient diagonal associé.
Si le conditionnement de la hessienne tend vers 1, ses coefficients deviennent égaux et
les courbures également. Soit k l’estimation des paramètres à l’étape k de la descente de
gradient avec pas optimal (qui minimise la fonctionnelleG). Alors dans le cas où la fonction
est parfaitement quadratique on a (voir [63], Chapitre 8) :
G(k+1) G(0) 

(H)  1
(H) + 1
2
G(k) G(0) (3.37)
La sensibilité au bruit dépend aussi de ces courbures. Comme au minimum, la fonc-
tion G se comporte comme une forme quadratique, on obtient que le déplacement de ce
minimum est directement dépendant du conditionnement de la hessienne (comme dans la
section 3.2.1).
Conditionnement de la matrice hessienne
On calcule conditionnement de la hessienne. Le gradient a l’expression suivante :
@
@i
G() = 2(A()Ay()w   w)H( @
@i
[A()Ay()]w)
= 2(A()Ay()w   w)H( @
@i
[A()]Ay()w
+A()
@
@i
[Ay()]w)
= 2(A()Ay()w   w)H( @
@i
[A()]Ay())
(3.38)
où la dernière ligne est obtenue par orthogonalité. La hessienne est alors (on ne calcule pas
la constante) :
Hi;j / ( @
@j
[A()Ay()]w)H(
@
@i
[A()Ay()]w)
+ (A()Ay()w   w)H( @
2
@j@i
[A()]Ay()w)
(3.39)
En particulier, la hessienne évaluée à 0 est :
Hi;j / ( @
@j
[A(0)A
y(0)]w)H(
@
@i
[A(0)]A
y(0)w) (3.40)
On prend  = 0 (on écrit A = A(0)), comme notre objectif principal est de calculer le
conditionnement de la hessienne au minimum de la fonctionnelle. Les calculs développés
dans la section 3.2.4 donnent l’expression suivante :
Hi;j /

@
@j
[A]u0
 (I  AAy) @@i [A]u0

(3.41)
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On pose @@j [A]u0 = w
0
j :
Hi;j /
D
w0j ; (I  AAy)w0i
E
(3.42)
Parce que les images BR sont séparées :
Hi;j / i;j


w0j ; w
0
i
  DAHw0j ; Ayw0iE (3.43)
où i;j = 1 lorsque i et j sont des paramètres reliés aux mouvements de la même image, et
i;j = 0 autrement. Les coefficients i;j < w0j ; w
0
i > définissent une matriceHB symétrique
diagonale par blocs . De plus, les blocs sont de taille 6 6 et bornés au sens de la norme 2.
D’après la section précédente, on aAy  1NAH . Ce qui implique avec l’inégalité de Cauchy
Schwartz :
j
D
AHw0j ; A
yw0i
E
j = O( 1
N
)j 
AHw0j ; AHw0i j
= O(
1
N
)jjAHw0j jjjjAHw0ijj:
(3.44)
Les quantités jjAHw0j jj sont bornées, car AHw0j = QHj SHw0j . On a donc :
j
D
AHw0j ; A
yw0i
E
j = O( 1
N
) (3.45)
et
Hi;j / i;j


w0j ; w
0
i

(1 O( 1
N
)) N!1 i;j


w0j ; w
0
i

: (3.46)
On obtient finalement : H ! HB et (H) ! (HB) par continuité du conditionnement.
Calculons l’un des blocs 6 6 de HB qui correspond à une image BR k0. On suppose que
j et i sont 2 paramètres du mouvement Q = Qk0 . On a :
HBi;j /

@
@j
[A]u0
 @@i [A]u0

/

S
@
@j
[Q]u0
 S @@i [Q]u0

:
(3.47)
HB représente le conditionnement relatif à l’estimation des paramètres d’une affinité. On
a calculé expérimentalement les valeurs propres de 100 HB différentes en utilisant l’équa-
tion (3.47). L’image u0 a été générée comme un processus gaussien i.i.d. pour avoir un
signal qui comporte toutes les fréquences, qui est décorrélé des paramètres d’acquisition.
Cela mène à un conditionnement pour HB plus faible que 100. Comparé à une SR 1D
translationnelle où HB est diagonale avec un conditionnement de 1, le cas plus général de
l’affinité est plus difficile à cause de la difficulté intrinsèque de l’estimation de mouvement.
En pratique, cette difficulté est limitée, comme on le montre dans l’expérience qui suit.
Pour produire la Table 3.1, on a calculé la moyenne de l’erreur de reconstruction de 10
expériences avec estimation de paramètres en fonction du nombre d’images. On a utilisé
un algorithme de gradient conjugué non linéaire, arrêté après le même nombre d’itérations
(5 itérations). Pour chaque expérience, le point de départ ~d de l’algorithme est une pertur-
bation aléatoire de la solution (les translations varient aléatoirement avec un écart type de
1/5eme de pixel, de 3 degrés pour les rotations, et 1 pourcent pour le zoom).
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N 4 12 40
jj~ud   u0jj=jju0jj 3.19 0.2 0.1
jj~u  u0jj=jju0jj 2.5 0.06 0.04
TABLE 3.1. Erreur de reconstruction moyenne en fonction du nombre d’images. ~ud =
A(~d)
yw
3.2.3 Conclusion sur le conditionnement et expériences réelles
Dans cette section, on a étudié l’évolution du conditionnement en fonction de N . Pour
la SR, l’interpolation et l’estimation des paramètres jouent chacune un rôle dans la difficulté
du problème. Lorsque l’on fait une hypothèse de mouvement aléatoire avec une distribution
réaliste, la partie interpolation tend vers un système parfaitement inversible. L’estimation
du mouvement est plus difficile car l’estimation de chaque affinité a un conditionnement
intrinsèque. Ce conditionnement dépend du contenu fréquentiel de l’image et de la valeur
des paramètres de mouvements. Si le mouvement est translationnel, le conditionnement
est de 1 pour des signaux pleine bande. Dans le cas général, ce conditionnement devient
bon expérimentalement lorsque les mouvements ne sont pas dégénérés. Il serait intéressant
d’étudier plus en détail le problème du recalage des images. Maintenant que l’on sait que
l’on peut bien estimer les mouvements à partir d’une solution initiale, il faudrait étudier la
taille des minima locaux (c’est à dire l’ensemble de paramètre pour lesquels le minimum
est valable) pour ensuite déterminer la finesse de l’estimation initiale dont on a besoin. Une
telle analyse a été effectuée dans le cadre du recalage multi-echelle d’images [111].
On montre figure. 3.9 le résultat de deux expériences de SR sans régularisation. On a
utilisé des images qui n’ont pas de repliement spectral dans la grille native pour pouvoir
simuler une image de vérité terrain. La première expérience est une série de photographies
d’une image de ville imprimée. La deuxième est une série de photographies de feuilles en
extérieur. Pour chaque expérience, on a pris 20 images avec un appareil photo tenu à la
main. On a sous-échantillonné ces images par un facteur 2 et on a effectué la reconstruction
sans régularisation avec M = 2. On compare le résultat avec l’image de référence qui est
une version bruitée de la vérité terrain. On observe que tous les détails ont été reconstruits
parfaitement, particulièrement sur les bords repliés, et que le bruit a été réduit.
On voit donc qu’avec une rafale de photographies qui acquiert un nombre d’images
réalisable, avec des scènes immobiles, on peut effectuer la super-résolution sur des données
réelles sans régularisation.
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(a) BR (b) BR
(c) Référence (d) Référence
(e) No reg SR (f) No reg SR
FIGURE 3.9. Deux expériences de super-résolution sans régularisation avec données
réelles. (a) (b) image BR pour les expériences 1 et 2, (c) (d) images de référence (vérité
terrain + bruit) (e) (f) images reconstruites sans régularisation.
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3.2.4 Calculs intermédiaires pour la hessienne
En utilisant les règles de dérivations usuelles, on a au point 0 :
@
@i
[AAy] =
@
@i
[A]Ay +A
@
@i
[Ay] (3.48)
=
@
@i
[A]Ay  A(AHA) 1 @
@i
[AHA]Ay +A(AHA) 1
@
@i
[AH ] (3.49)
=
@
@i
[A]Ay  AAy @
@i
[A]Ay   (Ay)H @
@i
[AH ]AAy + (Ay)H
@
@i
[AH ]
(3.50)
=(I  AAy) @
@i
[A]Ay + (Ay)H
@
@i
[AH ](I  AAy) (3.51)
=2Re((I  AAy) @
@i
[A]Ay) (3.52)
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CHAPITRE 4
APPLICATION À LA SUPER-RÉSOLUTION À
HAUTE DYNAMIQUE
Le travail décrit dans cette partie a été réalisé en collaboration avec Cecilia Aguerre-
bere (Telecom Paristech). On y utilise les résultats obtenus sur le conditionnement de la
reconstruction SR pour déterminer une quantité de données suffisante pour effectuer une
super-résolution et une imagerie haute dynamique simultanément.
La plage dynamique que le capteur d’un appareil photo peut capturer est limitée. Les
scènes qui présentent une forte dynamique donneront des images saturées ou sous-exposées.
Une façon d’éviter ces effets est de prendre plusieurs photographies de la scène avec des
temps d’exposition différents. On appelle ce processus imagerie haute dynamique (High
Dynamic Range (HDR) imaging). Dans cette section, on effectue simultanément cette ima-
gerie avec la super-résolution.
Plusieurs algorithmes de génération d’images HDR ont été proposés depuis les travaux
de Mann et Picard [67]. Le principe repose sur le calcul d’une moyenne pondérée, prenant
en compte les temps d’exposition des différentes acquisitions de chaque pixel. Ce que l’on
cherche à estimer est l’irradiance réelle de la scène, c’est-à-dire l’intensité de la lumière
qui arrive sur le capteur de l’appareil. Plusieurs schémas de pondération ont été propo-
sés [34, 72, 87, 60, 50, 56, 1]. Le point principal à noter est qu’il est impossible d’aligner
des images correctement si elles sont affectées par du repliement spectral (on ne peut pas
appliquer la transformation géométrique différemment sur les parties repliées ou non). Cela
justifie l’utilisation d’une méthode jointe pour produire des images super-résolues de grande
dynamique.
Il existe plusieurs travaux sur l’imagerie de super-résolution à haute dynamique (HDR-
SR ) jointe. La plus conventionnelle est d’utiliser une minimisation des moindres carrés,
comme pour la SR, mais en considérant le domaine de l’irradiance [52, 28] ou d’irradiance
transformée [14]. D’autres approches [118] alignent les images BR en utilisant un flot op-
tique puis minimisent une énergie régularisée pour obtenir le résultat. Rad et coll. [5] ré-
alignent les images BR puis utilisent une triangulation de Delaunay et une interpolation
bicubique. Le problème a aussi été étudié dans le cadre de la conception de capteurs adap-
tés [75, 74]. Toutes ces méthodes utilisent une régularisation. Comme précédemment, on se
pose la question du nombre d’images pour obtenir une HDR-SR bien informée. On a aussi
intégré les derniers résultats de l’imagerie HDR pour déterminer l’algorithme à utiliser. Les
résultats théoriques obtenus sont mis en pratique lors d’expériences réelles.
On considère le modèle d’acquisition de l’irradiance suivant :
A : RMlMl ! RN(ll)
u! (wi)i=1;:::;N = (
iGiSQiu)i=1;:::;N ;
(4.1)
où u 2 RMlMl est maintenant une irradiance HR, Gi 2 R(ll)(ll), Gi = gti est le
gain d’acquisition ( que l’on prendra à g = 1 sans perte de généralité et pour simplifier les
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expressions) et ti est le temps d’exposition de chaque image BR. 
i 2 R(ll)(ll) est la
matrice diagonale qui prend la valeur 1 si le pixel j n’est ni saturé ni sous-exposé pour le
temps d’exposition ti et 0 autrement. On suppose que 
 = (
i)i=1;:::;N est de rang plein
(tous les pixels sont illuminés au moins une fois). On fait quelques simplifications pour
faciliter l’étude. On suppose que la réponse des capteurs est linéaire. La PSF est négligée
comme avant. L’erreur de quantification n’est pas considérée, car elle est négligeable devant
les autres bruits (à part dans des conditions de très basse lumière). On considère toujours un
modèle de bruit additif n :
w = Au0 + n: (4.2)
Un modèle de Poisson avec approximation gaussienne [2] donne un bruit gaussien spa-
tialement variable
n = nu + nR; (4.3)
où nu est un bruit gaussien de matrice de covariance u proportionnelle à l’irradiance
(u = diag(Au0)) et nR est un bruit de lecture gaussien constant de variance 2R. La
matrice de covariance de n est donc  = diag(Au0) + 2RI .
4.1 Méthode de reconstruction
On minimise l’attache aux données L2 :
~u = argminukW 1=2(Au  w)k22: (4.4)
La multiplication parW 1=2 =  1=2 normalise le bruit à une variance constante, la solution
de (4.4) donne l’estimateur non biaisé de variance minimale. Comme les poidsW dépendent
de l’irradiance u0, une procédure itérative est nécessaire. En pratique, une seule itération en
utilisant une version filtrée des images BR est suffisante. La méthode itérative de calcul de
l’irradiance [50] est presque optimale dans le cadre de la HDR [1]. Si 
i = I , Gi = I et
W = I (pas de HDR), l’équation (4.4) est la super-résolution L2 conventionnelle.
4.2 Stratégie pour le choix des paramètres d’acquisition
Pour effectuer pratiquement la HDR-SR, on doit définir le nombre d’images à acquérir
ainsi que les temps d’expositions. Pour des temps t1; : : : ; tN , l’erreur de reconstruction
peut être arbitrairement large. Il n’est pas possible de trouver a priori les temps d’exposition
qui minimisent l’erreur de reconstruction du problème joint. Notre but est de chercher à
savoir s’il est possible de trouver des paramètres qui garantissent la qualité du résultat. Pour
cela, on propose de définir une stratégie de choix des paramètres qui combine les résultats
d’optimalité des problèmes de HDR et SR séparés.
Stratégie suivie : Pour le problème de HDR, une image HR est obtenue à partir de p
images avec des temps t1; : : : ; tp, ces temps sont choisis pour minimiser l’erreur de re-
construction HDR (procédure détaillée dans [104]). On propose d’utiliser les conditions de
SR qui estiment le mieux chacune de ces p images. Cela garantit que la méthode jointe de
reconstruction donne un bon résultat.
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Étant donné un ensemble de temps d’expositions t1; : : : ; tp qui minimisent une erreur
de reconstruction HDR, on doit considérer 2 cas. Premièrement, s’il n’y a aucune limite sur
le temps d’exposition total et le nombre d’images, pour chaque temps (ti)i=1;:::;p, le mieux
est de prendre autant d’images que possible. D’après la section 3.2, l’erreur diminuera en
fonction. Une seconde possibilité est que des limites sur les paramètres existent. Dans la
partie suivante, on montre que si le temps d’exposition total est limité, il existe un nombre
optimal d’images pour minimiser l’erreur de reconstruction.
4.3 Borne d’erreur de reconstruction pour la HDR-SR
Dans cette section, on borne l’erreur de reconstruction de la HDR-SR pour un temps
total d’exposition fixé T et un nombre d’images N acquises avec un temps d’exposition
égal T=N .
4.3.1 Nombre optimal d’images pour un temps d’exposition total fixe
On étudie le cas sans saturation. On a alors 
i = I . Un nombre d’images N avec
un temps d’exposition total T sont acquises. Comme le gain est linéaire le problème est
équivalent à l’acquisition deN irradiances BR v avecA0 = G 1A, et un bruit n0 de matrice
de covariance. Avec t = T=N , on a :
0 = diag(A0u0=t+ 2R=t
2): (4.5)
Alors,
v = A0u0 + n0: (4.6)
A0 est alors l’opérateur de super-résolution conventionnel. On peut donc utiliser les résultats
des sections précédentes directement. Le problème devient alors :
~u = argminvkW 01=2(A0u0   w)k22; (4.7)
avecW 0 = 0 1.
Borne de l’erreur de reconstruction : Onmontre que l’énergie du bruit de reconstruction
nrec est bornée par (calculs développés dans la section 4.5)
knreck22 
(N)2
2max(A
0)
m2l2
~m
(1 + rN)N2; (4.8)
où (N) est le conditionnement de A0HA0 (qui est une variable aléatoire qui dépend de
N selon la section précédente), m = sup(u0) w sup(A0u0), ~m = inf(u0) w inf(A0u0),
r = 2R=(Tm). Le nombre optimal d’images pour un temps total fixe est alors celui qui
minimise knreck22.
On a montré dans la section précédente que (N) peut être borné en probabilité par une
fonction de N décroissante. De plus, on peut montrer (6.2) que N=M2  2max(A0)  N .
On peut donc, pour minimiser la borne d’erreur, minimiser la fonction
f(N) = (N)2(1 + rN)N; (4.9)
en fonction deN . (N) décroît vers 1. En conséquence, f a un minimum global. Le facteur
r est proportionnel à 2R et ne peut être négligé en basse lumière.
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4.3.2 Étude expérimentale de f(N)
Données synthétiques : Pour illustrer le comportement de f(N), on calcule la courbe
pour le cas translationnel 2D. Pour chaque N , on génère 100 paramètres de translation
aléatoire et calcule f(N) en calculant explicitement (N). On fait de même pour la super-
résolution affine. Seulement, (N) est approximé par le rapport knreck2=knink2. Dans la
figure 4.1, on montre les résultats obtenus avec M = 2 et r = 0:03 (avec les valeurs
réalistes : 2R = 30, T = 1=10,m = 10
4).
On vérifie que le minimum de f n’est pas atteint au cas critique (N = M2 = 4). Il
vaut donc mieux prendre plus de M2 images pour un temps total donné. On observe une
dégradation de la performance pour des grands N . Ceci s’explique que chaque image est
illuminée par un temps d’exposition plus court. Le bruit de variance 2R devient prépondé-
rant. La quantité de bruit dans les images BR devient trop grande pour être compensée par
l’effet moyenneur de la super-résolution.
Le facteur r peut être vu comme l’inverse de la gamme dynamique de l’irradiance.
Lorsque r diminue, le minimum de f(N) est atteint pour un N plus grand. Enfin, on
remarque que la borne d’erreur augmente lentement après le minimum. Si on choisit un
nombre d’images un peu plus grand que pour le minimum, le résultat sera peu changé.
Données réelles : On vérifie ces résultats sur données réelles. On prend des photos d’une
surface plane pour la figure 4.2. On compare l’erreur de reconstruction HDR-SR (M = 2)
obtenue à temps total constant T , mais pour 2 temps d’expositions, t1 = 1=41 et t2 = 1=64,
et 2 différents nombres d’imagesN1 = T=t1 etN2 = T=t2. De la même façon, on compare
à nombre d’images fixé. L’erreur de reconstruction montrée figure 4.2 est estimée à partir
des parties grises de l’image. Dans cet exemple, pour un nombre fixe d’images, il est plus
intéressant d’utiliser le temps d’exposition le plus long 1=41 secondes. Pour un temps total
fixé, il est plus intéressant de combiner plus d’images à 1=64 secondes. La différence est
visible sur les images .
4.3.3 Discussion et conséquences pratiques
– Avec un temps d’exposition total fixé, le nombre d’images N est supérieur au
nombre critique (M2). N ne doit pas être trop grand, car l’erreur augmente à par-
tir d’une certaine valeur.
– Avec un nombre d’images fixé, prendre le plus d’images possible est toujours plus
intéressant. Cependant, si on se trouve à la valeur optimale de N , on sait que l’on ne
pourra pas faire mieux à temps total fixé. C’est cette remarque qui va guider notre
choix de N pour les expériences pratiques.
4.4 Expériences réelles
On effectue des expériences comme suit : on calcule des temps d’expositions [104]
optimaux au sens de la HDR, à partir d’un histogramme de la scène. Pour chaque temps
d’exposition, on prend un nombre d’images proche du minimum de f(N). En pratique
pourM = 2, le minimum est atteint autour de N = 20. De plus, N = 20 est un nombre de
photos qu’il est facile de prendre pratiquement, ce qui fixe notre choix.
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FIGURE 4.1. log(f(N)) en fonction de N (M = 2). (a) Résultats pour 100 expériences
(bleu) et moyenne (rouge)de la SR 2D translationnelle en fonction deN avec r = 0:03 . Le
minimum est atteint en N = 12 . (b) Moyenne log(f) pour différentes valeurs de r pour la
SR translationnelle. Minimum à 12 (r=0.3), 13 (r=0.03) et 30 (r=0.003). (c) Super-résolution
affine, 20 expériences par valeur deN . Le minimum est atteint enN = 19, (d) Moyenne de
log(f(N)) pour différentes valeurs de r de la SR affine. Minimum à 14 (r=0.3), 19 (r=0.03)
et 34 (r=0.003).
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FIGURE 4.2. Erreur de reconstruction en fonction du temps d’exposition total et du
nombre d’images (M = 2). (a) Erreur en fonction du temps total. (b) Erreur en fonction
de N . (c) SR avec 7 images à 1=41s. (d) Une image BR à 1=41s. (e) SR avec 10 images à
1=64s. (f) Une image BR à 1=64s.
Ces expériences ont été effectuées pour tester la capacité de notre stratégie d’acquisition
à retrouver tout le contenu dynamique et fréquentiel sans régularisation. Les photos ont été
prises avec un appareil commercial haut de gamme (photos brutes, format RAW).
Surface plane : On utilise une surface plane illuminée par une source de lumière forte,
qui génère 2 niveaux d’irradiance, on est ainsi dans l’hypothèse affine. On calcule 3 temps
d’exposition optimaux : 1100 ,
1
80 et
1
32 secondes. Ensuite, on prend 20 photos avec un ap-
pareil tenu à la main pour chacun de ces 3 temps (le temps total est approximativement de
1:1 secondes). On résout le problème (4.4) avec les 60 images. La figure 4.3 montre des
exemples de chaque temps d’exposition et de la saturation correspondante dans le domaine
de l’irradiance. On observe l’augmentation de la saturation avec le temps d’exposition.
Dans la figure 4.4, on montre le résultat de la reconstruction HDR-SR de facteurM = 2
avec le résultat d’une interpolation bicubique pour pouvoir comparer. Comme attendu, le
résultat de la HDR-SR est plus net et moins bruité que l’interpolation bicubique. Dans ce
cas, on voit que le contenu fréquentiel n’est pas très riche. Cependant, la reconstruction
d’information fréquentielle manquante est visible.
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FIGURE 4.3. Images BR et Saturation. Irradiance BR avec différents temps d’exposition
et leurs masques de saturation respectifs (parties saturées en noir) (a) image à 1100s, (b)
image à 180s, (c) image à
1
30s, (d) saturation pour (a), (e) saturation pour (b), (f) saturation
pour (c).
Scène complexe : On fait l’expérience dans une scène plus complexe montrée figure 4.5.
On trouve les temps d’exposition suivants : 164 ,
1
41 et
1
32 secondes. On prend 20 images
par temps. Le temps total est de 1:4 secondes. On effectue la HDR-SR dans des régions
de l’image qui vérifient l’hypothèse affine. Dans la figure 4.6, on montre le résultat de la
HDR-SR pour une région sombre et une région claire de la scène. La reconstruction des
détails de haute résolution est particulièrement visible sur les parties de l’image en focus
(figure 4.6(d) et 4.7 ). En particulier, le repliement de l’image BR (que l’on remarque sur le
texte) est réduit.
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FIGURE 4.4. Résultat de la HDR-SR avec 60 images (a) interpolation bicubique de la
première image BR, (b) notre résultat de HDR-SR, (c) détail de (a), (d) détail de (b), (e)
Spectre de fréquence 2D de (a), (f) Spectre de fréquence 2D de (b).
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(a) (b)
FIGURE 4.5. Scène à 2 temps d’exposition différents.
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Référence BR HDR-SR
(a) (b)
(c) (d)
FIGURE 4.6. Résultats de HDR-SR avec 60 images (a) image BR, (b) notre résultat HDR-
SR, (c) image BR, (d) notre résultat de HDR-SR
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(a) (b)
FIGURE 4.7. Détail de la HDR-SR avec 60 images (a) détail de la figure 4.6(c), (b) détail
de la figure 4.6 (d).
55
4. APPLICATION À LA SUPER-RÉSOLUTION À HAUTE DYNAMIQUE
4.5 Calculs intermédiaires pour la borne sur l’erreur de
reconstruction
On utilise d’abord les inégalités de normes d’opérateur
knreck22 = k(A0HW 0A0) 1A0HW 0nink22 (4.10)
 k(A0HW 0A0) 1k2opkA0HW 01=2k2opkW 01=2nink22 (4.11)
 
2
max(A
0)2max(W 01=2)
4min(A
0)4min(W 01=2)
l2N (4.12)
(N) est le conditionnement de A0HA0 (on rappelle que (N) = 
2
max(A
0)
2min(A
0) ). Comme W
0
est diagonal,
knreck22 
(N)2
2max(A
0)
(mN=T + 2cN
2=T 2)2
~mN=T + 2cN
2=T 2
l2N (4.13)
 (N)
2
2max(A
0)
m2l2(1 + rN)
~m(1 + ~rN)
(1 + rN)N2 (4.14)
où m = sup(u0) w sup(A0u0), ~m = inf(u0) w inf(A0u0), r = 2R=(Tm), ~r =
2R=(T ~m). En utilisant l’inégalité
(1+rN)
(1+~rN)  1, on a
knreck22 
(N)2
2max(A
0)
;
m2l2
~m
(1 + rN)N2: (4.15)
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CHAPITRE 5
RÉGULARISATION DES PROBLÈMES DE
SUPER-RÉSOLUTION INVERSIBLES MAL
CONDITIONNÉS
Lorsque le problème d’interpolation SR par minimisation L2 est inversible, mais mal
conditionné, l’amplification du bruit lors de l’inversion rend inévitable une régularisation
ou l’application d’un débruitage après le traitement. On décrit ici le comportement local
du conditionnement lorsque l’on suppose des petits mouvements. On en déduit une ma-
nière de régulariser qui préserve le signal au mieux possible en faisant intervenir moins de
régularisation.
5.1 Conditionnement local
La fusion des grilles BR est une grille d’échantillonnage qui n’est pas périodique en gé-
néral (exemple figure 5.1). Si le nombre d’images est limité et les mouvements sont petits,
on observe des variations locales de la distribution spatiale des échantillons, ce qui mène
à une variabilité de la puissance du bruit résiduel après la minimisation L2 (moindres car-
rés). Dans cette section, on prédit ce comportement local du bruit à l’aide d’une mesure
de conditionnement local dans le cas de petits mouvements (hypothèse justifiée pour le cas
d’un appareil photo tenu à la main). On utilise ensuite cette prédiction pour régulariser l’in-
version de manière localement adaptative.
On étudie le conditionnement pour des cas proches du cas critique : N  M2, N est
proche de M2 et le problème est inversible (voir Chapitre 3). On a observé que lorsque le
nombre d’images devient proche deM2 la probabilité d’avoir un problème mal conditionné
est non négligeable (décroissance du conditionnement en O( 1p
N
)). On introduit le condi-
tionnement local d’un problème translationnel pur équivalent. On justifie cette notion de
conditionnement local en comparant localement le bruit de reconstruction nR du système
et le bruit de reconstruction d’un problème translationnel pur. Lorsque les images BR sont
contaminées par un bruit n, on rappelle que le bruit de reconstruction par minimisation L2
est
nR = A
yn (5.1)
On calcule l’énergie de ce bruit localement. On restreint l’espace image de l’application
Ay à un pixel BR dans l’espace des images HR pour étudier ce comportement local. Cela
revient à restreindre l’espace de départ de l’application A. Cette hypothèse signifie que le
bruit de reconstruction est restreint localement. Soit x0 = [x0; y0] et x 2 [x0; x0 +M  
1]  [y0; y0 +M   1] = D  Z2. Soit 1x la fonction indicatrice du pixel x 2 D dans les
images HR (prend la valeur 1 au pixel x et 0 sinon).
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On considère maintenant la restriction de l’opérateur d’acquisition A à ce domaine D :
Ax0 : F = vect((1x)x2D)! E = A(vect((1x)x2D)
u! Ax0u
(5.2)
On appelle conditionnement local (x0) à la position x0, le conditionnement de Ax0 . Le
conditionnement est le ratio des bornes supérieure et inférieure de la quantité (plus grande
et plus petite valeur singulière)
jjAx0ujj; jjujj = 1: (5.3)
On étudie le comportement de cette quantité. Pour cela, on considère une image u 2 F
décomposée dans la base des pixels HR (1xk)k. Soit u =
P
k bk1xk 2 F avec jjujj = 1.
On a :
jjAx0ujj2 = jj
X
k
bkA1xk jj2 (5.4)
=
X
k1;k2
bk1bk2(1xk1 )
HAHA1xk2 (5.5)
=
X
k1;k2
bk1bk2
X
i=1;N
X
y2 
sincd(y   i;k1)sincd(y   i;k2) (5.6)
où sincd est l’interpolateur de Shannon fini discret. Les vecteurs i;k = qixk sont les trans-
lations induites par les mouvements affines et   est la grille d’échantillonnage HR. Comme
la fonction sincd est différentiable, on peut utiliser le théorème des accroissements finis
pour comparer cette expression à une expression translationnelle pure et obtenir :kAx0uk2   kAtrx0uk2  ck   trk2 (5.7)
où  = (i;k)i;k est l’ensemble des translations induites par le mouvement. c est une
constante qui dépend du gradient de la fonction sincd. Le vecteur tr est  moyenné sur
le pixel BR (sur l’indice k, décrit le domaine D) et Atrx0 est l’opérateur translationnel SR
pur associé à tr. La constante c ne dépend pas de x0. On déduit que, pour des mouvements
suffisamment petits, l’énergie du bruit du système se comporte de la même façon que dans
le cas translationnel. Les expériences montrent que pour des affinités dans une petite plage
de valeur (rotations entre -5 et +5 degrés, zoom entre 0:95 et 1:05), on peut utiliser
(x0) = cond(R) comme une mesure locale du conditionnement, avec R défini comme
dans la section 3.2 avec les translations tr. Le résultat de cette prédiction est montré dans
la figure 5.1. La carte de prédiction du conditionnement local correspond bien à la carte
d’intensité du bruit de reconstruction. On observe par ailleurs que les variations du bruit (et
du conditionnement) peuvent être très forte à l’intérieure d’une image HR reconstruite par
minimisation L2.
Dans la figure 5.2, on étudie expérimentalement la plage de validité de l’estimation du
conditionnement local. Pour chaque expérience, on génère des translations aléatoires dans
[0;M ]. On fait varier la plage des paramètres aléatoires de zoom et de rotation. Lorsque
cette plage augmente, les variations de l’estimateur de conditionnement local deviennent
trop grandes pour pouvoir être utilisées comme prédiction de la quantité de régularisation.
On étudie, figure 5.3, la validité de l’hypothèse lorsque la plage de rotation augmente. La
corrélation entre le conditionnement local et le bruit de reconstruction observé diminue.
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FIGURE 5.1. Conditionnement local du problème de SR. (a) Zoom sur la fusion des 4
grilles BR (60 60 pixels coin en haut à gauche). (b) Exemple d’image BR. (c) Amplitude
du bruit de reconstruction (échantillonné sur la grille BR) normalisé par la variance du bruit
d’entrée. (d) Conditionnement local 2
p
(x).
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(a) (b)
(c) (d)
FIGURE 5.2. Variabilité de l’approximation de conditionnement local. Carte de la pré-
diction log(x) pour différentes variabilités des paramètres. (a) Zoom entre -1% et 1%,
rotations entre -1 et 1 degrés, (b) Zoom entre -2.5% et 2.58%, rotations entre -3 et 3 degrés.
(c) Zoom entre -5% et 5%, rotations entre -5 et 5 degrés. (d) Zoom entre -10% et 10%,
rotations entre -20 et 20 degrés.
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FIGURE 5.3. Validité de l’approximation de conditionnement local. Corrélation entre
log() et log(n2R). En bleu, les expériences, en rouge la moyenne.
61
5. RÉGULARISATION DES PROBLÈMES DE SR INVERSIBLES MAL CONDITIONNÉS
5.2 Régularisation locale
Pour la super-résolution, deux types de régularisation ont été principalement utilisés :
la régularisation de Tychonoff [53] et la régularisation TV (ou TV anisotrope) [43, 45, 57,
113]. On observe le comportement local de la régularisation induite par la troncature du
gradient. On propose ensuite une régularisation locale par variation totale où notre mesure
de conditionnement local définit des poids pour le terme de variation totale.
5.2.1 Régularisation locale par troncature du gradient conjugué
L’algorithme du gradient conjugué (CG pour "conjugate gradient") est une manière ra-
pide de résoudre un problème de minimisation L2 [49] lorsque le système est bien condi-
tionné. Dans le cas contraire, on a observé que le gradient conjugué tronqué régularise prin-
cipalement dans les zones mal conditionnées. Lorsque l’on effectue le gradient conjugué,
on calcule l’application linéaire inverse de manière itérative. On rappelle qu’un système
utilisant une approximation de rang r de l’identité est résolue par au plus r + 1 itérations
de CG (la démonstration peut être trouvée dans [49]. Tronquer le CG revient à résoudre
le problème avec une régularisation de Tychonoff sur les plus petites valeurs propres (pas
montré dans [49]) :
Proposition 5.2.1. Soit ~ur le résultat de l’algorithme de CG tronqué à r itérations pour le
problème argminujjAu  wjj22. Soit :
ur = argminjjA(I   P )u  wjj2 + jjPujj22 (5.8)
avec  la r+1 plus grosse valeur propre deAHA et P un projecteur sur les espaces propres
ayant des valeurs propres plus petites que , alors :
jj~ur   urjj2  c (5.9)
où c est une constante qui dépend de r.
Démonstration. On décompose AHA comme une approximation de rang r de l’identité
plus une matrice résiduelle :
AHA = :I +D + L
où  est la r + 1-ème plus grande valeur propre, D est une matrice de rang r obtenue en
soustrayant  des r plus grandes valeurs propres. La matrice L résultante a une norme de
Frobenius jjLjjF < . Étant donné une inconnue, trouver la solution de la r-ième itération
de CG est une application lipschitzienne par rapport à la norme de Frobenius de la matrice
à inverser. On a donc que le résultat ~ur de la r-ème itération avec AHA :
jj~ur   urjj  c
où c est la constante de Lipschitz et ur est le résultat de la r-ème itération avec :I +D, ce
qui correspond à la minimisation de l’équation (5.8)
Cette approximation est meilleure lorsque  est petit. La troncature du gradient conju-
gué revient à une régularisation de Tychonoff qui cherche à minimiser la norme sur les
plus petites valeurs propres de AHA. Elle n’est donc pas particulièrement conçue pour des
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(a) (b) (c) (d)
FIGURE 5.4. Influence du nombre d’itérations de gradient conjugué sur la solution. (a)
image HR idéale (b) Résultat après 50 itérations (c) après 100 itérations et (d) 200 itérations.
images naturelles, car elle dépend uniquement de l’opérateur d’acquisition A et non d’une
hypothèse de régularité sur le contenu de la scène à photographier.
Les espaces propres associés à ces petites valeurs propres sont principalement localisés
dans les zones mal conditionnées. Cela vient du fait que la valeur propre la plus grande
est associée aux images constantes, et que les valeurs propres sont positives. Comme la
décomposition sur une base propre préserve l’énergie, l’énergie associée aux plus petites
valeurs propres est localisée dans les zones mal conditionnées. On peut donc considérer que
le CG tronqué est une régularisation locale. Ce fait est illustré dans la figure 5.4, avec l’effet
de la troncature à différentes étapes. Dans cette expérience, le bruit de reconstruction est
minimisé pour une certaine troncature du gradient conjugué. Lorsque le nombre d’itérations
croît, on observe que l’erreur à un comportement local comme on s’y attend, car le gradient
conjugué tend vers la solution de la minimisation L2.
5.2.2 Régularisation locale par pondération de la TV
Dans [97], les auteurs proposent de pondérer la variation totale anisotrope par les termes
diagonaux de l’opérateur ce qui est une façon empirique de prendre en compte le condition-
nement local. On cherche à minimiser l’attache aux données L2 régularisée par variation
totale :
J(u) = kAu  wk22 + TV(u)
TV(u) =
Z
:jruj (5.10)
où (x) = min(r; log()) avec r un paramètre de tolérance et  est le paramètre de régu-
larisation global, que l’on suppose connu et fixe. Lorsque  est constant, TV est la régu-
larisation par variation totale classique. Dans [106], on a d’abord choisi (x) = log((x))
expérimentalement. On justifie qualitativement ce choix plus fin pour  en utilisant un mo-
dèle simple. Dans la pratique, on utilise une version discrétisée lissée de la fonction TV .
Pour expliquer notre choix de la fonction , on considère un problème translationnel
pur avec régularisation TV globale. On cherche à savoir de quelle manière le paramètre de
régularisation doit être réglé pour que le contenu fréquentiel de l’image HR soit respecté au
maximum. La régularisation peut échouer et détruire des détails de l’image. En revanche,
le bruit généré par l’inversion n’est pas corrélé à l’image. Notre objectif est de préserver au
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maximum les données. On cherche donc un 0 qui minimise la fonction de risque suivante
(avec 2 un paramètre de tolérance) sous un modèle gaussien pour n :
0 = argmin min(Ek~u   uk2; 2)
avec ~u = argmin~uJ(~u):
(5.11)
Autrement dit, on préfère un petit bruit de reconstruction d’énergie 2 à une régularisation
donnant la même erreur.
Il a été montré dans [27] que la solution d’un problème avec régularisation TV peut être
calculée grâce à un algorithme de point fixe utilisant une linéarisation du gradient de la
variation totale @TV (u). Cet algorithme est aussi appelé méthode de Weiszfeld. C’est l’al-
gorithme que nous avons utilisé pour les expériences à la fin de cette section. Il permet
aussi d’avoir un modèle linéaire de la fonctionnelle autour de la solution (lorsque l’algo-
rithme a convergé). À chaque itération n, on linéarise ce terme en utilisant une estimation
de l’image HR précédente ~un 1 : (@TV )n  Bn =  div rjr~un 1j . Soit B cet opérateur
linéaire, lorsque l’algorithme a convergé (~un  u0). On a (on rappelle que R = AHA) :
~u = (R+ B)
 1AHw: (5.12)
En utilisant l’indépendance entre signal et bruit,
Ek~u   u0k2 =k(R+ B) 1Bu0k2
+ Ek(R+ B) 1AHnk2: (5.13)
On écrit cette égalité dans chaque sous-espace propre de R + B. Si R et B commutent,
les valeurs propres sont la somme des valeurs propres de R et B. On suppose qu’elles
commutent approximativement. Soit 2i les v.p. de R et i les v.p. associées de B dans la
diagonalisation jointe. Alors on peut décomposer le risque () = Ek~u   u0k2 =
P
i 
2
i
avec :
2i  (2i + i) 2(2k(Bu0)ik2 + k(AHn)ik2): (5.14)
Chaque 2i est minimisé par 0 =
ik(AHn)ik2
2i k(Bu0)ik2
= knik
2
ikuik2 (proche de la solution du filtrage
de Wiener). Si la régularisation est parfaite (c’est-à-dire ikuik2 est une constante), le pa-
ramètre de régularisation ne dépend pas de A. Cependant, le comportement de
P
i 
2
i sous
un modèle de bruit pour ikuik2 est en général plus complexe. . Si les deux matrices ne
commutent pas les v.p. de R+B sont bornées par 2i +max et on peut borner le risque
dans les espaces propres grâce à cette inégalité.
En réécrivant l’équation 5.11 dans ces espaces propres, on obtient
0 = argminmin
 X
i
2i ; 
2
!
(5.15)
On représente figure 5.5 la relation entre le  optimal et log(). Pour vérifier ce résultat,
une expérience a été générée en calculant le  optimal pour différentes réalisations d’une
SR translationnelle avec régularisation TV pour l’image baboon. L’autre est générée en
utilisant la minimisation (5.15) et des paramètres constants pour i, j(Bu)ij et jnij. Dans
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FIGURE 5.5. Paramètre optimal de régularisation en fonction du conditionnement.
Notre choix pour  est la courbe en rouge. (a) Paramètre de régularisation optimal en fonc-
tion du conditionnement pour la SR translationnelle. (b) Paramètre de régularisation pour la
SR translationnelle obtenu en minimisant la fonction de risque de l’équation (5.15).
les deux cas, on observe que ce  optimal suit le modèle de fonction du conditionnement
que l’on a choisi.
La complexité de notre algorithme de régularisation locale est la complexité de la
super-résolution TV globale plus le coût du calcul du conditionnement local. Ce coût est
O(CM;N (ML)
2), où CM;N est le coût du calcul du conditionnement d’un systèmeM N
(les systèmes SR sont calculés rapidement dans le domaine de Fourier comme montré dans
l’équation (3.22) ). Le conditionnement local doit être utilisé lorsque le nombre d’images
est proche de M2. Le coût additionnel de ce calcul est petit comparé au coût de la SR ré-
gularisée par TV qui est de O(KitCSR) opérations, où Kit est le petit nombre d’itérations
(typiquement 3) requis pour la convergence de l’algorithme de point fixe, et CSR est le coût
de la minimisation SR L2 sans régularisation.
5.3 Expériences
On effectue une première expérience de super-résolution synthétique avec M = 2. On
génère N = 4 images BR bruitées à partir d’une image HR de taille 240  240 (SR avec
M = 2, rotations entre  5 et 5 degrés, translations uniformément distribuées dans [0;M ]2,
zoom entre 0:95; 1:05). L’image HR ainsi qu’une image BR sont représentées figure 5.6.
On montre figure 5.8 le résultat de la régularisation locale, comparé à une régularisation
globale. On effectue l’interpolation SR sans régularisation, avec régularisation TV globale
et locale avec paramètre optimal. On a utilisé notre connaissance de l’image parfaite pour
déterminer le paramètre de régularisation donnant le meilleur PSNR pour les deux types
de régularisation. Pour la régularisation globale, l’image résultante est excessivement lissée
dans les endroits ayant un meilleur conditionnement, et pas assez à d’autres endroits. Avec la
régularisation locale, il y a lissage seulement dans les zones mal conditionnées. Cela donne
une meilleure reconstruction de l’image HR. Les différences sont particulièrement visibles
sur les images représentant le bruit de reconstruction ainsi que le montre l’agrandissement
de la figure 5.7.
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(a) Image HR (b) Une image BR
FIGURE 5.6. Images HR et BR de la première expérience.
Dans la figure 5.9, on effectue une autre expérience synthétique avecM = 3. On génère
cette expérience de la même façon que la précédente avec N = 10. La préservation du
signal est améliorée avec la régularisation locale par rapport à la régularisation globale. On
observe mieux cette préservation sur les cartes de différences (figure 5.9 (e)(f)).
figure 5.10, notre régularisation locale est utilisée pour des images réelles. On utilise
4 images de l’expérience 2 de la figure figure 3.9 (Section 3.2). Le résultat de la SR sans
régularisation montre le comportement local du bruit décrit précédemment. Ce comporte-
ment est bien prédit par le conditionnement local. Le résultat de la SR avec régularisation
locale a amélioré la netteté dans les zones bien conditionnées par rapport à la régularisation
globale. La zone qui bénéficie de cette régularisation est montrée figure 5.11.
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(a) Régularisation globale (b) Régularisation locale
FIGURE 5.7. Détail régularisation TV locale. Détails de la figure 5.8.(e) et 5.8.(g).
(a) SR sans régularisation (b) SR avec régularisation globale
optimale
(c) SR avec régularisation locale
optimale
(d) Erreur PSNR= 22.70dB (e) Erreur PSNR=30.56dB (f) Erreur PSNR = 31.26dB
FIGURE 5.8. Régularisation TV locale pour une super-résolution critique M = 2.
Erreur de reconstruction dans une échelle bleu rouge représentant les niveaux de gris de
l’image [0,30] (les images sont dans [0,255]).
67
5. RÉGULARISATION DES PROBLÈMES DE SR INVERSIBLES MAL CONDITIONNÉS
(a) Image HR (b) Une image BR
(c) SR avec régularisation globale
PSNR=23.98dB
(d) SR avec régularisation locale
PSNR=25.09dB
(e) Erreur de reconstruction(c)-(a) (f) (d)-(a)
FIGURE 5.9. Régularisation TV locale pour une super-résolution critique M = 3.
Erreur de reconstruction dans une échelle bleu rouge représentant les niveaux de gris de
l’image [0,30] (les images sont dans [0,255]).
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(a) Image de référence (b) Une image BR
(c) Carte de conditionnement (d) SR sans régularisation
(e) SR avec régularisation globale (f) SR avec régularisation locale
FIGURE 5.10. Régularisation TV locale avec des images réelles M = 2. Comparaison
entre régularisation globale et locale avec 4 images réelles.
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(a) Régularisation globale (b) Régularisation locale
FIGURE 5.11. Détail régularisation TV locale. Détails de la figure 5.10.(e) et 5.10.(f)
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5.4. Conclusion
5.3.1 Application au dématriçage multi-image
On montre ici que l’on peut appliquer notre algorithme pour effectuer un dématriçage.
En général, les capteurs pour les différentes couleurs sont entrelacés pour former une ma-
trice de capteurs. La disposition de ces capteurs est la matrice de Bayer. Les composantes
rouge vert bleu (RVB) sont entrelacées de telle manière que dans un carré formé de 4 pixels,
il s’y trouve un de rouge, un de bleu et deux de vert. De nombreux algorithmes perfor-
mants permettent de produire une image ayant de l’information RVB pour chaque pixel. On
appelle cette opération le dématriçage. [42] a montré les bénéfices du dématriçage multi-
image. Parce qu’il n’y a aucune hypothèse faite sur la régularité de l’image, reconstruire une
image HR est possible lorsque le dématriçage mono-image échoue. Si l’utilisateur a l’op-
portunité de prendre 4 photographies de la même scène, on peut utiliser notre régularisation
locale pour reconstruire l’image HR avecM = 2 avec les composantes RVB indépendam-
ment. De cette manière, on limite la quantité de régularisation utilisée pour produire l’image
finale. On montre figure 5.12 la comparaison entre un dématriçage multi-image avec bruit
et un dématriçage mono-image de l’état de l’art (dématriçage par autosimilarité [8]) avec
bruit. On a généré un exemple synthétique en générant 4 versions BR d’une image HR
et en ajoutant du bruit. L’entrée pour le dématriçage mono-image est la matrice de Bayer
générée à partir de l’image HR. On a spécifiquement choisi une image où le dématriçage
mono-image échoue pour illustrer les bénéfices possibles de la super-résolution avec régula-
risation locale. Le dématriçage multi-image avec notre régularisation TV locale produit une
image HR sans anomalie chromatique, ce qui n’est pas le cas du dématriçage mono-image.
On voit donc que même dans le cas mal conditionné, on a réussi à produire une image HR
de bonne qualité en limitant autant que possible la régularisation.
5.4 Conclusion
Ce chapitre a permis de déterminer avec précision le comportement du bruit de recons-
truction d’une minimisation L2. On a exploité cette information, pour minimiser la quantité
de régularisation à effectuer. Idéalement, le paramètre de tolérance, utilisé pour favoriser le
bruit non corrélé avec le signal (quitte à ce qu’il soit plus fort), devrait être déterminé en
accord avec une méthode de débruitage à effectuer après la super-résolution. Par exemple,
une méthode (Non Local Means) à base d’imagettes (patches) utilisant l’autosimilarité des
images naturelles pourrait agir dans les zones mal conditionnées, et utiliser la connaissance
de la quantité de bruit dans chaque imagette pour éviter de les utiliser pour le débruitage.
Dans le cas de bruits à variance variable, il a été montré [3] qu’une telle adaptation améliore
les performances de débruitage. Les évolutions récentes des algorithmes non-locaux [62]
profiteraient de la même manière d’une telle connaissance. Une fois déterminée la perfor-
mance de tels algorithmes pour un niveau de bruit donné, on pourrait régler la tolérance
pour accepter un niveau de bruit que l’on est sûr de pouvoir enlever après.
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(a) Image HR idéale (b) Une image BR
(c) Dématriçage multi-image proposé (d) Dématriçage par autosimilarité [8]
FIGURE 5.12. Dématriçage multi-image avec 4 images BR avec régularisation TV lo-
cale. Les images BR sont simulées à partir de l’image idéale HR en sous-échantillonnant
chaque composante RVB par un facteurM = 2 après mouvement aléatoire, un bruit gaus-
sien de déviation standard  = 5 est ajouté (Pixels ont des valeurs dans [0; 255]).
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CHAPITRE 6
ROBUSTESSE DE LA SUPER-RÉSOLUTION L1
AUX DONNÉES ABERRANTES
La norme L2 a fréquemment été choisie pour quantifier l’attache aux données car elle
correspond aux propriétés statistiques du bruit d’acquisition. Une capacité de réduction du
bruit découle de ces propriétés (Chapitre 3). Plus récemment, la minimisation L1 a été uti-
lisée pour débruiter des images contaminées par des données aberrantes (outliers) [77]. Il a
été montré qu’elle permettait une robustesse aux outliers dans le cadre de la super-résolution
[45, 113]. Cependant, une régularisation est généralement ajoutée à l’attache aux données,
ce qui revient à supposer qu’il n’y a pas assez d’information pour retrouver l’image HR.
Dans le chapitre 3, on montre que lorsque le nombre d’images BR est suffisant, il est pro-
bable que la régularisation devienne inutile, mais ces résultats s’appliquent mal au cas des
données aberrantes (données corrompues, outliers) que l’on peut considérer comme un bruit
non borné en amplitude a priori.
Dans ce chapitre, on détermine des conditions pour lesquelles l’interpolation de super-
résolution (mouvements supposés connus) est bien informée dans le cas d’un bruit d’out-
liers. On montre que c’est le cas (en probabilité), si le pourcentage d’images contaminées
est inférieur à une constante. On montre par ailleurs que cette borne linéaire est précise (au
sens de son évolution en fonction du nombre d’images).
6.1 Lien entre robustesse et reconstruction parcimonieuse
6.1.1 État de l’art
Candès et Tao [24] ont montré que la robustesse aux outliers par minimisation L1 (dans
le cas d’observations redondantes) est équivalente à un problème de reconstruction parci-
monieuse. Ils en déduisent une condition de reconstruction parfaite (et approchée dans le
cas bruité) basée sur une propriété d’isométrie approchée de la matrice d’observation du
problème équivalent, la Restricted Isometry Property (RIP). Pour des matrices d’observa-
tion aléatoires, ils déduisent que la minimisation L1 est robuste à un nombre d’outliers qui
suit une loi asymptotique meilleure que linéaire en fonction du nombre d’observations :
pour des observations comportant des erreurs, le pourcentage d’erreur qu’il est possible de
corriger augmente avec le nombre d’observations.
Il faut noter que Picard et Weiss [82] se sont intéressés à ce problème dans le cadre de
la localisation de sources, pour des outliers d’une cardinalité donnée. Ils donnent une borne
fine linéaire pour le nombre d’outliers en fonction du nombre d’observations. Cette borne
dépend de la norme L2 de vecteurs singuliers d’une matrice construite à partir de la matrice
d’observation. La réalisation de ce calcul dépend fortement de la structure de son problème
et paraît mal adaptée au problème de super-résolution. Kuppinger et coll. [61] ainsi que Stu-
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der et coll. [96] étudient le cas où un signal est parcimonieux dans un espace et est corrompu
par un bruit parcimonieux dans un espace donné (cas que l’on étudie précisément dans le
chapitre suivant). Ce signal est observé par un nombre sous-déterminé d’observations. Ils
donnent des conditions basées sur la cohérence mutuelle entre la matrice d’observation du
signal parcimonieux et la transformée parcimonieuse du bruit (notion que l’on retrouvera)
pour déduire le nombre d’outliers qu’il est possible de pardonner. La dépendance de ce
nombre en fonction de la quantité de données n’y est pas plus étudiée que dans [24]. Dans
ce chapitre, on montre en utilisant l’équivalence entre reconstruction parcimonieuse et résis-
tance aux outliers qu’une interpolation SR parfaite par minimisation L1 peut être possible
lorsque les données sont contaminées par des outliers. On utilise d’abord une condition
équivalente à la garantie de reconstruction parfaite : la propriété de non-concentration, ap-
pelée Null Space Property (NSP) dans le cadre de la reconstruction parcimonieuse [37, 29].
On détermine aussi une condition de reconstruction parfaite en utilisant la RIP. Enfin, on
montre l’importance de considérer la structure des outliers et notamment leur support rela-
tivement au support du signal.
Des recherches simultanées sur ce sujet ont été effectuées. [71] fait des développements
théoriques similaires et s’intéresse à la robustesse avec des observations aléatoires. Il donne
une condition dépendant d’une notion d’angle entre l’espace des outliers et celui des in-
connues, ce qui revient à étudier la cohérence mutuelle et donc se baser sur la Restricted
Isometry Property. [83] étend les résultats de [96] au cas de supports de parcimonie aléa-
toires. [95] étend les résultats de [96] pour le cas ou un bruit d’énergie finie contamine en
plus les données.
6.1.2 Définitions
On définit un bruit de type outlier uniquement par le support des données qu’il conta-
mine et on ne fait aucune hypothèse sur les valeurs que ce bruit peut prendre.
Les images BR sont toujours générées par l’application linéaire A du Chapitre 3. Dans
le cas d’un bruit de type outlier, on écrit la minimisation L1 :
argminukAu  wk1 (6.1)
avec w = Au0+n0. On cherche des conditions surA pour s’assurer que u0 est l’unique so-
lution de (6.1) lorsque n0 est de la forme : n0 = n:T avec T un vecteur de 0 et 1 représentant
un support (le symbole : représente le produit coordonnée à coordonnée).
Dans cette section, on suppose que A est une matrice quelconque de taille N M de
rang plein (où N et M sont des entiers quelconques tels que N  M ). Les résultats sont
ainsi généraux pour les problèmes inverses sur-déterminés. On définit la notion de matrice
pardonnante :
Définition 6.1.1 (Matrice pardonnante). Soit T un ensemble de supports dans RN (T 
f0; 1gN ). A est T -pardonnante si pour tout T 2 T ; n 2 RN ; u0 2 RM , on a :
u0 = argminukAu  (Au0 + n:T )k1 (6.2)
et u0 est l’unique minimiseur.
On répond donc à la question que l’on s’est posée pour une classe d’outliers à support
dans T si l’on arrive à déterminer les conditions (principalement le nombre d’images BR
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dans le cas de la super-résolution) pour lesquelles A est T -pardonnante. En effet, dans le
cas de la super-résolution, siA est T -pardonnante, alors la super-résolution est parfaitement
informée pour les outliers à support dans T .
Lorsque le support des outliers est de cardinal K, il est montré dans [24] que le pardon
est équivalent à la capacité de reconstruction parcimonieuse de matrices B dont le noyau
est exactement l’image de A (BA = 0). On définit les matrices :
Définition 6.1.2 (Matrice Annihilatrice). Soit A une matrice N M . On dit que B est un
annihilateur de A ou annhile A si B est de taille (N  M)N , de rang plein et BA = 0.
Le résultat d’équivalence entre pardon et propriété de non concentration s’étend natu-
rellement a des ensembles de supports quelconques T , ce que l’on va montrer dans le théo-
rème 6.1.2. Pour cela, on étend la définition de ces concepts à des ensembles de supports
quelconques.
Définition 6.1.3 (Propriété de Reconstruction Parcimonieuse). Soit T un ensemble de sup-
ports de RN . La matrice B a la T -Propriété de Reconstruction Parcimonieuse si pour tout
T 2 T ; x0 2 RN , on a :
(x0:T ) = argminxkxk1 t:q: Bx = B(x0:T ) (6.3)
et x0:T est l’unique minimiseur.
La remarque de [24] peut donc être formulée.
Théorème 6.1.1. Le T -pardon de A est équivalent à la T -propriété de reconstruction par-
cimonieuse des annihilateurs de A.
Démonstration. Voir [24] ou utiliser le théorème 6.1.2.
La super-résolution L1 est donc robuste aux outliers de support dans T si et seulement
si ImA vérifie la propriété suivante :
Définition 6.1.4 (Propriété de non concentration (PNC)). Soient T un ensemble de supports
de RN et V un sous espace de RN . V a la T -propriété de non concentration si pour tout
v 2 V nf0g et T 2 T :
kv:Tk1 < kv:T ck1 (6.4)
où T c est le complément du support T .
Cette propriété permet de faire des hypothèses différentes sur le support du bruit en
considérant des ensembles T particuliers.
On dit qu’une matrice a la T -Null Space Property (T -NSP) si son noyau a la T -PNC.
On remarque, qu’étant en dimension finie, la PNC implique l’existence d’une constante
 < 1 telle que pour tout v 2 V et tout T 2 T :
kv:Tk1  kv:T ck1 : (6.5)
Cette constante est appelée constante de NSP dans le domaine de la reconstruction parci-
monieuse.
75
6. ROBUSTESSE DE LA SUPER-RÉSOLUTION L1 AUX DONNÉES ABERRANTES
6.1.3 Démonstration directe de la caractérisation par la PNC
La littérature nous fournit les équivalences :
Pardon, Reconstruction Parcimonieuse
Non Concentration, Reconstruction Parcimonieuse
On montre ici directement la troisième équivalence, avec des supports quelconques :
Non Concentration, Pardon
Théorème 6.1.2. Les propositions suivantes sont équivalentes :
1. A est T -pardonnante
2. ImA a la T -Propriété de Non Concentration.
Démonstration. 1) 2 : Soit A une matrice T -pardonnante, et T 2 T . Soit w 2 ImAnf0g,
il existe un u0 tel que w = Au0 6= 0.
Comme A est pardonnante, u0 minimise la norme L1 de l’équation (6.2). On a donc
l’inégalité
kn:Tk1 < kAu  (w + n:T )k1; (6.6)
pour tout n 2 RN et pour tout u 6= u0 sous-optimal. L’inégalité stricte est une conséquence
de l’unicité (supposée par hypothèse). En particulier, pour n = w et u = 2u0 (u 6= u0 car
Au0 6= 0), Au = 2w et :
kw:Tk1 < kw   w:Tk1 = kw:T ck1; : (6.7)
Cela montre que ImA satisfait la PNC sur T .
2 ) 1 : Par hypothèse, ImA a la PNC sur T . Soit u0 2 RM , n 2 RN et T 2 T . On
montre que u0 est un minimiseur de l’expression de l’équation (6.2). Soit u 6= u0. La norme
L1 est la somme des normes L1 calculées sur des supports complémentaires :
f(u) = kAu  (Au0 + n:T )k1
= k(Au  (Au0 + n:T )):Tk1 + k(Au  (Au0 + n:T )):T ck1
= k(A(u  u0)):T   n:Tk1 + k(A(u  u0)):T ck1 :
(6.8)
On utilise l’inégalité triangulaire suivie de la PNC :
f(u)  kn:Tk1   k(A(u  u0)):Tk1 + k(A(u  u0)):T ck1
f(u) > kn:Tk1 = f(u0) :
(6.9)
Cette inégalité stricte montre que u0 est le minimiseur unique de f et queA est T -pardonnante.
Remarque 6.1.1. On peut interpréter cette équivalence en terme de quantité de bruit. En
effet, ce théorème dit que si pour tout bruit supporté par T , sa mesure par la norme L1
(son « énergie L1 ») est inférieure à l’énergie des observations non-contaminées, alors le
problème est robuste.
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Avec ce résultat, la PNC peut être vérifiée sur des ensembles de supports quelconques
et non d’un cardinal fixe, comme cela est souvent fait dans le domaine de la reconstruction
parcimonieuse. Par exemple, pour la super-résolution, il peut-être intéressant de considérer
les supports contaminant un nombre fixe d’images. Cette hypothèse modélise des situations
réelles comme l’apparition d’objets dans la scène, de reflets... Cette généralisation permet
d’introduire une notion de structure dans la définition des outliers et de leurs supports, ce
qui va jouer un rôle déterminant dans la suite.
Remarque 6.1.2. Dans le contexte de la robustesse aux outliers, on pourrait appeler la
PNC, « Propriété de l’Espace Image »(« Image Space Property ») de A pour traduire le
concept de Null Space Property de la théorie de la reconstruction parcimonieuse.
6.1.4 Stabilité
Les images BR, comme on l’a vu dans les chapitres précédents, sont contaminées par
un bruit blanc aléatoire. Il faut donc s’assurer que la minimisation L1 est stable par rapport
à un tel bruit. Cette stabilité est démontrée dans le cas de la reconstruction parcimonieuse.
On donne ici une démonstration similaire directe pour le problème de pardon :
Théorème 6.1.3. Supposons queA est T -pardonnante. Soit T 2 T . Siw = Au0+n:T+n2
alors le résultat ~u de la minimisation (6.1) respecte l’inégalité suivante :
k~u  u0k1  2c1 + 
1   kn2:T
ck1 (6.10)
avec  < 1 la constante de PNC de ImA, et c est une constante qui dépend de A.
Démonstration. D’après le théorème 6.1.2,  existe. En faisant un changement de variable,
il suffit de prouver le résultat pour u0 = 0. On peut supposer que n2 est supporté sur T c car
la partie supportée sur T peut être considérée comme outlier. Comme ~u est le minimiseur
de l’attache aux données L1, on a
kA~u  n:T   n2:T ck1  kAv + n:T + n2:T ck1; (6.11)
pour tout v. On sépare le calcul de la norme de gauche sur des supports complémentaires :
kA~u  n:T   n2:T ck1 = k(A~u):T   n:Tk1 + k(A~u):T c   n2:T ck1: (6.12)
On utilise ensuite l’inégalité triangulaire et on choisit v = 0 :
kn:Tk1   k(A~u):Tk1 + k(A~u):T ck1   kn2:T ck1  kn:Tk1 + kn2:T ck1; (6.13)
ce qui donne finalement.
  k(A~u):Tk1 + k(A~u):T ck1  2kn2:T ck1 (6.14)
D’après la PNC de A, on a
(1  )k(A~u):T ck1  2kn2:T ck1: (6.15)
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D’après la PNC, on a aussi k(A~u):T ck1  1=(1 + )kA~uk1. L’opérateur A est injectif. Il
existe donc une constante c qui dépend de A telle que
k~uk1  2c1 + 
1   kn2:T
ck1: (6.16)
Remarque 6.1.3. L’équation (6.10) implique la stabilité pour toutes les normes
k~u  u0kp  Ckn2kq: (6.17)
où C est une contante qui dépend de p,q, A et T .
Ce résultat permet dans le cas de la super-résolution de déduire qu’elle est bien informée
dans le cas d’une contamination par des outliers et par du bruit gaussien si l’opérateur est
pardonnant.
6.2 Conditions de reconstruction parfaite par SR en présence
d’outliers
Dans cette section, on cherche des conditions suffisantes de pardon pour l’opérateur
de SR. La matrice A est donc de taille Nl2  (Ml)2. On commence par une étude naïve
utilisant un nombre d’outliers donné. On remarque ensuite que les bornes sont améliorées
si l’on considère une structure particulière sur les outliers : une mesure de parcimonie utile
est le nombre d’images contaminées, et non le nombre d’échantillons.
6.2.1 Conditions suffisantes pour le K-pardon
Dans cette section, T est l’ensemble des supports de cardinal K. La propriété de non-
concentration permet de trouver des conditions suffisantes de reconstruction sur le nombre
d’images BR lorsque K outliers contaminent les données. Ces conditions font intervenir le
conditionnement de A.
Définition 6.2.1 (ConditionnementLp). Le conditionnementLp d’un opérateurA est définit
par :
A;p =
supkukp=1kAukp
infkukp=1kAukp
(6.18)
En utilisant la PNC, on montre la propriété suivante.
Proposition 6.2.1. Soit A une matrice de super-résolution. Soit AT c;:;1, le conditionne-
ment L1 maximum des AT cj (les A dont les lignes sont restreintes a T c). Supposons :
N > K(M2AT cj;1 +
1
l2
) (6.19)
Alors A estK-pardonnante.
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Démonstration. Soit T un support de cardinalK. On cherche une condition suffisante pour
que
kAT juk1
kAT cjuk1
< 1 (6.20)
soit vrai pour tous les supports T de tailleK. On commence par borner la norme d’opérateur
L1 de AT j (A restreint à T ). Soient ai les lignes de A :
kAT juk1
kuk1 =
P
i2T j < ai; u > j
kuk1 
P
i2T
P
j jai;juj j
kuk1 :
(6.21)
On a jai;j j  1 car tous les coefficients de A sont des échantillons d’un sinus cardinal. En
conséquence :
kAT juk1
kuk1 
P
i2T
P
j juj j
kuk1
 K :
(6.22)
On borne ensuite le rapport
kAT juk1
kATcjuk1 . On utilise le conditionnement L
1 de AT cj , noté
ATcj;1. On peut ainsi écrire :
kAT juk1
kAT cjuk1
 Kkuk1kAT cjuk1
 K

inf
kAT cjuk1
kuk1
 1
 K ATcj;1kAT cjkop;1
:
(6.23)
On utilise le fait que la norme d’opérateur L1, kAT cjkop;1 peut être bornée inférieurement
par des valeurs particulières. On remarque que l’opérateur SR transforme les images HR
constantes en images BR constantes ayant la même intensité. En conséquence, kAT cjkop;1 
(Nl2  K)=(Ml)2 et :
kAT juk1
kAT cjuk1
 K(Ml)2 ATcj;1
Nl2  K : (6.24)
On en déduit la proposition.
Le conditionnement L1 est une quantité difficile à calculer en général, car il faut borner
inférieurement la valeur absolue d’une somme. Pour certains problèmes, il est possible de
le faire. Par exemple, on peut borner inférieurement, la norme L1 d’une somme d’exponen-
tielles complexes [59].
Grâce à l’équivalence entre propriété de reconstruction parcimonieuse et pardon, on
peut utiliser la Restricted Isometry Property (RIP, [24]) pour trouver une condition suffisante
deK-pardon en utilisant des normes L2. On rappelle la définition de la RIP.
Définition 6.2.2 (Restricted Isometry Property). B a la Restricted Isometry Property d’ordre
J avec constante  2]0; 1[ si pour tout x 2 RN(ll) et pour tout support T tel que jT j = J
(1  )kx:Tk2  kB(x:T )k2  (1 + )kx:Tk2 : (6.25)
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Montrer la RIP d’ordre J = K + K 0 avec constante  <
p
K0 pKp
K0+
p
K
pour B donne la
capacité de reconstruction parcimonieuse àB pour les supports de tailleK (voir [29, 31]). Si
de plusB annihileA,A estK-pardonnante. On peut facilement construire des annihilateurs
de A, on peut donner une version de la RIP qui ne dépend que de A :
Proposition 6.2.2. Si pour tout T de cardinal J :
kA(AHA) 1AH(x:T )k2
kx:Tk2 
p
 (6.26)
alors il existe B ayant la RIP d’ordre J et constante  telle que kerB = ImA.
Démonstration. Étant donné une matrice A, on définit B comme la projection orthogonale
sur (ImA)? : B = P(ImA)? = I   A(AHA) 1AH . En restreignant B a son espace
image (qui est de dimension (N  M2)l2), on construirait une matrice de rang plein et donc
annihilatrice de A.
On réexprime l’équation (6.25) en fonction de A. On commence par l’élever au carré :
(1  )2kx:Tk22  kB(x:T )k22  (1 + )2kx:Tk22 : (6.27)
D’après le théorème de Pythagore,
kx:Tk22 = kA(AHA) 1AH(x:T )k22 + kB(x:T )k22 (6.28)
On obtient en remplaçant dans l’équation (6.27) :
(1  )2  1  kA(A
HA) 1AH(x:T )k2
kx:Tk2  (1 + )
2 (6.29)
On en déduit : si pour tout T de cardinal J :
kA(AHA) 1AH(x:T )k2
kx:Tk2 
p
 (6.30)
alors B a la RIP d’ordre J et constante .
Proposition 6.2.3. Supposons
N > M2C 11 K
4
A;2 (6.31)
où C1 = 0:0670. Alors A estK-pardonnante.
Démonstration. Soit un support T de cardinal J . On montre d’abord que kAHT kop;2 =
kAT kop;2 
p
J . En utilisant l’inégalité de Cauchy-Schwarz :
kAT juk22
kuk22
=
P
i2T j < ai; u > j2
kuk22

P
i2T jjaijj22jjujj22
kuk22
: (6.32)
On a jjaijj2  1 car ce sont des sinus cardinaux. En conséquence :
kAT juk2
kuk2 
p
J (6.33)
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On borne maintenant le ratio :
kA(AHA) 1AH(x:T )k2
kx:Tk2  max
k(AHA) 1AH(x:T )k2
kx:Tk2
 max 2minkAHT k2
 
2
A;2
p
J
max
(6.34)
où min et max sont les valeurs singulières minimale et maximale de A. En remplaçant
avec une valeur admissible de , on trouve la condition :
4A;2(K +K
0)
2max

p
K 0  pKp
K +
p
K
: (6.35)
On prend K 0 = 3K (que l’on a trouvé optimal pour la constante C1). On obtient alors la
condition :
4A;2
2max
 C1p
K
(6.36)
max  kAuk2kuk2 car max est la norme d’opérateur de A. Si on prend pour u une image
constante, on obtient : max 
p
N=M2. Finalement, la condition devient,
N > M2C 11 K
4
A;2 (6.37)
Cette inégalité est utile car elle dépend du conditionnement global du problème de
SR et la constante est facilement calculable (même si elle est grande). De plus, on sait
comment se comporte le conditionnement global. Dans le chapitre 3, il est montré que
le conditionnement A;2 tend vers 1 pour un grand nombre d’images avec un mouvement
aléatoire. On peut de plus montrer que l’on ne peut pas avoir de borne meilleure que linéaire
en fonction du nombre d’outliers en exhibant le cas particulier d’outliers contaminant le
même pixel (on le montrera pour le cas particulier du débruitage multi-image en utilisant la
PNC dans le chapitre 7). On le montre ici avec un contre exemple pour un cas particulier de
super-résolution.
Proposition 6.2.4. Pour les problèmes de super-résolution 1D, avec un facteur M = 2 et
un nombre d’observations N = 2P > 2 , on ne peut pas avoir K-pardon en général si
K > N=4.
Démonstration. On construit un contre-exemple. Supposons que les translations des si-
gnaux BR sont 0; 1; : : : ; 0; 1 respectivement. On a donc P observations avec une translation
0 et P avec une translation 1. Les signaux BR coïncident exactement avec la grille HR.
Dans ce cas, la reconstruction pour un échantillon HR est la médiane des P observations
disponibles pour cet échantillon. Pour que cette médiane donne le bon résultat, il faut qu’au
moins P=2 observations par pixel ne comporte pas d’outliers. En effet, dans le pire des cas,
tous les outliers prennent une même valeur différente du signal.
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On peut étendre ces bornes inférieures au cas 2D :
Proposition 6.2.5. Pour les problèmes de super-résolution 2D, avec un facteur M = 2 et
un nombre d’images N = M2P , on ne peut pas avoirK-pardon en général siK > N
2M2
.
Démonstration. On utilise exactement le même argument que pour la proposition 6.2.4
précédente.
Avec ces développements, on trouve donc asymptotiquement la borne linéaire qui est
optimale. La borne asymptotique de l’équation (6.37) est deN=15M2 outliers à comparer à
la limiteN=2M2. Cependant, on voit que ces bornes ne sont pas bonnes quantitativement, le
nombre d’images nécessaires pour remplir la condition augmente avec le nombre d’outliers,
mais on se rend compte que la borne qui utilise le contre-exemple que l’on vient d’exhiber
ne change pas si l’on considère que les outliers contaminent toute une image. En utilisant
cette remarque, on améliore les bornes.
6.2.2 Étude d’une structure d’outliers particulière
Ici, on illustre les bénéfices de pouvoir faire une hypothèse sur la structure des outliers.
Soit T l’ensemble des supports qui contaminent au plusNc images BR. Comme précédem-
ment, on essaie de trouver une condition suffisante pour la PNC avec T 2 T . Cette structure
permet d’avoirK = Ncl2 outliers tant qu’ils ne contaminent pas plus de Nc images. Soit S
l’ensemble des indices des images BR contaminées (jSj = Nc). On montre la proposition
suivante :
Proposition 6.2.6. Une condition suffisante de T -pardon est
NcC2C3k(AHT cjAT cj) 1kop;1 < 1 (6.38)
avec C2, C3 des constantes qui dépendent de la taille des images.
Démonstration. On commence par borner plus strictement la norme d’opérateur.
kAT juk1
kuk1 
X
i2S
kAikop;1

X
i2S
kSQikop;1
 C2Nc
(6.39)
oùC2 est une borne supérieure pour kAikop;1.C2 est la norme L1 maximale qu’une colonne
de Ai peut atteindre. En utilisant cette borne, on a :
kAT juk1
kAT cjuk1
 kAT juk1kuk1kuk1kAT cjuk1
 kuk1C2NckAT cjuk1
:
(6.40)
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FIGURE 6.1. Constantes pour la SR translationnelle. (a) Évaluation de C2 en fonction
de l, (b) évaluation de C3 en fonction de l, (c) évaluation de C2C3 en fonction de l.
On introduit la pseudo-inverseAyT cj = (A
H
T cjAT cj)
 1AHT cj (on rappelle queAT cj est de rang
plein presque sûrement si N  Nc > M2) :
supu
kuk1
kAT cjuk1
= supv2ImATcj
kAyT cjvk1
kvk1
 k(AHT cjAT cj) 1kop;1supv2ImATcj
kAHT cjvk1
kvk1
 k(AHT cjAT cj) 1kop;1C3
(6.41)
où C3 est le maximum de la norme L1 des colonnes de QHi S
H (ou des lignes des Ai). Pour
des signaux 1D, la norme L1 des sinc est grossièrement bornée par le logarithme de la taille
de son support. En combinant, les équations (6.39) et (6.41), on obtient le résultat.
On évalue expérimentalement figure 6.1, les constantes C2,C3 et le produit C2C3. Pour
cela, pour chaque taille d’image, on a généré aléatoirement 500 colonnes des matrices
concernées. On en a calculé la norme L1 et gardé la valeur maximale sur toutes les ex-
périences.
Le terme k(AHT cjAT cj) 1k1 ne peut pas être borné sans hypothèse sur les mouvements.
On sait qu’en moyenne (AHT cjAT cj)
 1  1N I (chapitre 3) lorsque le support T est fixé et
N ! 1. De plus, on peut estimer numériquement les constantes. Asymptotiquement, la
contrainte devient Nc < C4N (pour l = 200, on a C4 = 60). Ce qui est bien mieux que le
résultat précédent (l’équation (6.31) ) où la constante aurait valu 97000 pour l = 200. La
constante C4 reste grande pour des cas pratiques, mais on sait qu’elle ne peut être inférieure
à 8. On en a donc un encadrement assez précis.
6.2.3 Algorithmes et exemples
On a utilisé un algorithme de moindres carrés itératif pondéré pour minimiser la norme
L1 [31]. Il est montré dans [31] que cet algorithme converge vers la solutionK-parcimonieuse
siA a la (K+ 21  )-propriété de reconstruction parcimonieuse (avec  la constante de PNC
et lorsque les poids sont choisis de manière adéquate (avec une régularisation des poids
n ! 0 ). On utilise cet algorithme en utilisant l’algorithme de SR L2 présenté au cha-
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FIGURE 6.2. Robustesse aux outliers. (a) Image HR utilisée pour toutes les expériences,
(b) 10% centile du PSNR (en dB) en fonction du nombre d’images contaminées K et du
nombre d’images N  M2.
pitre 3. On construit les itérations équivalentes à celles de [31] pour notre problème :
un+1 = argminuk
n(Au  w)k22
zn+1 = Aun+1   w
rn+1 = decreasing sort of abs(zn+1)
n+1 = min(n; rn+1(K + 1))

n+1 = diag

z2n+1 + 
2
n+1
 1=4
(6.42)
On a choisi cet algorithme car il converge rapidement (quelques itérations en pratique) et la
convergence peut être vérifiée en étudiant les variations de .
La figure 6.2 montre une évaluation expérimentale du nombre d’images nécessaires
pour une reconstruction parfaite lorsqueK images sont contaminées. Pour chaqueK;N , on
calcule le PSNR pour le résultat de 30 expériences avec différents mouvements. On montre
le 10-ème centile (90% des reconstructions ont un meilleur PSNR). Dans la figure 6.3, on
insère une image BR composée de la valeur absolue d’un bruit gaussien de variance 125 (les
pixels ont des valeurs dans [0; 255]). Dans ce cas, 6 images non bruitées de plus donnent
une reconstruction parfaite de l’image de haute résolution. Dans la figure 6.4, même avec
plus d’images contaminées (4 images BR bruitées sur 8 images), si la localisation spatiale
des outliers est différente entre les images BR, la minimisation L1 est robuste.
6.3 Conclusion
On a étudié les capacités de rejet d’outliers de la super-résolution L1 de manière théo-
rique. On a montré que si le ratio images non bruitées / images bruitées est suffisamment
grand, on peut garantir la reconstruction parfaite. L’interpolation de super-résolution est
donc parfaitement informée dans ces cas là. Le résultat de stabilité garantit qu’elle reste
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(a) (b)
(c)
FIGURE 6.3. Interpolation SR L1 pourM = 2 etN = 7 avec une seule image contami-
née. (a) Image HR, (b) image reconstruite, (c) images BR (outliers sur la dernière image).
bien informée dans le cas d’un bruit d’énergie finie additionnel. On a donné des bornes
théoriques pour assurer cette reconstruction parfaite. En pratique, moins d’images semblent
nécessaires pour l’obtenir. On a de plus remarqué que si les supports des outliers ne se re-
couvrent pas, la capacité de pardon augmente, on va exploiter cette idée dans le cadre plus
général des méthodes L1   L1 dans le chapitre suivant. On remarque aussi que, bien que
l’on ait utilisé la théorie de la reconstruction parcimonieuse, les résultats dit de compressed
sensing ne sont pas valables dans le cas de la robustesse de la super-résolution multi-images.
En effet, le résultat le plus remarquable de cette théorie est que pour des observations aléa-
toires, plus on dispose de données, plus le pourcentage d’outliers que l’on peut pardonner
est grand (borne meilleure que linéaire). Dans notre cas, ce pourcentage est constant (borne
linéaire). En terme de robustesse, si on s’attend à ce qu’une partie de l’image soit conta-
minée dans un pourcentage constant du nombre d’image, alors ajouter beaucoup d’images
n’est pas utile, on pourra juste tenter de vérifier, si la super-résolution sera robuste ou non.
Si le nombre d’images contaminées est fixe, ajouter plus d’images, pourra augmenter la
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(a) (b)
(c)
FIGURE 6.4. Interpolation SR L1 pourM = 2 etN = 8. (a) Image HR idéale, (b) image
reconstruite, (c) images BR (Les outliers simulent des pixels saturés (carrés rouges) sur les
4 dernières).
robustesse de la super-résolution.
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CHAPITRE 7
EFFET DE LA RÉGULARISATION
PARCIMONIEUSE SUR LA ROBUSTESSE DE LA
SUPER-RÉSOLUTION L1
Dans ce chapitre, on étudie l’effet de l’ajout d’un terme de régularisation au problème
du chapitre 6. On commence par inclure ce nouveau terme dans la théorie du pardon. On
étudie ensuite le cas des matrices aléatoires afin de faire le lien avec la littérature. Enfin, on
s’intéresse au cas du traitement multi-image. On choisit les outils théoriques qui permettent
d’expliquer les résultats de robustesse des méthodes L1-TV. On trouve que la structure
des supports de parcimonie considérés joue un rôle déterminant. Avec des hypothèses ap-
propriées, on arrive à déterminer la valeur du paramètre de régularisation qui permet une
reconstruction parfaite.
7.1 Extension du pardon au cas régularisé
L’approximation parcimonieuse est un outil très utilisé pour inverser des systèmes mal
conditionnés ou mal posés. Beaucoup d’applications bénéficient de cet outil. De l’acquisi-
tion compressée [22] au débruitage des images [38, 114] et à la synthèse de textures [99],
la parcimonie d’un signal permet de le reconstruire alors que l’information disponible est
plus faible que ce qui est nécessaire a priori. Il a été montré que les images naturelles
peuvent avoir des représentations parcimonieuses dans certains dictionnaires [64, 66, 15].
Un dictionnaire est une collection de composantes élémentaires d’une image (ex. ondelettes
redondantes).
L’approximation parcimonieuse a principalement été faite sur les signaux. On a montré
précédemment que cette même hypothèse sur le bruit permet de déterminer la robustesse
aux outliers de la super-résolution L1. Connaissant les bénéfices de l’hypothèse de parci-
monie sur les signaux, la question de la faire à la fois sur le signal et sur le bruit se pose.
Est-ce qu’ajouter une hypothèse de parcimonie sur le signal améliore la robustesse de la
super-résolution L1 ?
Cette question a été étudiée dans [96, 61, 95] avec un modèle d’observation différent :
le nombre d’observations du signal parcimonieux est sous-déterminé. Il a été montré qu’un
compromis entre la parcimonie du signal et la parcimonie du bruit doit être fait pour ga-
rantir la reconstruction parfaite de certains algorithmes (L0 approché, L1 et L2   L1) et de
certaines matrices d’observation. En revanche, la question du paramètre de régularisation
n’est pas traitée. De plus, l’effet de ces méthodes sur la super-résolution multi-image n’est
pas étudié de manière théorique.
La régularisation parcimonieuse est déjà utilisée pour la super-résolution mono-image
[78]. La régularisation par TV [68], populaire pour la super-résolution, peut être interprétée
comme la version convexe d’une régularisation de type gradient parcimonieux.
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7.1.1 Hypothèses de parcimonie sur les images naturelles
Pour une image u0, on dit que u0 est parcimonieuse en analyse pour une transfor-
mée (dite parcimonieuse) particulière 	 si 	u0 est un vecteur parcimonieux. Une large
gamme d’hypothèses parcimonieuses (la fonction 	, en général, une fonction linéaire) ont
été considérées pour les images naturelles. On peut citer les décompositions en ondelettes,
les projections dans des dictionnaires d’imagettes (patch(es)) [47, 38]. Une autre supposi-
tion fréquente sur les images est le fait qu’elles minimisent la norme L1 du gradient (la
variation totale anisotrope). Interprétée selon la théorie de la reconstruction parcimonieuse,
minimiser cette variation totale est équivalent à imposer de la parcimonie sur le gradient.
Dans la section sur la super-résolution, nous allons utiliser cette hypothèse comme exemple
pratique.
Dans la suite, on étudie la minimisation
argminukAu  wk1 + k	uk1 (7.1)
où 	 est la transformée parcimonieuse.
7.1.2 Définitions
Soit T une famille de supports, A une matrice N  M de rang plein. On étend la
définition de pardon au cas régularisé. Soit la transformée parcimonieuse 	 une matrice de
taille N 0 M . On veut étudier le cas où A est T -pardonnante sur les solutions régulières
u0 où 	u0 est L-parcimonieux pour des supports de parcimonie de signal L. Idéalement,
on aimerait étendre le concept comme suit :
Définition 7.1.1 ((L1; L0) Matrice pardonnante sous hypothèse parcimonieuse). Soit T un
ensemble de supports de RN et L un ensemble de supports de RN 0 .On dit que La ma-
trice A est T -pardonnante sur les solutions 	;L-parcimonieuses si pour tout T 2 T ; n 2
RN ; u0 2 RM tels que 	u0 = 0 2 L:RN 0 , on a :
u0 = argminukAu  (Au0 + n:T )k1 t:q: 	u 2 L:RN
0
(7.2)
et u0 est l’unique minimum.
Cependant, le manque d’algorithme pratique pour résoudre exactement ce problème
nous pousse à étudierla relaxation convexe de celui-ci. Imposer l’appartenance du signal à
L:RN 0 , rend une partie du problème combinatoire. Il a été montré dans [32] que ce problème
appartient à la classe des problèmes NP-difficiles, c’est-à-dire que l’on ne connaît pas de
moyen de le résoudre en temps polynomial (par rapport à la taille des données). Pour le
traitement des images, des algorithmes gloutons (ex. : Orthogonal Matching Pursuit [96])
sont utilisés pour essayer de résoudre approximativement de tels problèmes. Les propriétés
de convergences de ces algorithmes peuvent alors être étudiées.
On a choisi de garder l’approche et le cadre théorique du chapitre précédent. De cette
manière, on étudie seulement les minima de la fonctionnelle de l’équation (7.1) et les résul-
tats ne dépendent pas de la manière de la minimiser. On va donc considérer la régularisation
parcimonieuse L1; L1, qui est la version convexe de la définition L1; L0 précédente. On
présente sur la figure 7.1, un schéma classique qui illustre la différence entre les minimisa-
tions L2, L1 et L0. On voit que, dans ce cas, la minimisation de l’attache aux données L1
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w
ImA
w
ImA
w
ImA
: Au-w~
: ||Au-w|| = cste 
FIGURE 7.1. Minimisations L2, L1 et L0. La solution L1 est identique à la solution LO
donne la même solution parcimonieuse que la minimisation L0 pour A~(u) w : la solution
a une seule composante non nulle. De plus, on voit que la sphère de norme L1 constante
est l’enveloppe convexe de l’intersection de la sphère de norme L0 avec la boule unité L2.
Il est donc légitime de chercher les situations où la version convexe du problème donne le
même résultat.
Définition 7.1.2 ((L1; L1) Matrice pardonnante sous hypothèse parcimonieuse). Soit  2
R. Soit T un ensemble de supports de RN et L un ensemble de supports de RN 0 . On dit que
A est T -pardonnante sur les solutions 	;L-parcimonieuses par optimisation convexe si
pour tout T 2 T ; n 2 RN ; u0 2 RM tels que 	u0 = 0 2 L:RN 0 , on a :
u0 = argminukAu  (Au0 + n:T )k1 + k	uk1 (7.3)
et u0 est l’unique minimiseur.
Remarque 7.1.1. Lorsque l’on effectue la minimisation (7.3), on appelle  le paramètre
de régularisation. Ce paramètre est considéré comme le niveau de régularisation, c’est-à-
dire la quantité de régularité que l’on impose sur l’image. Idéalement, on aimerait pouvoir
définir la transformée parcimonieuse indépendamment de sa constante de normalisation
(), comme la capacité de pardon dépend de cette normalisation, on l’a intégré comme
paramètre de la définition. Au final, on pourra dire que A est pardonnante sur les solutions
parcimonieuses s’il existe un  qui donne la minimisation (7.3)
Remarque 7.1.2. L’équation (7.3) est équivalente à : u0 est l’unique minimiseur de
minukAru  wrk1 (7.4)
où Ar =
0@ A
	
1A et wr =
0@ Au0
	u0
1A+
0@ n:T
 	u0
1A =
0@ Au0 + n:T
0
1A
Remarque 7.1.3. D’après la remarque précédente, s’il existe un , tel que Ar pardonne
les outliers à supports dans T 0 =
8<:
0@ 1
2
1A ; 1 2 T ; 2 2 L
9=;, on dit alors que Ar est
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T 0-pardonnante ou T ;L-pardonnante). On conclut que la matrice A est T -pardonnante
sur les solutions 	;L-parcimonieuses.
Remarque 7.1.4. D’après la remarque précédente, si ImAr a la T 0-PNC, alors A est
T -pardonnante 	;L-parcimonieuses. On montre dans le théorème 7.1.2 que c’est une
équivalence dans le cas où 	 est inversible.
Quand T et L sont les familles de supports de cardinalK et S respectivement. On parle
deK;S-pardon et deK;S-PNC.
7.1.3 Propriété de Reconstruction Exacte
Lorsque l’on veut étudier une instance particulière du problème, il est utile d’avoir une
condition de reconstruction qui ne dépend que de cette instance du problème. On trouve une
telle propriété dans [25] où elle est appelée propriété de reconstruction exacte. On peut aussi
la trouver dans la littérature sous l’appellation : existence d’un certificat dual [21, 116]. On
peut montrer le théorème suivant en utilisant les propriétés du sous-gradient au minimum
de la fonction à minimiser. Elle est utile pour l’étude d’instances particulières du problème.
On produit une preuve géométrique directe (calquée directement sur celle de [25]) dans le
cas du pardon.
Théorème 7.1.1 (Propriété de Reconstruction Exacte (PRE)). SoitA, T , n, u0 une instance
du problème (6.1). Une condition suffisante pour que u0 en soit l’unique minimiseur est
l’existence d’un vecteur v 2 RN tel que :
1. v 2 kerAH
2. v:T = sign(n:T ), kv:T ck1 < 1
Démonstration. Parce que l’on peut toujours faire le changement de variable u0 = u  u0,
il suffit de vérifier que, pour tout u, on a :
kAu  n:Tk1  kn:Tk1 (7.5)
En utilisant les propriétés de la norme infinie de v, on a :
kAu  n:Tk1 < v; n:T  Au > (7.6)
que l’on décompose :
kAu  n:Tk1 < v; n:T >   < v;Au > (7.7)
Comme v:T = sign(n:T ), on a < v; n:T >= kAu  n:Tk1 et
kAu  n:Tk1  kn:Tk1  < AHv; u > (7.8)
avec AHv = 0, ce qui mène au résultat.
Cette propriété sera utile dans l’analyse fine du pardon pour la SR régularisée, pour les
supports de parcimonies structurés dans la section 7.3.
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7.1.4 Caractérisation par la propriété de non concentration
On étend le théorème 6.1.2 au cas régularisé, on préserve l’équivalence si 	 est inver-
sible.
Théorème 7.1.2. Si N 0 = M et 	 est inversible, les propositions suivantes sont équiva-
lentes (on rappelle que T 0 est l’ensemble des concaténations des supports de T et L) :
1. A est T -pardonnante sur les solutions 	;L-parcimonieuses.
2. Ar est T 0-pardonnante.
3. ImAr a la T 0-PNC (ou T ;L-PNC).
Démonstration. 2, 3 : On utilise directement le théorème 6.1.2 (chapitre 6).
3 ) 1 : En utilisant le théorème 6.1.2, ImAr a la T 0-PNC implique que Ar est T 0-
pardonnante, en particulier, pour tout wr =
0@ Au0 + n:T
0
1A défini comme dans la re-
marque 7.1.2. Alors, le problème (7.3) a u0 comme unique solution pour tout u0,T 0 ce qui
est équivalent au pardon sur les solutions 	;L-parcimonieuses.
1 ) 2 : Soit A une matrice T -pardonnante sur les solutions 	;L-parcimonieuses,
L 2 L et T 2 T . Soit u0 2 RN , n1 2 RN ; n2 2 RN 0 . Soit u1 = 	 1(n2:L). En utilisant
le pardon de A sur les solutions 	;L-parcimonieuses, u1 est l’unique minimiseur de
u1 = argminukAu  (Au1 + n1:T )k1 + k	uk1: (7.9)
On effectue le changement de variable u = v+u1 u0. Alors u0 est l’unique minimiseur :
u0 = argminvkAv   (Au0 + n1:T )k1 + k	(v + u1   u0)k1
u0 =argminvkAv   (Au0 + n1:T )k1 + k	v  	u0   n2:Lk1
(7.10)
On conclut que Ar est T 0-pardonnante.
Remarque 7.1.5. Si 	 est une décomposition générique dans un dictionnaire redondant,
seulement la condition suffisante 3, 2) 1 reste valide.
Remarque 7.1.6. D’après ce théorème, le pardon deAr est garanti siA est T -pardonnante
et 	 est L-pardonnante.
Une application de ce théorème est le comportement de la régularisation lorsque ! 0.
Proposition 7.1.1. Soit A une matrice T -pardonnante alors, pour  suffisamment petit,
la matrice Ar est T -pardonnante sur les solutions parcimonieuses pour n’importe quelle
parcimonie.
Démonstration. Soit T 0 =
0@ T
L
1A 2 T 0. Soit  > 0 et u avec kuk1 = 1. Parce que ImA
a laK-PNC avec constante  < 1, on a :
k(Au):Tk1 + k(	u):Lk1 < k(Au):T ck1 + k(	u):Lk1
k(Aru):T 0k1 <k(Au):T ck1 + (k(	u):Lk1   k(	u):Lck1) + k(	u):Lck1
(7.11)
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Si (k(	u):Lk1 k(	u):Lck1) < 0, ImAr a la T; L-PNC. Sinon, pour  suffisamment petit
et indépendant de u (	 une application linéaire en dimension finie), on a
k(Au):T ck1 + (k(	u):Lk1   k(	u):Lck1) < k(Au):T ck1 (7.12)
et ImAr a la T;L-PNC. La conclusion découle du Théorème 7.1.2.
Avec la propriété de non concentration, on peut aussi rejeter des cas où la régularisation
parcimonieuse n’améliorera pas le pardon.
Proposition 7.1.2. Si 	 n’a pas la L-PNC. Alors pour  assez grand, Ar n’a pas la T ;L-
PNC.
Démonstration. Soit T , L des supports dans T ;L respectivement. Il y a un u tel que
k(	u):Lk1 > k	u:Lck1. Soit 0 < a < k(	u):Lk1   k	u:Lck1. Alors,
k(Au):Tk1 + k(	u):Lk1 >k(Au):Tk1 + a+ k(	u):Lck1: (7.13)
Pour  assez grand, k(Au):Tk1 + a > k(Au):T ck1 et
k(Au):Tk1 + k(	u):Lk1 > k(Au):T ck1 + k	u:Lck1 (7.14)
et Ar n’a pas la T ;L-PNC.
7.1.5 La Restricted Isometry Property pour le pardon régularisé
La RIP fait l’hypothèse de supports de cardinal particulier. Pour étudier le problème
régularisé et sa robustesse aux outliers, on a besoin de la RIP pour des supports de la forme
T =
0@ 1
2
1A avec cardinalité j1j = K sur les N premières coordonnées et j2j = S sur
les dernièresN 0 coordonnées. On dit qu’un tel T a cardinalK;S. D’après la définition 6.1.2
(chapitre 6), un annihilateurB deAr est de taille (N+N 0 M)(N+N 0). On écritBT la
restriction d’une matrice B aux colonnes qui correspondent au support T (BTx = B(xT ))
où xT = x:T .
Définition 7.1.3. B a la Restricted Isometry Property d’ordre K;S et constante  > 0 si
pour tout x 2 RN+N 0 , tout support T de cardinalK;S
(1  )kxT k2  kB(xT )k2  (1 + )kxT k2 : (7.15)
La démonstration usuelle [24, 29] montre que la RIP implique la propriété de non
concentration, ce qui implique le pardon. Ici, on montre qu’il est important de distinguer
la parcimonie du signal et celle du bruit. On utilise la démonstration la plus simple qui est
la plus restrictive sur B afin d’obtenir le résultat qualitatif. De meilleures constantes sont
atteignables avec des arguments plus compliqués.
Théorème 7.1.3. SoitB un annihilateur deAr. SiB a la RIP d’ordre 3K; 3S avec constante
 
p
2 1p
2+1
, alors kerB a la PNC d’ordreK;S et Ar estK;S pardonnante.
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Démonstration. Ce qui suit est une adaptation de la preuve de [29]. On prouve la PNC de
kerB. Soit x 2 kerB. Soit T0 le support de cardinalK;S qui sélectionne lesK plus grandes
valeurs absolues de x sur les N premières coordonnées et S plus grandes valeurs absolues
de x sur lesN 0 dernières coordonnées . Soit T1:::Tr la suite des supports de cardinal 2K; 2S
ayant les plus grands éléments suivants. Soit x0 = xT0 + xT1 , alors Bx0 =  B(
Pr
i=2 xTi)
car x 2 kerB. Il est suffisant de montrer la PNC pour T = T0 car il concentre le plus
d’énergie de x. En utilisant l’inégalité de Cauchy-Schwartz (où l’équivalence des normes)
kxT k1  K1=2kxT;1k2+S1=2kxT;2k2 où xT;1 est x restreint auxN premières coordonnées,
et xT;2 est x restreint aux N 0 dernières coordonnées.
Parce que x0;1 et x0;2 sont 3K; 3S-parcimonieux, on utilise la définition de x0 suivit par
l’hypothèse RIP et l’inégalité triangulaire :
kxT k2  K1=2kxT;1k2 + S1=2kxT;2k2
 K1=2kx0;1k2 + S1=2kx0;2k2
 (1  ) 1(K1=2kBx0;1k2 + S1=2kBx0;2k2)
 (1  ) 1
 
K1=2kB
 
rX
i=2
xTi;1
!
k2
+ S1=2kB
 
rX
i=2
xTi;2
!
k2
!
 (1  ) 1
 
rX
i=2
(K1=2kBxTi;1k2 + S1=2kBxTi;2k2)
!
(7.16)
On utilise la RIP de nouveau :
kxT k2  1 + 
1  
 
rX
i=2
(K1=2kxTi;1k2 + S1=2kxTi;2k2)
!
(7.17)
Maintenant, on borne le terme de droite avec kxk1. Soit j  1 et y (respectivement y0)
une des premières N coordonnées de xTj+1 (respectivement xTj ). Alors jyj  jy0j. Soit z
(respectivement z0) une des dernièresN 0 coordonnées de xTj+1 (respectivement xTj ). Alors
jzj  jz0j. D’après cette observation,
2Ky  kxTj ;1k1
2Sz  kxTj ;2k1:
(7.18)
On élève au carré et on somme sur les y et z :
2KkxTj+1;1k22  kxTj ;1k21
2SkxTj+1;2k22  kxTj ;2k21
(7.19)
On prend la racine et on somme les inégalités :
p
2(K1=2kxTj+1;1k2 + S1=2kxTj+1;2k2)  kxTjk1: (7.20)
On combine avec l’équation (7.17) :
kxT k1  1 + 
1  
1p
2
kxT ck1 (7.21)
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Ce qui implique la PNC si 1p
2
1+
1   1. Ce qui est équivalent à  
p
2 1p
2+1
.
Remarque 7.1.7. Ce théorème pourrait être étendu directement aux matrices B ayant plus
de 2 blocs, par exemple pour un signal corrompu par des outliers et parcimonieux dans une
union de dictionnaires (ou union de bases).
Condition suffisante pour la RIP des matrices annihilatrices
Ici, on montre avec notre construction particulière de matrice annihilatrice, que l’on
peut trouver une condition suffisante pour la K;S-RIP de Ar . Soit Br =

B1 B2

une annihilatrice de Ar , avec B1 une matrice (N + N
0   M)  N et B2 une matrice
(N +N 0  M)N 0. On se demande à quelle condition Br a la RIP.
Définition 7.1.4 (Bornes d’opérateur sur les vecteurs parcimonieux). B est borné par m; M
sur les vecteursK-parcimonieux si :
M = supx;jT jK
kBxT k2
kxT k2 (7.22)
m = infx;jT jK
kBxT k2
kxT k2 (7.23)
Proposition 7.1.3 (Normalisation). Si B est borné par m; M sur les vecteurs K;S-
parcimonieux, on peut trouver  tel que B a la RIP de constante  = M mM+m . On appelle
B, B normalisé.
Démonstration. Soit  = 2=(M + m) et  = M mM+m , alors m = 1    et M =
1 + .
La cohérence mutuelle entre B1 et B2 (comme dans [19]) est utile pour produire des
conditions suffisantes de RIP déterministe et probabiliste [19]. Cette mesure de la compati-
bilité de deux dictionnaires peut prendre plusieurs formes. Tout d’abord, considérons deux
familles de vecteurs orthonormaux. Ces deux familles concaténées forment une famille or-
thonormale si les vecteurs sont orthogonaux deux à deux. C’est-à-dire si la valeur absolue
maximale du produit scalaire entre deux vecteurs de chaque famille est nulle. Il est donc
naturel de quantifier la compatibilité de deux familles de vecteurs (dictionnaire) par cette
valeur. Dans la littérature, on se rend compte que plusieurs mesures de compatibilité sont
utilisées. Il se trouve qu’elles ont toutes un sens très proche.
– Cohérence mutuelle : pour une concaténation de dictionnaires D, on la définit par
c = maxi;j j < di; dj > j où les di sont les lignes de D.
– Propriété d’orthogonalité restreinte : dans le cadre de la reconstruction parcimo-
nieuse, il s’agit du maximum du produit scalaire de deux observations de deux vec-
teurs parcimonieux normalisés. C’est cette version que l’on utilise. Cette quantité est
bornée par la définition précédente, qui englobe aussi la RIP. On a donc
 = supjT jK;jLjSkBH1;TB2;Lkop: (7.24)
On a   maxi;j j < b1;i; b2;j > j et finalement   maxi;j j < bi; bj > j
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– Angle entre sous-espaces : dans [71] la propriété d’orthogonalité restreinte est inter-
prétée en tant qu’angle minimal entre deux sous-espaces.
Proposition 7.1.4 (Condition suffisante pour la RIP des annihilateurs de Ar .). Soit B1
borné par m1 ; M1 sur les vecteurs K-parcimonieux et B2 borné par m2 ; M2 sur les
vecteurs S-parcimonieux. Soit m = min(m1 ; m2) et M = max(M1 ; M2). Soit  =
supjT jK;jLjSkBH1;TB2;Lkop. Si  < 2m, alors Br normalisé a la RIP d’ordre K;S et
constante 0 =
p
2M+ 
p
2m p
2M++
p
2m 
< 1.
Démonstration. Soit x =
0@ x1
x2
1A (x1 a taille N ) un vecteur de support T de cardinal
K;S.
kBxk22 = kB1x1 +B2x2k22
= kB1x1k22 + kB2x2k22 + 2 < B1x1; B2x2 >
(7.25)
La cohérence mutuelle  entre B1 et B2 joue un rôle important dans cette équation :
j < B1x1; B2x2 > j  kx1k2kx2k2  
2
kxk22 (7.26)
car ab  (a2 + b2)=2. Les 2 premiers termes sont contrôlés par les bornes de B1 et B2. On
a :
min(m1 ; m2)
2    kBxk
2
2
kxk22
 max(M1 ; M2)2 + p
2m    
kBxk2
kxk2 
q
2M + 
(7.27)
La conclusion est une conséquence de la proposition 7.1.3.
Le choix de l’annihilateur
La qualité de la RIP dépend directement du conditionnement des sous-matrices deB. Le
choix deB tel que kerB = ImA et tel queB a la RIP de constante optimale, est un problème
ouvert. Une autre question peut même se poser. Étant donné une matrice d’observation
sous-déterminée C, C peut très bien ne pas être la meilleure candidate pour vérifier la RIP.
C’est-à-dire qu’il peut exister une matrice de même noyau ayant de meilleures constantes de
RIP, ce qui garantit une meilleure capacité de reconstruction parcimonieuse. En revanche,
comme on l’a vu au chapitre précédent, on peut construire une matrice B à partir de A
en prenant la projection orthogonale sur le supplémentaire orthogonal de l’image de A
(P(ImA)?), et restreindre celui-ci à son image. Alors, B est un annihilateur de A.
De plus, si on se place dans le cas où 	 est inversible, on peut construire une famille
d’annihilateurs de Ar en utilisant un annihilateur de A. Avec 	 inversible, on a N 0 = M .
Alors B est de taille N N +M , B1 est de taille N N et B2 de taille N M .
Proposition 7.1.5. Soit   0. Soit  = 	 1. Soit Br =

B1;   1A

, avec
B1 = P(ImA)? + I . Alors Br est un annihilateur de A

r .
95
7. RÉGULARISATION PARCIMONIEUSE ET ROBUSTESSE DE LA SR L1
Démonstration. On remarque d’abord que B2 =   1B1A implique BrAr = 0. Alors
Br =

B1;   1B1A

est suffisant. De plus, B1 est de rang plein et B1A = A.
Remarque 7.1.8. On a construit Br à partir de P(ImA)? (annihilateur de A). On a ajouté
I pour s’assurer que B1 est de rang plein. Une telle construction permet de comparer
l’amélioration des constantes de RIP causée par la régularisation.
Dans la Section 7.2.3, on montre sur un exemple que différentes matrices annihilatrices
donnent des constantes de RIP différentes.
À propos du choix de 
Le paramètre  représente le niveau de connaissance a priori que l’on veut imposer à
la solution. La question du choix de  dans des contextes différents (ex. : minimisation
L2; L2 ; minimisation L2; L1) est un sujet de recherche actif dans le domaine du traitement
des images. Une manière de faire ce choix est de construire une fonction objectif, générale-
ment une fonction de risque, et de trouver le  qui minimise ce risque [108]. Ici, le cas de
reconstruction parfaite est étudié. En conséquence, 2 questions viennent naturellement :
– Pour un  , quels couplesK;S mènent à une reconstruction parfaite.
– Étant donné K;S, peut-on trouver un  garantissant une reconstruction parfaite (c.-
à-d. le problème estK;S-pardonnant pour un ).
Idéalement, on devrait choisir  pour optimiser la constante de PNC ou garantir la PRE.
Cela associerait chaque coupleK;S à une constante de PNC optimale pour un  optimal. Si
cette constante était plus petite que 1, la reconstruction serait alors possible. Le problème est
qu’elle est difficile en général à déterminer, car les calculs font intervenir le conditionnement
L1 des sous-matrices de Ar . Pour certains problèmes de traitement des images, il peut
être possible d’estimer cette constante directement. Dans des cas simples, on peut étudier
directement la PNC et la PRE en fonction de  (Section 7.3).
Une première étape est d’optimiser la RIP qui va donner un conditionnement suffisant
pour leK;S-pardon. On montre que l’on peut garantir la RIP pour un  avec notre construc-
tion de matrice annihilatrice pour une certaine classe de matrices Ar . Comme on ne connaît
pas d’annihilateur optimal (en terme de RIP), ce résultat à une utilité pratique limitée, mais
illustre comment les blocs de B interagissent. Les expériences montreront que tester di-
rectement la RIP d’annihilateurs donne le comportement qualitatif du pardon de matrices
aléatoires.
On regarde maintenant comment, à partir de Ar , on peut calculer la constante de RIP
0 pour une matrice Br particulière. Ce qui permet de trouver une condition suffisante sur 
qui garantit leK=3; S=3-pardon de Ar .
Théorème 7.1.4. On considère la matrice régularisée Ar et la matrice Br correspondante
(construite comme dans la proposition 7.1.5) avec  = 0 : Br = (I;  1A). Soit A0 =
A. On suppose que A0 est bornée par m(A0), M (A0) sur les vecteurs S-parcimonieux.
Soit 1 = supjT j<K;jLj<SkIHT A0Lk2.
Si 21  m(A0)2, alors on peut trouver  tel que 1m(A0)2   1  11 . Avec un tel ,
la matrice Br normalisée a la RIP d’ordreK;S et constante 0  1.
En particulier pour  1 = 1=m(A0), on a 0 
p
2+1 
p
1 1p
2+1+
p
1 1
où  = M (A0)=m(A0).
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Démonstration. Soit m = min(m1 ; m2), M = max(M1 ; M2) comme définit propo-
sition 7.1.4. On a B1 = I , m1 = M1 = 1, alors :
m = min(1; 
 1m(A0)) (7.28)
et
M = max(1; 
 1M (A0)) (7.29)
Pour remplir l’hypothèse de la proposition 7.1.4, on veut  =  11  2m. C’est vrai si
les inégalités suivantes sont vraies :
 11  1
 11   2m(A0)2
(7.30)
ce qui est équivalent à :
 1  1
1
1
m(A0)2
  1
(7.31)
Un tel  1 existe si :
21  m(A0)2 (7.32)
Alors, avec la proposition 7.1.4, Br a la RIP d’ordreK;S et constante 0  1.
Si  1 = 1=m(A0), on a m = 1 , M =  et  = 1. En utilisant ces valeurs :
0 
p
2 + 1  
p
1  1p
2 + 1 +
p
1  1
(7.33)
Remarque 7.1.9. On a montré en utilisant une famille de Br particulière que l’on peut des
fois déterminer laquelle donne la RIP.
Remarque 7.1.10. La condition 21 < m(A0)2 est forte. Des matrices le vérifient : prendre
par exemple la matrice B2 =
0BBB@
I=
p
P
...
I=
p
P
1CCCA, formée de P blocs. On a alors  = 1 et
1 = 1=
p
P et 0 
pp
P+1 
pp
P 1pp
P+1+
pp
P 1
. Pour P = 10, on a 0 
p
2 1p
2+1
En utilisant la valeur explicite de  du théorème, les hypothèses demandent que A0 ait
des sous matrices bien conditionnées, et une petite norme (faible cohérence mutuelle entre
A et  ) si  = 1:25 et 1 = 0:1, 0 
p
2 1p
2+1
.
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7.2 Le cas des matrices aléatoires
On étudie le cas de la régularisation convexe parcimonieuse et robuste pour les matrices
aléatoires, ce qui permet de faire le lien avec la littérature. On suppose d’abord que Ar =0@ A
	
1A où A et 	 sont des matrices N M et N 0 M gaussiennes aléatoires, T est
l’ensemble des supports T  RN avec jT j = K et L  RN 0 l’ensemble des supports L
avec jLj = S. Dans la Section 7.2.3, la partie régularisation 	 sera l’identité.
7.2.1 Revues des bornes existantes pour  = 1
Soit Br un annihilateur de Ar . Dans [24], Candès et Tao argumentent que l’on peut
identifier B a une matrice aléatoire gaussienne. La matrice B est de taille N   M  N
(dimImA = dimkerB = M ). Alors B a la K-propriété de reconstruction parcimonieuse
et A estK-pardonnante avec probabilité dominante (« overwhelming ») si :
K < C
N  M
log NN M
(7.34)
avec C une constante. On veut voir si cette condition évolue lorsque l’on ajoute de la régu-
larisation. On utilise la proposition suivante :
Proposition 7.2.1. Si Ar est K + S-pardonnante, alors A est T -pardonnante sur les vec-
teurs 	;L-parcimonieux.
Démonstration. ImAr a laK + S-PNC. De plus, l’ensemble des supports de tailleK + S
contient (T ;L). Alors, ImAr a la (T ;L)-PNC et A est T -pardonnante sur les vecteurs
	;L-parcimonieux.
Ar est de taille N +N
0 M . On regarde l’évolution de la borne.
Proposition 7.2.2. A est T -pardonnante sur les vecteurs 	;L-parcimonieux (ou Ar est
K;S-pardonnante) avec probabilité dominante (overwhelming) si :
K + S < C
N +N 0  M
log N+N
0
N+N 0 M
(7.35)
Démonstration. On utilise l’équation (7.34) avec les dimensions de Ar et on applique la
proposition 7.2.1.
Cette étude est théorique et prend le même type de matrice aléatoire pour l’observa-
tion et la régularisation, ce qui n’est pas très réaliste. Cependant, elle permet de montrer
un exemple où ajouter de la régularisation augmente la capacité de pardon. L’observation
principale est que c’est la quantité K + S qui contrôle le pouvoir de pardon. Lorsqu’il y a
plus d’outliers, le signal doit être plus parcimonieux d’après cette borne. Ceci est confirmé
par l’expérience de la figure 7.2, où on a généré des expériences de pardon aléatoires pour
différentes valeurs de K;S. On montre la pire de 100 expériences en terme de PSNR en
décibels pour la minimisation du problème (7.4) (en utilisant `1  MAGIC , le logiciel
utilisé par [25]).
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Cette revue a montré queK+S est le facteur pertinant pour  = 1. Dans ce cas, chaque
ligne de Ar a la même énergie. Vérifier la K + S-RIP de manière non uniforme donne le
même résultat que pour laK;S-RIP, car c’est la même expérience.
Dans la preuve de la RIP des matrices aléatoires de [12] (où la condition surK + S est
un peu différente que la borne de l’équation (7.34) mais n’est pas asymptotique), une borne
d’union de probabilités est utilisée. La différence des probabilités pour la K + S et K;S
RIP viendra juste du nombre de sous matrices dont on regarde le conditionnement. Cette
preuve repose sur l’inégalité
N +N 0
K + S



e
N +N 0
K + S
K+S
: (7.36)
Elle permet de déduire que la RIP n’est pas valable avec probabilité au plus
e
N +N 0
K + S
K+S
aK+Se b(N+N
0 M) (7.37)
où a et b sont des constantes. Cette relation donne directement que si
K + S < C
N +N 0  M
log( N+N
0
N+N 0 M ) + 1
(7.38)
alors la RIP est satisfaite avec grande probabilité. Maintenant supposons que le nombre de
sous-systèmes du problème de K;S-pardon donne la K;S-RIP (avec la même preuve que
Baraniuk). Dans ce cas, on aurait besoin de
Klog(
N
K
) + Slog
N 0
S
< C 0(N +N 0  M): (7.39)
On voit que l’on pourrait s’attendre à une zone de validité de la RIP de forme différente, si
on vérifiait effectivement tous les sous-systèmes (RIP uniforme).
Lorsque l’on vérifie la RIP non-uniforme, c’est à dire que l’on fait l’expérience pour
r expériences indépendantes. on peut utiliser une borne d’union de la même manière. La
probabilité d’échec devient inférieure à
aK+Se b(N+N
0 M)
r
= e(K+S)rlog(a) br(N+N
0 M): (7.40)
A paramètre fixé, on retrouve donc bien la condition K < constante et a fortiori K + S <
constante pour la RIP. Lorsque l’on va effectuer les expériences non-uniformes, il faut donc
garder à l’esprit que les zones de pardon décrites par la RIP non uniforme sont celles de la
RIP uniforme à une constante près.
7.2.2 K;S-pardon en fonction de 
On génère des expériences de K;S-pardon dans la figure 7.2. On produit 100 expé-
riences aléatoires utilisant des matrices aléatoire gaussienne A de taille 100  50 et 	 de
taille 50 50. Le PSNR de la pire expérience est représenté pour chaqueK;S . On observe
que pour chaque , on a des contrainte de typeK + c()S < C0 où c() est une constante
qui dépend de . Qualitativement, pour des  grands, plus d’outliers sont enlevés mais cela
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FIGURE 7.2. A aléatoire, 	 aléatoire. Pire PSNR de reconstruction lorsque Ar est de
taille N = 100, M = 50en fonction de la parcimonie du bruit et du signal K;S pour (a)
 = 0:1, (b)  = 1 et (c)  = 2.
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FIGURE 7.3. A aléatoire, 	 aléatoire. Parcimonie du bruit et du signal K;S donnant la
RIP avec Ar est une observation aléatoire avec régularisation aléatoire de taille N = 100,
M = 50 pour (a)  = 0:1, (b)  = 1 et (c)  = 2.
n’est valable que pour les signaux très parcimonieux. Pour des  plus petit, l’amélioration
par rapport au cas non régularisé est moins forte mais demande moins de parcimonie.
Le résultat de ces expériences est en accord avec notre analyse théorique de la K;S-
RIP. On montre expérimentalement que la K;S-RIP donne un moyen qualitatif de vérifier
si la matrice est K;S-pardonnante. Soient A et 	 des matrices aléatoires gaussiennes. On
montre une estimation de la RIP de P(ImAr )? . Dans la figure 7.3, on génère le même nombre
d’expérience, et on regarde si le pire conditionnement d’une sous-matrice par expérience
a la constante de RIP requise. On montre les couples K;S où la RIP est vérifiée pour
différentes valeurs de . L’union de tous les couples K;S montre où l’on peut avoir une
reconstruction parfaite avec une régularisation parcimonieuse. La forme de la zone où les
couples K;S donnent une reconstruction parfaite suit le même comportement que dans la
figure 7.2. Comme attendu, un fossé quantitatif existe entre la caractérisation par la RIP et
la capacité de pardon des expériences.
On a étudié le cas des matrices purement aléatoires pour faire le lien avec les résultats
de la littérature. On étudie dans la section suivante un autre type de matrice où seulement
l’observation est aléatoire.
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FIGURE 7.4. A aléatoire, 	 = I . Parcimonie du bruit et du signalK;S donnant laK;S-
RIP de Br = (I;  1A) avec N = 100, M = 50 pour (a)  = 0:1
p
M ,(a) =
p
M et
(c)  = 2
p
M .
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FIGURE 7.5. A aléatoire, 	 = I . Même expérience que figure 7.4 avec un annihilateur
différent. Parcimonie du bruit et du signal K;S donnant la K;S-RIP avec N = 100,M =
50 pour (a)  = 0:1
p
M , (a)  =
p
M et (c)  = 2
p
M .
7.2.3 Le cas d’observations aléatoires d’un signal parcimonieux
Ici on considèreAr =
0@ A
I
1A. On effectue les mêmes expériences que dans la section
précédente. En utilisant la construction de Br de la Section 7.1.5 pour  = 0, on a B1 = I
et B2 =   1A. Pour chaque , on regarde les couples K;S, pour lesquels, Br a la
RIP figure 7.4. Sur la figure 7.5, on fait la la même expérience en utilisant P(ImAr )? . Cela
illustre le fait que différentes matrices ayant le même noyau mènent a des RIP différentes.
En conclusion, la RIP doit seulement être utilisée comme une mesure qualitative de la façon
dont la reconstruction se comporte, et les annihilateurs doivent êtres choisis avec précaution.
Figure 7.6, l’expérience de reconstruction est faite en utilisant Ar . Les variations de 
donnent le même comportement des zone donnant leK;S-pardon que dans le cas précédent.
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FIGURE 7.6. A aléatoire, 	 = I . Pire PSNR de reconstruction en fonction de la parci-
monie du bruit et du signal K;S, pour Ar avec N = 100, M = 50 pour (a)  = 0:1
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M
,(a) =
p
M et (c)  = 2
p
M
7.2.4 Conclusion sur les matrices aléatoires
La RIP donne un outils qualitatif pour déterminer la capacité de robustesse des pro-
blèmes décrits précédemment. Deux pistes à suivre sont apparues.
1. Déterminer la matrice annihilatrice optimale. Si on veut utiliser la RIP, trouver la
matrice annihilatrice optimale peut contribuer à améliorer les constante théoriques.
2. Calcul analytique de la zone de pardon garantie (constante c()). En étudiant plus
profondément les preuves de la RIP des matrices aléatoires, il devrait être possible de
déterminer le rôle de .
7.3 Robustesse de la super-resolution L1-TV
Dans cette section, on montre dans un cas particulier de traitement multi image (débrui-
tage), que pour les supports ayant une valeur fixe de parcimonieK;S, la régularisation TV
n’améliore pas le pardon. Cependant, si on fait l’hypothèse que les supports du gradient du
signal et du bruit sont disjoints, on montre que le pardon est amélioré. On utilise ce résultat
pour un problème de super-résolution particulier que l’on résout plus facilement en utilisant
une minimisation L1   TV . Ces considérations mènent au calcul de la valeur optimale du
paramètre de régularisation pour le débruitage multi-signal L1   TV 1D et le problème de
super-résolution. On finit par une expérimentation en 2D qui montre des résultats proche
des conclusions théorique du cas 1D.
7.3.1 Débruitage multi-image
Le débruitage multi-image est le procédé utilisant différentes images d’une même scène
pour produire une image avec un niveau de bruit réduit. On considère ici le problème sim-
plifié de la robustesse aux outliers à partir d’une collection d’images recalées (pas de mou-
vement).
On utilise le modèle d’acquisition multi-image du chapitre 2 avec sous échantillonnage
de facteur M = 1 sans mouvement (Qi = Id). La minimisation L1 de l’équation 6.1
mène à la sélection de la médiane des observations de chaque pixel. Dans ce cas, on peut
directement étudier la propriété de non concentration de A et Ar . Comme c’est un cas
particulier de super-resolution, cela va nous permettre de trouver certaines limites de la SR
L1   TV .
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Soit N impair. En 1D, A est de taille Nl  l et est composée de blocs l  l diagonaux
avec des coefficients égaux à 1. Soit T 2 T ,
Proposition 7.3.1. Dans le cas du débruitage 1D, A est T -pardonnante si et seulement si
chaque pixel est contaminé au plus N=2-fois.
Démonstration. On vérifie la T -PNC pour A pour les deux implications.
D’abord, si un pixel i est contaminéK = bN=2c+ 1 fois, on considère le problème où
seulement ce pixel n’est pas à 0. Alors
k(Au):Tk1 = Kjuij > bN=2cjuij = k(Au):T ck1 (7.41)
et la PNC n’est pas vérifiée. Il est nécessaire que chaque pixel ne soit pas contaminé plus
de bN=2c fois pour que A soit T -pardonnante.
Réciproquement, si chaque pixel est contaminé plus de bN=2c fois, on regarde le pire
des cas où chaque pixel est contaminé exactementK = bN=2c fois. On a
k(Au):Tk1 = K
X
i
juij < (bN=2c+ 1)
X
i
juij = k(Au):T ck1 (7.42)
Alors ImA a la T -PNC.
On considère maintenant 	 la fonction de gradient discret : (	u)1 = u1, (	u)i =
ui   ui 1. Comme 	 est inversible, pour chaque support de parcimonie L, on peut trouver
u tel que :
k(	u):Lk1 > k(	u):Lck1 (7.43)
Si on considère le pire cas pour la PNC de Ar , on trouve que 	 ne peut pas l’amélio-
rer . Soit un support de parcimonie L, on peut trouver un signal u tel que k(	u):Lk1  
k(	u):Lck1 > 0. Avec un tel u, on devrait s’assurer que :
k(Au):Tk1 + k(	u):Lk1 = K
X
i=1;S
juij+ k(	u):Lk1
< (N  K)
X
i=1;S
juij+ k(	u):Lck1:
(7.44)
Ce qui est équivalent à
K
X
i=1;S
juij+ (k(	u):Lk1   k(	u):Lck1)
< (N  K)
X
i=1;S
juij:
(7.45)
Le membre de gauche est minimisé pour  = 0. C’est l’inégalité la plus faible que l’on peut
obtenir. En conséquence, dans le pire des cas, il vaut mieux éviter la régularisation TV . En
pratique, les outliers peuvent ne pas contaminer les sauts dans le signal. Par exemple, un
reflet du soleil sur une surface réfléchissante uniforme remplira cette condition.
Supposons que les supports des outliers ne coïncident jamais avec les sauts du signal :
c’est-à-dire que si le gradient à une position est différent de 0, les 2 échantillons utilisés
pour son calcul ne sont pas contaminés par des outliers.
En utilisant la PRE, on peut montrer que le système devient très pardonnant, on peut
même déterminer un  optimal.
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Proposition 7.3.2. Soit T 0 des supports de parcimonie de bruit et de signal, tel que le bruit
et les sauts du signal sont disjoints. Si au plusK outliers contaminent chaque pixel et  > 0
alors si (2K  N)=2 <  < N=2, Ar est T 0-pardonnante.
Démonstration. On cherche un vecteur v 2 R(N+1)l qui vérifie les propriété du théo-
rème 7.1.1. On indexe les valeurs de v avec les indices (vj;k)j=1::l;k=1::N+1. L’indice j
représente le numéro de pixel. L’indice k représente le numéro de l’image acquise pour
k  N and le gradient de l’image pour k = N + 1. Soit T 0 = (T;L) un support de T 0.
soit v tel que v:T = sign(n):T et v:L = sign(	u0):L. On impose (Ar )
Hv = 0, ce qui se
traduit pour chaque pixel (valeurs indexées par j de (Ar )
Hv) :X
k=0;N 1
vj;k + (vj;N+1   vj+1;N+1) = 0 (7.46)
On cherche maintenant à déterminer comment remplir la condition sur la norme infinie.
Étant donné un pixel, on peut distinguer 2 cas :
– le pixel j n’est pas contaminé par des outliers. Alors, pour k = 1::N chaque variable
vj;k est libre et on peut choisir vj;k =  (vj;N+1   vj+1;N+1)=N . Comme le maxi-
mum de la norme L1 du membre de droite est 2=N , on garantit kv:T 0ck1 < 1 si
 < N=2.
– le pixel j est contaminé par des outliers. Alors on veut
P
k2T vj;k =  
P
k2T c vi;k 
(vj;N+1 vj+1;N+1), avec les variable du membre de droite qui sont libres. Comme
la norme L1 maximale du membre de gauche estK, on peut trouver un v correct avec
kv:T 0ck1 < 1 siK < N  K + 2, ce que l’on réécrit  > (2K  N)=2.
La même proposition est vraie en 2D avec (2K  N)=4 <  < N=4.
Remarque 7.3.1. Ici, T 0 n’est pas la concaténation de 2 ensemble de supports de bruit et
de signal.
Le résultat des expériences autorisant des superpositions entre les outliers et le gradient
de signal est montré figure 7.7. Ils montrent que lorsque l’on permet ces superpositions, le
débruitage L1   TV n’est pas pardonnant.
Sur la figure 7.8, on montre que sans superposition entre bruit et saut de signal et avec
(N   2)=2 <  < N=2, alors Ar est N   1-pardonnante, pour N = 7. En d’autres mots,
seulement une observation non contaminée par pixel est nécessaire pour avoir reconstruc-
tion parfaite.
7.3.2 Super-résolution
Les limites de la SR L1   TV pour la robustesse aux outliers
Considérons queA est une matrice de SR translationnelle 1D et	 est le gradient discret
(identique à la section précédente). L’étude du pire des cas dans le cas du débruitage montre
que sans hypothèse précise sur le support du signal et des outliers, la régularisation TV
n’améliore pas le pardon. Sur la figure 7.9, on montre 30 expériences de pardon de A et Ar
oùA ne pardonne pas. On observe le compromis entre le nombre d’outliers et la parcimonie
du signal pour une reconstruction parfaite.
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FIGURE 7.7. A observation multi-image, 	 gradient. Avec recouvrement. Pire PSNR
de la reconstruction en fonction de la parcimonie du signal et du bruit K;S lorsque les
outliers peuvent recouvrir les sauts du signal avec N = 7 and l = 50 et (a)  = 0, (b)
 = 0:95N=2
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FIGURE 7.8. A = observation multi-image, 	 = gradient. Pas de recouvrement Pire
PSNR de la reconstruction en fonction de la parcimonie du signal et du bruit K;S lorsque
les outliers ne peuvent pas recouvrir les sauts du signal avecN = 7 and l = 50 et (a)  = 0,
(b)  = 0:95N=2
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FIGURE 7.9. A = opérateur SR 1D, 	 = gradient. Pire PSNR de la reconstruction avec
régularisation TV en fonction de la parcimonie du signal et du bruit N = 10, M = 2 et
l = 25 pour (a)  = 0, (b)  = 1 et (c)  = 10.
La conclusion principale est que mettre une hypothèse de régularité permet d’être ro-
buste à plus d’outliers, mais que l’amélioration est limitée comparée à la force de la suppo-
sition sur le signal. De plus ces expériences, ne donnent pas de garantie de pardon, car leur
nombre est limité. Si on augmente le nombre d’expériences la zone de pardon diminue.
De la même manière que pour le débruitage multi-image, on veut savoir si l’hypothèse
sur la superposition des supports apporte une amélioration dans le cas de la SR. Le principal
problème que l’on rencontre pour étendre le résultat sur le débruitage est le suivant : les
ligne de A sont des sinus cardinaux. Leur support n’est pas concentré. Il est donc difficile
de définir une notion de recouvrement. En conséquence, la contamination par 1’outlier va
concerner tous les pixels de l’image HR.
La SR L1 de réponse impulsionnelle finie bénéficie de la régularisation TV
Certaines méthodes de SR font l’hypothèse d’un opérateur de mouvement de longueur
finie, un tel modèle peut être trouvé dans [26], et donne des résultats visuels probants. On
propose de remplacer le mouvement par convolution avec un sinus cardinal, par une convo-
lution avec une gaussienne tronquée. Un tel modèle peut être justifié par la connaissance de
la vraie PSF (que l’on trouve dans [35]). Ici, pour la SR 1D, A est défini par
A : RMl !

Rl
N
u! (Aiu)i=1;N = (SGiu)i=1;N
(7.47)
oùGi est la convolution par une Gaussienne décalée tronquée (gq)q= p;p de taille 2p+1.On
choisit le paramètre Gaussien a pour que jgpj soit petit. On suppose donc que Gi est 0 hors
des p + 3 premières diagonales (l’amplitude des translations de la SR peut être considérée
plus petite que M = 2 sans perte de généralité). On garde la même définition de 	. Pour
éviter des calculs compliqués, on suppose aussi que les sauts de signal sont séparés par la
taille de Gi.
Proposition 7.3.3. Soit T 0 des supports de parcimonie tels que les outliers et les sauts de
signal sont séparéd par p + 1 échantillons et que les sauts sont séparé par 2p + 1 pixels.
on suppose qu’au plus K outliers contaminent chaque pixel. Soit G+ = maxi;jkGi;jk1 et
G  = mini;jkGi;jk1 oùGi;j est la j-ème colonne de SGi. Si (K(G++G ) NG )=2 <
 < NG =2 , Ar est T 0-pardonnante.
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Démonstration. On cherche v 2 RNl+Ml vérifiant les propriétés du théorème 7.1.1. Soit
T 0 = (T; L) un support de T 0. Soit v tel que v:T = sign(n):T et v:L = sign(	u0):L. On
écrit v =
0@ v1
v2
1A où v1 est de taille Nl et v2 est de taille Ml. On veut (Ar )Hv = 0. Ce
qui s’écrit pour chaque pixel HR (chaque colonne j de Ar ) :
AHj v1 + 	
H
j v2 = 0; (7.48)
avec Aj la j-ème colonne de A et 	j la j-ème colonne de 	. Pour un pixel, on distingue 2
cas :
– le pixel j n’est pas contaminé par des outliers. Alors chaque variable de v1 est libre.
On veutAHj v1 > 2 car la valeur maximale de j	Hj v2j est 2. La restriction jv1j1 < 1
impose
 < kAHj k1=2: (7.49)
– le pixel j est contaminé. On veut :
AHj (v1:T ) =  AHj (v2:T c)  	Hj v2 (7.50)
avec le membre de droite composé de variables libres. De la même façon que pré-
cédemment, il est nécessaire que kAHT j;jk1 < kAHT cj;jk1 + 2, ce qui est équivalent
à
 > (kAHT j;jk1   kAHT cj;jk)=2: (7.51)
Les conditions (7.49) et (7.51) sont suffisantes. Avec la définition de G+ et G , on a les
inégalités :
NG  < kAHj k1
(K(G+ +G ) NG )=2 > kAHT j;jk1   kAHT cj;jk
(7.52)
La condition (K(G+ +G )  NG )=2 <  < NG =2 est donc suffisante pour la PRE.
Remarque 7.3.2. On peut trouver un  siK < Kmax = N=(1+G+=G )=2. Typiquement,
G+=G   2. Si des sauts de signal consécutifs sont autorisés, les constantes changeraient
et nécessiteraient la norme L1 de matrices inverses de restrictions de A. Estimer de telles
normes de manière analytique est difficile.
Expérience pour la super-résolution 1D : Dans la figure 7.10, on montre l’influence de
la régularisation TV pour la SR 1D de réponse impulsionnelle finie avec un zoom M =
2. L’image est de taille l = 210. Pour chaque K;S, on génère 100 expériences avec les
hypothèses de la proposition 7.3.3, en contaminant le même pixel dans les 10 images BR
dans une zone sans saut. On résout le problème régularisé en utilisant notre calcul de .
On voit qu’après régularisation, le nombre de pixels contaminés peut être plus grand que la
moitié du nombre d’images.
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FIGURE 7.10. A = opérateur SR 1D de réponse impulsionnelle finie, 	 = gradient.
Pire PSNR de reconstruction pour différentes parcimonies de bruit et de signal K;S sans
superposition (N = 10;M = 2; l = 20). (a) Exemple d’une image HR, (b) exemple d’une
image BR contaminée, (c) SR sans régularisation (d) SR avec régularisation TV avec 
optimal.
Expériences pour la super-résolution 2D : On utilise le même modèle pour la super-
résolution 2D (on utilise une gaussienne 2D). On utilise l’image “Shepp Logan phantom”
dont le gradient est parcimonieux. 	 est le gradient discret 2D. On effectue une super-
résolution L1 2D avec régularisation par variation totale avec M = 2. On utilise un al-
gorithme de moindres carrés repondérés [31]. On contamine la même région de l’image
dans les différentes images BR. Dans la figure 7.11, on montre l’image idéale, le niveau de
parcimonie, une image BR sans bruit et une image BR contaminée.
D’après la proposition 7.3.3, on peut inférer qu’une plage de valeurs de  rend le pro-
blème SR L1   TV 2D pardonnant. On montre figure 7.12 le résultat de la SR L1 2D
sans régularisation et avec régularisation TV. Il y avait 6 images, Nc = 2 images contami-
nées (on rappelle que le nombre minimal d’images pour une reconstruction parfaite est de
4 pour M = 2). Alors que la super-résolution sans régularisation échoue, la régularisation
TV donne une reconstruction parfaite. On montre aussi comment le PSNR se comporte en
fonction de .
Une plage de valeurs de  donne une reconstruction parfaite (de 0.1 à 0.8), en dehors
on voit l’effet du sur-lissage (de 0.8 à 4) ou l’échec (petit ).
Dans la figure 7.13, on utilise N = 10 et Nc = 6. le problème non régularisé échoue
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FIGURE 7.11. Le problème SR 2D. (a) Image HR, (b) Valeurs triées du gradient 2D discret
(parcimonie du gradient), (c) une image BR propre (d) une image BR contaminée.
complètement. La régularisation TV mène à une reconstruction parfaite. Dans cette expé-
rience, seulement le nombre critique d’imagesM = 4 est nécessaire pour retrouver l’image
HR et il y a moins d’images propres que d’images contaminées. Le comportement de la
reconstruction en fonction de  donne un comportement similaire au précédent. Une plage
de  (de 0:9 à 1:05) donne une reconstruction parfaite.
Remarque 7.3.3. On a supposé que seulement du bruit parcimonieux contaminait le si-
gnal. Cette hypothèse a été faite pour maintenir claire l’exposition des concepts principaux.
Comme la théorie est une extension directe de la reconstruction parcimonieuse, la stabilité
par rapport au bruit additif (ex. : bruit gaussien) devrait être obtenue en utilisant les résul-
tats correspondants de la littérature [23, 29], que l’on a présentés dans la section 6.1.4.
Autres schémas de régularisation, détection d’outliers et méthodes L0
Comme noté précédemment, une méthode de SR par sinc ne bénéficie pas beaucoup de
la régularisation TV. Deux voies possibles pourraient être explorées.
109
7. RÉGULARISATION PARCIMONIEUSE ET ROBUSTESSE DE LA SR L1
(a) (b)
0 1 2 3 40
20
40
60
80
100
λ
PS
NR
 
(c)
FIGURE 7.12. SR 2D résultats, expérience 1. (a) reconstruction sans régularisation,
PSNR=25.49dB, (b) reconstruction avec régularisation PSNR=88.27dB, (c) PSNR en fonc-
tion de .
Premièrement, un moyen de s’assurer de la robustesse du problème est de s’assurer
que la matrice surdéterminée 	 est L-pardonnante avec une bonne constante de PNC. Les
approches non locales ou par dictionnaire pour la modélisation des images peuvent mener à
un	 étant une projection dans un espace de grande dimension où le signal est parcimonieux.
Si cette projection à la PNC relative aux supports de parcimonie du signal, alors le pardon
sera amélioré pour tout type d’observation (encodage universel).
Deuxièmement, on peut faire les observations suivantes : les outliers très énergétiques
et concentrés sont faciles à détecter. Alors que la minimisation L1   TV sera incapable
de les enlever dans certains cas critiques (p. ex. pour une super-résolution 2D avec N =
M2 + 1 ), si seulement un outlier contamine un saut, la détection par seuillage suivie de
l’oubli de l’équation correspondante donnera un meilleur résultat que la minimisation par
régularisation TV présentée dans ce chapitre.
Enfin, on peut montrer que la minimisation L0 peut augmenter le pouvoir de pardon des
outliers car elle cherche à maximiser le nombre d’équations satisfaites. L’apport en terme de
pardon d’une telle méthode peut être important. Le cas précédent d’un outlier contaminant
un saut dans un cas presque critique en est un exemple.
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FIGURE 7.13. SR 2D résultats, expérience 2. (a) image HR, (b) une image BR contaminée,
(c) reconstruction sans régularisation, PSNR=-46.84dB, (d) reconstruction avec régularisa-
tion PSNR=93.31dB, (e) PSNR en fonction de .
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CHAPITRE 8
CONCLUSION
Le traitement multi-image est une manière de dépasser les limites physiques d’un appa-
reil de photographie. L’objectif est de simuler un capteur plus performant en multipliant les
acquisitions de photographies, et donc la quantité d’information capturée. On peut opposer
à cette manière de faire, les techniques de régularisation, où c’est par une connaissance a
priori de la scène à capturer, que l’on apporte l’information manquante. Notre but a été de
déterminer quand la régularisation doit intervenir ou pas, c’est-à-dire les conditions pour
lesquelles l’information manque ou pas. Dans le cas où l’information manque, on a essayé
de déterminer quel était l’apport de la régularisation.
Ces travaux ont permis de déterminer des circonstances pour lesquelles aucune hypo-
thèse de régularité n’est nécessaire pour retrouver la scène originale, lorsque celle-ci ne
subit pas de modification pendant la prise des photographies. Des expériences ont montré
que certaines de ces circonstances peuvent être réunies lors de situations réelles, c’est-à-dire
que l’on peut effectivement prendre le nombre de photographies nécessaire à une bonne re-
construction de la scène. On a souvent pris des hypothèses pessimistes, il est donc possible
que des paramètres d’acquisition moins contraignants donnent de bons résultats en pratique.
Dans le cas de défauts dans certaines images basse résolution (qui peuvent être des
changements dans l’image), on a montré théoriquement que si la part d’images contaminées
n’est pas trop grande, on peut retrouver la scène originale.
Il faut cependant garder à l’esprit qu’augmenter la quantité de données n’est pas tou-
jours possible et qu’une régularisation est alors nécessaire. Les travaux que l’on a effectués
sur le conditionnement local montre que la régularisation n’est pas forcément utile sur toute
l’image dans le cas où le conditionnement global est mauvais. Si les données sont corrom-
pues par des outliers qui ont une structure particulière et que l’on peut faire une hypothèse
de type parcimonie, la robustesse est grandement améliorée.
D’un point de vue théorique, les travaux sur la robustesse ont permis de déterminer
des outils utiles à l’étude du problème de super-résolution, et même plus généralement
de traitement multi-image. Ces outils théoriques issus de la théorie de la reconstruction
Régularisation peu/pas nécessaire
Pas de bruit N > M2
Bruit de puissance 2 N=2 assez grand
Nc outliers N=Nc assez grand
TABLE 8.1. Conditions sur le rapport signal / bruit pour une super-résolution bien
informée
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8. CONCLUSION
Apport de la régularisation
Bruit d’énergie finie
Une régularisation TV locale peut préserver
les zones bien conditionnées
Nc outliers
Avec des supports de parcimonie du signal et
du bruit disjoints, N=Nc peut être petit, sinon
apport nul.
TABLE 8.2. Apport de la régularisation
parcimonieuse et du compressed sensing ne sont pas forcément les plus utilisés : on a vu que
les propriétés de non concentration et de reconstruction exacte sont plus pertinentes. Cette
différence dans l’utilité de chaque outil s’explique par le fait que l’opérateur considéré a
une structure particulière qui s’accorde mal des outils les plus populaires que sont la RIP et
la cohérence mutuelle.
Perspectives
Dans ces travaux, de nombreuses perspectives ont été évoquées pour améliorer des
points particuliers. On peut cependant dégager des directions un peu plus générales de re-
cherche.
On a trouvé des conditions suffisantes pour que la super-résolution soit bien informée.
Il serait intéressant de continuer à chercher des conditions plus larges qui garantissent une
bonne reconstruction sans régularisation. Par exemple, il semble possible de considérer des
mouvements plus généraux (homographies), d’introduire un flou inversible (estimé a priori)
dans le modèle, et conserver les mêmes résultats.
Ce travail peut aussi servir de base pour la conception de systèmes de super-résolution.
L’avantage d’avoir des algorithmes simples et une quantité de données suffisante, est que
l’effort de conception d’un système de super-résolution repose sur l’amélioration de la puis-
sance de calcul du matériel et l’amélioration des performances algorithmiques. Il faut aussi
garder à l’esprit que les appareils photo possèdent un filtre anti-repliement physique. Il se-
rait intéressant d’expérimenter avec des systèmes sans filtre, les possibilité en terme de gain
de résolution pourraient être importantes.
On a seulement étudié en détail l’interaction de la régularisation TV avec le problème
de super-résolution multi-image. Bien d’autres régularisations peuvent s’inscrire dans la
théorie que l’on a décrite. On peut notamment citer les méthodes de régularisation à base
de décomposition parcimonieuse dans des dictionnaires. Il serait intéressant d’étudier leur
comportement en terme de robustesse pour la super-résolution, et plus particulièrement
d’étudier si prendre en compte l’opérateur d’acquisition dans la construction du dictionnaire
serait bénéfique à ces performances. Pour une telle étude, chercher à utiliser ou développer
des bornes inférieures pour la norme L1 de familles de vecteurs serait bénéfique.
Enfin, l’utilisation d’algorithmes de minimisation L0 approchés semble être une ten-
dance forte dans le domaine du traitement de l’image. Il est possible de montrer dans cer-
tains cas qu’ils améliorent les résultats de la minimisation L1. Étudier leurs performances
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théoriques dans le cadre de la super-résolution et les comparer aux méthodes L1 permettrait
de valider leur utilité. Pour ce faire, on pourrait d’abord étudier le potentiel apport d’une mi-
nimisation L0 exacte. Si le résultat est positif, il faudrait choisir le schéma de minimisation
approché qui donne le meilleur compromis performance/temps d’exécution pour le traite-
ment multi-image. Enfin, les remarques sur la structure de l’opérateur de super-résolution
devraient jouer un rôle crucial pour la conception d’algorithmes approchant au mieux la
minimisation L0.
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Relations entre le modèle d’image et le nombre de
mesures pour une super-résolution fidèle
Yann Traonmilin
Résumé :
La super-résolution multi-image consiste à produire une image de haute résolution d’une
scène à partir de plusieurs acquisitions de basse résolution. Le problème inverse correspon-
dant peut être mal posé, il faut alors avoir recours à un modèle de régularité sur le contenu
de la scène pour produire une image de haute résolution réaliste. Seulement, les erreurs de
modélisation limitent la performance de telles méthodes. En conséquence, il est important
de déterminer les conditions dans lesquelles le problème est bien posé afin d’éviter de
régulariser lorsque cela est possible, et ainsi maximiser la fidélité de la super-résolution. On
se pose donc les questions suivantes :
Pour des bruits d’énergie finie ou une contamination par des données aberrantes (de
support fini), combien d’images permettent de produire une image de haute résolution fidèle
à la réalité ? Comment maximiser la fidélité du résultat des méthodes régularisées lorsque
le nombre d’images est insuffisant ?
Dans le cas d’un bruit de mesure, une étude du comportement asymptotique du condi-
tionnement du système inverse valide la possibilité d’effectuer une super-résolution non
régularisée lorsque le nombre d’images est suffisant. Par ailleurs, dans les cas proches
du seuil critique d’inversibilité, qui sont les plus mal posés, nous proposons et validons un
estimateur local du conditionnement qui nous permet de restreindre le plus possible le re-
cours à une régularisation. Dans le cas de données aberrantes, nous utilisons l’équivalence
entre le problème de reconstruction parcimonieuse et la résistance aux données aberrantes
pour démontrer des bornes de résistance aux données aberrantes du problème de super-
résolution. Nous traitons aussi le cas de la régularisation et montrons les conditions sous
lesquelles celle-ci permet d’améliorer la robustesse du problème. Tous ces résultats sont
validés par des expériences.
Mots-clefs : super-résolution, régularisation, interpolation, données aberrantes, robus-
tesse, modèles parcimonieux
Abstract : Multi-image super-resolution produces a high resolution image from several
low resolution acquisitions of a scene. This inverse problem can be ill-posed. We then need
to use a regularity model on the scene to be able to produce a realistic image. However,
modelization errors limit the performance of such methods. Consequently, finding conditions
where the problem is well-posed is necessary to be able to limit the amount of regulariza-
tion when possible, and maximize the fidelity of the result. We ask ourselves the following
questions :
For noises with finite energy or ouliers, how many images permit the reconstruction of
a high resolution image close to the real scene ? How to maximize fidelity of regularied
methods when the number of images is too small ?
For measure noises, an asymptotic study of the conditioning guarantees that it is possible
to use an unregularized method if enough images are available. In cases closes to the critical
inversible case, which are not well-posed, we propose and validate a local estimator of the
conditioning, which we use to limit the amount of regularization. For outliers, we use the
equivalence between the sparse recovery problem and the robustness to outliers to calculate
bounds for the robustness of super-resolution. We also study the regularized case and show
conditions which increase the robustness of the problem. All these resuts are validated by
experiments.
Keywords : super-resolution, regularization interpolation, outliers, robustness, sparse
models
