We study the following Ramsey-type problem. Let S = B ∪ R be a two-colored set of n points in the plane. We show how to construct, in O(n log n) time, a crossing-free spanning tree T (B) for B, and a crossing-free spanning tree T (R) for R, such that both the number of crossings between T (B) and T (R) and the diameters of T (B) and T (R) are kept small. The algorithm is conceptually simple and is implementable without using any non-trivial data structure. This improves over a previous method in Tokunaga [16] that is less efficient in implementation and does not guarantee a diameter bound. Implicit to our approach is a new proof for the result in [16] on the minimum number of crossings between T (B) and T (R).
Introduction
Let S be a set of n points in general position in the plane. Consider an arbitrary two-coloring of S, that is, S is the disjoint union of B and R such that each point in B is colored blue and each point in R is colored red. This two-coloring induces an edge coloring of the complete geometric straightline graph K(S) spanned by S, in the following way: Edges that connect two points of the same color are given this color, and all other edges of K(S) are given a third color, say green. Finding monochromatic subgraphs of K(S) with special properties is a topic of classical Ramsey theory. For example, there always exists a crossing-free perfect matching that uses only green edges, provided |R| = |B|; see [14] . Or, for every (not necessarily induced) two-coloring of the edges of K(S) there exists a monochromatic and crossing-free spanning tree of S; see [12] . By a crossing-free geometric graph G we mean that no two edges of G cross, i.e., intersect in a single point that is not a vertex of G. Two geometric graphs G 1 and G 2 are called compatible if no edge of G 1 crosses any edge of G 2 .
In this paper, we study the question of how to compute efficiently a crossing-free blue spanning tree T (B) for B, and a crossing-free red spanning tree T (R) for R, with particular properties. The For arbitrary choices of T (B) and T (R), the red tree clearly may cross the blue tree Θ(n 2 ) times, for n = |S|. A result in [1] implies that T (R) may be chosen such that each of its edges crosses T (B) only O( √ n) times, giving an upper bound of O(n √ n) crossings. Interestingly, this bound can be reduced to O(n). Tokunaga [16] proved that the minimum number of crossings between T (B) and T (R) is exactly max{ g 2 − 1, 0}, where g denotes the number of green edges on the convex hull of S. (Note that g is an even number.) As a corollary, T (B) and T (R) can be chosen to be compatible if and only if g = 0 or g = 2.
The proof in [16] is constructive, and a straightforward implementation runs in time polynomial in n. However, a sub-quadratic implementation requires complex data structures for dynamic convex hull maintenance [15] . We shall give an alternative construction, that is conceptually simpler and that translates to an O(n log n) time algorithm without using any non-trivial data structure. Moreover, the constructed spanning trees have their diameters bounded by O(h + log n) and O(h log n h ), respectively, where h denotes the number of points on the convex hull of S. (We may choose which tree meets the smaller diameter bound.) This is not far from the optimum as a diameter of Θ(h) may not be avoidable when crossings are kept to a minimum.
In Figures 1 through 7 , red (blue) points are shown as black (grey) dots.
The triangle case
We first solve a simpler problem, which nevertheless will turn out to be the core of the general problem. Let S be a two-colored point set. A triangle △ spanned by three points in S is called a red triangle if exactly one edge of △ is red, and a blue triangle if exactly one edge of △ is blue. Notice that each red or blue triangle has exactly two green edges. Throughout, we denote with CH(S) the convex hull of S.
Lemma 1 Let S = B ∪ R be a two-colored set of n points such that CH(S) is a triangle which is either blue or red. There exists a triangulation of S that contains a (blue) spanning tree for B, a (red) spanning tree for R, and a green spanning tree for S. If r = 0 and b > 0 then we connect r 1 to each blue interior point of △ and obtain a fan of green edges. Also, we connect these blue points in their fan order and obtain a blue path, which we finally connect to one of b 1 or b 2 . The resulting graph can then be completed to a triangulation of △ which contains the desired three spanning trees.
If r > 0 then we choose a red point r 2 in the interior of △ and connect r 2 to r 1 with a red edge, and also to b 1 and b 2 with two green edges. This splits △ into three triangles with fewer interior points. Each of these triangles has exactly two green edges and therefore is either red or blue; see Figure 1 . So, by induction, within these triangles the postulated triangulations do exist. Their concatenation gives a triangulation of △ that contains a spanning tree for R because of the edge r 1 r 2 , a spanning tree for B because of the edge b 1 b 2 , and a green spanning tree for S because of the common point r 2 .
2
The proof of Lemma 1 is constructive and allows for an efficient implementation. We show that a runtime of O(n log n) can be achieved by splitting triangles in a balanced way. To this end, the partitioning result in Lemma 2 below is utilized. A similar approach has been used in [4] for solving a different problem on triangulations. More general versions of the lemma (with more involved proofs) have been given in [5, 2] , who also showed that the factor of 2 3 in the lemma is worst-case optimal.
Lemma 2 Let I be a set of k points in the interior of a triangle △. There exists a point p ∈ I such that the three triangles, obtained by splitting △ with the edges from p to the vertices of △, contain at most Proof. Let c be a fixed vertex of △. With respect to c, consider the cyclic order p 1 , . . . , p k of the point set I. The point p k partition I into three subsets A, B, and C of sizes at most k 3 ; see Figure 2 . For splitting △, we choose as p a point in B with minimal distance from the line through the edge of △ opposite to c. The resulting three triangles contain at most 2k 3 points of I, because the two triangles that have c as a vertex do not contain points from either A or C, and the third triangle does not contain points from B \ {p}. Clearly, B, and thus p, can be found in O(k) time by checking each point in I. 2
Lemma 3
The three spanning trees in Lemma 1 can be computed in O(n log n) time.
Proof. Let S be a point set as in Lemma 1, with |S| = n. Then CH(S) is either a blue or a red triangle, △ 0 . Denote with R 0 and B 0 the set of red and of blue points of S, respectively, in the interior of △ 0 . Let r 0 = |R 0 | and b 0 = |B 0 |, and assume r 0 > 0 and b 0 > 0 first. If △ 0 is blue then we utilize Lemma 2 to find a point p ∈ R 0 that splits △ 0 into three triangles △ 1 , △ 2 , and △ 3 , each containing at most 2r 0 3 points of R 0 . Similarly, if △ 0 is red then we choose p ∈ B 0 such that △ 0 splits into three triangles △ 1 , △ 2 , and △ 3 each containing at most 2b 0 3 points of B 0 . Next, R 0 and B 0 are each divided into three subsets R i and B i (i = 1, 2, 3), respectively, according to their containment in △ 1 , △ 2 , and △ 3 . These steps take time O(r 0 + b 0 ) in total, including the time for constructing the red, blue, and green spanning trees so far.
We recur on each △ i until either r i = |R i | = 0 and △ i is blue, or b i = |B i | = 0 and △ i is red. This process can be represented by a ternary tree T whose nodes are triangles △ j , characterized by the sets (R j , B j ) they contain. The root of T is (R 0 , B 0 ), and for each level of T , the total number of points in the sets for its nodes is at most n = |S|. Moreover, if (R j , B j ) is a non-leaf of T , then for each of its children (R k , B k ) we either have r k ≤ 2 3 r j and b k ≤ b j , or r k ≤ r j and b k ≤ 2 3 b j . This implies that the height of T is O(log n). We conclude that T can be built up in time O(n log n). Notice that both the red tree and the blue tree constructed so far have a diameter of O(log n). (This fact will be used in Section 3.) It remains to compute spanning trees for the leaves of T . Each leaf is a triangle △ ′ with a monochromatic interior set X. Observe that the color of △ ′ has to coincide with the color of X. The corresponding green and red (resp. green and blue) spanning trees can be computed by mainly sorting X cyclically with respect to a vertex of △ ′ , in time O(n log n) for all leaves.
With the construction given so far, the spanning trees still may have a diameter of O(n). We will modify the construction later on (in the proof of Theorem 5) in order to keep the diameters of the blue and the red spanning tree small.
General two-colored sets
We proceed to prove a generalization of Lemma 1 for point sets that have an arbitrary number of points on their convex hull.
Lemma 4 Let S = B ∪ R be any two-colored point set, and let g be the number of green edges of CH(S). There exists a triangulation of S that contains a green spanning tree for S, a (blue) spanning tree for B, and a (red) spanning forest for R with exactly max{ g 2 , 1} components.
Proof. Let us consider the case g = 0 first. That is, the vertex set of CH(S) is monochromatic, say blue. (The red case is symmetric.) We select some red interior point p and connect p to each vertex of CH(S) with a green edge; see Figure 3 admitting a triangulation that contains red, blue, and green spanning trees as in Lemma 1. For any two such triangles, trees of the same color are already interconnected, namely blue trees via edges of CH(S), and the red and the green trees all meet at point p. (We have to neglect an arbitrary blue edge of CH(S) in order to avoid a blue cycle.) This proves the lemma for the case g = 0.
Let now g ≥ 2.
(Recall that g is an even number). We choose some blue vertex q of CH(S) and connect q to other blue vertices of CH(S), in a way such that CH(S) is partitioned into polygons each having exactly two green edges. The number of polygons obtained from this fan of blue edges is g 2 . (If g = 2 then the fan is empty and CH(S) is the only polygon.) We triangulate each such polygon Q (if Q is not a triangle already) by introducing two fans of green edges, centered at a certain blue vertex b and a certain red vertex r of CH(S), respectively, as is shown in Figure 3 (right). (Note that only one green fan will emerge if r and b are adjacent on the boundary of Q.) Each obtained triangle is either blue or red, and therefore admits a triangulation that contains red, blue, and green trees as in Lemma 1. Inside a fixed polygon Q, any two blue spanning trees (for triangles of Q) are connected via b or via blue edges of Q, any two red spanning trees are connected via r or via red edges of Q, and any two green spanning trees either have b or r in common or they are connected by the edge br. Moreover, for distinct polygons Q and Q ′ , their blue and their green trees (but not their red trees) are connected via the blue vertex q of CH(S) we have chosen above. This proves the lemma for the case g ≥ 2.
We are now ready to state and prove the main result of this paper.
Theorem 5 Let S = B ∪ R be a two-colored set of n points. Let h be the number of vertices of CH(S). In O(n log n) time, we can compute a blue crossing-free spanning tree T (B) for B, and a red crossing-free spanning tree T (R) for R, such that T (B) and T (R) cross minimally often and have diameters of O(h + log n) and O(h log n h ), respectively.
Proof. As a first step, let us slightly modify the construction in the proof of Lemma 1, in order to get compatible blue and red spanning trees of small diameter in the triangle case. (We do not care about the green tree now.) As in Lemma 1, assume that △ is a blue triangle. (The case of △ being a red triangle is symmetric.) Now, in the case r = 0 and b > 0, we simply connect each blue interior point of △ to any of the two blue vertices of △ (rather than to the red vertex). Then, by following the strategy in the proof of Lemma 3, red and blue trees of diameters O(log n) are obtained for the triangle case, in time O(n log n). Based on this modification, the construction in the proof of Lemma 4 is applied. We obtain a blue crossing-free spanning tree T (B) for B, and a red crossing-free spanning forest F (R) for R, such that T (B) and F (R) are compatible. It is easy to check that the tree T (B), as well as each component of F (R), is of diameter O(h + log n). Let g be the number of green edges of CH(S). If g ≤ 2 then F (R) is already a tree, and we are done.
Assume g ≥ 4. Each component C of F (R) lives in a subpolygon, Q(C), of CH(S). Adjacent subpolygons Q(C 1 ) and Q(C 2 ) have a blue diagonal, bb ′ , of CH(S) in common. By the construction in the proof of Lemma 1, bb ′ is the common edge of two blue triangles bb ′ r and bb ′ r ′ , and moreover the point sets B 1 and B 2 these triangles contain have to be blue as well. See Figure 4 . Observe that bb ′ r ∪ bb ′ r ′ is a convex quadrilateral, and therefore contains the line segment rr ′ . The tree T (B) connects the points in B 1 and B 2 with blue edges to either b or b ′ (due to the modification above). These blue edges can be rearranged such that none of them crosses the line segment rr ′ . So, when we connect the red components C 1 and C 2 with the edge rr ′ , the resulting red tree crosses T (B) at a single edge, bb ′ . These actions for Q(C 1 ) and Q(C 2 ) can be carried out in O(|B 1 | + |B 2 |) time.
In total, there are exactly g 2 consecutively adjacent subpolygons Q(C). This implies that F (R) can be extended to a tree T (R) that crosses T (B) exactly g 2 − 1 times, the minimum possible by a result in [16] . The diameter of T (R) is
This gives the bound O(g
Examples show that when crossings are kept to a minimum then a diameter of Ω(h) may not be avoidable. See Figure 5 . The blue points and the red points are placed regularly on two concentric circles, the circle for the red points being smaller. Any blue edge which does not connect two cyclically neighbored (blue) points splits the red point set, and therefore leads to crossings with any possible red tree. To achieve the minimum number of crossings (which is zero in this case) the blue tree has to be a path of length h − 1 on the boundary of the convex hull.
Let us remark another implication of Lemma 4.
Corollary 6 Let S be a red-blue colored set of n points. Deciding whether S admits compatible blue, red, and green crossing-free spanning trees, and constructing these trees in case of their existence, can be done in O(n log n) time.
Notice that the decision problem can be solved by simply computing CH(S) and checking if the number of its green edges is at most two. Still, the O(n log n) bound is asymptotically optimal, as the vertices of CH(S) have to be identified in order to make the decision, and the latter problem has a lower bound of Ω(n log n); see [6] . Concerning the space requirement, all the described algorithms use O(n) space.
Variants 4.1 Pointedness
A geometric straight line graph is called pointed if, for each of its vertices v, there is some halfplane bounded by a line through v that contains all the edges incident to v. By a result in [3] , not every triangulation contains a pointed spanning tree. Let us show that both the blue spanning tree T (B) and the red spanning forest F (R) in Lemma 4 can be forced to be pointed while still living in a common triangulation.
Vertices of CH(S) are always pointed. Thus the critical parts in the construction of T (B) and F (R) are those where interior points are handled. Firstly, in the case g = 0, we may have to select some red interior point p to split CH(S) into blue triangles. When choosing p at minimum distance to the boundary of CH(S), p is guaranteed to stay pointed when red edges are added to it later on: All red points lie in the halfplane bounded by a line through p and being parallel to an edge of CH(S). Secondly, in the construction in the proof of Lemma 1, we have to choose some red point r inside a blue triangle △. Again, we may take r at minimum distance to the (unique) blue edge Figure 6 : Many long blue edges of △. As only red edges in the interior of △ are added to r, the pointedness of r is ensured. Finally, we have to connect each monochromatic point set within a triangle of the same color by a path. But those points have degree at most two and therefore are trivially pointed. This guarantees the pointedness of F (R) with the construction just described. The arguments for the pointedness of T (B) are analogous.
Observe that the corresponding green spanning tree still may be non-pointed. Note also that the computation time for T (B) and F (R) increases to Θ(n 2 ) in the worst case, as splitting no longer takes place in a balanced way.
Rigidity
A geometric graph G is called rigid if, loosely speaking, the only way of continuously moving any subset of its vertices without changing any edge length is to move G while keeping all vertex distances; see e.g. [8] for a rigorous definition of rigidity. G is called minimally rigid if G is rigid but looses this property as soon as any of its edges is deleted.
Interestingly, the blue, the red, and the green graph in Lemma 4 together yield a minimally rigid graph, M , if the red spanning forest F (R) is connected to a tree in an arbitrary way. The number of edges of M is exactly 2n − 3, namely, n − 1 in the green tree, |B| − 1 in the blue tree, and |R| − 1 in the red tree. Moreover, each subgraph of M with k ≥ 2 vertices has at most 2k − 3 edges, because such a subgraph consists of a forest of each color on the respective number of vertices. That is, M is a so-called Laman graph [13, 9] and thus is minimally rigid. In fact, the red, the blue, and the green tree constitute a so-called 3T2 decomposition of M ; see [10] .
Extremal trees
How much length is lost, compared to the minimum spanning trees MST(R) and MST(B) of R and B, respectively, when the spanning trees T (R) and T (B) as in Theorem 5 are used? Figure 6 shows that the length ratio between T (B) and MST(B) can be arbitrarily bad, namely, Θ(n). As a dual question, how many times do MST(R) and MST(B) cross in the worst case? Interestingly, the answer is O(n), by a recent result in [11] . This shows that MST(R) and MST(B) are not too far from the optimum as far as crossings are concerned. 
Flipping distance
The problem treated in this paper arose to us when asking for the flipping distance from the Delaunay triangulation [7] of S = B ∪ R to some triangulation that contains spanning trees for both subsets R and B. Clearly, this question is only meaningful if such a triangulation does exist, that is, if the red tree and the blue tree can be chosen in a compatible way.
Assume that such a triangulation does exist. We argue that Ω(n 2 ) flips may be necessary. In the well known example for an Ω(n 2 ) flipping distance between triangulations, see [7] , we color two particular points blue and all other points red; see Figure 7 . Then it takes Ω(n 2 ) flips to insert the edge connecting the two blue points. We raise the question of computing, for a given set S = B ∪ R, a shortest flipping sequence that yields a triangulation with the properties above.
