Helpdesk databases are used to store past interactions between customers and companies to improve customer service quality. One common scenario of using helpdesk database is to find whether recommendations exist given a new problem from a customer. However, customers often provide incomplete or even inaccurate information. Manually preparing a list of clarification questions does not work for large databases. This paper investigates the problem of automatic generation of a minimal number of questions to reach an appropriate recommendation. This paper proposes a novel dynamic active probing method. Compared to other alternatives such as decision tree and case-based reasoning, this method has two distinctive features. First, it actively probe the customer to get useful information to reach the recommendation, and the information provided by customer will be immediately used by the method to dynamically generate the next questions to probe. This feature ensures that all available information from the customer is used. Second, this method is based on a probabilistic model, and uses a data augmentation method which avoids overfitting when estimating the probabilities in the model. This feature ensures that the method is robust to databases that are incomplete or contain errors. Experimental results verify the effectiveness of our approach.
INTRODUCTION
High quality customer service is extremely important. According to a survey conducted by National Retail Federation, 99 percent of shoppers said that customer service was at least somewhat important when deciding to make a purchase [35] . Databases have been widely used to store past interactions between customers and companies to improve the quality of customer service. Such databases are called helpdesk databases.
In this paper, we assume the helpdesk databases are organized into a number of cases, where each case contains the interactions between a customer and the service team about a particular prob-lem, the features extracted from these interactions (e.g., initial information provided by the customer, clarification questions asked by the service team and answers from the customer, etc.), and the final recommendations by the service team. Table 1 shows an example database for a computer support service (not all the cases are shown). Features with question marks are questions being asked by the service team and users' answers are in the parenthesis. For instance, in the first case, user reports a login problem for an on-campus computer. The service team then asks whether the user has enrolled in CS courses because the account is only available for enrolled students. The user answers "yes" and the team confirms enrollment and enables the account.
A question can be modeled as a feature and answers to the question can be modeled as values of the feature. This paper assumes features are already extracted either manually or using natural language processing techniques [5] .
One common scenario of using helpdesk database is to find whether recommendations exist given a new problem from a customer. However, directly matching the request to existing cases often does not work because customers often provide incomplete information. For example, if the user just says he/she has a login problem, all of the first four cases in Table 1 will match. Thus some clarification questions (e.g., whether the user is on-campus) need to be asked. These questions can be prepared manually. However, if the helpdesk database is very large or gets updated frequently, it will be difficult to manually generate and maintain the questions. This paper investigates the problem of automatic generation of a minimal number of questions to reach an appropriate recommendation.
There has been a rich body of work on searching databases, such as ranking data query results [3, 12, 2] , similarity search [1, 27] , evaluating top k queries [13, 22] , and computing skyline queries [7, 31] . However, the focus of this paper is not to find the answers of a user query, but to find the appropriate questions to ask the user.
This paper models the problem as a classification problem (i.e., classifying a user's problem into an existing recommendation). The problem of question generation now becomes the problem of selecting a minimal number of features (questions) that can accurately predict the recommendation, based on known features of the new problem and existing cases. We also have two requirements for the solution:
1. It needs to utilize all the information provided by users.
2. It needs to be robust to databases that are incomplete (i.e., some important cases may not be in the database) or contain errors.
The first requirement ensures that the prediction is accurate. The second requirement is needed because it is often very expensive to clean up a helpdesk database due to its size and frequent updates. Problem of existing approaches: There are two existing approaches: decision tree [8, 37] or case-based reasoning [36] . However neither approach satisfies both requirements. Next we use two examples to illustrate the limitations of the two existing approaches. Table 2 shows two new cases (case 5 and 6) from a user. For each case, we assume that the user has provided some known features and there are still some unknown features. Suppose we build a decision tree over existing cases in helpdesk database shown in Table 1. Each node in the tree will become a question to ask the user (starting from the root). Figure 1 shows the interactions between the decision tree approach and the user. Since the decision tree is built statically, it can not use the information provided by user at run time. Thus although the user has already told the system that he/she has a login problem, is on campus, and has not enrolled, the decision tree approach still asks two unnecessary questions.
One could certainly build a decision tree dynamically, e.g., to build the tree only over cases that match the information provided by a user. However, the following example will show that the decision tree approach does not satisfy the second requirement. Consider case 6 in Table 2 , where a user tells us he/she has a login problem and is off campus. Case 3 and 4 in the database match the known features. However, the correct recommendation is not in either of these cases (it is in case 2). Thus building a decision tree over the exact matching cases will never give the correct solution. One could try to alleviate this problem by including partially matched cases such as case 2. However it is unclear how to take into account the different degree of similarity between the matching cases and the new problem when building the decision tree.
Another possible solution is to use case-based reasoning (CBR) systems [16, 4, 9, 34, 29, 20] . A well known example is the QuickSource system that has been used by Compaq to support its helpdesk [36] . Such a system retrieves cases most similar to the new problem and returns the recommendation in the most similar cases 1 . The user may provide some initial information. The systems will use it to retrieve similar cases and then ask the user additional questions (typically questions in the matching cases) to reduce the number of matching cases. This process typically stops when the user finds the case with the appropriate solution or only one case remains. Thus case-based reasoning approach satisfies the first requirement on utilizing user provided information.
However, CBR does not satisfy the second requirement because it often overfits its solution to the few most similar cases in the database. For instance, consider case 6 in Table 2 . Figure 2 shows the interactions between CBR and the user for this case. The user tells us he/she has a login problem and is off campus. Hence CBR finds case 3 and 4 most similar based on known features. It then asks some questions. Eventually it learns all the features of case 6. However, there is no exact match in the database for all features. Suppose the most similar case is case 4 (it matches 4 out of 5 features of case 6), CBR will return the solution to case 4, which is incorrect because the user is not enrolled.
One could certainly try a better similarity function. However, CBR is still vulnerable if the most similar case itself contains errors (e.g., if case 2 is found to be the most similar case, but its recommendation is wrongly put as the solution to case 1). Our approach: This paper proposes a novel approach called active feature probing (AFP). Figure 3 shows the architecture of our proposed approach. Our approach keeps a set of known features of the new case. Whenever a user provides the system any new information, it will be immediately added to the known features. This will trigger a probabilistic question selection module to generate a ranked list of questions and recommendations. Questions are ranked based on how informative they are given the known features, and recommendations are ranked based on their probabilities given the known features. The system will then actively probe the user on those questions. The user can answer any of those questions, or even provide information that is not being asked. The system then adds these information into known features and generates the next set of questions and recommendations. This process continues until the user finds the appropriate recommendation.
It is easy to estimate how informative a question is if all features of the new case is known. However usually many features are unknown. One solution is to draw samples directly from existing cases that match the known features, and use these samples for estimation (similar to building a decision tree over matching cases). However, as mentioned earlier, there are often too few existing cases that match the known features. A small sample size often leads to poor estimation.
To overcome the small sample problem, our approach uses a data augmentation method [18, 42] to generate a set of augmented samples based on the known features and the helpdesk database. These samples are called augmented because they have the same values as the new case on the known features, and have synthetically generated values on the unknown features of the new case. The generation of unknown feature values considers both the distribution of unknown features of existing cases and the chances of those cases will match the known features. A simple way of understanding this approach is that it associates some weights to cases based on their chances of matching the case. The benefit of the sampling approach is that we can generate as many sample cases as we want, and the estimation based on these samples is unbiased.
Compared to existing solutions, our AFP approach has two distinctive features. First, it actively probe the customer to get useful information to reach the recommendation, and the information provided by customer will be immediately used by the method to dynamically generate the next questions to probe. This feature ensures that all available information from the customer is used. Second, this method is based on a probabilistic model, and uses a data augmentation method which avoids overfitting when estimating the probabilities in the model. This feature ensures that the method is robust to databases that are incomplete or contain errors. Thus our approach satisfies the two requirements mentioned earlier. Figure 1 shows the interactions between our approach (AFP) and the user for case 5. AFP first adds user provided information into known features. This will trigger the probabilistic module. The module will compute the probabilities of different recommendations given the known features. It finds that the recommendation in case 2 (the correct one) has very high probability and will presents it to the user. Thus no question needs to be asked by our approach (Decision Tree approach asks 2 questions). This example shows the value of the dynamic and active feature of our approach. Figure 2 shows the interactions between our approach (AFP) and the user for case 6. Again, the known features will be added, which will trigger the probabilistic module. This module will generate sufficient number (we use 300 in this paper) of augmented samples. Note that case 2 also partially matches case 6, thus it will be also considered when generating the samples. This avoids overfitting the samples to the most similar cases (case 3 and 4). The probabilistic module then selects the most informative question (the enrollment status) to probe the user. Based on the user's answer (not enrolled), the module finds that the recommendation in case 2 (the correct one) is the most probable and returns it to the user. Thus our approach not only asks fewer questions than CBR, but also returns the correct solution while CBR does not. This is due to the probabilistic feature of our approach.
Even if there are errors in individual cases, our approach may still return the correct recommendation as long as these errors only occur in small number of cases. This is different from CBR where the error in a single case may lead to a wrong solution if that case happens to be the most similar one to the new case.
This paper has made the following contributions:
• We propose the problem of active probing for helpdesk databases and model it as a classification problem.
• We propose a solution to this problem. Unlike existing approaches, this solution satisfies both of the two requirements.
• We conduct experiments to verify the effectiveness of our approach.
The remainder of the paper is organized as follows. Section 2 reviews the related work. Section 3 gives an overview of our approach. Section 4 describes the probabilistic question selection method. Section 5 describes the data augmentation method. Section 6 reports experimental results. Section 7 concludes the paper and discusses directions for future work.
RELATED WORK
In this section, we review the following related topics. Decision Tree: As mentioned in Section 1, decision trees [8, 37] could be used to select the most informative feature to probe. The most informative feature is the one with the largest information gain in C4.5 [37] , the largest Gini index in CART [8] , or other similar measures. However, as mentioned in Section 1, decision trees must follow a strict decision path, and are unable to handle detour in the decision path, in other words, they cannot utilize the "volunteered" information. Further, as mentioned in Section 1, building a decision tree over matching cases may not work well when there are very few cases matching the new problem. Query Form Generation: Jayapandian et al. [28] proposed a method to automatically generate query forms based on query workloads. The idea is to create forms that can answer many similar queries. However, this paper focuses on generating the minimal number of questions to reach a recommendation. Query Expansion: The active feature probing is also related to query expansion [41, 44] . Query expansion is a solution to the problem of word mismatch in information retrieval. When a query returns very few results, query expansion reformulates the query by adding additional related keywords in order to obtain more results. Some work uses mutual information between the input keyword and the expanding keywords [23] . For some difficult queries, Kumaran and Allan [32] ask simple questions to gather more information about the query from the user. The questions are pre-defined topics, bi-grams, or phrases. Though, both query expansion and active feature probing ask questions to gather information, their goals are different. The goal of the query expansion is to retrieve relevant documents when no query keywords exactly match the content of documents. However, the goal of the active feature probing is to reduce the uncertainty of prediction. Case-based Systems: There has been a rich body of work on incremental/conversational case-based reasoning [16, 4] , case-based recommender systems [9, 34, 29] , and decision guides [20] where the user can only provide a brief initial description of problems or items. As mentioned in Section 1, CBR has an overfitting problem and is not robust to databases that are incomplete or contain errors. Further, when the description of cases or items becomes complicated, CBR suffers from curse of dimensionality and the similarity/distance between cases or items becomes difficult to measure [6] . Our work is more robust because it is probability based. We have conducted an empirical study to show the advantages of our solution in Section 6. Active Learning: The problem of active learning is to gather the labels of data points in order to improve the classification accuracy. Recently, researchers have also applied active learning to problem diagnosis in distributed systems using test transactions [10] . Though both goals are to improve the classification accuracy [40, 15] , the dynamic active probing is to probe unknown feature to gather information, while the active learning is to probe unlabeled data to gather information. Database search and ranking: Many methods have been proposed to rank results of a SQL query [3, 12, 2] . Similarity search has also been studied in [1, 27] . There has also been work on how to efficiently return the top k results rather than all results [13, 22] , and efficiently return results of skyline queries [7, 31] . However, the focus of this paper is not to find the answers of a user query, but to find the appropriate questions to ask the user. Data Augmentation: Data augmentation is a technique for solving missing value problems (see [18, 42] ). The basic idea is to fill the unknown features with certain values, then we can perform further analysis as if the data were complete. In this paper, we augment an instance to multiple factitious instances, which is also known as multiple imputation [38] in statistics literature. Instead of setting the features to the most likely values as the EM algorithm does [18] , multiple imputation sets the features to values drawing from the distribution of the data. In our work, we assume the classifier and the data model can be learned from the existing training data. Attribute/Feature Selection: A lot of work has been done on attribute/feature selection in machine learning community [33, 30] and many selection techniques have also been applied to dynamic dialogs [39] for question selection in recommender or diagnosis systems. The goal of attribute/feature selection is to reduce the number of attributes/features used to describe the input in order to improve the prediction or classification over all input instances. However, our active feature probing is to probe the most informative features of a given instance in order to gather information. Natural Language Processing: There has been a rich body of work on natural language processing [5] . The most related is the information extraction techniques. Two excellent surveys can be found at [25] and [11] . Our approach can use such techniques to help extract the features automatically from existing cases. How- [21, 45, 43] . It creates a set of category hierarchies, each of which corresponds to a different facet (or dimension). A user can choose a facet to browse and navigate the results of a query. Our approach bears some similarity to the faceted search. Each question being asked can be seen as a category in the hierarchy and all questions can be seen as forming a hierarchy of categories. However, the goal of the faceted search is to address the problem of having too many results for a query. The goal of this paper is on helping users to find the most appropriate recommendation. As a result, the criteria of selecting categories in faceted search is often based on relationship between terms [21, 45] or interestingness of results under a category [43] (measured as deviation from parent category). This paper selects the clarification question to minimize the uncertainty in possible recommendations.
OVERVIEW OF OUR APPROACH
We first introduce some notations. Table 3 lists the symbols we use in this paper. Let Y be the set of classes, and X = X1×· · ·×X d be the d-dimensional feature space. Let x be a case where x = (x1, . . . , x d ) where xi is the value of the i-th feature of x.
DEFINITION 1. A Helpdesk database D = {(x, y)} where x is a case and y ∈ Y is the class label of x.
In the feature space, we use NA to represent an unknown feature value. For simplicity, in this study we assume all feature variables are binary. It is easy to generalize our methods to categorical data because a categorical attribute can be represented as a number of binary attributes, one for each possible value. For features with continuous values, we can discretize them first [26] .
For a new case x = (x1, · · · , x d ) ∈ X from user, let obs be the set of indexes whose corresponding feature values are currently known, and un be the set of the remainder indexes. x obs represents the known part of x, and xun represents the unknown part of x.
Algorithm 1 shows the sketch of our approach. Given the known features of the new case and the helpdesk database, a set of aug-mented samples is generated. Using these samples, the probabilistic question selection module shown in Figure 3 ranks unknown features based on how informative they are to help classify the new case. It also ranks the recommendations based on their probabilities given the known features. The module then presents to the user the top k ranked questions and recommendations. The user can answer any of those questions (not necessary all of them), or provide additional information. The new information will be then added to known features, which will trigger the next round of ranking. The process stops when the probability of one of the recommendations exceeds threshold t, or the user has selected a recommendation. Next Section 4 gives details of the probabilistic question selection step and Section 5 describes the data augmentation step.
Algorithm 1 Active Feature Probing (AFP) Algorithm
Input: x obs , D, a confidence threshold t, a value k.
1: repeat 2: Given x obs , draw a set of augmented samples, denoted by S; 3: Use S to rank unknown features based on how informative they are; 4: Rank recommendations based on their probabilities given the known features (i.e. P r(y|x obs )); 5: Present the k top ranked features (questions) and recommendations to user; 6: User answers some of the questions or provides new information; 7: Update obs, un and x obs with information from user; 8: until maxy P r(y|x obs ) ≥ t or the user selects some recommendation.
PROBABILISTIC QUESTION SELECTION
This section describes the probabilistic question selection method. Section 4.1 presents the probabilistic model and Section 4.2 describes how to estimate this model.
Probabilistic Model
To estimate how informative an unknown feature is to help classify a new case x, we try to measure the uncertainty (entropy) of the class label y given known features of x.
H(y|x obs
We want to find an optimal set opt of unknown features that minimizes uncertainty of the class label, i.e., to find opt ⊆ un such that it minimizes H(y|x obs , xopt). However, this problem can be proved to be NP hard in a way similar to proving finding an optimal decision tree with a certain average length is NP hard.
Further, this set is only optimal given the known features and may become suboptimal given new user feedback. For example, for case 6 in Table 2 , initially, the optimal set of features may consist of questions both on network and his enrollment status. Thus two questions need to be asked. However, if the system asks the question on enrollment status and the user says that he is not enrolled, then the system can immediately find the solution (the account is not accessible). Thus only one question is actually needed. Thus in this paper we use a Greedy heuristic to select the set of questions to 2 Following the literature, if a probability is zero, we define 0 log 0 = 0, i.e., that probability has no impact on entropy.
probe and will re-select the questions whenever user provides some new information.
For each unknown feature i ∈ un, we first compute the uncertainty of y after probing xi, i. The proof can be found in the appendix. H(y|x obs ) is fixed as we choose xi to probe. Therefore, to minimize the expected entropy, we need to find the xi with the highest I(xi; y|x obs ), i.e., with the highest mutual information with class label y given observed features of x. This is similar to maximizing information gain in decision tree building algorithms [37] . The main difference though, is that we compute this mutual information given a set of known feature values (x obs ).
Estimating the Model
The main challenge to estimate I(xi; y|x obs ) is that feature xi is unknown for the new case x. One possible solution is to generate a sample S directly using the existing cases that are matched with observed features of x, and then use this sample to estimate the mutual information. However, when there are many observed features, the number of matched cases can be very limited. For example, consider case 6 in Table 2 and the database shown in Table 1. Only case 3 and 4 directly match the known features of case 6, and none of these cases have the same values as case 6 on enrollment status feature. Thus the sample generated will not be very useful to estimate how informative enrollment status is. In general, when there are very few matching cases, the prediction will have large variance. In addition, when there are errors in the observed feature values, the right cases may not be found. Therefore, this method could lead to data sparsity issue and low noise tolerance.
We take a data augmentation approach [18, 42, 24] . This approach generates a sufficient number of augmented instances. The generated sample has the property that it will have the same mutual information as the mutual information we want to estimate. Section 5 will discuss the details of the data augmentation step.
Given the augmented sample S, next we show how to estimate I(x i; y|x obs ) using S. LetĨ(xi; y|S) be the estimation of mutual information between xi and y using sample S. Letp(E; S) be the estimation of probability of event E using sample S. The conditional mutual information, I(xi; y|x obs ), can be approximated by the mutual information over sample,Ĩ(xi; y|S).
I(xi; y|S)
The probabilitiesp(xi, y; S),p(xi; S), andp(y; S) can be calculated from the contingency table of xi and y over set S. For example, when xi and y are binary, the contingency table is
In the table, c kl represents the number of concurrence of xi = k and y = l (where k = 0, 1 and l = 0, 1) in sample S. For example, the number of the concurrence of xi = 0 and y = 0 in the set S is c00. Let N be the total number of samples in S. For xi = k and y = l (where k = 0, 1, l = 0, 1), we havẽ
Plugging these probabilities in Equation (2) will give the estimate for I(xi; y|x obs ). Since all instances in the sample have the same value as x on known features, the probability of class y given known features (i.e., P r(y|x obs )) can be approximated bỹ p(y = l; S), which is computed in Equation (5) (|S|(d+1) ). Let n be the number of cases in D. The cost of generating samples is O(nd + |S| log n + |S|d) (see Section 5.2). The computation of P r(y|x obs ) costs O(|Y|). Suppose the algorithm will run for m iterations (i.e., asking m questions). Thus the total cost of the algorithm is O(mdn + m|S| log n + md|S| + m|Y|). Since typically the sample size and number of classes are smaller than database size, the complexity is O(mdn+m|S| log n). In our experiments, typically P r(y|x obs ) will increase quickly as more questions are asked. Thus the value of m is quite small.
DATA AUGMENTATION
This section describes the data augmentation method. This method is based on the following theorem. The proof is shown in the Appendix. Thus if we can generate sample data according to Pr(y|x) and Pr(xun|x obs ), we can estimate the mutual information I(xi; y|x obs ) correctly.
To generate samples according to Pr(y|x), we can use a classification method to assign for each sample x the label y. To generate a set of samples according to Pr(xun|x obs ), we go backwards. That is, we first assume that the set of samples have been generated, and then infer a relationship between these samples and Pr(xun|x obs ). Finally we design a sampling method that will generate samples according to the relationship (i.e., the generated samples will satisfy Pr(xun|x obs )). To infer Pr(xun|x obs ) from a set of samples, a natural way is to use a non parametric estimation method. We use kernel density method in this paper. Section 5.1 describes how we infer Pr(xun|x obs ) using the kernel density estimation method and Section 5.2 presents our sampling method.
Inferring Pr(xun|x obs ) Using Kernel Density Method
This section shows how to use kernel density method to infer Pr(xun|x obs ). We first give a brief introduction to kernel density method, then present how it can be used to infer Pr(xun|x obs ), and finally show how to learn the parameters in kernel functions.
The kernel density estimation [19] is a nonparametric method to estimate the distribution of Pr(x|D). The key idea is to view the data distribution as a mixture of kernel functions (e.g., Gaussian distribution), each centering around a data point in the database.
Let z be an existing case in helpdesk database D and zi be the i-th feature of z.
where K : X × X → R is a kernel with Ê X K(x, y)dx = 1, and D is the database of existing cases.
We use a type of kernel called product kernel, where
With a product kernel, the feature variables around each training data point can be thought as "local independence". For continuous features, we use a widely used product kernel, normalized radial basis function (RBF) kernel. The kernel function on the ith feature equals The following theorem shows how we can use product kernel to infer Pr(xun|x obs ). The proof is in Appendix.
THEOREM 3.

Pr(xun|x obs
where K obs (x obs , z obs ) = É i∈obs Ki(xi, zi). K obs (x obs , z obs ) is the probability of an existing case z matching the known features x obs of the new case x. Ki(xi, zi), i ∈ un is the probability of the value of an unknown feature xi of the new case matching the same feature from the existing case z.
This theorem shows that an unknown feature xi of an augment sample can be generated using feature zi of existing case z in database. At the same time, the existing case z should be selected according to its probability of matching the known features of the new case (i.e., K obs (x obs , z obs )).
Now we show how to learn the parameters in the kernel functions. We assume all σ or β is estimated from the given training data using cross validation [26] as follows. For data point x, we compute the probability Pr(x|D) as Eq. (6), where D consists all data points other than x. We select the parameter σ 2 or β which results the maximum product of probability 3 . This learning step happens offline, and its complexity is O(kdn) where k is the number of iterations and n is the number of cases in D. For most datasets the learning process converges quickly, thus k is quite small. For very large databases, we can also choose a sample of D (say 10,000 records) rather than using all records in D to further reduce the cost.
Algorithm for Data Augmentation
Algorithm 2 describes how to generate an augmented sample x. The values of known features of x equals the feature values provided by user. The values of the unknown features of x is generated based on Equation (7). The equation requires probabilities Ki(xi, zi), which can be estimated given a sample z from the database and the Kernel function Ki. Ki can be learned in a training step described in Section 5.1. We call the sample z a factitious sample because it is drawn directly from the database (not generated through augmentation).
Step 1 of the algorithm draws z from D with probability K obs (x obs , z obs ). This z is used to estimate Ki(xi, zi) and to generate the values of unknown features (i.e., xi, i ∈ un) of the augment sample in step 2 to 4.
Step 5 finally concatenates the known features of x with generated unknown features and adds the result to S. Step 6 assigns class label for x.
Algorithm 2
Sampling from a kernel density model 1: draw a z ∈ D with a probability proportional to K obs (x obs , z obs ) 2: for all i ∈ un do 3: draw xi ∈ Xi with a probability of Ki(xi, zi) 4: end for 5: add x = (x obs , xun) to sample S. 6: assign label to x based on logistic regression model.
To generate labels for the samples, we use logistic regression model [26] in this paper because many data mining literatures, such as [26] , report that logistic regression gives results with higher precision than decision trees on most data sets. We train the logistic regression model based on existing cases in D. The training step happens offline and its complexity is O(kdn) where k is the number of iterations. We apply the model on the sampled data points to predict their labels.
Algorithm 2 assumes that unknown features xi, i ∈ un of an augmented sample x are conditionally independent given the factitious samples z drawn from the database. However, the factitious samples z are drawn from the database, thus they keep the correlations between unknown features. Hence the unknown features of the augmented sample also keep such correlations.
Let n be the number of cases in D.
Step 1 scans the database once and takes O(n|obs|) time to compute the probabilities. Since these probabilities only depend on the observed part of x and all instances in D, they can be computed once for the whole sampling set. Once we compute the probabilities, Step 1 takes additional O(log n) time to select an existing case z. (log n + d) ). There can be at most d features, thus the complexity of Algorithm 2 is O(nd + |S| log n + |S|d). The algorithm scans the database only once (at step 1) for the whole sample set.
For large databases, instead of using all records in the database in the kernel density method, we can use a small sample (say 10,000 records). One possible way to select this sample is to use locality sensitive hashing [17] to quickly identify a small set of of z ∈ D's with high K obs (x obs , z obs ) (those with low probabilities are unlikely to be selected in step 1 and thus can be ignored).
The choice of the size of sample set S is the trade-off between accuracy and the computational time. In our experiments, we choose the sample size to be 300.
EXPERIMENTS
This section compares the proposed method with existing methods. Section 6.1 describes the setup of the experiments. Section 6.2 presents the results of a user study. Since the scale of the user study is limited, we also conducted larger scale simulation in Section 6.3 to study the impact of various parameters such as the number of recommendations, the number of features, and the number of probes. Section 6.4 further examines the impact of using user provided initial information, correction information, and additional information. Section 6.5 reports the execution time.
Experimental Setup
Algorithms: We compare the following algorithms:
(1) Active Feature Probing (AFP). This is the proposed method (Algorithm 1). We use all the data records in the database during the data augmentation step. The sample size is 300. The top 5 ranked questions and recommendations are presented to user. The probabilities of the recommendations are also presented. Instead of selecting a stopping threshold t, we run the algorithm for a various number of iterations and report the results.
(2) Logistic Regression (LR): This method assumes all features of a new problem is known, and runs logistic regression [26] over training cases to predict the recommendation on a test case. Since the information is complete, the accuracy should be the upper bound of the active feature probing.
(3) Traditional decision tree (DT): This method uses a decision tree over all existing cases. Each node in the tree will be asked as a question, and each leaf will be a recommendation. This method ignores user provided information. We used C4.5 program [37] Release 8. (http://www.rulequest.com/Personal/).
(4) Empirical dynamic decision tree (EMP): This method improves upon the DT approach by building the decision tree over all cases that match the initial information provided by user. This method uses initial information provided by the customer. However, it does not use the other information (e.g., correction of a previous answer or some information not being asked) provided by the customer at run time.
(5) Case-based reasoning (CBR): This method is similar to the case-based reasoning method used in Compaq QuickSource [36] . The method works as follows. When a user provides some initial features, all cases matching at least one initial feature are retrieved. Questions in these cases are ranked by the product of the gain ratio [37] over these cases and the similarity scores. The similarity function assigns equal weights to all features. Thus CBR ranks questions in a similar way to how the decision tree method ranks the questions. The top 5 ranked questions are presented to the user. Recommendations in these cases are also ranked based on their similarity to the new case. The user can answer some of these questions, provide additional information, or correct answers to some previously answered questions, and then click a "submit" button. The ranking of questions and recommendations get updated based on the new set of known features. The process stops when the user selects a recommendation.
All the experiments are conducted on a machine with Intel PIII 3.2 GHZ CPU, 2 GB RAM, and running Windows XP. All algorithms are implemented in C++. Datasets: We use a synthetic dataset and a real helpdesk database. Table 4 summarizes the properties of these datasets. The real helpdesk database is obtained from the technical support group at We also use a synthetic dataset to examine the impact of various parameters (e.g., number of features) because it is quite difficult to vary these parameters on the real data. We use a data set that contains 1,000,000 documents drawn from the Topic Detection and Tracking (TDT2) Corpus [14] . The dataset is generated from news reports drawn on a daily basis from six English news sources from January 4 to June 30, 1998. The dataset contains 35 different categories. We treat each category as a class label. We also select 500 most informative (based on mutual information between class labels and words) words as features. This data set is similar to helpdesk data on three aspects: 1) the helpdesk database also stores text (email or reports) data; 2) each case in the helpdesk database is also associated with a recommendation as in this dataset; 3) the class label of a document can be predicted by its features (words), the same way as the recommendation of a case in the helpdesk database can be predicted by its features. Performance measure: We use the accuracy of recommendation as the performance measure. It is computed as the fraction of testing cases where the predicted recommendation (when user finishes the question answering process) is the same as the real recommendation in the test case. We also count the number of questions answered by users before they find the recommendation. Setup of user study: We performed a user study to evaluate various methods. The system was installed on the service homepage of the support group at a research university. The real dataset was used in the study. 19 users (as randomly selected students) used the system for 50 testing cases randomly selected from the real dataset. These cases include problems from 25 different recommendations such as account creation, password reset, hardware/software installation, patch download and file/directory deletion etc. There were 2 test cases for each recommendation. The average number of questions in the original test cases is 4. Each user was randomly assigned 6 test cases. Users read these cases such that they knew the description and answers to relevant questions about the cases, as well as the correct recommendation. The remaining cases were treated as existing cases (i.e., training data).
For each case, users used the tool that implemented AFP, DT, EMP, and CBR (LR is not tested because it assumes all features are known). The order of methods was randomly permuted for each user to reduce the possible bias introduced by the order. For each case and each method, a user inputs some initial description of the problem. The system repeatedly presented questions. The user answered such questions. The user can also provide additional answers, or correct previous answers. A list of recommendations was also presented to the user and the user could select a recommendation at any time during the process. The user could also exit the system at any time. At the end of experiment, we also asked the user to rank the effectiveness of four methods.
User Study Results
This section presents the results of user study. Table 5 summarizes the average number of questions and the accuracy for each method. The results show that the accuracy of our approach (AFP) is significantly higher than that of DT. Users also answer fewer questions using AFP than using DT. The main reason is that DT creates the decision tree statically, thus it does not use the information provided by the user.
The performance of EMP is better than that of DT, because EMP builds the decision tree on documents that match the user's request. Thus the initial feature value is used by EMP. However, AFP still outperforms EMP both in terms of accuracy and the number of questions. The reason is that EMP does not take into account the additional information and corrections provided by users. As described in Section 1, it also suffers the small sample problem when there are too few matching cases in the database.
The performance of AFP is also better than CBR. The reason is that AFP uses a probabilistic method such that it avoids the overfitting problems of CBR when the database is incomplete and contains errors. We found that about 62% (31 out of 50) of the testing cases do not have exact matches in the database. The performance of CBR is actually quite similar to that of EMP, because both methods rely on matching cases, and they rank the questions similarly.
We also divide the test cases into 3 categories based on the number of questions in the original cases. The three categories are those with 1-3 questions (low complexity), with 4-5 questions (medium complexity), and those with 6 or more questions (high complexity). There are 17 low complexity cases, 21 medium complexity cases, and 12 high complexity cases. Figure 4 reports the accuracy of the various algorithms for each category of cases. Figure 5 reports the average number of questions for each category of cases. The average number of questions in the original cases is also shown as a baseline (labeled as Best-Possible). The results show that AFP has the highest accuracy and generates the smallest number of questions among four algorithms across all categories of cases. The performance of all algorithms also degrades a little as cases become more complex. However, the accuracy of AFP is still around 80% for the most complex cases. The average number of questions for AFP is also about a factor of 1.4 to 2 of the best possible case (i.e., using questions in the original test cases) for test cases with various complexities. We also ran a paired t-test over the number of questions for each algorithm over all cases and all users to verify whether the difference is significant. The probability of the null hypothesis that AFP and EMP have the same average number of questions is 0.0001, the probability of that AFP and DT have the same average number of questions is 0.0002, and the probability of that AFP and CBR have the same average number of questions is 0.0001. Thus the improvement of AFP over the other three methods is statistically significant. Table 6 presents the number of users who rank each approach as the best. Majority of users rank AFP approach as the best. 
Simulation Results
There are three important parameters that may affect the performance of a helpdesk system: the number of recommendations, the number of features, and the number of questions (probes). This section presents the results of a larger scale simulation experiment to study the impact of these parameters.
Both the synthetic and real dataset are split into 70% cases for training and 30% cases for testing. For the synthetic data, we treat each document as a case. The experiment is conducted as follows. The algorithm being studied selects the top ranked question on the presence of a feature. A program that simulates a user will send an answer to the question to the algorithm. Based on the provided answer, the algorithm will select the next question to ask. This Q&A process repeats for a certain number of iterations.
For real data, we directly use the initial, correction (correction of a previous answer), and additional information in test cases. The initial information is provided in the beginning of the simulation. The correction information is provided at a random step after the wrong answer is given. The additional information is provided at the same step as in the test case (e.g., if the user provides additional information at the second question in the test case, it will be provided at the second question in the simulation). Since the synthetic data does not contain such information, we inject such information in the simulation process. We randomly select a feature (word) in each document as the initial information. The simulation program will give a wrong answer to a question with a small probability (5%). The program will provide an additional answer (the presence of a feature in the case) with a small probability (5%) or correct a wrong answer previously given. We only simulate AFP, DT, EMP, and LR. For AFP, we assume the user always answer the top ranked question. It is difficult to simulate CBR because it asks several questions at a time and we find in our user study that user often does not answer the first question. The results of the user study already show that AFP has better performance than CBR, and CBR has similar performance as EMP.
For synthetic dataset, we vary all three parameters. We vary the number of recommendations by first selecting a random subset of categories (recommendations) and then including documents with these categories. We vary the number of features by asking questions only on the selected features. For the real data, we use all available features and recommendations, and vary the number of probes. It is difficult to vary the number of features and recommendations for the real data set. For example, all features in a case in the real data set need be used to find the correct recommendation. Figure 6 shows the results over synthetic data when we vary the number of categories (recommendations) and fix the number of features at 500 and the number of probes at 10. Figure 7 shows the results over synthetic data when we vary the number of features, but fix the number of categories at 25 and the number of probes at 10. Figure 8 reports the results over synthetic data when we vary the number of probes, and fix the number of categories at 25 and the number of features at 500. Figure 9 shows the results over real data when we vary the number of probes. The results show that AFP has better accuracy than both DT and EMP under all settings because it uses all information provided by user. The accuracy of AFP is lower than LR. This is expected because LR knows all feature values, while AFP gradually learns feature values from the user. In practice, a user usually does not give all information in the beginning, thus LR only indicates a theoretical upper bound of the accuracy. Further, the accuracy of AFP is only about 3%-5% lower than that of LR when 10 probes are used. Figure 6 shows that as the number of categories (recommendations) increases, the performance of all methods except LR degrades because it is more difficult to classify more categories. DT method degrades the most because it does not use initial information provided by users. The performance of LR does not change much because it assumes all features are known. Figure 7 shows that as the number of features increases, the performance of all methods fluctuates, but there is no clear trend except that the performance of LR gets improved in most cases. LR uses all features, thus as the number of features increases, its performance gets improved. However, the other 3 methods only use 10 features (10 probes), thus the increase of the total number of features may or may not improve the performance of these methods. Figure 8 and Figure 9 show that as the number of probes increases, the performance of all methods except LR gets improved. The performance of LR is flat because it uses all feature values, thus does not depends on the number of probes. The performance of the other 3 methods gets improved because they use more features when more probes are used. The results for real data also show that after 5 probes the accuracy of AFT is about 80%, very close to the optimal case of using LR. This indicates that a recommendation can be made with high accuracy after just a few probes. In general, our approach works well when user has provided enough information to classify the recommendation. Our approach does not work well if very limited information is provided.
Impact of Initial, Correction, and Additional Information
This section investigates the impact of initial, additional, and correction information provided by user. Since previous experiments already show that AFP has better performance than DT, EMP, and CBR, we focus on AFP in this section. We also use the real data set and run simulation on it.
We consider three different scenarios for the real data set. (1) Scenario I: users provide initial information. (2) Scenario II: users correct information provided previously. (3) Scenario III: users provide additional information. Again we use 70% of cases as training and 30% of cases as testing. All test cases belong to the first scenario. About 1000 test cases fall into the second scenario and about 4000 test cases fall into the third scenario. Some examples of these three scenario are shown in the Appendix (Section 8.4). Figure 10 shows the results of AFP and a variant of AFP (AFPNo-Ini) which does not use initial information for all test cases under Scenario I. Since EMP also uses initial information, we also include the results of EMP and a variant of EMP (EMP-No-Ini) in Figure 10 for comparison. Figure 11 shows the results of AFP and a variant of AFP (AFPNo-Corr) which does not use correction information for all test cases under Scenario II (i.e., those 1000 test cases). Figure 12 shows the results of AFP and a variant of AFP (AFP-No-Add) The results show that using initial information, correction information, and additional information leads to much higher accuracy. The improvement however decreases as the number of probes increases. This is expected because more information is available as more questions are asked, thus it becomes easier to predict the recommendation.
Execution Time
This section reports the execution time of the proposed method. Again we use 70% of cases as training and 30% of cases as testing. Figure 13 reports the total execution time of AFP over all test cases in the real data as we vary the number of features. We fixed the number of probes at 10 and used all cases. The execution time is the time to generate questions for all testing cases. The time of training the kernel density model and building logistic regression model is also included. Figure 14 reports the results when we vary the number of recommendations by first randomly selecting a number of recommendations, and then including cases with these recommendations. We fix the number of probes at 10 and the number of features at 1000.
The results show that the execution time increases near linearly with the number of features and the number of recommendations. Note that the time reported here is the total execution time for all test cases. The time takes for each case is less than 0.1 second, thus it is more than enough for an interactive interface. Figure 15 reports the execution time of AFP over real data as we vary the number of cases. We randomly selected 10 data sets, from 10% to 100% of cases in the original data set. We then use 70% of cases in each data set as training and 30% as testing. The results show that the execution time increases about linearly with the number of cases. The results on the synthetic data set are similar 
CONCLUSIONS
This paper investigates the problem of automatically generating clarification questions to provide appropriate recommendations to customers. The proposed approach models the problem as a classification problem, and proposes a solution that dynamically selects the most informative questions. Unlike existing decision tree and CBR approaches, the proposed approach can use all information provided by customers, and is robust to databases that are incomplete or contain errors. The experimental results verify the effectiveness of the proposed solution against the decision tree approach.
There are several directions for future research: First, we will investigate how to use NLP techniques to automatic extract features. Second, we will investigate more efficient algorithms. Algorithm 2 is required to go through the entire dataset to draw a sample z (or multiple samples in one pass). Although the computational complexity is linear, the algorithm is not very scalable for a dataset with millions of instances. To overcome the scalability issue, we may approximate the sampling results by filtering the instances with relatively low probabilities, then conducting the sampling on the remaining data. Finally, we will investigate the issue of possible sequential dependencies between features because the questions being asked are often related. A possible extension of our approach to solve the sequential problem is presented in Appendix.
