Identifying Type 1 and Type 2 Diabetic Cases Using
Administrative Data: A Tree-Structured Model
Introduction
Di abetes mellitus (DM) and its complications pose a major challenge to health and to health care systems. According to a World Health Organization report, more than 220 million people worldwide suffer from DM. 1 As of 2007, in the United States, 23.6 million people (7. 8% of the population) had DM, 2 and total costs associated with DM exceed $218 billion nationally. 3 Type 1 diabetes mellitus (T1DM) and type 2 diabetes mellitus (T2DM) differ with respect to temporal evolution, complications, and prognosis, as well as the planning, implementation, and monitoring of appropriate interventions. Administrative records have limited ability to distinguish between T1DM and T2DM due to the lack of required information and other limitations inherent to administrative data [e.g., missing values and possibly nonspecific International Classification of Disease codes]. 4, 5 Accurate and valid methods to distinguish T1DM from T2DM must be developed before administrative data can be used to study T1DM and T2DM.
Decision tree methods, also called recursive partitioning methods, were developed to classify a target population for the purpose of clinical diagnosis and/or prognosis. Classification and regression trees (CART) are a non-parametric approach to estimate a decision tree. 6 Classification and regression tree identify easily defined, mutually exclusive population subgroups whose members share characteristics that are important predictors of the outcome of interest. For analyzing large administrative data sets, advantages of CART include the ability to use surrogate splits (to account for missing data), to handle nonlinear relationships and complex interactions, and to provide intuitive information regarding the predictive tree.
The purpose of the present study is to build a treestructured model to distinguish between T1DM and T2DM among probable cases of DM, using administrative data from the Medical Archival Retrieval System (MARS) database at the University of Pittsburgh Medical Center (UPMC). Specifically, the authors (i) identify probable DM patients using published criteria, 5 (ii) distinguish probable cases of T1DM from T2DM using detailed clinical criteria and medical record review, and (iii) assess whether a relatively simple classification tree can reproduce clinical classification.
Methods

Setting
The UPMC is one of the largest nonprofit integrated health care systems in the United States. Each year, the UPMC has more than 187,000 inpatient admissions, 4.5 million outpatient visits, and 480,000 emergency visits. 7 The UPMC provides services for a large majority of people with DM throughout Western Pennsylvania. 8 
Diabetes Registry from Medical Archival Retrieval System Data
The UPMC has used the MARS electronic medical record system since 1987. The MARS is a repository of information forwarded from the health system's electronic clinical, administrative, and financial databases, including laboratory results, patient demographics, visits, and charges. The MARS is indexed on every word in the medical record and can recover all encounters for a given patient between specified dates. Medical Archival Retrieval System-based data sources used to establish the DM registry include (1) medical records discharge abstract file, consisting of all visits coded by the medical records department, with up to 25 ICD-9 diagnosis codes assigned per patient; (2) the Hospital Laboratory Information System that includes inpatient, emergency room, hospital-based clinics,
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The preliminary predictive rule appears to be promising. Being able to distinguish between DM subtypes in administrative databases will allow large-scale subtype-specific analyses of medical care costs, morbidity, and mortality. outpatient surgery, and mail-in specimens (laboratory data are sent to the MARS using the Misys ® laboratory information system, which supports all UPMC hospitals and clinics); and (3) the Hospital Pharmacy Information System, which includes inpatient information on medication dispensed in the emergency room, hospital-based clinics, and outpatient surgery settings. 5 The MARS database is audited continually by internal audit at the UPMC as part of the capability maturity model process that is required of all UPMC databases and as part of the UPMC policies and procedures for maintaining data integrity. 5 For the period January 5 Using the previously validated criteria of Zgibor and colleagues, 5 two or more of these indicators or an outpatient diagnosis identified DM patients. Zgibor and colleagues 5 showed that using any HbA1c result (regardless of values) plus another indicator performed better than choosing a specific HbA1c cut point. Patients were excluded who did not meet these criteria (n = 80,145) or were younger than 18 years of age (n = 818). The sample included 209,647 DM patients aged ≥18 years. Data management was done using SAS 9.2 (SAS Institute, Inc., Cary, NC).
Identifying Probable Type 1 and Type 2 Diabetes Mellitus Cases
Based on a literature review and clinical input, indicators for T1DM [9] [10] [11] [12] [13] [14] or T2DM 15 were defined according to the strength of associations with T1DM or T2DM. Available variables obtained from the MARS database included ICD-9 codes for T1DM (250.x1 or 250.x3) and T2DM (250.x0 or 250.x2); diabetic ketoacidosis (DKA); hypoglycemic coma; comorbidities (i.e., Addison's, thyroid, or celiac disease); complications (i.e., myocardial infarction, coronary artery bypass graft, dialysis, amputation, retinopathy, or neuropathy); inpatient use of insulin, pramlintide, or other oral hypoglycemic agent (OHA); age at time of first entry in the MARS database; and ages at the time of the first confirmed diagnosis of diabetic complications in the MARS database during the study period and at the times of DM diagnoses at inpatient, outpatient, or ER visits. These variables were defined mainly by ICD-9 codes or parsed notes in the electronic medical records.
The outcome variable was the type of DM (i.e., T1DM or T2DM). Indicators for T1DM included (1) inpatient insulin use with no records of OHA use; (2) specific ICD-9 code for T1DM (250.x1 or 250.x3); (3) parsed notes for T1DM-related diagnoses, including childhood-onset DM, juvenile DM, and insulin-dependent DM; (4) DKA diagnosis; (5) hypoglycemia diagnosis; (6) other autoimmune-related comorbidities; (7) any complication diagnosis (especially before the age of 40 years); (8) younger age; and (9) DM diagnosis at ER or inpatient visits.
Indicators for T2DM included (1) inpatient use of OHA with or without insulin; (2) ICD-9 code for T2DM or unspecified type DM (250.x0 or 250.x2); (3) parsed notes for T2DM-related diagnoses, including adult DM and non-insulin-dependent DM; (4) no DKA diagnosis; (5) no hypoglycemic coma diagnosis; (6) no other autoimmunerelated comorbidities; (7) presence or absence of other complications at certain ages (e.g., none after age 40 or diagnoses after age 65); and (8) older age. We considered ICD-9 codes for DM diagnosis, medication use, and absence of DKA as relatively strong indicators for T2DM.
To reduce misclassification between T1DM and T2DM cases, we identified "probable" T1DM and T2DM cases using sequential clinical rules (Appendix 1) developed by two pharmacists who are also epidemiologists (Zgibor and Lo-Ciganic). These authors classified patients sequentially by applying the first criterion to all DM patients, then the second criterion to the subset of remaining of patients, and so on. For example, using the first rule, patients with ICD-9 diagnosis of T1DM only, inpatient insulin use, and no inpatient OHA use were considered to be T1DM cases (n = 1,680). Then using rule 2, the remaining patients from the first rule who had an ICD-9 diagnosis of T2DM only, no inpatient insulin use, and inpatient OHA use were considered to be T2DM cases (n = 8,918). The authors randomly selected 30~50% of patients who met each criterion and verified that their electronic medical records were consistent with the assigned category. We excluded 79,963 patients (38.1%) who had no strong indicators for either T1DM or T2DM and a substantial amount of missing data for the weaker indicators. A cohort of 129,684 identified probable cases (8,173 with T1DM and 121,511 with T2DM) was used to construct the tree models. The first 19 clinical rules in Appendix 1 accounted for 92.9% of these probable cases.
Statistical Analysis: Developing a Tree-Structured Model
The "recursive partitioning and regression tree" routines in Spotfire S+ ® 8.1 (TIBCO Software Inc., Palo Alto, CA) were used to estimate classification tree models in two stages. Starting at the tree root, the most discriminating variable is selected first, to partition data into two nodes. This process is applied recursively to each node until either no improvement is possible or the nodes reach a minimum size. Patients with missing values for any splitting variable are classified using surrogate splits. [16] [17] [18] [19] The initial tree may be large and complex. In the second stage, 10-fold cross validation is used to prune back the initial tree. 17, 18 During the 10-fold cross-validation process, trees are fit sequentially to 9/10 of the data, with each remaining 10th withheld in turn; for each tree, a discrepancy measure (the deviance) is computed based on the independent predictions for the subsets not included in the estimation. The resulting cross-validation error rates can be used to compare trees of different sizes (i.e., different numbers of terminal nodes) and to identify an optimal tree that does not overfit the data. The 1-SE rule chooses the smallest sized tree whose cross-validation error rate is within one standard error of the error rate for the tree with the minimum error rate. 16 The 1-SE rule and a complexity parameter of 0.10 were used to choose an optimally sized tree. The predictive accuracy of the cross-validated tree to identify T1DM cases was quantified in terms of sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). Table 1 shows the distributions of demographic and clinical factors that distinguish T1DM from T2DM. Compared with probable T2DM cases, probable T1DM cases were more likely to be younger at first entry in the MARS database, to be African American, and to have inpatient insulin use, ICD-9 codes for T1DM diagnosis, complications at younger ages, autoimmune-related comorbidities, DKA or hypoglycemic coma diagnoses, and outpatient or ER diagnoses of DM. Figure 1 summarizes the tree-based model; successive partitions of data into relatively homogenous nodes are shown with the rule labeling each split. The predictors in this model were ICD-9 codes for DM diagnoses, inpatient OHA use, history of DKA diagnosis, inpatient insulin use, and age <40 years. For example, in terminal node H in Figure 1 , 351 patients were probable T1DM cases and 114,395 patients were probable T2DM cases and the estimated probability of T1DM is 0.0031. Node H is defined by having ICD-9 codes of T2DM diagnosis only, both T1DM and T2DM diagnoses (or missing ICD-9 codes of DM diagnosis), age ≥40 (or missing), and no DKA episode (or missing information about history of DKA) in the MARS data during the study period. Table 2 shows node-specific distributions of clinically classified probable T1DM and T2DM cases. Terminal nodes A, F, and C had highest predicted probabilities of T1DM and correctly classified 92.9% of clinically defined T1DM cases. Terminal node C had a higher misclassification rate (22%) than did nodes A and F; this node defines a subgroup more likely to be misclassified because insulin use data were available only on inpatients, and T2DM patients could have used insulin while they were hospitalized. Terminal node H had the highest predicted probability of T2DM and correctly classified 94.1% of probable T2DM cases.
Results
Considering T1DM as the positive category, sensitivity, specificity, PPV, and NPV of T1DM cases for the treestructured model were 92.8%, 99.3%, 89.5%, and 99.5%, respectively ( Table 3 ). Approximately 7.2% of T1DM cases were misclassified as T2DM, and 0.73% of T2DM cases were misclassified as T1DM, with an overall misclassification rate of 1.1%.
Discussion
Predictors of T1DM in this tree-structured model were ICD-9 codes of T1DM or T2DM, history of DKA, age <40, inpatient insulin use, and inpatient OHA use. This tree model performed well in identifying T2DM cases in a combined cohort of patients with DM, with 99.3% specificity and 99.5% NPV. To the best of our knowledge, no other studies have distinguished between T1DM and T2DM using a large administrative/clinical database. Although both the clinical prediction rule and the tree model depend on variables coded in the MARS database, the strategy would generalize to other settings. In addition, the tree model developed for this large diverse cohort of UPMC patients may generalize to other populations of DM patients.
Some limitations in this study were inherent in the MARS administrative database. First, patient age was available A tree-based model for predicting T1DM and T2DM cases. In each terminal node, the first line represents the predicted category (T1DM or T2DM) and the second line represents the empirical probability of being a T1DM case (i.e., the number of probable T1DM cases divided by total number in that terminal node). The distance between the splits represents the relative importance of the splits. For example, the most important indicator defines the first split. diagnosis precluded classification of 38.1% of the cohort. Finally, the accuracy of our predictive rule has not yet been ascertained through any external validation.
While inherent limitations of this administrative database affect both the clinical classification rule and the tree model, the tree efficiently distinguishes almost all identified T2DM cases from a cohort of adult DM patients quickly and efficiently using multiple criteria. However, the tree model less reliably and accurately identifies T1DM cases.
Accurate information about magnitude, distribution, and types of DM can inform policy and support health care evaluation and clinical prognosis. Being able to distinguish between these DM subtypes will facilitate subtype-specific analyses of medical care costs, morbidity, and mortality. This predictive model allows researchers to easily identify subtypes of a population of patients with DM who are more or less likely to exhibit outcomes of interest; to track different processes of care, costs of DM care delivery, and progression of clinical outcomes from large databases; and to identify characteristics that are important barriers to or facilitators of relevant healthrelated behaviors among T1DM or T2DM cases.
Conclusion
The preliminary predictive rule to distinguish between T1DM and T2DM cases in a large administrative database appears to be promising and needs further validation. However, the clinical rules to distinguish T1DM and T2DM are limited by a substantial amount of missing clinical information. Furthermore, the clinical rules more accurately identify T2DM than T1DM cases. Future work will focus on ascertaining the validity of our predictive rule in a database of patients with definitive diagnoses of T1DM or T2DM and assessing the generalizability of the rule to other administrative databases. Accurate classification will facilitate subtype-specific analysis for patients with T1DM and T2DM.
