Interior sampling and exterior sampling (enclosure) signal-subspace-based imaging methodologies for extended scatterers derived in previous work are reformulated and reinterpreted in terms of the concepts of angles and distances between subspaces.
I. INTRODUCTION
Extensions of signal subspace-based (e.g, MUltiple SIgnal Classification (MUSIC)) imaging approaches to extended scatterers has been a topic of considerable interest recently. This extension is desirable for several applications such as medical imaging, nondestructive testing, radar, and subsurface and through-wall imaging, among others [1] . These techniques are part of the modern focus on so-called "qualitative" [2] or "visualization" [3] methods in inverse scattering. Related work is the one in [4] - [6] where the focus is the forward scattering or direct problem for small scatterers. References [7] and [8] investigate within the linearizing Born approximation the inverse support problem for extended scattering potentials that are uniformly distributed so that their value is a constant in the region of support and is zero outside. These developments are generalized in [9] , [10] , and [11] to general scatterers using exact scattering integral equation frameworks. The recent work in [12] considers the electromagnetic version of the MUSIC imaging algorithm for small anisotropic spherical scatterers and a noniterative approach to estimate the polarization strengths of the scatterers which extends previous research in [13] . This work is later expanded in [14] - [16] for the case of degenerate scatterers where the standard MUSIC imaging approach fails. Also relevant is the recent work by Brignono et al. [3] that proposed a technique for achieving super-resolution for scattering problems in the Born approximation by combining the linear sampling method with an iterative procedure, the work by Piana et al. [17] that considered the edge detection problem in inverse scattering by means of a variation of the linear sampling method and the active contour technique, and the work in [18] where a physical interpretation of the linear sampling method is proposed and tested with both synthetic and experimental data showing the advantages and weaknesses of the method. This effort was later extended to the reconstruction of 3-D buried targets using multifrequency information in [1] , and in [19] where a two step inversion strategy is proposed where the shape of the object is first reconstructed by means of the linear sampling method and then used to estimate the permittivity profile and tested on experimental data (see also the references in these papers, and in [20] , for further bibliography relevant to this area).
The majority of qualitative imaging methods (e.g., linear sampling, factorization) including signal subspace methods like MUSIC are based on imaging functionals or pseudospectra. They enable non-iterative imaging, as well as the non-iterative testing of the hypothesis whether a given "sampling" point is in the interior of the scatterer support (say D 0 ) or not (shape reconstruction problem). Previous research by the present authors [20] , [21] has explored a somewhat more general framework where the sampling region, say D 0 , can be quite arbitrary. Furthermore, in addition to the familiar "interior" sampling (where one tests the hypothesis whether D 0 ⊂ D 0 ), this framework has also yielded an "exterior" sampling or enclosure method counterpart where one tests whether a given region D 0 ⊃ D 0 . These methodologies have been derived and validated (via synthetic, analytical, and experimental data) for general extended penetrable scatterers with unknown properties (scattering potential) under exact scattering theory including multiple scattering [20] . The present paper extends our work in [20] , [21] by reformulating and reinterpreting the signal-subspace-based methods for extended scatterers of [20] , [21] in terms of the geometrical measures of angles and distances between subspaces [22] - [24] .
The revised formulation naturally renders a yet more general inversion methodology based on a cross-coherence matrix associated to the singular vectors of the scattering or response matrix and the singular vectors intrinsic to a given hypothesized support region D 0 . A number of new imaging functionals based on that cross-coherence matrix emerge, being of particular interest imaging functionals based on information-theoretic concepts applied to an interpretation of the entries in that matrix as probability amplitudes (as in quantum mechanics). The resulting approach is based on entropy minimization and it has the enormous advantage of not requiring for its implementation the estimation of a cutoff in the singular value spectrum separating signal versus noise subspaces. Other alternative functionals are also defined that are more robust under noisy data. Thus unlike in [20] , [21] and in related work, where the theoretical focus and examples emphasize the interior sampling approach, in the present work we show how to implement both interior and exterior sampling in the imaging algorithms. Furthermore, we also investigate a hybrid method combining both interior sampling and exterior sampling pseudospectra that is used in two applications: the extraction of the profile of the object from images obtained from qualitative methods like MUSIC imaging, linear sampling, etc. [17] and a shape reconstruction approach combining the level set method with these signal subspace-based ideas. The latter problem has been investigated before in [8] within the Born approximation for a scatterer with known uniform scattering potential and unknown shape and in [25] for the more general multiple scattering case but again assuming uniform known scattering potential and requiring multi-frequency information.
As in [20] , [21] the following results are based on standard Green functions or propagators of linear partial differential equations and, thereby, hold for rather general linear source-field systems, e.g., acoustic, optic, electromagnetic, etc. The general formulation is presented for the time-harmonic case wherein for scalar fields ψ(r) (where r denotes position) the relevant partial differential equation governing scattering is the Helmholtz equation which we put in the form
where the scattering potential V (r) ≡ k 2 0 (r) − k 2 (r) where k 0 (r) is the wavenumber of the field at the relevant frequency in the background medium while k(r) is the wavenumber in the total medium comprised of background plus scatterer. The corresponding full vector, electromagnetic counterpart is governed for non-magnetic media by
where E(r) denotes the space-dependent part of the electric field under the given time-harmonic time dependence.
The remainder of the paper is organized as follows. Section II provides an overview of the main results from [20] , [21] that are germane to the present paper. In particular, forward scattering principles derived in essentially finite-dimensional Hilbert space are reviewed which form the basis of signal-subspace-based interior and exterior sampling strategies to imaging and shape-reconstruction. In section III we demonstrate that these methods can be cast in terms of the concepts of angles and distances between subspaces. The associated reinterpretation turns out to be quite insightful in that it naturally renders a yet more general interpretation as we show later in section IV. There we use the shape reconstruction problem as our main motivational application, and propose shape reconstruction strategies based on signal subspace concepts that, unlike most past work in this area, do not require the explicit estimation of the rank of the matrices involved. These ideas are illustrated in section V for a 2-D remote sensing system investigating a penetrable scatterer under ideal and noisy conditions as well as for the case of mutual coupling at the receiver array. Finally, section VI provides concluding remarks.
II. REVIEW OF THE FORWARD SCATTERING MAPPING

A. Notation
Consider a general L 2 (τ ) scalar or vector function f (r) of support τ , where r denotes the space coordinates relevant to the source-field system at hand. Let us introduce the Hilbert space X (τ ) of such L 2 (τ ) functions to which we assign the usual L 2 inner product, e.g., for the scalar case
where * denotes complex conjugation. Also, let us introduce the masking operator I τ defined such that (I τ g)(r) = g(r) if r ∈ τ and (I τ g)(r) = 0 if r / ∈ τ , where g is any function of r. In the following, orthogonal projections and singular value decompositions (SVDs) are expressed in Dirac bra-ket shorthand notation so that, e.g.,
where D t is the support of ρ.
B. The forward scattering mapping
We consider a transmitter aperture supported within D t (which could define, e.g., an array of transmitters) and represented by a source ρ ∈ X (D t ) which produces the probing fields used to interrogate the scatterer whose unknown sought-after support is D 0 (Figure 1 ). We assume a general square-integrable (L 2 (D t )) scalar (e.g. acoustic, optic field) or vector (e.g., electromagnetic) source function ρ(r) of support D t . The source radiates in a background medium characterized by the scalar or dyadic Green function G(r, r ) (or, in operator language, the Green operator G) so that the incident field
The only incident field that is available for interaction with the scatterer is the further masked incident field
The causal interaction of the incident field in (3) with the scatterer induces a sourceJ = Sψ i within the scatterer via a non-singular linear mapping S (refer to [20] , [26] for the details)
where I is the identity operator and GV denotes the operation defined by
This mapping S includes multiple scattering within the scatterer's support D 0 . The induced sourceJ radiates the scattered field
The scattered field above is measured at a receiver aperture which we assume to be of support D r (e.g., a receiver array).
Then the masked scattered field ψ r captured at the receiver is given from the discussion in (3) and (6) by
where we have introduced the scattering or data operator K characterizing the linear mapping from transmitter sources at D t to received fields at D r , as well as the transmit and receive mappings P t = I D0 GI Dt and P r = I Dr GI D0 , respectively, which depend only on the known propagator G, the known D t and D r , and the unknown scatterer's support D 0 .
The inverse scattering problem (also known as the inverse medium problem [27, Ch. 10] ) consists in determining the scattering potential V (r) from the measured scattered field ψ r (r) in (7). This is a difficult task due to the nonlinear and ill-posed relation between V (r) and ψ r (r) as follows from (4, 5, 7) . This problem has been extensively studied for many years and the usual solution involves regularized nonlinear optimization techniques [28] - [32] . In many applications, however, it is of great interest to determine the boundaries of the object (e.g., in medical imaging applications [33] , in non-destructive testing [34] , [35] , in radar imaging [36] ). In particular, if the composition of the object is known (e.g., V (r) is a known constant) then the general inverse scattering problem reduces to one of shape reconstruction where the objective is to determine the geometry and location of the object described mathematically by the masking function I D0 (r) in (7) [8] , [25] , [37] - [41] . This approach is based on minimizing the error (or a regularized version of it) between the estimated scattered field at each step and the actual measured scattered field. This, however, is not possible if the object's composition (i.e., V (r)) is not known a priori since in this case the scattered field cannot be estimated from the shape alone. Nevertheless, alternative algorithms have been developed to extract partial information of the object from the measurements by means of images that approximately indicate the shape of the object [2] , [9] , [10] , [18] , [20] , [42] - [44] . In this last approach the images are obtained by exploiting the structure of the response matrix instead of by trying to minimize the error with respect to the measurements. This is usually achieved by means of a SVD of the response matrix K [7] , [9] , [10] or, equivalently, by the eigendecomposition of the time reversal operator T = KK † where † indicates conjugate transpose [4] - [6] , [45] . As shown later in the paper some of these methods have an interpretation in terms of distances and angles between the relevant subspaces.
In this paper we take the last approach one step further by considering the actual shape reconstruction problem where we try to determine the masking function I D0 (r) for the case where there is no a priori knowledge of the composition of the object.
This method is based on a generalization to extended scatterers of the subspace-based algorithm known as MUSIC imaging where by means of the SVD of K and appropriate functionals it is possible to determine the position of point scatterers without explicit knowledge of the reflectivities which characterize the physical nature of the scatterers [46] - [48] .
C. Finite-dimensional approximations of the linear mappings
The result in (7) defines a linear mapping K in possibly infinite-dimensional Hilbert spaces and while it is possible to treat both the forward and inverse problem in this continuous space, we follow instead (as in [20] , [21] ) the approach of discretizing the operators by means of an − approximation. Thus we employ a priori discretization which allows us to treat operators as matrices. Once this approximate framework is adopted, one can rigorously establish a set of forward scattering principles (15) (16) (17) (18) from which the signal subspace-based imaging algorithms discussed in this work readily derive. Next, we only outline the main results and algorithmic ideas. The reader is referred to [20] , [21] for further formalities.
In particular, we put the compact linear mappings P t and P r in SVD form and introduce the − approximation for P t
where M ( ) is the smallest M such that P t − P t ef f = λ M+1 ≤ where · denotes 2−operator norm. We introduce a similar approximation for P r :
where N ( ) is the smallest N such that P r − P r ef f = Λ N +1 ≤ . In order to simplify the notation we will ignore the dependence on with the understanding that the following approximations all depend on this quantity.
Substituting the −approximation P t ef f and P r ef f in (8) and (9) in place of P t and P r in (7) one arrives at the approximation
where
The possibility of having R < min[M, N ] arises from the possibility that nonradiating sources or invisible states can be induced in the scatterer by excitation with fields produced by the transmit aperture. To explain this, consider first the particular case min[M, N ] = M . In the strict sense, nonradiating sources are those whose generated fields vanish identically outside the source's support [49] - [51] . These wave objects have been studied from time to time by several authors (see [49] - [51] and the references therein) and are intimately connected to the so-called nonscattering scatterers or invisible objects whose scattered fields vanish upon excitation by certain incident fields (see [52] - [54] and the references therein). In the present context, the relevant concept corresponds to a somewhat more relaxed definition of a nonradiating source, that of an "essentially nonradiating source", whose generated fields have zero projections to particular field modes, e.g., the dominant sensing modes relevant to a given finite-size receive aperture which in the present context are the singular fields ψ r,p (r), p ≤ N . For this to happen then according to (9) J p |J X (D0) = 0 for all p ≤ N . Then the rank R may be smaller than M if it is possible to induce at least one nonradiating source or invisible state, as perceived by the dominant receive aperture modes (i.e., the data corresponds to zero scattered field), upon excitation with a given source at the transmit aperture. Mathematically this corresponds to the condition
This means that there is at least one linear combination of the transmitter signals ρ p , p ≤ M for which the resulting induced source at the scatterer is (essentially) nonradiating as perceived by the receiver, hence the effective number of linearly independent data vectors becomes reduced by at least 1 vector (the rank diminishes). For this invisibility to certain linear combination of the transmitter signals to occur, the target must be peculiarly designed for the particular remote sensing system under consideration, which may be unlikely in practice. In fact this situation was ruled-out via numerical exploration in our (12) for R < N takes the alternative form
III. SUBSPACE-BASED IMAGING REINTERPRETED: ANGLES AND DISTANCES BETWEEN SUBSPACES
A. Previous results
We outline key known results that are relevant to the following developments. In [20] and [21] it was shown that by introducing the receive mapping P r,(D 0 ) parameterized by the arbitrary support D 0 , and defined in a way analogous to P r , in particular,
and the −approximation P r ef f ,(D 0 ) of P r,(D 0 ) of the form
then one arrives at the following results:
Similar results are obtained in a transmit-mode if R = min [M, N ] = M by defining a transmit test mapping as in (14) and its −approximation:
In this case:
Key Result B2:
The functionals 
context, the dominant mode will be the scalar monopole field around r 0 , in particular, the Green function G(r, r 0 ) (apart from a trivial normalization). Then the method in (15) reduces to the MUSIC imaging algorithm for point targets presented in previous work [47] , [55] , namely,
B. Reinterpretation in terms of angles and distances between subspaces
The goal of this section is to show that the previous results can be reformulated in terms of angles and distances between subspaces.
The principal angles θ 1 , . . . , θ q ∈ [0, π/2] between two subspaces F and G in C L with
are usually defined recursively for k = 1, . . . , q by [23] , [24] , [56] cos θ k = max
subject to:
where above || · || denotes 2-norm, for example, ||u|| ≡ u|u 1/2 . The quantities cos θ k are also known as the canonical correlations between a matrix with column space F and a matrix with column space G (see, e.g., [57] ). Given two orthogonal projectors P F and P G on subspaces F and G, respectively, the canonical correlations are given from the singular values of the product P F P G [23] , [24] .
The principal angles are related to the notion of distance or gap [58] between subspaces. For two subspaces of the same size a well known expression of the distance between the two is given by the largest principal angle which can be calculated from [23] , [59] dist(F , G)
For subspaces of different size a further generalization is given by Wedin [22] :
where α 1 and α 2 are two angles given by
and
where I is the identity operator and (x, G) is the angle between the vector x and the subspace G, given by
Note that for the special case where both subspaces have the same dimension sin (F , G) = P F − P G [22] .
The concepts of angles and distances between subspaces have a large body of applications such as describing the correlation between matrices [57] , [60] , studying of the effect of perturbations on the SVD of a matrix [58] , [61] , determining the intersection between subspaces [23, p. 586], measuring the distance between autoregressive models [62] , and others. In this work, these concepts are used in reformulating and reinterpreting existing imaging methodologies, and as pivot to encompass a yet broader class of methods, as we elaborate in the following.
1) Connection to the MUSIC imaging algorithm:
An orthogonal projection onto the range of the effective scattering operator K ef f is given by
and onto the orthogonal complement by
Consider a small sampling volume around point r 0 . The corresponding orthogonal projection is (for scalar fields to the Helmholtz operator) one-dimensional and it is given by
. Therefore,
This shows that the pseudospectrum in the MUSIC imaging algorithm in (19) essentially corresponds to finding the sine of the angle between the test Green function G(r, r 0 ) and the range of K ef f . Those points r 0 for which the corresponding test singular functions are almost parallel to (have a small angle with) the range of K ef f correspond to points inside the support of the scatterer. (23) and (24) . In particular, consider a matrix C 1 of all possible inner products between the noise singular functions of K ef f and the signal singular functions of the test mapping P r ef f ,(D 0 )
2) Connection to the functionals
where † indicates complex conjugate transpose, U K,null is a matrix of the noise singular functions of K ef f , and U D 0 ,sig is a matrix of the signal singular functions of P r ef f ,(D 0 ) , that is,
where L is the dimensionality of the receive space determined by the number of receivers (or size of the receive aperture).
Then the functional U r,A (D 0 ) is given by the Frobenius norm of C 1 :
where σ 2 C1,i is the ith singular value of C 1 .
In (23) let G be the range of K ef f and F be the range of P r ef f ,D 0 , then
Replacing (32) and (33) in (31) yields
where the third equality follows from the invariance of the singular values of a matrix under orthonormal transformations.
Therefore, U r,A (D 0 ) and sin α 1 differ only on the norm of C 1 that is used.
By creating a matrix
of signal singular functions of K ef f and a matrix
of noise singular functions of P r ef f ,(D 0 ) we can define the matrix
and find a similar relationship between sin α 2 and U r,B (D 0 ), in particular, sin α 2 is defined by the 2-norm of C 2 while above, but which is included in the computer validation of these ideas later in the paper). Therefore, we seek to minimize the functional
Note that the functional F (D 0 ) uses geometrical considerations as described in the previous sections wherein the shape is selected so that it minimizes the angles (23) and (24) between the range of the test operator P r ef f ,(D 0 ) and the range of the response matrix K ef f as opposed to directly minimizing the error with respect to the measurements as in nonlinear optimization techniques (which would require either knowing V (r) or calculating it as part of the optimization process).
Two problems appear when trying to implement such an algorithm. The first difficulty arises in the calculation of U r,A (D 0 ) and U r,B (D 0 ). Since the two functionals depend on the signal and noise singular functions of the data mapping K ef f and the test receive mapping P r ef f ,(D 0 ) it is necessary to determine the rank of each of these operators. However, since we are dealing with extended scatterers both integral operators have an ill-determined rank [59] so that the singular values decrease gradually to zero without a well defined gap from which to determine the rank of the matrix (see also [9] , [10] ). The results of the previous sections naturally hint for a broader, more encompassing framework to extract scatterer support information from the SVD of K ef f . A general approach inspired by information-theoretic considerations is presented in this section that has the important advantage of not requiring such effective rank estimation. The second difficulty arises in how to create the test shapes. We develop in the next sections three approaches from which it is possible to generate the potential solutions.
A. Alternative approximate functionals
In this section we present alternative functionals that approximate the behavior of the functional F (D 0 ) in (38) (i.e., they minimize when the test shape D 0 is close to the true shape D 0 ) with the additional advantage of avoiding the need to calculate the numerical rank of the operators involved. Instead of making a decision as to whether a given singular function belongs to the signal or noise subspace we will use all singular functions by using an appropriate transformation or weighting of the components of a cross-coherence matrix to be defined next.
Consider a matrix U K with all the singular functions of K ef f given by
and a matrix U D 0 with all the singular functions of P r ef f ,(D 0 ) given by
Then we can define the cross-coherence matrix
where C 1 and C 2 are two submatrices defined in (27) and (37) and where
Since the singular functions are normalized, the maximum value of the absolute value of the components of C is 1. Furthermore, from the previous results it is expected that when D 0 coincide with the true support D 0 the norms of C 1 and C 2 will become small.
One approach to give more importance to the components of the submatrices C 1 and C 2 (relative to C 3 and C 4 ) consists on applying the logarithm to the absolute value of each element C ij of the matrix C. This transformation will make the larger components that are closer to 1 to become insignificant while making the smaller components dominant. Therefore, one alternative functional is given by
Given that the components of C 1 and C 2 tend to be smaller especially for test shapes that are close to the true support, this logarithmic functional tends to give emphasis to the two matrices of interest C 1 and C 2 . Figures 10 and 11 of Section V-B
show the absolute value and the logarithm of the absolute value of the entries C ij for one particular scatterer which shows how the logarithmic domain tends to emphasize the two submatrices C 1 and C 2 . Functional F 1 (D 0 ) also has several informationtheoretic interpretations. On one hand, the expression in (40) coincides with the expression of the entropy of a stationary stochastic random process where |C ij | represents the power spectrum density [63] . On the other hand, F 1 can be associated to the distance between two probability distributions as follows. The Kullback-Leibler distance between two probability mass functions p(x) and q(x) is defined by the expression [64, Eq. 2,26]
If p(x) represents an uniform probability distribution so that p(x) = 1/N then
so that minimizing the functional F 1 in (40) is equivalent to maximizing the distance between the probability distribution defined by C and a uniform probability distribution.
B. Other variations for noisy data
As shown in Section V the previous functional in (40) performs well under high signal-to-noise ratio, however, it has no parameters to tune in case of noisy data. Other functionals are suggested from expression (39) . Clearly the components that are closer to the bottom left and top right corner of the matrix C belong to C 1 and C 2 without uncertainty. But as we move further to the center there is more uncertainty regarding to which matrix each component belongs. Therefore, it makes sense to consider a ranking of each component of C depending of its location as in function F 2 (D 0 ):
where a ij is a weight that increases with respect to i and decreases with respect to j, and, therefore, emphasizes C 1 . Similarly, b ij is a weight that increases with respect to j and decreases with respect to i and, therefore, emphasizes C 2 .
Another variation that we consider involves using also matrix C 3 which relates the signal space of the response matrix K ef f with the signal space of P r ef f ,(D 0 ) :
where c ij is a weight that decreases with respect to i and j. All these functionals will be numerically compared in Section V.
1) A new imaging approach:
One issue in the MUSIC imaging approach in (19) had to do with the selection of the effective rank of the scattering matrix. Previous research (see, e.g., [9] , [20] ) showed great variability of the results depending on this selection. The functional in (40) eliminates this issue by not requiring to find the rank of the response matrix explicitly. For a test point the rank of the test receive mapping P r ef f ,(D 0 ) has rank one and the signal singular function is given (for scalar fields) by
.
Therefore, we can define the functional
Calculating the value of the functional F 1 (r 0 ) in (43) as a function of the test point r 0 generates an image that gives an idea of the shape of the scatterer without the need of first determining the optimal number of noise space singular functions. Similarly, (41) and (42) are useful in defining imaging functionals, for example, from (41) one gets
where a i is a weight that increases with respect to i.
Section V-A discusses this general imaging approach relative to the original version of the MUSIC imaging algorithm in (19) for different selections of the rank of the scattering matrix. 
C. Generating a set of test shapes
Two simple approaches to generate test shapes consist on first finding the imaging pseudospectrum of the object by evaluating the functional F 1 (r 0 ) in (43) for each point in a grid. Then we can either find the levels or contours (lines with the same value of the functional) and use them as the boundaries of the object or we can take an arbitrary threshold th and find the shape D 0 (th) generated by assuming that all points r 0 for which F 1 (r 0 ) ≤ th are inside the support region.
A more involved approach is based on the level set method [65] with which it is possible to evolve an initial shape by controlling the normal velocity at the interface. This technique has been used before in different ways to deal with inverse scattering problems [37] , [39] , [41] , [66] . The normal velocity V n is usually selected from the variation of the functional with respect to an infinitesimal variation in the shape. This approach has the advantage of being a lot more flexible in how we generate the shapes although at the same time it requires more parameters to set.
V. COMPUTER ILLUSTRATION
The numerical examples assume the 2-D remote sensing system shown in Figure 2 where the stars represent the 90 point transceivers that surround the object under study at a distance of 25λ.
It is assumed that each transmitter radiates, in free space, a time-harmonic electric field of wavelength λ with only a z component that is not a function of z so that E i =ẑE i (x, y). The object under study is a dielectric cylinder of arbitrary shape D 0 with permeability µ 0 and a linear, isotropic, and inhomogeneous (in the x and y direction) complex permittivity r = r (x, y). In this case the vector wave equation in (2) Under these assumptions the scattered field is given by [67] , [68] 
, [68] , k = 2π/λ is the wavenumber, E(r ) is the total electric field given by E(r) = i (r) + E s (r), and
is the 2-D background Green function where H The forward model in (45) is solved by means of the method of moments [67] and different grids are used for the forward and inverse problem in order to avoid the inverse crime [27] . Since there are N = 90 receivers and transmitters the scattering matrix K will have dimension 90 × 90 where each column represents the scattered field measured at each receiver due to a probing field radiated by one of the transmitters.
In order to test the stability of the inversion methodologies we consider adding random noise to the scattering matrix K.
We consider multiplicative noise (as is commonly used in research on this topic [9] - [11] , [25] ) so that each component of the response matrix is given byK
where U 1 and U 2 are two uniformly distributed random numbers between −1 and 1 and σ is the noise level parameter.
A. New imaging approach
Section IV-C described two methods of generating the test shapes involving the intermediate step of creating an image of the object by means of the functional F 1 (r 0 ) from which it is then possible to generate the different shapes. There are, of course, other visualization approaches that can be used to generate this image like, for instance, the MUSIC imaging algorithm in (19) , the linear sampling method [43] , the factorization method [42] , and so on. This section illustrates the difference in performance between the conventional MUSIC imaging algorithm in (19) , for different estimates of the rank of the scattering matrix, and the new imaging approach presented in (43) (Section IV-B1) for a scatterer with support in the shape of a kite estimates to the L-curve approach in [20] ) as shown in Figure 3 . Figure 4 shows the logarithm of the MUSIC images assuming a rank of 4 (top right plot), 37 (middle left plot), 69 (middle right plot), and 89 (bottom left plot) and the image using the new approach in (43) (bottom right plot). Also included in the figure is the index of refraction of the object (top left plot). Figure   5 shows the corresponding results for a scattering matrix corrupted by multiplicative noise at a level of 5%, as described in (47) . The figures illustrate the great variability in the MUSIC images depending on the selection of the rank of the scattering matrix. By selecting a rank that is too small we are unable to get a reasonable image of the object as shown for the case of Rank=4. On the other hand selecting a large value makes the image very unstable under noise as shown for the case Rank=89.
In both cases the new imaging approach gives an image that is comparable to the MUSIC image for a good selection of the rank without requiring such a selection.
Determining a quantitative measure of the discrepancy between the image and the object is difficult since the actual value corresponding to each point of the grid has no physical significance by itself, that is, it is not related to the index of refraction.
The images are only an indicative of the shape which is the reason why these methods are usually classified as qualitative [2] or visualization [3] approaches. Nevertheless, in order to have a quantitative measure we consider an approach similar to the one used in [69] to compare images obtained from the linear sampling method. For each image in Figures 4 and 5 we obtain the level or contour (lines with the same value of the functional) that is the closest to the true shape according to the normalized area of the error given by,
where A o is the area of the object, A i is the area of the image, and A ∩ is the area of the intersection. Figure 6 shows the It is important to emphasize that the previous procedure to find the optimal contour corresponding to each image is not an actual shape reconstruction algorithm since it requires knowing the true shape of the object beforehand and it is only used here to obtain a quantitative comparison between images. In the next section, however, we will use the functionals 
B. Imaging pseudospectrum-based reconstruction
Consider now the problem of extracting the actual support of the unknown object from the previous image obtained from functional F 1 (r 0 ) (or by any other qualitative approach like, e.g., linear sampling as in [17] ). We consider two approaches to generate the test shapes from this image. The first approach consists on finding contours where the image have the same value (as in the previous section). For each of the contours we can define a test shape D 0 for which we calculate the value of the functional F 1 (D 0 ) in (40) . The contour with the lowest value of F 1 (D 0 ) is shown in Figure 8 . Also shown in red dashed lines is the true support of the scatterer. This approach is particularly convenient when there is only one object since each contour only defines one closed surface.
A second approach consists on selecting a threshold th from which we can generate a shape D 0 (th) from the image given by F 1 (r 0 ) and for each shape we again find the value of the functional F 1 (D 0 ). The shape with the minimum value of
is shown in Figure 9 . For this same shape the absolute value of each entry C ij of C in (39) is shown in Figure 10 . The submatrices of interest C 1 and C 2 defined in (27) and (37) correspond to the top right and bottom left sections of the plot. As shown in Figure 11 in the logarithmic domain the submatrices C 1 and C 2 become dominant. Now consider a scattering matrix contaminated by multiplicative noise of level 5%. Figure 12 shows the corresponding reconstructions for a representative sample of the noise. For this particular noise sample the functionals F 2 and F 3 were better behaved than F 1 , and F 3 had the lowest error. In order to compare the average behavior of the functionals we tested 30 realizations of random multiplicative noise at different levels and calculated the error in the reconstruction. Figure 13 shows the average error corresponding to each of the functionals F 1 , F 2 , and F 3 . While for lower noise levels the functional F 1 (D 0 )
gives good results, for larger noise levels the regularized functionals F 2 (D 0 ) and F 3 (D 0 ) are clearly more stable.
Another type of perturbation to the scattering matrix K which is of interest in antenna applications is the mutual coupling effect at the receivers. Let us briefly discuss the effect of this perturbation in the shape reconstruction algorithms above. This effect is commonly modeled in the literature by multiplying the response matrix by a coupling matrix (see, e.g., [70] - [72] for details). Given that in the present system the receiver array is circular, let us model the coupling matrix by a N r × N r circulant matrix with the three central diagonals and the lower left corner and upper right corner different from zero. As particular values, the main diagonal elements had a value of 1 and the rest of the nonzero elements had a value of 0.2 (this is the level of coupling, see [70] - [72] for details). This coupling matrix simulates a situation where only contiguous elements of the array are coupled. We considered two situations: one where we know the mutual coupling matrix, representing a situation where the entire array sensing system is well-known under the environment of the remote sensing experiment; and another where this prior knowledge is not available, simulating lack of coupling model for inversion. In the first situation, corresponding to prior coupling model for inversion, the effect of mutual coupling in the functioning of the signal-subspace-based imaging and shape reconstruction methods of this paper was found to be quite minimal, as expected, since then one has prior knowledge of the coupling matrix which corresponds to having in our formulation and algorithms a total background medium including the antennas, where Green's function is corrected for coupling. In another set of simulations we assumed the second situation, i.e., that prior knowledge about the coupling matrix is not available, and hence none of the coupling compensation techniques in the literature (e.g., [70] , [73] - [75] ) are applied. In this rather extreme situation, we found that, in the imaging context, the coupling does negatively impact the imaging via (43), relative to conventional MUSIC, which appears to be more immune so long as a good numerical rank is estimated. It was also found that the imaging functional (44) performs comparable to the conventional MUSIC. On the other hand, in the shape reconstruction context we found that as long as one has a good prior for the shape reconstruction part then one still arrives at a good shape reconstruction via the algorithms of the present paper. Figures 14 and 15 illustrate the shape reconstruction results under this blind coupling effect. The results for the threshold approach are significantly better than the ones for the contour methodology, and the error for the threshold approach is comparable to the ones in the previous simulations involving multiplicative noise.
C. Level-set-method-based reconstruction
Finally, we consider using the level set method to generate the test shapes as described in Section IV-C. The level set implementation for Matlab is available at [76] . Since the functionals F 1 (D 0 ), F 2 (D 0 ), and F 3 (D 0 ) are not known analytically, the normal velocity needs to be calculated numerically which is a very computationally intensive operation. Therefore, we consider instead using a normal velocity derived from the simpler, although incomplete, functional where is a small quantity to deal with the possibility of zero singular values. This functional is directly related to the functional U r,A (D 0 ) in (19) and, therefore, has a similar behavior. For this functional the normal velocity can be found analytically and it is given by This velocity evolves the initial shape so that it is completely contained inside the true support of the scatterer. For each iteration we can check the value of the functional F 1 (D 0 ) (or alternatively F 2 (D 0 ) or F 3 (D 0 )) and keep the shape with the lowest value.
The initial shape is completely arbitrary and in this particular example we consider the square shown in the top left plot of Figure 16 . The normal velocity at the boundary is given by (50) and, therefore, the level set method will evolve the shape so that it is completely contained inside the support of the scatterer. Figure 16 shows representative stages of the evolution and Figure 17 shows the shape with the lowest value of the functional F 1 (D 0 ). Figure 18 shows shape reconstruction results for another simulation case, corresponding to two circular objects with different scattering potential. Note that although the initial shape assumes only one object, the level set function evolves this shape in such a way that the two correct regions are generated. This is a well known advantage of the level set method wherein it is not necesary to know the number of objects to be reconstructed as opposed to parametric approaches. 
VI. CONCLUSIONS
This paper explored theoretical and algorithmic aspects of a number of existing and novel signal-subspace-based approaches to imaging and shape reconstruction of extended penetrable scatterers under single-frequency scattering or response matrix data. It was shown that the imaging functionals developed in previous work [20] , [21] can be reformulated and reinterpreted in terms of angles and distances between subspaces. This reformulation lead to a number of new imaging functionals based on information-theoretic concepts which have the enormous advantage of not requiring for their implementation the estimation 
X (in λ)
Y (in λ) Figure 18 . Best shape generated by the level set method for the two circles case. The scatterer to the left has constant scattering potential of value 2 while the scatterer to the right has scattering potential of value 3 (note: figure available in color).
of a cutoff in the singular value spectrum separating signal versus noise subspaces. We then considered two applications of these ideas. First we presented a new imaging approach that avoids the need to determine the numerical rank of the scattering matrix. Then we investigated the shape reconstruction problem where given a grid we try to determine whether each of the points of the grid is inside the support of the scatterer or not. In this case the final reconstruction is a mask or indicator matrix of ones and zeros defining the support of the scatterer. In this last application we considered two approaches: a first one based on first finding an image of the object (by means of any qualitative method) to use as a prior and a second one based on the level set method. The algorithms were tested with numerical experiments for a penetrable scatterer in the shape of a kite under perfect (noiseless) and noisy data as well as in the case of mutual coupling at the receivers. It was found that with the alternative functionals defined in Section IV-B one achieves stable solutions under considerable perturbation of the scattering matrix.
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